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PREFACE

In the last decade, the atomic force microscope (AFM) has emerged as a powerful tool
for cell biology research giving ultrahigh resolution in real time under near physiolog-
ical conditions. Studies revealing nanometer-scale details of the living cell, subcellular
organelles, and biomolecules, previously impossible due to the resolution limits of light
microscopes, are now accessible using the AFM. Pioneering work and instrumental de-
velopment were carried out by the groups of Paul Hansma, University of California,
Santa Barbara; and Gerd Binnig, IBM Physics, Munich. For the first time, in 1989,
Binnig visualized the process of pox virus release on living cells. Meanwhile, many
other groups contributed exciting new insights at the cellular and molecular levels using
the AFM. This book contains examples of more recent studies done with instruments that
have reached a stage of development in which the biological question and the preparation
procedures become the major objectives. The first section focuses on the application on
cells and their membrane structures. The contribution by Benoit deals with cell adhesion,
whereas Radmacher demonstrates how the elastic properties of cells can be determined
using the AFM. The elastic properties of single stereocilia of haircells are studied by
Langer and Koitschev, who with a combined AFM/patch-clamp setup simultaneously
measure membrane potentials. The last two contributions of this section deal with mem-
brane structures. Lesniewska et al. investigate special lipid structures, and Jena and Cho
identify new cellular structures involved in exocytosis combining, for the first time,
biochemical and AFM techniques. The second section focuses on extracted molecular
structures. The contribution by Müller and Engel demonstrates the resolution possibili-
ties of the instrument on two-dimensional protein crystals. Czajkowsky and Shao explain
how supported lipid bilayers can be used as substrates for AFM investigations of various
molecular structures. The contribution by Sheng and Shao introduces cryo preparation
for the AFM, a procedure developed for electron microscopy. Zuccheri and Samorı̀ de-
scribe DNA studies with the AFM, and in the last contribution of this second section,
Kindt et al. provide a more general overview on AFM studies on molecular structures
and introduce a force-measuring technique, which is the main theme of the third section.
The last section focuses on actual instrumental developments and new methods. The con-
tribution by Hinterdorfer describes how, at the AFM tip, ligands can be used to measure
specific interactions even on cell surfaces. Humphris and Miles developed a new type of
AFM which is able to measure forces in a dynamic way, whereas Chen and Moy describe
static force measurements with a conventional AFM. Altmann and Lenne invented a new
type of active stabilization for the AFM making force-clamp measurements, used for
protein unfolding studies, more accessible.

Recently, the photonic force microscope (PFM) was developed (see first chapter by
Hörber) by combining the principles of AFM, confocal microscopes, and optical twee-
zers into a new nanotechnological tool. The advantage of the PFM is its capability

xiii
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of entering the force range from 50 pN down 1/10 pN. This allows imaging of very
soft membrane structures. Furthermore, the instrument provided new methods to study
molecular structures with the observation of the thermal movement of the small particles
used, e.g., the tip in an AFM. This became possible by using a new optical technique
to detect the three-dimensional position of the particle with respect to the trapping laser
focus, which allows imaging of three-dimensional networks as formed by the cytoskele-
ton with the position resolution determined by the instrument, which is actually about
1 nm. Thermal fluctuations of a particle also reflect all the influences of its environment.
In this way, the technique can be used to map surface potentials, to study mechanical
properties at the molecular level, and to measure viscosity. Pralle and Florin demonstrate
in the last chapter how the PFM can be used to examine the biophysical properties of
the plasma membrane in live cells.

In general, the book is designed to provide a working knowledge of the AFM and
its potential for use in cell biology studies. The strengths and limitations of the AFM
technique are discussed from a practical perspective. The book provides a wide range of
applications in cell biology, which by no means are exhaustive. The examples described
in the book will enable the reader to appreciate the power and scope of the AFM to study
various aspects of cellular structure and function. Additionally, sample preparation and
use of various approaches to study cells with the AFM provide practical guidelines
to the reader. Since nothing can replace hands-on experience, once investigators make
the determination that AFM or PFM could substantially contribute to their studies,
collaboration with experienced people is advisable to determine feasibility and to gain
hands-on experience prior to investing on equipment and personnel.

Bhanu P. Jena, Ph.D.
Heinrich Hörber, Ph.D.
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I. Introduction

About 400 years ago, the invention of telescopes and microscopes not only extended
our sense of seeing but also revolutionized our perception of the world. Extending this
perception further and further has since been the driving force for major scientific de-
velopments. Local probe techniques extend our sense of touching into the micro- and
nanoworld and in this way provide complementary new insight into these worlds with mi-
croscopic techniques. Furthermore, touching things is an essential prerequisite to manip-
ulating things, and the ability to feel and to manipulate single molecules and atoms
certainly marks another of these revolutionizing steps in our relation to the world we
live in.

Local probes are small objects, e.g., the very end of sharp tips, whose interactions
with a sample, or better, the surface of a sample, can be sensed at selected positions.
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2 J. K. Heinrich Hörber

Proximity to or contact with the sample is required for high spatial resolution. This, in
principle, is an old idea that appeared in literature from time to time, in context with
bringing a source of electromagnetic radiation into close contact with a sample (Synge,
1928; O’Keefe, 1956; Ash and Nicolls, 1972), yet found no resonance and therefore
was not pursued until recently. Nanoscale local probes require atomically stable tips
and high-precision manipulation devices. The latter, based on mechanical deformations
of spring-like structures by given forces—piezoelectric, mechanical, electrostatic, or
magnetic—to ensure continuous and reproducible displacements with precision down
to the picometer level, also require very good vibration isolation. The resolution that
can be achieved with local probes is mainly determined by the effective probe size, its
distance from the sample, and the distance dependence on the interaction between the
probes and the samples measured. The latter can be considered to create an effective
aperture by selecting a small feature of the overall geometry of the probe tip, which then
corresponds to the effective probe.

The first of these local probe instruments was the scanning tunneling microscope
(STM), which emerged during the early 1980s as a response to an issue in semicon-
ductor technology (Binnig et al., 1982). Inhomogeneities on the nanometer scale had
become increasingly important as miniaturization of electronic devices progressed. The
STM is an electronic–mechanical hybrid. The probe positioning is mechanics, whereas
the interaction sensed by the tunneling current between probe and sample is of quan-
tum mechanical origin. The physical effect of electron tunneling describes the strongly
distant-dependent probability of electrons to cross a gap between two conducting solids
before they really form a contact. The STM for the first time showed the atomic structure
at the crystalline surface of silicon in real space and demonstrated that it was even pos-
sible to manipulate single atoms. The importance of this development was recognized
when the Nobel Prize in Physics was awarded to Binnig and Rohrer in 1986.

In 1986, Binnig together with Quate and Gerber demonstrated that the short-range
van der Waals interaction can also be used to build a scanning probe microscope (Binnig
et al., 1986). This new device was called the atomic force microscope (AFM). With no
electron transport involved, even insulators could be studied down to atomic resolution.
The essential part of an AFM, as for all scanning probe microscopes, is the tip that
determines by its structure the type of interaction with a surface; and by its geometry,
the area of interaction. The original idea for the AFM was to measure the van der Waals
interaction of an atom at the very end of the tip with atoms at a surface of a solid substrate.
To bring a single atom at a tip close to within angstrom distance toward a surface is only
possible if the surface is atomically flat (Fig. 1c), such as, for example, the crystalline
surface of mica. If the surface is rough on a nanometer scale (Fig. 1b), groups of atoms can
interact and determine, according to their size, the possible resolution. With a roughness
at the micrometer scale (Fig. 1a) the macroscopic level is reached where instruments like
the surface profiler are able to measure surface roughness. A similarly important part
of the scanning probe microscope is the mechanism which moves the tip closer to the
surface and scans it across with precision fitting to the highest resolution. What enables
such precise manipulation is the property of some materials to change size proportional
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Fig. 1 Scanning probe tip structures shown at different scales.

to an applied electric field. These materials can also generate an electric field if a force
is applied, an effect first described by Pierre and Jacques Curie in 1880 for quartz. The
piezo-tube scanner is widely used to produce movements in all three directions easily and
consists of a thin-walled hard piezo-electric ceramic that is radially polarized. Electrodes
are attached to the internal and external faces of the tube. The external electrode is split
into quarters parallel to the axis as shown in Fig. 2. By applying a voltage between
the inner and all the outer electrodes, the tube expands or contracts and in this way
either moves a tip closer to a surface or retracts it from a surface, respectively. If the
voltage is applied just between the inner and one outer electrode, the tube will bend,
i.e., moving the tip along the surface, with a precision determined by both the noise of
the voltage source used and the overall mechanical stability. The disadvantage of these
piezo-tubes is that the tip is not scanned exactly parallel to the surface but is moved
on an arc, leading to an effect known as “eyeballing” when large scans are carried out.
Another problem of piezo-materials is the hysteresis, which like the arc motion must
be corrected by the electronic equipment controlling the movement by providing the
necessary voltage.

In the meantime, many other types of scanning probe microscopes using various
types of interactions have been developed and are too numerous to mention in this short

Fig. 2 Piezo-electric effect of quartz and the piezo-ceramic tube scanner with inner and segmented outer
electrodes used in scanning probe microscopes.
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introduction. I prefer, therefore, to name only one other: the scanning nearfield optical
microscope (SNOM), developed by Pohl et al. (1988), which is, as the name implies,
the near-field equivalent to the conventional optical microscope working in the farfield
of the radiation. The STM, on the other hand, can be seen as the nearfield equivalent
to the electron microscope. The optical microscope, like other types of microscopes
using radiation in the farfield range, is limited in its resolution by the wavelength of the
radiation. This limit, reported by Abbe in 1873, restricts the optimal resolution to several
hundred nanometers for using visible light. The only way of overcoming this limit is by
using nearfield effects observed within a wavelength from a radiation source. In high
resolution, the very small tip can be used again. The tip of a SNOM is, at least in many
instruments, a specially prepared end of an optical fiber, which acts as a light source. The
interaction of the electromagnetic nearfield at the tip with the surface determines how
much light is radiated from the source and how much is reflected back into the optical
fiber. In this way the aspects of the surface structure correlated to the interaction with
electromagnetic fields can be studied.

Many types of scanning probe microscopes have been developed and can be used not
only for measuring surface topologies but also for measuring various material properties
at or close to surfaces. This can be done in vacuum, in gas, or in liquids in a broad
temperature range with a resolution down to either the atomic or the molecular level.
In this way, it is the only type of microscopy that can complement optical microscopy
in biology on a smaller scale. Additionally, these instruments allow manipulations at
either the single-atomic or the molecular level, making experiments which no one ever
dreamed of 20 years ago possible. Experiments at the nanometer scale provide a com-
plete new insight into processes which, before the development of these instruments, were
accessible only by ensemble-average processes, where all of the elements can never be
identical, and all of the information concerning the behavior of individuals is lost. With
the available information on single components using scanning probe techniques we can
now learn how processes, which we were previously unaware of, are determined by the
properties of the single elements of such ensembles.

II. Scanning Tunneling Microscopy

It is of particular interest to understand the images of biological structures obtained
by the STM, as this technique allows imaging with a signal-to-noise ratio unequalled by
other techniques and under near-physiological conditions (Hörber et al., 1988; Hörber,
Schuler, Witzemann, Schröter et al., 1991; Hörber, Schuler, Witzemann, Müller et al.,
1991; Heckl et al., 1989; Ruppersberg et al., 1989; Göbel et al., 1992; Maaloum et al.,
1994). This is an advantage that can only be exploited by having a deeper knowledge of
both the “tunneling” or electron transport mechanism and the environmental conditions
under which it takes place. Furthermore, a means to understand the nature of the images
produced, namely, a model that can be used as reference, is necessary. For this purpose, a
sample can, for instance, be imaged by scanning tunneling and electron microscopy, and
the results can then be compared to investigate the physical mechanism of image contrast
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formation in the STM for biological samples. For example, the electron microscope can
produce a three-dimensional image of a helical structure, e.g., a bacteriophage tail. For
such experiments performed by my group, T5 tails were purified and adsorbed to glow
discharged indium tin oxide (ITO) surfaces in solution (Guénebaut et al., 1997). The
surface was washed with distilled water, which was removed partially by blotting, leaving
only a thin layer of aqueous solution. The STM used was a noncommercial “pocket-size”
type (Smith and Binnig, 1986), equipped not only with tungsten tips etched in KOH
by alternating currents but also with a patch-clamp amplifier allowing measurements
down to 0.5 pA with an equivalent noise current of 200 fA. Importantly, all the current
measurements were carried out in the picoampere range. The feedback circuit controlling
the movement of the tip in the z direction, which is the distance to the sample, was
equipped with a logarithmic amplifier to correct for the exponential behavior of the
current. However, the direct measurements of the current variation giving the constant
height images usually are not corrected for this exponential behavior. Therefore, the
logarithms of these images were extracted, before combining the left-to-right and right-
to-left scans, to produce a real-space representation of the specimen. Both scans can be
normalized by histogram equalization and, after combining the different scan directions,
they could be compared to the transmission electron microscope (TEM) reconstruction
of the phage tail structure. The time constant of the feedback used was the limiting factor
in the tip movement, and adding both right- and left-scan images significantly suppressed
the z feedback effect. With this setup, recording the feedback signal simultaneously with
the current signal is also possible. In principle, this combined constant height and constant
current imaging mode increases the height resolution of the instrument, showing the fine
structure on the top of the phage tails as a constant height image (Fig. 3).

Fig. 3 STM image of the tail of the bacteriophage T5 prepared on an ITO surface. The scan size is
18 × 18 nm2. The picture was taken with a 30-pA current at a 120-mV tip voltage within a thin layer of water.
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The general characteristics of the bacteriophage T5 tail make it an excellent test spec-
imen for comparing TEM and STM results. Bacteriophage T5 is a member of the T-odd
phage family having an icosahedral head with a diameter of 80 nm. Its noncontractile
flexible tail is 160 nm long and is composed of 120 copies of a 58 kDa protein. The
proteins are arranged as trimers, each trimer forming a ring with an external diameter of
11 nm. The superposition of 40 of these rings, with a 40-degree angular shift between
each stack, confers a helical symmetry to the tail. The tail model was calculated from
cryo-TEM images using helical reconstruction methods. The general dimensions of the
tail allowed for its easy identification in the STM images. These Bacteriophage T5 tail
images exhibit size features approaching 3 nm, which were used in comparison to the
reference obtained from electron microscopy data.

As for other biological materials observed using STM, the tail appears with a positive
contrast and exhibits complex features that prevent trivial interpretation of the images.
It is difficult to correlate these two observations with the classical concept of the elec-
tron “tunneling” mechanism between two conductors through an energetically forbidden
region. Nevertheless, it is clear from the many experiments performed thus far that it
is possible to image nonconductive molecular structures using the STM. The imaging
of cyanobiphenyl monomolecular layers of liquid crystals, where near-atomic details
were observed, confirmed the transfer of electrons through thin, nonconductive, and
organic materials (Smith et al., 1989, 1990). However, the mechanism by which this
phenomenon occurs through thicker nonconductive layers of organic material, either a
multilayered arrangement of small molecules or larger molecular structures, is still not
understood. The role of water, which is always present under ambient conditions (Freund
et al., 1999), while keeping biological samples under physiological conditions, remains
unknown.

By comparing TEM results to those of STM on these bacteriophage tails it became
clear that, although the STM images did not show the surface of tail structures, they,
however, could be directly compared to contrast-inverted TEM images. The actual sit-
uation for STM imaging such samples, i.e., the position of the tip with respect to the
sample, can be studied using current/distance measurements. It was found that phage
tails freshly adsorbed on ITO-coated glass retained a thin (50- to 100-nm) film of water.
While imaging, the tip was immersed several tens of nanometers into this film; at these
distances, currents of 5–50 pA were observed. In this situation (Fig. 4), the electrons had
to cross a water layer of up to several tens of nanometers in addition to the molecular
structure, but still could provide a resolution of 3 nm. The exponential distance depen-
dence of the measured current decays faster in water than through the macromolecules,
leading to a positive contrast. Without hypothesizing on the nature of the electron transfer
mechanism across biological material and through water, the observation that the protein
structure has less resistance to the current than to the surrounding aqueous solution is
very interesting. This produces a positive image of the specimen, while cryo-TEM, based
on high-energy electron scattering by the specimen, produces a negative image. A pos-
sible explanation might be that as denser protein structures are more ordered low-energy
electrons do not scatter as frequently.
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Fig. 4 Scaled schematic drawing of the imaging situation as determined by current/distance measurements.
The diameter of the tail is 11 nm and the tip surface distance while imaging is about 60–70 nm above the
surface. The water is kept by cooling the sample as a thin layer of 100–200 nm on top of the sample.

If the physical basis for the use of the STM on biological structures can be identified,
then the STM can become an important complement to TEM in structural studies, as
completely different preparation methods are used and the samples remain hydrated
under close to physiological conditions.

III. Atomic Force Microscopy

A. Combination with Optical Microscopy

It has been shown in many experiments that the AFM can be used to study biological
structures under physiological conditions. It is even possible for the AFM to both image
living cells (Häberle et al., 1991) and study dynamic processes at the plasma membrane,
although such experiments are quite difficult, as the AFM cantilever is by far much
more rigid than cellular membrane structures (Schneider et al., 1997; Jena and Cho
in this book). The preparation of cells and the parallel optical observation, which are
necessary for having standard biological controls for cell activities available, present
other problems. To address these problems, in 1988 we initiated an IBM Physics project
in Munich to develop a special AFM built into an inverted optical microscope. This
instrument could make the first reproducible images of the outer membrane of a living
cell, fixed only by a pipette in its normal growth medium (Hörber et al., 1992; Ohnesorge
et al., 1997). This pipette was moved by a conventional piezo-tube scanner. The detection
system, in principle, was a normal optical detection scheme using a glass fiber as a light
source and placed very close to the cantilever (Fig. 5). This configuration allowed a
very fast scanning speed for imaging cells in the variable deflection mode, as the parts
moving in the liquid are very small. Therefore, in contrast to the standard procedure
of imaging cells attached to a flat substrate on the scanning stage, neither significant
excitation of disturbing waves nor convection in the liquid occurs. Additionally, the
severe deformation of the cells was avoided, which normally occurs when they are
squeezed between a solid substrate and a cantilever. Since it was possible to keep the
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Fig. 5 A schematic drawing of the AFM built onto an inverted optical microscope with a patch-clamp
pipette as a sample holder. An optical fiber as a light source very close to the cantilever is used for the optical
detection of the cantilever deflection. The detection of the reflected light is done by a quadrant photo-diode
above the sample chamber.

cell alive and well for days while imaging, this made studies of live activities and
kinematics in addition to the application of other measuring techniques possible. With
this step in the development of scanning probe instruments, the capability of optical
microscopy to investigate the dynamics of biological processes of cell membranes under
physiological conditions could be extended into the nanometer range with the help of
the AFM.

In the initial experiments with the AFM, we observed the reaction of cultured monkey
kidney cells infected by orthopox viruses. We usually saw no reaction during the first
few minutes after adding the virus suspension to the fluid chamber where the cells were
kept in buffer solution. Yet in one case we observed a decaying protrusion after about
1 h. The size of the protrusion was comparable to that of a virus (200–300 nm), but
we observed an effect like this only once. The fact that we usually did not observe
the endocytosis of the virus might have been due to a shadowing by the lever and the
imaging tip, which prevented the penetration of viruses into this area. On the other hand,
at about the time when the virus would be expected to enter the cell (a few minutes after
adding viruses according to estimates of diffusion times in the surrounding liquid) we
noticed a strong softening of the cells, which was always accompanied by the danger
of the tip easily penetrating the membrane and the images losing considerable contrast.
One might imagine that a virus only locally modifies the membrane to enable its entry
into the cell. However, from the fact that the dramatic softening of the cell membrane
is always observed when viruses are added, we conclude that the cell membrane as a
whole is affected by the penetration or adhesion of the viruses. It is known that 4 to



1. Local Probe Techniques 9

Fig. 6 Exocytotic process imaged by AFM 3 h after monkey kidney cells were infected by pox viruses. The
size of the structure seen is about 200 nm and similar to the size of viral particles.

6 h after infection the first viruses reproduced inside the cell and emerged from the cell
through the cell membrane. However, approximately 2.5 h after infection we observed
a series of processes occurring in our SFM images. Single clear protrusions became
visible and grew in size. The objects quickly disappeared and the original structures on
the cell surface were more or less restored. Such processes can occur several times in
the same area and last about 90 s for a small protrusion (about 20-nm lateral extent) and
up to 10 min for a larger one (cross section of about 100 nm). Each process proceeds
distinctly, apparently independently of the others, and is never observed with uninfected
cells and never prior to 2 h after infection.

The fact that the growing protrusions abruptly disappeared after a certain time led us
to believe that we observed an exocytodic process but not the virus release. First-progeny
viruses are known to appear 5–8 h after infection and they are clearly bigger than the
structures observed. It is also known, however, that after 2–3 h only the early stage of virus
reproduction is finished and the final virus assembly has just begun. Since the protrusions
are observed after this characteristic time span, we believe that they are related to the
exocytotic processes connected to the virus assembly. Significantly more than 6 h after
infection even more dramatic changes are seen in the cell membrane (Fig. 6). Large
protrusions, with cross sections of 200–300 nm, grow out of the membrane near deep
folds. These events occur much less frequently than those which occur after only 2 h.
These protrusions also abruptly disappear, leaving behind small scars on the cell surface.
Considering the timing and their size, we believe these protrusions are progeny viruses
exiting the cell. Assuming that approximately 20–100 viruses exit the living cell and that
roughly 1/40 of the cell surface is accessible to our SFM, one should be able to observe
one or two of these events for each infected cell. We actually observed two processes
exhibiting the correct size and timing during one 46-h experiment on a single infected
cell: one after 19 h and the other after 35 h. It is known from electron microscopy that
individual viruses exit the cell at the end of finger-like microvilli that are formed at the cell
membrane. Figure 7 actually shows a finger-like protrusion at whose end an exocytotic
process is observed. The release of the particle observed also occurs in a region where the
cell membrane is dominated by finger-like structures. This striking similarity to results
from electron microscopy made us believe that we indeed had imaged the exocytosis of
a progeny virus through the membrane of an infected live cell.
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Fig. 7 Sequence of images showing the escape of a viral particle at the end of a microvillus 19 h after
infection of the cells.

With the setup developed, it was finally possible to observe structures as small as
10–20 nm at high-imaging rates of up to one frame per second. This, in principle, gives
one access to processes besides endo- and exocytosis such as the binding of labeled anti-
bodies, pore formation, and the dynamics of surface structures in general. Nevertheless,
still after more than 10 years much work must be done to control the interaction between
tip and plasma membrane structures, which can be influenced quite strongly by the so-
called extracellular matrix of cells containing a broad variety of sugars and other polymer
structures.

As with the integrated tip of the cantilever, forces in the range of some 10 to 100 pN
are applied to the investigated cell membrane, and the mechanical properties of cell sur-
face structures dominate the imaging process. On the one hand, topographic and elastic
properties of the sample in the images are combined; on the other hand, additional infor-
mation is provided regarding cell membranes and their dynamics in various situations
during the life of the cell. To separate the elastic and topographic properties, additional
information is needed, which can be provided either by topographic data from electron
microscopy or by the use of AFM modulation techniques. The pipette–AFM concept
is very well suited for such modulation measurements, because, as mentioned earlier,
perturbation by the excitation of convection or waves in the solution are extremely small
compared to the normal situation in AFM measurements. Furthermore, the cells held
by a pipette are supposedly in a state much more comparable to the natural situation
than a cell adhering to a substrate. For a thorough analysis of a cell membrane elasticity
map, one would have to record pixel by pixel a complete frequency spectrum of the
cantilever response and derive image data from various frequency regimes. This would
require too much time for a highly dynamic system like a living cell. Nevertheless, we
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performed experiments on live cells which showed in some cases a certain weak me-
chanical resonance in the regime of several kilohertz. Such resonance might be used to
both characterize cells and provide a kind of spectroscopic fingerprint for either cellular
processes or even drug effects, which may lead to new medical diagnosic methods at the
cellular level.

B. Combination with Patch-Clamp Technique

In principle a force microscope, where the cell is fixed on top of a patch-clamp pipette,
makes the combination of patch-clamp measurements on ion channels in the membrane
of whole cells with force microscope studies already possible. Therefore, the next logical
step along this line is the development of a combined patch-clamp/AFM setup that can
be used to investigate excised membrane patches (Hörber et al., 1995). The motivation
to develop such a setup was to study specialized ion channels in the membrane, which
become activated by mechanical stress. These channels are quite important to our sense
of touching and hearing. In 1991, we initiated the development of this instrument at
the Max-Planck Institute for medical research in Heidelberg. A new much more stable
patch-clamp setup had to be developed to satisfy the needs of AFM applications (Fig. 8).
The chamber, where a constant flow of buffer solution guarantees the proper conditions
for the experiments, consists of two glass plates, one on top of the other, and the water
between is kept in place just by its surface tension. In this way, this “flow cell” is freely
accessible from two sides. The chamber, along with the optical detection of the AFM
lever movement and a double-barrel application pipette, is mounted on an xyz stage.

Fig. 8 Schematic top view of the patch-clamp/AFM setup within a bath chamber. The patch pipette is
shown in front of the cantilever. Bath and pipette electrodes are used for electrophysiological recordings. A
glass plate is positioned behind the cantilever to reduce fluctuations of laser beam direction by movement of
the water–air interface. Different solutions can be applied to the excised patch by a two-barrelled application
pipette. If necessary, continuous perfusion of the path chamber can be stopped during AFM measurements.
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The pipette is integrated so that the setup can also be used for standard patch-clamp
measurements in either the presence or absence of various chemicals. The patch-clamp
pipette itself is mounted on a piezo-tube scanner fixed with respect to the objective of
an inverse optical microscope necessary to control the approach to both the cell and
the AFM lever. In such experiments, small membrane pieces are excised from the cell
containing none, one, or only a few ion channels. This enables the study of currents
through a single ion channel opening on a micro- to millisecond time scale resulting in
currents in the picoampere range.

In initial experiments, the structure of the patch-clamp pipettes made of different
types of glass was studied in standard solutions. There was no indication that thermal
polishing could improve the structure at the end of the pipettes to make a so-called
giga-seal more likely. Such an extremely good contact between glass and membrane
is necessary to prevent leak currents that would make measurements of currents at the
picoampere range impossible if the normal membrane resistivity were to get below
1 G�.

In such a setup with a membrane patch at the end of the pipette, the AFM can image
the tip of the pipette with the patch on top (Fig. 9). Furthermore, structural changes
in the membrane patch according to the changing pressure in the patch pipette can be
monitored, along with the reaction of the patch to the change of the electric potential
across the membrane patch. Important information was obtained from the first images
demonstrating that excised membranes still contain cytoskeleton structures. These sta-
bilizing structures of the membrane are stiff enough to obtain a 10- to 20-nm resolution
in the images, showing reproducible structures with dynamics that can be activated by
the application of forces.

Voltage-sensitive ion channels change shape in electrical fields leading eventually to
the opening of the ion-permeable pore. To investigate the size of this electromechanical
transduction, we examined the relevant movement with the AFM on membrane patches

Fig. 9 AFM image of an excised membrane patch at the end of a pipette pulled to a 2-μm opening. The image
is obtained in constant-force mode with a scan frequency of 40 Hz. Height differences seen are about 1 μm.
The pipette is seen in the background, and the smoother structure of the inside-out patch is seen in the front.
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obtained from cells of a cancer cell line (HEK 293), which are kept at a certain membrane
potential (voltage-clamped) (Mosbacher et al., 1998). We used either normal cells as
controls or cells transfected with Shaker K+ ion channels. In control cells, we found
movements of 0.5 to 5 nm normal to the plane of the membrane. These movements
tracked a ±10 mV peak–peak AC carrier stimulus to frequencies >1 kHz with a 90- to
120-degree phase shift, from a displacement current. The movement was outward with
depolarization, and the holding potential was only weakly influenced by the amplitude
of the movement. In contrast, cells transfected with a noninactivating mutant of Shaker
K+ channels showed movements that were sensitive to the holding potential, decreasing
with depolarization at between −80 and 0 mV.

Further control experiments used open or sealed pipettes and cantilever placements
just above the cells. The results suggested that the observed movement is produced
either by the cell membrane rather than by the artificial movement of the patch pipette
or by the acoustic or electrical interaction of the membrane and the AFM tip. The large
amplitude of the movements and the fact that they also occur in untransfected cells
with a low density of voltage-sensitive ion channels imply the presence of multiple
electromechanical motors. These experiments suggest that the AFM may be able to
exploit the voltage-dependent movements as a source of contrast for imaging membrane
proteins. Due to this newfound motility, the consequences for cell physiology remain to
be determined.

IV. Force Spectroscopy

The approach to molecular structures in cells and to their interaction in molecular biol-
ogy is traditionally a chemical one. Therefore, molecular interactions are characterized by
binding constants, on- and off-rates, and corresponding binding energies. The relevant
energies for single binding events range from thermal energy up to some one hun-
dred times that of the thermal energy if covalent bonds are involved. In addition to
covalent bonds, especially hydrogen bonds with energies between 4 and 16 kT play
an important role. At interfaces of macromolecular structures, coulomb and dipole
forces determine the interaction with the aqueous environment and in this way also bet-
ween these molecules. An important question arises regarding these interactions: is their
distance dependent on the actual environment? This question can be addressed at the
single-molecule level by the AFM, which presents a new view of molecular interactions
in terms of interaction forces and their distance dependence. At the molecular level, an
important aspect in the measurement of forces is the dependence of the force measured
on the time scale it was applied. With respect to molecular interaction potentials, an
applied force simply deforms the potential. Due to the thermal fluctuations of molecular
structures, it becomes more likely that the bond will break during a certain observation
time. For instance, the off-rate for biotin/avidin binding at room temperature is on the
order of 6 months. If a small force of about 80 pN is applied, the binding potential is
deformed such that it becomes lower, reducing the off-rate to about 9 s. Doubling this
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force decreases the lifetime of the binding further by three orders of magnitude. With
the available computers, the normal time scales of molecular computer simulations are
restricted to from picosecond to nanosecond time scales. Therefore, at these time scales,
simulations of rupture forces of biotin/avidin lead to forces of 600 pN. In AFM mea-
surements done at the 100-ms time scale, the actual measured forces are between 100
and 200 pN (Florin et al., 1994).

A. Molecular Adhesion

Protein adsorption is a very important aspect in many biomedical and biotechnological
applications. For instance, many chromatographic separations, such as hydrophobic,
displacement, and ion-exchange chromatography, are based on differences in the binding
affinities of proteins to surfaces. In addition, in vitro cell cultures require cell-surface
adhesion, which is mediated by a sublayer of adsorbed proteins.

Protein adsorption is a net result of various complex interactions between and within
all components including the solid surface, the protein, the solvent, and any other solutes
present. These interaction forces include dipole and induced dipole moments, hydro-
gen bond forming, and electrostatic forces. All these inter- and intramolecular forces
contribute to a decrease in the Gibbs energy during adsorption.

An important question regarding the protein adsorption process is its reversibility.
One approach to this problem is an analysis of the time course of adsorption. As ad-
sorption is a multistep process, an important question is, at which stage does the process
become irreversible? The most common way to quantify adsorption is by means of the
adsorption isotherm, where at constant temperature, the amount of molecules adsorbed
is plotted against the steady-state concentration of the same molecules in bulk solution.
Adsorption isotherms provide a convenient method for determining whether an adsorp-
tion process is reversible. Reversibility is commonly observed in the adsorption of small
molecules on solids, but only rarely in the case of more complex and randomly coiled
polymers.

Proteins are polymers; however, globular proteins are not true random coils. The native
state of these proteins in aqueous solution is highly ordered. Most polypeptide backbones
have little or no rotational freedom. Therefore, significant denaturing processes must oc-
cur to form numerous contacts with any surface. Structural rearrangements may occur in
such a way that the internal stability of globular proteins prevent them from completely
unfolding on a surface into loose “loop-and-tail”-like structures. Thus, the number of
protein-to-surface contacts formed at the steady state is determined by a subtle balance
between intermolecular and intramolecular forces. Therefore, the thermodynamic de-
scription of the protein adsorption process in general should be based on the laws of
irreversible thermodynamics (Norde, 1986; Haynes and Norde, 1994). The process is
strongly time dependent, and some of the involved steps of molecular rearrangement
are remarkably slow and probably lead to the significant binding of proteins only on a
time scale of seconds (Hemerlé et al., 1999). With different time scales for the various
interactions taking place, the adsorption process can be divided into fast steps, which can



1. Local Probe Techniques 15

be reversible, and slow steps, where protein structure rearrangements that are determined
by the surface environment can occur. The latter processes in many cases may become
irreversible.

The adhesion forces established by single proteins, e.g., protein A and tubulin molecu-
les, within contact times from milliseconds to seconds, can be measured by the AFM.
Protein A and tubulin, both globular proteins, can be seen as examples for different types
of protein binding. The molecules can be attached to the cantilever tip and then brought
into contact with different surfaces, which also can be covered with various molecular
structures. These surfaces can be metal surfaces, for example, gold, titanium, and indium-
tinoxide (ITO). Such investigations are relevant for many biomedical applications, such
as the optical transparent ITO, for the development of interfaces between biological
molecules and electro-optic devices.

By approaching gold, indium-tinoxide, and titanium surfaces with protein-coated tips
and then retracting, the adhesion forces between proteins and these metal surfaces can be
measured. As a result, for the first contact, there is a specific interaction characteristic for
different molecules and metals (Eckert et al., 1998). With the high reproducibility of one
certain value of adhesion forces for a series of measurements, it must be assumed that in
these experiments a certain type of interaction between a certain amino acid group within
a protein and the metal determines the first contact. The exact nature of the measured
adhesion forces still must be determined. Nevertheless, it could be demonstrated that,
with adequate preparation, such a technique can be used not only to measure interactions
at the single-molecule level but also to study the dependence of these interactions under
various environmental conditions.

B. Intramolecular Forces

The modular structure of proteins seems to be a general strategy for resistance against
mechanical stress not only in natural fibers but also in the cytoskeleton. One of the
most abundant modular proteins in the cytoskeleton is spectrin. In erythrocytes, spectrin
molecules are part of a two-dimensional network that is assumed to provide red blood
cells with special elastic features. The basic constituent of spectrin subunits is the repeat,
which has about 106 amino acids and is made of three antiparallel α-helices, folded into
a left-handed coiled-coil. The repeats are connected by helical linkers. The mechanical
properties of several modular proteins, for example, titin, have already been investigated
by the AFM (Rief et al., 1997). Such experiments have demonstrated that the elongation
events observed during stretching of single proteins may be attributed to the unfolding
of individual domains, and experiments with optical tweezers have corroborated these
results (Kellermayer et al., 1997; Tskhovrebova et al., 1997). These studies suggest
that single domains unfold one at a time in an all-or-none fashion when subjected to
directional mechanical stress.

A major technological breakthrough in protein folding studies using the AFM was
our development, during the last few years, of the multiple detection system (Fig. 10).
This concept allows long-term stabilization of the distance between the cantilever tip
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Fig. 10 Schematic drawing of the double-detection system using two cantilevers to separate force and
distance measurements. One cantilever is always in contact with the surface and controls, with the help of a
feedback circuit, the distance between the second cantilever and the surface.

and the surface with a fraction of angstrom precision and, in this way, makes so-called
force-clamp measurements possible. By using this technique, unfolding and refolding
experiments on small protein structures, such as spectrin, with only four repeats, became
possible. In these experiments, proteins are attached to clean, freshly prepared gold
surfaces (Lenne et al., 2000). While approaching this surface with the tip of an AFM
cantilever, a single molecule can become attached to the tip, and forces in the range of
piconewtons to nanonewtons can be applied to the molecule (Fig. 11). Folded proteins
can be stretched to more than 10 times their length, reaching almost their total contour
length. The force–extension curves show a characteristic sawtooth-like pattern. The
reaction coordinate of unfolding is imposed by the direction of pulling, and in this way
unfolding events occurring in a single protein can be examined. Each peak is attributed
to a breakage of a main stabilizing connection of a folded protein structure. Recombinant
DNA techniques were also used to construct tandem repeats from one single spectrin
domain for such experiments. The method extends the monomer (R16) at both ends so
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Fig. 11 Unfolding by AFM of an artificial spectrin polypeptide chain fixed on a gold surface by cysteines.

that the polymeric protein product contains a 13-residue linker between the consecutive
R16 units with two cysteine residues at the C-terminal end. The force–extension relation
could be measured on a four-repeat construct fixed with the cysteine residues introduced
at the C-terminal end to the gold surface. In the sawtooth-like pattern of the force–
extension curves, each peak represents the breaking of the major stabilizing connection.
After each peak, the force drops back as the additional length of the protein chain becomes
available. The maximal extension in these experiments is variable as the polymer either is
not always picked up at the end or has attached at more than one site to the surface. Some
of the measured force–extension curves depending on the actual unfolding process can be
described by the so-called worm-like chain model (WLC), which predicts the isothermal
restoring forces of a flexible polymer, acts as an entropic spring during extension, and
defines a persistence length to the polymer chain, which turns out to be 0.6 nm for the
spectrin chain. Two consecutive force peaks are spaced by a distance that represents the
gain in length produced by a single unfolding event. These distances were measured for
several hundred unfolding events. The histogram of the measured distances reveals a
length with two statistically relevant peaks. When fitted with two Gaussian distributions
the maxima are at 15.5 and 31 nm. The force distribution associated with the short
and long elongation events is clearly visible. The mean forces for the 15.5- and 31-nm
elongation events are 60 and 80 pN, respectively, at a pulling speed of 3 nm/ms. With
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these experiments it was demonstrated for the first time at the single protein level that
structural domains might unfold in several discrete steps and in a much more complex
manner than that expected before such experiments became possible. The appearance of
different elongation events suggests that at least one intermediate state for the spectrin
repeat exists between the folded and the completely unfolded state. Thermodynamic
studies could not show such an intermediate. Statistical analyses of the force curves
demonstrate that well-defined short elongation events are half the length of the total
unfolded length of one domain. It may thus correspond to either the gain of length
between a folded and partially unfolded domain or between an already partially unfolded
and a completely unfolded domain. The molecular pathway of unfolding is unknown for
the spectrin domain, but it may well involve a partial opening of the bundle and/or the
loss of the secondary structure at the ends of the helices, which may be elongated before
the most stable part finally breaks.

The complexity of protein folding is high. However, by applying a force the possible
unfolding pathways obviously become very strongly restricted. We can explain our
results with only two possible unfolding pathways. One leads directly from the folded
to the unfolded state; the other, via an intermediate state. The intermediate state is
conceptually available along both pathways, but each pathway by itself leads from the
native folded state 0 either to the partially unfolded state 1 or to the completely unfolded
state 2. The relative difference of the height of the free energy barrier along either of the
two pathways determines whether state 1 or state 2 is attained. The advantage of such
strongly simplified modeling is that only one free parameter is needed for differentiating
between the two pathways.

In the native folded state, the protein is in state 0 at the bottom of the potential well.
The mechanical stress applied by the AFM tip not only decreases the barrier height
for thermally activated unfolding but also reduces the options of the protein to follow
either path 1 or path 2 during unfolding. A certain protein will follow only one path
leading to the observed bimodal probability distribution with 35 and 65% probability
for paths 1 and 2, respectively. By including this scenario in a simple Monte Carlo
simulation, the reaction kinetics can be tested simultaneously for the short and long
elongation events.This means that along paths 1 and 2 the kinetics can be characterized
by both the width of the first barrier and an effective so-called attempting frequency,
which includes the barrier height as an exponential multiplication factor, normalized by
the thermal energy.

These experiments not only shed new light on the mechanical behavior of spectrin,
which is an essential cytoskeletal protein with unique elastic properties but also demon-
strate for the first time that the unfolding of spectrin repeats can occur in a stepwise
fashion during stretching. The force–extention patterns exhibit features that are compat-
ible with the existence of at least one intermediate state. These new details regarding the
unfolding of single domains revealed by precise AFM measurements show that force
spectroscopy can be used not only to determine forces that stabilize protein structures but
also to analyze the energy landscape and the transition probabilities between different
conformational states. For more information about such experiments, see the chapter by
Lenne et al. (2000).
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C. Combination with Optical and Patch-Clamp Techniques

For studies on mechanosensitive ion channels, the AFM can be used to apply calibrated
forces in the piconewton range to the membrane while measuring the ion currents in
parallel with the patch-clamp technique. Still, the structure of such mechanosensitive
ion channels is not known and no genetic information is available. In this situation, a
possible approach is to find a natural system where a certain type of channel is important
for the function. Such a highly specialized system is the mechanoelectrical transduction
system of the hair cells of the inner ear.

Cochlear hair cells of the inner ear are responsible for both detecting sound and encod-
ing the magnitude and time course of an acoustic stimulus such as an electric receptor
potential, which is generated by a still unknown interaction of cellular components.
Specialized hair bundles called stereocillia are present at the apical end of these cells.
In the literature, different models for the mechanoelectrical transduction in hair cells
are discussed (Corey and Hudspeth, 1983; Furness et al., 1996; Howard et al., 1988;
Hudspeth, 1983). All hypotheses suggest that a force applied to the hair bundle in the
positive direction opens transduction channels, whereas negative deflection closes them.
For a better understanding of the transduction process, it is important not only to know
what elements of the hair bundle contribute to the opening of transduction channels but
also to study their mechanical properties. The morphology of hair cells is precisely de-
scribed by scanning and transmission electron microscopy. Unfortunately, this method
is restricted to a fixed and dehydrated specimen. Therefore, we developed an optimized
AFM setup which is built onto an upright differential interference contrast (DIC) light
microscope (Langer et al., 1997), to study cochlear hair cells in physiological solution. A
water immersion objective (40×/0.75) provides a high resolution of about 0.5 μm even
on organotypic cell cultures with a thickness of about 300 μm. Using this setup (Fig. 12),
it is possible not only to see ciliary bundles of inner and outer cochlear hair cells extracted
from 6- and 8-day-old rats but also to approach these structures in a controlled man-
ner with the AFM cantilever tip (Langer et al., 2000). The question of whether morpho-
logical artifacts occurred at the hair bundles during the AFM investigation can be clarified
by preparing the cell cultures for the electron microscope directly after the AFM mea-
surements. Forces of up to 1.5 nN applied in the direction of the stereocilia axis did not
change the structure of the hair bundles. The AFM was also used to image both the tips of
individual stereocilia and the typical shape of the ciliar bundle of inner and outer hair cells.

These studies were performed in a collaboration between my group and the clinical
group of Peter Ruppersberg at the University of Tübingen. Our experiments demon-
strate that the AFM can be used to image the stereocillia of these haircells and to
apply controlled forces to these cellular structures. Our measurements also could de-
termine the mechanical stiffness of the stereocillia, which is in the range of some
tens of millinewtons per meter, clearly reflecting the stiffness of the cytoskeleton fil-
aments. Finally, the first single-channel recordings of mechano-sensitive ion channels
became possible by using such an approach, helping to compare such ion channels to
others previously examined. For further information, see the chapter by Langer et al.
(2000).
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Fig. 12 Schematic drawing of the setup built for whole cell tissue patch-clamp/AFM applications. A piezo-
tube scanner P1 moves the cantilever mounted on a titanium arm in xy and z directions. An xz translation
stage allows the lateral and vertical coarse positioning of the cantilever. Additionally, an xy translation device
moves the optical microscope. Thus, in combination with the vertical objective translation stage of the optical
microscope, the laser beam is adjustable in all three orthogonal directions relative to the cantilever. The
cantilever deflection is detected by the laser deflection method. A parallel beam of a laser-diode propagates
through the beam-splitter cube S1 and is reduced to a diameter of 1 mm by the convex lens L5 and the concave
lens L4. The convex lens L3 focuses the beam into the back-focal plane of the water immersion objective.
Notch filter S2 reflects the laser light to the objective lens L1, transmits light below 600 nm and above 700 nm,
and reflects with 98% in between. A Zeiss Achroplan 40×/0.75W water immersion objective lens creates a
parallel laser beam, which is positioned on the cantilever. The reflected laser light propagates the same way
back and is reflected by the beam-splitter cube S1 through the concave lens L8 onto a quadrant photo-diode.
With the help of this optical setup the shift of the reflected laser spot caused by a cantilever deflection or
torsion is detected. For fine adjustment of the tip–sample distance the specimen chamber is moved vertically
by a piezo-stack. A hydraulic micromanipulator, directly mounted on the specimen stage, is used to move
the patch-clamp head stage together with the glass pipette in three orthogonal directions. The whole setup is
built into an upright optical DIC-Microscope. For infrared DIC imaging the beam of a halogen light source
propagates through an edge filter F1 cutting below 700 nm. The light is focused by lenses L6 and L7 and
reflected by mirror S4 on the specimen chamber. The polarizer Pol1, the Wollaston prisms W1 and W2, and
the Analyzer An1 produce the DIC contrast. The imaging tubus lens L2 creates an image which is detected by
a CCD camera simultaneously viewed through the 10× eyepiece. It is possible to use all three units (optical
microscope, AFM, and patch-clamp setup) simultaneously.

V. Photonic Force Microscopy

The AFM, which is used to examine nonconducting materials under ambient condi-
tions or in solution, was considered from the beginning to be an ideal tool for physical
studies of live biological specimens. However, cells have a rough surface, which often
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Fig. 13 Schematic drawing of the photonic force microscope setup on top of an inverted optical microscope.
The probe, a nanometer-sized spherical particle, is trapped by optical forces, and its position is measured with
respect to laser focus using the interference of the laser light with the light scattered by the particle, which is
detected by a quadrant photo-diode in the back-focal plan of the condenser.

prevents the tip of a mechanical cantilever from following fine topographic details. Fur-
thermore, forces of about 10 pN are necessary for stable imaging and are often strong
enough to cause deformation in soft cellular structures such as the plasma membrane.
Only stiff structures connected to the cytoskeleton are clearly visible in the pictures.
Imaging inside cells is impossible due to the mechanical connection to the imaging tip.
Therefore, a scanning probe microscope without a mechanical connection to the tip and
working with extremely small loading forces is desirable. During the past few years, we
developed such an instrument, the photonic force microscope (PFM), at the European
Molecular Biology Laboratory (EMBL) in Heidelberg (Florin et al., 1996, 1997, 1998;
Pralle et al., 1998, 1999).

In the case of the PFM, the mechanical cantilever of the AFM is replaced by the three-
dimensional trapping potential of a laser focus (Fig. 13). Ashkin (1986) first described
the possibility of trapping small particles with high-stability in the focus of a laser. In the
PFM a nanometer- to micrometer-sized particle, e.g., a latex, glass, or metal bead, is used
as a tip. The differences in the refractive index of the medium and the bead, the diameter
of the bead, the laser intensity and the intensity profile in the focal volume determine
the strength of the trapping potential. Depending on the application, the potential is
adjusted by changing the laser power. Usually the spring constant of the potential is two
to three orders of magnitude softer than that of the softest commercially available AFM
cantilevers.

The PFM contains two position-sensing systems to determine the position of the
trapped sphere relative to that of the potential minimum. The first sensor records the
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fluorescence intensity emitted inside the trapped sphere by fluorophores, which are ex-
cited by the trapping laser via a two-photon process. The fluorescence intensity provides
an axially sensitive position signal with millisecond time and nanometer spatial resolu-
tion. The second sensor, which is based on the interference of the forward scattered light
from the trapped particle with the unscattered laser light at a quadrant photodiode, pro-
vides a fast three-dimensional recording of the particle’s position and is most sensitive
perpendicular to the optical axis. The position of the bead can be measured with a spatial
resolution of better than 1 nm in a range determined by the wavelength at a temporal
resolution of 1 μs. Depending on the application, one or both of these detection systems
are used.

At room temperature, the thermal position fluctuations of the trapped bead in weak
trapping potentials reach several hundred nanometers. At first glance, the fluctuation
seems to be disturbing noise that limits the resolution. However, due to the speed and
resolution of the position sensor based on the forward-scattered light detection, the
fluctuations of the bead can be tracked directly, presenting new methods of analyzing the
interaction of the bead with its environment. The PFM developed is based on an inverted
optical microscope with a high numerical aperture objective lens providing good optical
control of the investigated structures. The laser light is coupled into the microscope
using techniques known from laser scanning microscopy and is focused by the objective
lens into the specimen plane. A 1064-nm Nd:YVO4 laser is used since neither water nor
biological material has significant absorption at this wavelength. A dichroic mirror behind
the condenser deflects the laser light onto the quadrant photo-diode. The difference
between the left and the right half of the diode provides the x position; the difference
between upper and lower half, the y position; and the sum signal, the z position. The
signals change linearly with the position of the bead in the trap for displacements which
are small relative to the focal dimensions. The trapped particle acts as a Brownian particle
in a potential well, and its position distribution is therefore described by the Boltzmann
distribution. Such distributions p(r), which are readily measured with the available high
spatial and temporal resolutions, allow the calibration of the three-dimensional trapping
potential E(r), for instance, just by knowing the temperature, using

E(r ) = −kT ∗ ln p(r ) + E0.

A precision of one-tenth the thermal energy kT is achieved with a sufficient number of
statistically independent position readings.

Scanning either the laser focus or the sample, the PFM can be used very similar to
a conventional AFM to image surface topographies (Fig. 14). The applied forces range
from a few piconewtons down to fractions of a piconewton. The resolution is determined
by both the interaction area of the spherical bead used with the sample and the thermal
fluctuations of the bead. The PFM, like an AFM, can be used in different imaging
modes. Beside the constant height mode the constant force mode also can be used by
implementing a feedback loop for force control. This mode provides not only the force
and the error signal but also the measurement of lateral friction forces. Furthermore, due
to large thermal fluctuations of the bead, which avoid stationary objects, a new imaging
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Fig. 14 Tapping mode imaging with the PFM. In this mode, the position of the imaged surface in space
is not important for the resolution, unlike that with an AFM. The deep slope seen in the optical DIC image
in the upper left corner of a fibroblast cell if the nucleus is close to the edge it is shown in the PFM image in
the lower left corner. As an 8-bit grey scale cannot reproduce details of such a vertical structure, a line scan is
shown on the right.

mode becomes feasible with the PFM by observing the spatial distribution of the thermal
fluctuations of the bead. In this way, it is possible to image, e.g., the three-dimensional
structure of polymer networks, with a resolution now limited only by the precision of
the detection system. Additionally, detailed information about the interaction potential
between the bead and the surface of the objects imaged can be obtained. At present,
PFM imaging of biological material is limited by nonspecific adhesion events between
the bead and the sample, which can lead to the loss of the probe due to the weak forces
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of the laser focus. Although there seems to be no general strategy to prevent non-specific
adhesion to complex biological material, it is possible to achieve specific binding, for
instance, to membrane and other molecular structures for a certain time and to track their
motion.

A. Mechanics of Molecular Motors

Kinesins and kinesin-like proteins are of wide interest in biology because of their fun-
damental functions in the cell. They are responsible, e.g., for both targeting organelles
through the cells and setting up the mitotic spindle during cell division. The directed trans-
port along the cytoskeletal filaments of microtubules is powered in an ATP-dependent
way by these molecular motors. Conventional kinesin is a so-called plus-end-directed
motor, which is able to transport organelles in a defined direction over a distance of
up to several microns as a single molecule. Structural and biochemical data of kinesin
reveal a heavy chain folded as a globular N-terminal motor domain containing an ATP
and a separate microtubule binding site. The catalytic domain is followed by a neck
region that consists of two short β-sheets and a coiled-coil helical structure which is
probably responsible for dimerization. Behind this region, a hinge of variable length that
is not predicted to form a coiled-coil is followed by the kinesin stalk that apparently
is an α-helical coiled-coil interrupted by another hinge. The stalk finally connects to a
poorly conserved tail structure that interacts with its light chain, binding to the cargo.
Several studies on kinesins have shown that the neck and the first hinge region of the
motor play important roles in kinesin directionality, velocity, and ATPase activity (Yang
et al., 1989; Hackney, 1995; Hirose et al., 1995; Crevel et al., 1996; Henningsen and
Schliwa, 1997; Arnal and Wade, 1998). Most of the molecules dimerize in vivo and
therefore have two enzymatic head domains. The mechanism of movement and force
generation required for intracellular transports is not yet fully understood. Several au-
thors suggest a hand-over-hand model where both heads would alternate to “walk” along
the filaments. The kinesin motor, having all its enzymatic and binding machinery in its
heavy chain, has the unique property of operating completely on its own either as a
dimer or even as a monomer. Previous studies on single molecules have shown that the
maximum force generated by the kinesin molecule to transport a microsphere along a
microtubule is in the range of 5 pN (Svoboda and Block, 1994). Obviously, characterizing
mechanical properties of molecular motors is essential for a better understanding of how
nanomachines, like kinesin, convert chemical energy into mechanical movement. So far,
attempts to satisfactorily explain the function of kinesin using the knowledge gained
by dynamic and structural studies have not been very successful. A major problem is
that the high-resolution structural data are obtained on an ensemble of molecules in a
rigid state and cannot resolve the dynamic of intermediate states required for the kinesin
motility. Furthermore, the molecules used for structural analysis are truncated constructs
missing the stalk. On the other hand, for in vitro motility assays, full-length constructs
of the motors are used in an environment which is rather different from that of a protein
crystal.



1. Local Probe Techniques 25

Fig. 15 Isoenergy surfaces of a particle (a) trapped in the laser focus compared to (b) the particle bound by
the molecular motor protein kinesin to a microtubule structure fixed on the glass coverslip.

We focused our PFM studies on the intrinsic mechanical properties of kinesin, e.g.,
elasticity, comparing the mechanical behavior of two different full-length kinesin con-
structs by adsorbing them onto glass microspheres and letting them interact with a
microtubule in the presence of different nucleotides. We studied two wild-type motors:
Drosophila with two head groups (Jeney et al., 2001) and a chimera which was miss-
ing one of the heads. To determine the mechanical properties of the kinesin molecule
bound to both a bead and a microtubule in thermal equilibrium, the thermal position
fluctuations of the bead were measured by the PFM. Using the Boltzmann distribu-
tion to analyze these fluctuations in three dimensions, the energy landscape defined
by the kinesin as a molecular linker between bead and microtubule structure fixed to
the surface can be determined (Fig. 15). Finally, from the energy landscape measured
the mechanical properties of single kinesin molecules for the two different types of
motors studied and their different nucleotide binding states can be extracted in three
dimensions.

The first characteristic features one can observe (see Table I) are the overall differences
in the rotational stiffness along and perpendicular to the microtubule. Thus, the restoring
forces the molecules develop against lateral bending are dependent on the microtubule
orientation and are influenced by the microtubule’s presence. A comparison between
the one- and two-headed molecules shows that the wild-type motor behaves stiffer in all
three directions. This points to the influences of the second head, which restricts the
bead movement due to steric interactions with the microtubule and perhaps in cases of
high stiffness even binds to it. Furthermore, the stiffness of the molecules bound with the
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Table I

Rotational stiffness
Stalk stiffness

Experimental conditions kx (pN nm/rad) ky (pN nm/rad) kx (mN/m)

Two-headed kinesin with 2 mM AMPPNP 6 2.5 120
Two-headed kinesin without nucleotide 3 1.3 80
Single-headed kinesin with 2 mM AMPPNP 1 0.2 70
Single-headed kinesin without nucleotide 0.5 0.1 50

nonhydrolyzable ATP analogue, AMPPNP, is much higher than that of the molecules with
ADP for both motor types. This leads to the conclusion that the binding strength between
kinesin and tubulin influences the elasticity of the entire kinesin/bead/microtubule system.
Nevertheless, the binding states with ADP are not always comparable for both motor
constructs. In the experiments with the two-headed kinesin, due to low ATP concentra-
tion, the measured binding states are probably a mixture of weak ADP-binding events
and strong ones without nucleotides. In the experiments with the one-headed chimera in
the presence of 2 mM ATP, the weakly bound state of kinesin was measured (Crevel et al.,
1996). This finding confirms the fact that different nucleotides influence the position of
the free domain relative to the bound state of kinesin (Hirose et al., 1995; Arnal and Wade,
1998). Several arguments can be made demonstrating that the measured stiffness comes
from a functional part of the protein, for example, a part that is involved in its intrinsic
properties for the dynamical interaction between microtubules and motors. First, we can
exclude that the stable coiled–coiled stalk contributed to the stiffness measured, since
this was found to be more than two orders of magnitude higher in computer simulation
studies (H. Grubmüller, priv. com.). Second, the influences of the microtubule orienta-
tion and the nucleotide state on molecular-restoring forces demonstrate that these forces
come from flexible parts of the molecule that are dependent on these parameters. Such
a functional part is the neck region that seems heavily involved in kinesin directionality
and dynamics (Henningsen and Schliwa, 1997). The neck also determines the relative
orientation of the two heads, which is influenced by the nucleotide state of the bound
motor domain.

Our results show that, strikingly, the kinesin molecule comprises no free molecular
joints since the laser stiffness was never observed to be predominant over the motor
stiffness. In Fig. 16, we propose a model for the mechanical behavior of kinesin. The
stable coiled–coiled parts of the stalk are represented as rods S1 and S2. The flexible
parts in the bead–kinesin system are assumed to be the attachment between the bead and
the kinesin tail H3, the predicted hinge (Henningsen and Schliwa, 1997) in the stalk H2,
and the hinge next to the motor domain H1, which includes the flexibility of the kinesin
head itself. We describe these parts by three-dimensional springs placed in a series.
These springs can be stretched, squeezed, and bent back and forth in all directions. The
spring H1 of the neck domain is the one dominating the PFM measurements and thus
the weakest. The other possible soft connections of the kinesin–bead attachment and the
hinge in the middle of the molecule are obviously stiffer.
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Fig. 16 Mechanical model of the kinesin molecular motor protein showing a possibly flexible region as
springs and the stiff stalk parts as rods. Measured by the PFM, the thermal fluctuations of a particle coupled
by the molecule to the surface demonstrate that the overall flexibility is dominated by the neck region H1. In
this way the technique allows one to examine the function of the essential part.

With these measurements, it is also possible to estimate the total length of kinesin by
calculating the tilt angle of the three-dimensional position distribution of the bead probe.
This angle never exceeded the possible angle allowed by a bead–kinesin configuration
where the bead radius was either 450 or 215 nm and the tether was 70–85 nm in length,
which fits nicely with the kinesin’s full length. This also supports the assumption that
the region close to the head is responsible for the bending stiffness we measured. In the
experiments the position fluctuations of the bead linked by a single kinesin molecule
to a microtuble fixed to a solid surface can be directly connected to the structural and
mechanical properties of the linker molecule. A crucial step in this procedure is to adjust
the trap stiffness to be at least one order of magnitude smaller than the contribution of
the molecule to ensure a negligible influence of the laser focus on the molecules. The
values used to describe the molecule’s mechanical behavior when it was exposed to
thermal energy are its rotational stiffness in piconewton nanometers per rad along and
perpendicular to the microtubule and its stalk stiffness in micronewtons per meter. The
advantage that the units have is that measured values become independent of the used
bead size and more characteristic for the molecule.
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In the future systematic studies on three-dimensional potential profiles of different
molecular structures will lead to a better understanding of the correlation between molec-
ular structure, mechanical properties, and function. Studies on the kinesin molecular
motor, which analyze the mechanical properties of the neck and hinge regions of differ-
ent chimera, e.g., mutated in neck and hinge regions, could provide further insight into
the influence of these regions on kinesin directionality, velocity, and ATPase activity.

B. Local Viscosity Measurements

The motion of a thermally fluctuating particle in a harmonic potential like that of the
laser trap can be characterized to a certain level by an exponentially decaying position
autocorrelation function. This function has a characteristic autocorrelation time of τ =
γ /κ , where γ denotes the viscous drag on the sphere and κ denotes the force constant of
the optical trap. Thus, the local viscous drag and the diffusion coefficient, D = kT/γ , of a
sphere in a harmonic potential can be calculated from both the measured autocorrelation
time of the motion and the stiffness of the trapping potential. The stiffness of the trapping
potential is determined as described in the previous section for the calibration of the
laser trap. To measure the diffusion coefficient with a statistical error smaller than 10%,
the observation interval must be about 1000 times longer than the autocorrelation time.
Hence, the motion of the bead limits the temporal resolution of the viscosity measurement
and not the bandwidth of the detection system. The diffusion is reduced near surfaces,
e.g., glass surfaces or cell membranes, because of the spatial confinement (Happel and
Brenner, 1965). Diffusion within an obstacle-free lipid bilayer was described by Saffman
and Delbrück (1975) using a hydrodynamic model treating the bilayer as a continuum
and assuming weak coupling to the surrounding liquid medium. The viscous drag γ m

on a cylindrical particle with radius r in a homogeneous lipid bilayer of thickness h
is γm = 4πηmh/(ln (ηmh/ηwr ) − e), where ηw denotes the viscosity of the surrounding
fluid; ηm, the viscosity of the lipid bilayer; and e, the Euler constant. This approximation

Fig. 17 Scaled model of the experimental situation when a sphere (r = 108 nm) is bound via an adsorbed
antibody to a transmembrane protein on a cell.
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is valid for proteins with radii, large compared to the size of the lipid molecules, and
for ηm � ηw, which is true for cellular membranes. Thus, the membrane viscosity can
be determined both by binding a bead to a membrane structure of known diameter and
by measuring the total viscous drag on the bead as described earlier (Fig. 17). Using
our PFM, such measurements can be performed with a temporal resolution of 0.3 s and
within areas of 100 nm in diameter.

The measured viscous drag γ for the bead connected to a membrane component is
the sum of the Stokes drag of the sphere γs = 6πηw r and the viscous drag γ m of, e.g., a
single protein in the lipid bilayer. The Stokes drag of the sphere near the cell membrane
increases due to the confinement and this must be taken into account for the correct
calculation of γ m. The observation of the strength of the lateral potential ensures that
the observed membrane component diffuses freely. By using the PFM technique on a
single transmembrane protein of known size, it is possible to determine the membrane
viscosity in living cells in areas about 100 nm in diameter. Once the membrane viscosity
has been obtained, the technique allows one to determine the diameter of other membrane
structures of unknown size and to continuously monitor their diffusion characteristics.
We performed such experiments to determine the size of membrane structures called
“rafts” (Pralle et al., 2000). Lipid rafts are involved in the polarized sorting of proteins
and cellular signaling (Simons and Ikonen, 1997; Keller and Simons, 1998). According
to our study of the plasma membrane of fibroblast-like cells, these structures are indeed
quite stable on the time scale of minutes, justifying the model of “rafts” as lipid–protein
complexes floating raft-like in the membrane, whose diameter was determined to be
about 50 nm. In these experiments, the PFM proved to be a powerful tool in the study
of not only the biophysical properties of the plasma membranes but also the interaction
of single molecules or complexes of molecules within a membrane. Future applications of
the PFM will cover a wide range from a three-dimensional in vivo imaging of biological
samples to a detailed investigation of single-molecule properties. For further information,
see the chapter by Pralle et al. (2000).
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1260.
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I. Introduction

The atomic force microscope (AFM), which was discovered just over a decade ago, has
emerged in recent years as a powerful tool, especially for the study of cellular structure
and function at ultrahigh resolution. Morphological studies revealing nanometer-scale
details of living cells, which were previously impossible due to the resolution limits of
the light microscope, are now possible using the AFM. The AFM has been used to exam-
ine the cellular surface, intracellular structures, and isolated organelle and biomolecules,

METHODS IN CELL BIOLOGY, VOL. 68
Copyright 2002, Elsevier Science (USA). All rights reserved.
0091-679X/02 $35.00

33



34 Jena and Cho

revealing previously unknown cellular and subcellular structures at nanometer resolu-
tion. The AFM’s major contribution to biology has been its ability to study the dynamics
of live cells in physiological medium at ultrahigh resolution and in real time. By using
the AFM, structures unidentifiable by electron microscopy on fixed or freeze-fractured
tissues, probably due to perturbation during processing, can now be imaged at nanometer
resolution in living cells. Recently, the AFM has made both the identification of new
structures at the plasma membrane of live pancreatic acinar cells and the study of their
dynamics in real time during exocytosis possible. These AFM studies determine the struc-
tures to be fusion pores, which we wish to call “porosomes,” where secretory vesicles
transiently dock and fuse to release their contents.

Conventional microscopes use light or electron beams to image objects. The optical
resolution of microscopes using light is limited by its wavelength. Although angstrom
resolution of biological samples can be achieved by using the electron microscope, these
samples must be frozen, fixed, dried, and/or processed to gain contrast prior to imaging.
Morphological changes due to freezing, tissue fixation, and processing for electron mi-
croscopy have always been a major concern. As a result, even nanometer resolution of
live cells had been impossible until the discovery of the atomic force microscope (AFM)
(Binnig et al., 1986) and its development for imaging biological samples (Alexander
et al., 1989; Rugard and Hansma, 1990; Albrecht et al., 1990). In AFM, a probe tip mi-
crofabricated from silicon or silicon nitride and mounted on a cantilever spring is used to
scan the surface of the sample at a constant force (Albrecht et al., 1990). Either the probe
or the sample can be precisely moved in a raster pattern using an xyz piezo-tube to scan
the surface of the sample (Fig. 1) (Binnig and Smith, 1986). The deflection of the can-
tilever measured optically is used to generate an isoforce relief of the sample (Alexander
et al., 1989). Force is thus used to image surface profiles of objects by the AFM, allowing
imaging of live cells and subcellular structures submerged in physiological buffer solu-
tions. Since force is used to survey the topology of the material under investigation, the
mechanical properties of the sample critically influence image formation. In examining
soft biological samples, the elastic properties of the sample significantly contribute to

Fig. 1 Schematic diagram depicting key components of an AFM.
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the image formed. To minimize elastic effects, biological samples should be scanned
by the AFM at the lowest possible imaging force (approximately 1 nN or less) without
compromising resolution. Even imaging forces of 1 nN or less were found to influence
the image (Radmacher et al., 1995, 1997). The precaution necessary to obtain an image
with negligible influence on the elastic properties of a cell would require loading forces
of only a few piconewtons, which is not possible at the current state of the technology.
Although it was recently discovered that photonic force microscopy (Hörber; Pralle; in
this book; and Pralle et al., 1999), overcomes the requirement of large loading forces
for imaging biological samples, it does so at the expense of image resolution. Hence,
imaging soft biological samples by the AFM is challenging, and achieving subangstrom
resolution images of the topology of live cells is virtually impossible at the present time.
The other major problem in the study of biological samples using the AFM is the ability
of proteins and cellular debris to adhere to the AFM tip, resulting in loss of resolution,
generation of image artifacts, or the total inability to generate an isoforce relief of the
sample using such contaminated tips. Even with all these limitations, the AFM, alone
(Dufrene et al., 1999; Hörber et al., 1992; Henderson et al., 1992; Fritz et al., 1994;
Hoh and Schoenenberger, 1994; Le Grimellec et al., 1998; Spudich and Braunstein,
1995; Schneider et al., 1997) and in combination with optical and electrophysiological
devices (Danker and Oberleithner, 2000; Langer et al., 1997), has been successfully
used to study cellular structure and function. In this article, cellular structure–function
studies using the AFM and the promise and potential of the instrument for future use
in understanding the biology of living cells are discussed. Use of the AFM in under-
standing membrane fusion and exocytosis, has been explored in this chapter. Several
AFM studies using fixed cell or subcellular organelle preparations and studies mea-
suring inter- and intramolecular interactions in biomolecules, have therefore not been
discussed.

II. Methods

A. AFM Operation Modes

To examine the topology of living cells, the scanning probe of the AFM must operate
in fluid (physiological or near physiological buffers) and may do so under two modes:
contact or tapping. In the contact mode, the probe is in direct contact with the sample
surface as it scans at a constant vertical force. Although high-resolution AFM images can
be obtained in this mode of AFM operation, the sample height information generated may
not be accurate because the vertical scanning force may depress the soft cell. However,
even though AFM imaging forces may depress cells in the contact mode, information
on the viscoelastic properties of the cell and the actual spring constant of the cantilever
would enable the measurement of the cell height. On the other hand, in the tapping
mode of operation, the cantilever resonates and the tip of the probe makes brief contacts
with the sample, too brief to allow adhesive forces between the probe tip and the sample
surface. In the tapping mode in fluid, the lateral forces are virtually negligible. It is
therefore important that information on the topology of living cells be obtained using
both these modes of AFM operation in physiological buffers maintained at a stable
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temperature. The scanning rate of the tip over the sample also plays a critical role in the
quality of the image. Because cells are soft samples, a high scanning rate would influence
their shape. Therefore, a slow movement of the AFM tip at the cell surface would be
ideal and result in minimal distortion and better resolved images. Rapid cellular events
could nonetheless be monitored using section analysis, obtained by a rapid scan line
passing through the sites of interest at the cell surface.

B. AFM Probes

As mentioned earlier, AFM scanning tips are microfabricated from silicon or silicon
nitride and mounted on a cantilever spring. Cantilevers range from 85 to 320 μm in length
and vary from 0.3 to 2 μm in thickness. Several types of cantilevers graded in their ability
to flex are available. To image soft biological samples in the contact mode, more flexible
cantilevers are ideal because they would deflect without deforming the sample surface.
Scanning tips are available in various shapes and sizes; however, pyramidal silicon nitride
tips, approximately 3 μm in length with their fine end measuring 50–200 Å in diameter,
are commonly used to scan biological samples in physiological buffers. Tip geometry
and composition play a critical role in generating AFM images of the sample (Taatjes
et al., 1999). Tip-imaging artifacts or convolutions may occur if the scanning tip is less
sharp than the profile of the object at that point (Fig. 2) (Hoh and Hansma, 1992). When
the scanning tip is sharper than the feature on the sample, the true profile of the feature
is obtained. On the contrary, the use of very sharp tips would more likely result in cell
damage. Therefore, depending on the cell type, appropriate tips (different sharpness or
aspect ratios) should be used without compromising the viability of cells.

Fig. 2 Schematic diagram demonstrating how the shape of the scanning tip may influence the image of the
object scanned by the AFM. When the scanning tip is wide and inaccessible to every part of the surface of the
object (A), an erroneous profile of the object is seen in the AFM isoforce relief (A1). On the contrary, when a
fine tip is used to scan the same object (B), the AFM micrograph depicts a near identical image of the object
(B1). Similarly, when the AFM tip is scanning a depressed area, the tip angle limits the maximum depth to
which the tip could access the depression.
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C. The Sample

A major problem in imaging live whole cells using the AFM has been to achieve
immobilized live cells with a clean but intact cell surface. The sensitivity of cells to
the cantilevers’ disruptive effect is dependent on the cell type (You et al., 2000). Hardy
cells such as fibroblasts and cells that adhere well to the substrate are ideal for study
using the AFM. Cell cultures grown in a monolayer on collagen-coated glass coverslips,
e.g., laminin, poly-L-lysine, or Cel-Tak, and immersed in physiological buffer are ideal
candidates for examination using the AFM (Henderson et al., 1992; Nagayama et al.,
1996). Freshly cleaved Cel-Tak-coated mica were used with great success in the study
of isolated cells with the AFM (Schneider et al., 1997). The contents of the bathing
medium and the cell surface to be scanned need to be devoid of any large-molecular-
weight proteins or cellular debris. Prior to the study, the careful selection of filtered
physiological medium and the thorough washing of plated cells with debris-free medium
would alleviate these major problems. As discussed earlier, a careful selection of the
cantilever and tip to not only maintain cell viability but also obtain optimal resolution
of the scan surface is critical for different types of cells.

III. AFM Studies on Live Cells

In the last decade, the AFM was successfully utilized to study the morphology of
a number of different living cells. As mentioned earlier, immobilization of the live
cell is critical in its examination using the AFM. In 1992, Häberle, Hörber, and col-
leagues were able to successfully immobilize cells on a suction pipette and scan them
with an AFM (Ohnesorge et al., 1997). In these studies, they observed and reported
the exit dynamics of the pox virus from live monkey cells. Using the AFM, live hip-
pocampal neurons and glia cells cultured on collagen-coated glass coverslips were im-
aged, revealing ongoing intracellular filament dynamics underneath the cell membrane
(Henderson et al., 1992; Parpura et al., 1993). These studies demonstrated that be-
sides being able to examine the surface topology of living cells, the AFM, using a
higher imaging force of >100 nN, is capable of both imaging cytoskeletal structures
and studying their arrangement and dynamics in live cells (Henderson et al., 1992).
The fibrillar network of medial midbrain astrocytes, however, which prevents neuritic
growth, could only be displayed by the AFM using 4% paraformaldehyde-fixed astro-
cytes (Weissmuller et al., 2000). This study indicated the difficulties for imaging soft sam-
ples using the AFM (Braet et al., 1998), and fixation to harden the sample is sometimes
required.

By using the AFM it was possible to observe wave-like movements, possibly organized
rearrangements of cytoplasm, at the plasma membrane in live lung carcinoma cells
and MDCK cells (Kasas et al., 1993; Schoenenberger and Hoh, 1994). Similarly, the
lamellipodia of migrating live MDCK-F cells examined under the AFM suggests the
possible molecular mechanisms involved in cellular movement (Oberleithner et al., 1993;
Schneider et al., 2000). These studies implicate membrane turnover during cell migration.
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Active endocytosis of distinct membrane patches (one patch/minute) at the lamellipodia
is suggested to regulate locomotion in these MDCK-F cells.

Using the AFM, granula motion and membrane spreading in activated human platelets
were also imaged and examined (Fritz et al., 1994).

Fine structural changes in live neurons obtained from the central ganglia of the pond
snail Lymnaea stagnalis were seen at nanometer resolution using the AFM (Nagayama
et al., 1996). In this Lymnaea stagnalis ganglia study, time-dependent changes of the
lamellipodia and growth-cone terminals in primary neuron cultures were observed in the
AFM micrographs, revealing dynamic structural details that were important in under-
standing the development of neural networks.

Individual stereocilia of living sensory cells of the organ of Corti were successfully
imaged for the first time by the AFM; this provided new insight into studying structural
and mechanical properties of live auditory hair cells under physiological conditions
(Langer et al., 2000). In this study, the tips of individual stereocilia and the typical
V-shaped ciliary bundles were displayed.

Changes in morphology and growth dynamics of NIH 3T3 and PC12 cells in culture
were examined using the AFM (Rotsch et al., 1999; Lal et al., 1995). In the Lal et al.
study (1995), differentiating PC12 cells with a neuronal phenotype containing abundant
cytoskeletal elements, neuritic processes, and growth cones was examined by the AFM
over long periods of time. Fifty- to 700-nm-wide growth cones were identified and found
to reorganize in a time-dependent manner. The fibrous organization of the cell and the
bead-like growth cones appeared and disappeared over time, revealing cellular structural
dynamics that may drive cell behavior. The Rotsch et al. study (1999) demonstrates
that the AFM force-mapping mode allows the dynamics, thickness, and mechanical
properties of the protrusion at active cell edges to be examined.

With the AFM, Gad and Ikai (1995), by using 3% agar to immobilize yeast cells
(Saccharomyces cerevisiae), were not only able to successfully scan these cells, but
also study their growth and budding dynamics. Permanent bud scars at the yeast cell
wall, never previously reported, were found to be present. Furthermore, these AFM
studies reveal that buds remain for a long time without dissociating from the mother cell.
Understanding these real-time morphological events at the cell surface is important in
our understanding of cellular growth and development.

Scanning force microscopy performed on the rat basophilic leukemia cell surface
demonstrates the appearance of pits, approximately 1.5 μm in diameter, at the plasma
membrane following stimulation (Spudich and Braunstein, 1995). The authors suggest
that these structures may be involved in membrane retrieval following intense stimulation
of these cells. The AFM has thus enabled the identification of pits at the cell surface
and the study of their dynamics over time following stimulation of secretion in live rat
basophilic leukemia cells.

Using the AFM, the elastic properties and the morphology of living osteoblasts on
the metallic substrates were compared with those cultured on glass and polystyrene
(Domke et al., 2000). This study showed the capability of the AFM to measure adhesion
of live cells on different substrates and provided new information on medical implant
research.
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IV. Identification of New Plasma Membrane Structures
Involved in Exocytosis

A. Apical Plasma Membrane Structures: Pits and Depressions

Our studies using the AFM reveal a new group of plasma membrane structures in
live pancreatic acinar cells involved in exocytosis (Schneider et al., 1997). Exocytosis is
a fundamental cellular process responsible for neurotransmission, enzyme secretion or
hormone release. The final step in the exocytotic process involves the docking and fusion
of membrane-bound secretory vesicles at the cell plasma membrane. Although several
proteins have been implicated in exocytosis, the molecular mechanism of secretory
vesicle docking and fusion at the cell plasma membrane is unclear. Isolated acinar cells
of the exocrine pancreas were used to understand the exocytotic process. Pancreatic
acinar cells are polarized, slow secretory cells that secret digestive enzymes following
stimulation of secretion.

Membrane-bound secretory vesicles called zymogen granules, ranging from 0.2 to
1.2 μm in diameter (Jena et al., 1997), dock and fuse at the apical plasma membrane of
acinar cells to release vesicular contents. Using isolated pancreatic acinar cells plated
on Cel-Tak-coated mica, the surface topology of the plasma membrane before, during,
and after stimulation of secretion was obtained using the AFM. In resting acinar cells,
pits measuring 0.5–2 μm and containing 3–20 depressions measuring 100–180 nm in
diameter were identified only at the apical region of these cells where membrane-bound
secretory vesicles are known to dock and fuse (Fig. 3). Following stimulation of secretion,
dynamic size changes occur only in depressions. No change in either pits or topology
of the plasma membrane surface at the basolateral end of the cell was noted (Fig. 4).
Following stimulation of secretion, a 35% increase in depression diameter was observed,
which correlated with an increase in measured enzyme release. Thirty minutes following
stimulation of secretion, a 20% decrease in depression size and no further increase in
enzyme secretion were observed (Fig. 5).

Exposure of acinar cells to cytochalasin B, a fungal toxin that inhibits actin poly-
merization, results in a 50–60% loss of stimulation of amylase secretion. A significant
decrease in the depression diameter was observed following the treatment of acinar
cells with cytochalasin B. Since the AFM uses force to image objects, it was unclear
whether pits and depressions were actual surface structures at the plasma membrane
or represented an arrangement of underlying cytoskeletal elements at the apical end of
pancreatic acinar cells. Additionally, apically localized microvilli which are observed
in electron micrographs of pancreatic acinar cells were absent from our AFM images
(Fig. 3). The possibility that the absence of microvilli in our previous study reflects
the early onset in loss of cell polarity due to loss of tight junction was investigated.
The preparation of large acinar cell clusters (10–15 cells), having intact tight junc-
tion, demonstrated the presence of microvilli with interspersed pits and depressions
(Fig. 6). Analogous to a cornfield with potholes, the microvilli and pits could be ob-
served at the apical end of live pancreatic acinar cells. When transmission electron
microscopy was performed on these cells, the presence of microvilli was confirmed
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Fig. 3 Topology of the apical cell surface of isolated pancreatic acini, observed using AFM. Scattered
pits are seen at the apical plasma membrane. One pit (inset) with four depressions is shown. Reproduced
with permission from Schneider, S. W., Sritharin, K. C., Geibel, J. P., Oberleithner, H., and Jena, B. P. (1997).
Surface dynamics in living acinar cells imaged by atomic force microscopy: Identification of plasma membrane
structures involved in exocytosis. Proc. Nat Acad. Sci. U.S.A. 94, 316–321. Copyright (1997) National Academy
of Sciences, U.S.A. (See Color Plate.)

(Fig. 7A). Cells without intact tight junction were devoid of microvilli (Fig. 7B) (Jena
et al., unpublished). In the studies outlined previously, the AFM has not only en-
abled the identification of a new group of plasma membrane structures at ultrahigh
resolution in live pancreatic acinar cells but also helped to determine their dynamic
involvement in exocytosis (Fig. 8). In a recent study, Tojima et al. (2000) also demon-
strated the presence of pits at the surface of fixed NG108-15 cells. Their studies suggest
that these pits are exocytotic apertures where secretory vesicles may dock and fuse.

B. Depressions are Fusion Pores

To determine whether pits and depressions in pancreatiaccinar cells are sites where
vesicles dock and fuse to release vesicular contents, the detection of release of secretory
products at these sites was investigated. A major content of the secretory vesicle in



Fig. 4 Topology of the basolateral surface of isolated pancreatic acini, observed using the AFM (A). The scan line depicts the relative height and
depth of the surface imaged. Following stimulation of secretion, no major change in the basolateral surface profile is observed (B). (See Color Plate.)
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Fig. 6 AFM-generated image of the apical surface of several freshly isolated pancreatic acinar cells demon-
strating the presence of microvilli with interspersed pits and depressions. One pit with four to five depressions
is shown (Jena et al., unpublished).

pancreatic acinar cells is amylase. Since all attempts to image amylase being released
from pits and depressions in live acinar cells failed, acini were stimulated to secrete in the
presence of a gold-tagged amylase antibody. Cells were then immediately fixed using
a fixative that retained pit and depression morphology. Following fixation, cells were
thoroughly washed prior to imaging in buffer using the AFM. Our studies demonstrate
the presence of gold clusters decorating primarily pits and depressions, confirming these
structures to be sites where vesicles dock and fuse transiently to release vesicular contents
(Fig. 9) (Quinn et al., unpublished).

C. Transient Fusion Occurs at Depressions

It is commonly accepted that the final step in exocytosis is the total incorpora-
tion of secretory vesicle membrane with the cell plasma membrane (Fig. 10A). The

Fig. 5 Dynamics of depressions following stimulation of secretion. (A) Several depressions within a pit are
shown. The scan line across three depressions in the top panel is represented graphically in the middle panel
and defines the diameter and relative depth of the depressions. The middle depression is represented by red
arrowheads. The bottom panel represents the percentage of total cellular amylase release in the presence and
absence of the secretagogue Mas 7. (B) Notice an increase in the diameter and depth of depressions, correlating
with an increase in total cellular amylase release at 5 min after stimulation of secretion. (C) At 30 min after
stimulation of secretion, there is a decrease in diameter and depth of depressions, with no further increase
in amylase release over the 5-min time point. No significant increases in amylase secretion or depression
diameter were observed in either resting acini or those exposed to the nonstimulatory mastoparan analog
Mas 17. Reproduced with permission from Schneider, S. W., Sritharin, K. C., Geibel, J. P., Oberleithner,
H., and Jena, B. P. (1997). Surface dynamics in living acinar cells imaged by atomic force microscopy:
Identification of plasma membrane structures involved in exocytosis. Proc. Nat Acad. Sci. U.S.A. 94, 316–321.
Copyright (1997) National Academy of Sciences, U.S.A. (See Color Plate.)
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Fig. 7 Electron micrographs of the apical end of pancreatic acinar cells freshly prepared and exhibiting
tight junction (tj) and microvilli (mv) at the apical lumen (L) (A). Isolated cells exhibiting no tight junction
and stabilized for 1 h prior to fixation and processing for transmission electron microscopy (B). Notice the
near absence of microvilli in (B).

compensatory retrieval of excess membrane by endocytosis occurs at a later time. The
results from our AFM study (Schneider et al., 1997) and the fine-tuned electrophysio-
logical measurements by other investigators (Alvarez de Toledo et al., 1993; Maruyama
and Peterson, 1994) demand a reconsideration of the mechanism of this vital cellular
process. Would it be beneficial for cells to release vesicular contents by total incorpora-
tion of the vesicle membrane at the cell plasma membrane? Such a mechanism of total

Fig. 8 Atomic force micrograph (left) of the apical plasma membrane (PM) in live acinar cells. Large pits
containing small depressions (inset) are seen, where secretory vesicles may dock and fuse transiently to release
their contents to the extracellular space. A diagram of PM pits containing small depressions, where vesicles
fuse to release their contents to the outside (right). (See Color Plate.)



Fig. 9 Localization of amylase at the “pit.” Atomic force micrography of the apical plasma membrane of fixed pancreatic acinar cells following
exposure to amylase-gold during stimulation of secretion. Note gold clusters decorating primarily the edges of “pits.” (See Color Plate.)
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Fig. 10 Schematic representation of total fusion (A) where secretory vesicle membranes are completely
incorporated with the plasma membrane and transient fusion (B) of secretory vesicles at specific sites (de-
pressions) of the cell plasma membrane to release vesicular contents to the cell exterior during exocytosis.
Reproduced with permission from Jena, B. P. (1997). Exocytic fusion: Total or transient? Cell. Biol. Int. 21(5),
257–259.

fusion would require the cell to expend much more energy than transient fusion (Fig. 10B).
In fact, there is little evidence to support total fusion. Studies using transmission electron
microscopy (TEM) rarely show the total incorporation of secretory vesicle membrane at
the cell plasma membrane. On the contrary, the majority of the TEM studies demonstrate
that following stimulation of secretion, there is an enriched presence of several intact but
empty or partially empty secretory vesicles within cells (Lawson et al., 1975). Similar
changes are also identifiable in the pancreas and parotid exocrine cell of rats (Jamieson,
1972). Fast freeze-fracture EM studies on mast cells (Chandler and Heuser, 1980) show
that, even after fusion of the vesicle membrane at the cell plasma membrane, much of the
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granule membrane is present and well separated from the plasma membrane (Chandler
and Heuser, 1980). Electrophysiological studies in mast cells (Alvarez de Toledo et al.,
1993; Monck et al., 1995) as well as in adrenal chromaffin cells (Chow et al., 1992)
suggest that the fusion pores either irreversibly expand (total fusion) or close following
stimulation of secretion (transient fusion). Quantitative electron microscopy on stimu-
lated and resting bovine chromaffin cells demonstrates no significant change following
stimulation of secretion, in the number of peripheral densecore vesicles (Plattner et al.,
1997). An increase followed by a decrease in plasma membrane capacitance suggests
that vesicles transiently fuse and dissociate. Alternately, the step increase in membrane
capacitance is interpreted as evidence of total vesicle fusion. The step increase observed
could result from secretory vesicles undergoing transient fusion at the plasma membrane,
and before they dissociate, others fuse, causing a step increase in membrane capacitance.
The capacitance measurements in a slow secretory cell such as the pancreatic acinar cell
in either mice (Maruyama and Petersen, 1994), or rats (personal observation) demon-
strate the occurrence of only transient fusions following stimulation of secretion. In fast
secretory cells like neurons or mast cells, the number of secretory vesicles fusing at the
plasma membrane at one time is far greater than that in pancreatic acinar cells. There-
fore, the possibility of encountering a step increase in membrane capacitance is greater
in mast cells or neurons. Due to the rapid fusion of secretory vesicles at the presynaptic
membrane of a neuron, the rapid and selective retrieval of vesicle membrane would be a
requirement. Since time and energy are critical factors, it would be efficient for such fast
secretory cells (neurons or neuroendocrine cells) to exocytose via the transient mecha-
nism of vesicle fusion. If total fusion at the presynaptic membrane were the case, what
use do neurotransmitter transporters have in the synaptic vesicle membrane? Similarly,
none of the secretory vesicle-associated proteins implicated in exocytosis (Rothman,
1992), have been confirmed to incorporate at the cell plasma membrane following stim-
ulation of secretion. In our AFM studies (Schneider et al., 1997) a 35% increase in the
diameter and a 25–50% increase in the depth of depressions are observed during exocy-
tosis. If secretory vesicles were to fuse completely at depressions, these structures would
have dilated much more than what was observed. Since zymogen granules measure
0.2–1.2 μm in diameter, their total fusion at the cell plasma membrane would obliterate
depressions. Based on these findings and supporting evidence, the transient fusion of
secretory vesicles at the plasma membrane occurs at depressions in pancreatic acinar
cells during exocytosis. Total fusion may occur when plasma membrane receptors, signal
transducing molecules, transporters, or ion channels are required to be incorporated at
the cell plasma membrane or when the plasma membrane undergoes recycling.

V. Future of AFM in the Study of Live Cells

Although much progress in AFM research has been achieved due to the optimization
of sample preparation (Shao et al., 2000; Linder et al., 1999), delicate image acquisi-
tion software (Möller et al., 1999; Müller et al., 1999; Vie et al., 2000) and continuous
developments in instrumentation (Lehenkari et al., 2000) are required. Soft and elastic
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properties of a live cell surface still remain as major hurdles in obtaining atomic or
even angstrom resolution images. The development of highly flexible cantilever springs,
extremely sensitive in the contact mode of AFM operation, combined with fine yet less
damaging and nonsticky probes will greatly alleviate major problems in AFM studies
on live cells. Although current technology precludes such high-resolution imaging of
living cells by the AFM, the AFM in combination with excellent optics and electro-
physiological measurements has and will greatly enhance our understanding of cellular
structure–function. Additionally, functionalized scanning probes have recently enabled
us for the first time to understand the secretion, interaction, and the biophysical and
biochemical properties of molecules at the surface of live cells. These multicapabilities
of the AFM will certainly be exploited further in the studies of living cells, bringing our
understanding of cellular structure and function to a new dimension. The full potential,
however, of the AFM on examining the structure–function of live cells has yet to be
realized.
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I. Introduction

Because of the plasma membrane’s fundamental role in nature, i.e., no membrane
no cell, and in the relationships between a living cell and its environment, including
the supply of nutrients and the necessary transmission of signals needed for the various
adaptation processes, the knowledge of both cell membrane and cell-surface organiza-
tions remains a major goal in biology. Numerous techniques and methods, from physio-
pathological studies to X-rays and neutron diffraction, have been developed or used to
better define the structural dynamic arrangement of molecules in membranes. Biologi-
cal membranes are now modeled as two-dimensional structures essentially composed
of lipids and proteins organized in domains (Jacobson et al., 1995; Simons and Ikonen,
1997). Sugar residues, most often covalently linked to the lipid polar headgroups and to
peptidic chains exposed at the cell/liquid medium external interface, and cytoskeleton
elements are the other partners involved in the plasma membrane organization.

The atomic force microscope (AFM), which can obtain the highest resolution images
of surfaces in aqueous medium, has recently attracted the interest of cell and membrane
biologists (Radmacher et al., 1992). As reported 10 years ago, AFM imaging of RBC
examined in liquid medium strongly suggested that this new approach could provide
topological information on the imaging of both cell surface and membrane structures
at a significantly higher resolution than the optical microscope (Butt et al., 1990). This
approach is now established, although the highest lateral resolution that can be obtained
remains a matter of debate. Topographical images of eukaryotic, prokaryotic, plant cell
surfaces, and isolated membranes were published and revealed structural details that
could not be detected by other approaches, thus presenting the AFM as a potent addi-
tionnal tool for the biologist.

The principle of the AFM, which consists in raster scanning a surface with a tip of
finite size, imposes constraints on the type of material that can be examined. For instance,
the AFM does not perform imaging of cells in suspension. Due to the very soft nature
of biological material, particular attention must also be paid to not only the sample
preparation but also the adjustment of experimental conditions. This chapter aims to
provide a practical basis for the imaging of cells and membranes by the AFM.

II. AFM Equipment

Most of the commercial equipment currently used in physics and chemistry depart-
ments is suited to image cells and membranes and must be equipped with a liquid cell for
the work in aqueous medium and, if possible, with the accessories necessary for scanning
in an oscillating mode. Stand-alone AFMs coupled to an inverted optical microscope
are also available. For heterogeneous or dispersed samples, such as nonconfluent cell
cultures or membrane preparations, stand-alone AFMs offer the advantage of allowing
the selection, by either morphological criteria or by the use of fluorescent markers, of the
zone to be probed rather than probing at random. A generally slightly decreased stability
and resolution are the consequences. So far, practically all the biological applications of
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the AFM have been conducted at room temperature, but temperature-controlled stages
are presently being proposed by different companies.

III. AFM Operating Modes

The essential difference between the physicochemical, and the biological applications
of the AFM is the constraint imposed by the softness and the fragility of the samples. The
modes of operation are identical, i.e., contact and oscillating modes. These modes have
been described in detail in other chapters of this book and will be only briefly discussed
here. The principle of the AFM is based on the measurement of the repulsive (hard sphere)
or attractive (van der Waals) interaction forces between the atom(s) at the extremity of a
fine tip and the atom(s) at the sample surface (Binnig et al., 1986). In the contact mode,
the user fixes the value of the repulsive force between the tip and the sample which will
be maintained constant during the raster scan of the sample, providing an isoforce image
of the surface. Theoretically, the tip extremity and the sample remain in contact during
scanning. In the oscillating mode, the tip oscillates at a high frequency, determined by
the cantilever spring constant, and interacts with the surface only at the lower end of each
cycle. When the interaction involves atomic repulsion (Putman et al., 1992) the mode
is usually called the tapping mode (Digital Instruments, Santa Barbara, CA). The main
advantage of this mode, as compared to the contact mode, resides in a marked reduction of
the friction forces during scanning. Biological applications of the oscillating noncontact
mode, which is based on the use of attractive interactions, remain to be established.

IV. Requirements for the Imaging of Intact Cells

By imaging intact cells we mean imaging cells, living or fixed, in their natural en-
vironment, which is essentially aqueous for eukaryotes. The requirements for imaging
under liquid are the same for cells and isolated membranes.

A. Cell Immobilization

The first requirement for cell imaging is general and applies to all categories of sam-
ples: by principle, the AFM can only image material which adheres or is fixed to a
support. Thus, cells or membranes in suspension would be pushed away by the scanning
tip and could not be imaged by this technique. Trapping of cells like red blood cells
or bacteria in pores of filters can allow their immobilization and provide access to the
AFM imaging of their upper exposed surface (Kasas and Ikai, 1995). Upon settling, cells
in suspension can also spontaneously adhere to the surface of glass coverslips or mica.
The well-known recipe among cell biologists which consists of coating a glass coverslip
with positively charged material like polylysine can also help in attaching cells to a
flat surface. A very elegant way to immobilize cells for AFM examination is by using
micropipettes. An adapted, home-built AFM must, however, be used in conjunction with
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Fig. 1 Contact mode AFM imaging of corneal tissue in liquid medium. (A) Corneal epithelial surface of
adult albino rabbit. (B) Collagen fibrils of corneal stroma arranged in bundles after mechanical ablation.

the micropipette holder (Hörber et al., 1995). Fortunately, a large number of cell types
can be grown directly either on glass coverslips or on plasticware treated by a Bunsen
burner flame which markedly reduces the plastic surface corrugations (Thimonier et al.,
1997). Before placing a cell preparation under the AFM, a good test to run consists of
rinsing the preparation several times with medium or buffer and then, by using an optical
microscope, checking whether the cells are still attached to their substrate. Recently, flat
pieces of fresh tissues were examined by the AFM (Fig. 1) (Tsilimbaris et al., 2000).
Such experiments were made possible by gluing the tissue pieces directly to the AFM
magnetic disks. Firm fixation of the glass coverslips or plastic or filter supports used for
cell immobilization onto the magnetic disks is also of crucial importance. For cells or
membranes adsorbed on glass coverslips, after drying the bottom of the support, we use
cyanoacrylate glue which resists to long exposure to aqueous medium. The stability of
the imaging on stand-alone equipment can also be improved by screwing a teflon ring
to the round glass coverslips used as a support on the inverted microscope stage.

B. Scanning Forces

The second requirement is using imaging forces, as low as possible, to avoid damaging
the soft cell structures. Thermal fluctuation experienced by a free cantilever provides a
first indication about the lower limit of the imaging forces. Considering the cantilever
as an uncompressed spring, thermal fluctuation results in spontaneous tip movements
whose amplitude 
 can be estimated using (Shao et al., 1996)


 = (kBT/k)1/2,

where kB is the Boltzmann constant (1.38 × 10−23 J/K), T is the temperature in Kelvin,
and k is the cantilever spring constant (N/m). Fluctuation amplitudes and the
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Table I
Thermal Fluctuation, Uncertainties, and Signal-to-Noise Ratio of
Soft Cantileversa

Spring constant Thermal fluctuation Å Force determination uncertainty Signal/noise
(N/m) (equivalent force, pN) pN (for 50-pN force) (for 50-pN force)

0.01 6.4 0.4 126
(6.4)

0.03 3.7 1.2 42
(11.1)

0.06 2.6 2.4 21
(15.6)

0.10 2.0 4.0 12.5
(20.0)

0.36 1.1 14.4 3.5
(39.6)

aCalculated from Shao et al. (1996).

corresponding �force noise� at room temperature (20◦C) for the cantilevers com-
monly used in contact mode imaging under aqueous medium are given in Table I. These
amplitudes vary from 6.4 to 1.1 Å for cantilevers with spring constants between 0.01 and
0.36 N/m. The equivalent forces, F, are 6.4 and 39 pN, respectively (F = k
). Thus,
the use of softer cantilevers markedly reduces the limiting value of the scanning forces,
which must be larger than that of the thermal fluctuations. Fluctuations are reduced, as
a function of the force applied, once the tip is in contact with the surface, according to


c = (kBT )/2F,

where 
c is the amplitude of the fluctuation of the tip position in contact, and F is
the force applied. For instance, applying a force of 20 pN to a 0.01 N/m cantilever,
corresponding to a 2-nm deflection of the tip position, results in a decrease in fluctuation
from 6.4 to 1.0 Å; i.e., the spontaneous fluctuation is 1/20 of the imposed deflection
value. This value of 20 pN is close to the limiting value for imaging reported in the
literature (Le Grimellec et al., 1998). It must be mentionned that, due to the drift of
piezo-electric elements, maintaining a constant imaging value below 100 pN requires
the readjustment of the tension applied to the z element during imaging. The use of
radiation pressure brought by a second laser acting on the cantilever, associated with very
low spring constant homemade cantilevers, has been reported to decrease the limiting
imaging force to values below 1 pN (Tokunaga et al., 1997).

Adjustment of the scanning force via the force versus distance curves to the lowest
accessible value, prior to cell imaging, is the first step to avoiding cell damage and im-
plies that both the spring constant of the cantilever and the sensitivity of the detection of
the AFM tip response to a known vertical displacement must be, at least approximately,
known before imaging. Sensitivity to vertical displacement is simply obtained by force
versus distance curves, under the liquid medium, on regions of the support (glass, mica,
HOPG) devoid of biological material. Both the spring constant and the sensitivity of
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the detection system transform the voltage reading from the photo-diode into an ab-
solute displacement (d ) leading to the force experienced (F ) by the cantilever during
the scan (F = k · d). In the spring constant of the cantilever (k), the values provided
by manufacturers are in general a reasonable estimate of the mean value obtained for a
population of cantilevers of comparable length and thickness. A better evaluation of the
spring constant of the cantilever used for the experiment can be obtained through the
determination of its resonance frequency or of its thermal noise (Cleveland et al., 1993;
Butt and Jaschke, 1995). The laser light reflected by the cantilever dissipates heat around
the tip, resulting in instabilities in the position of the cantilever as long as the thermal
equilibrium with the surrounding medium is not achieved. For the softest commercial
cantilevers (k = 0.01 N/m) the equilibrium period can take more than 1 h. For low-force
AFM in the contact mode, this equilibrium must be obtained before starting the imaging.
The oscillating mode is less sensitive to temperature equilibration.

C. Cell Viability

Until very recently, there was no temperature control unit commercially available for
the AFM. Accordingly, with few exceptions, experiments on cells were performed at
about 3◦C above room temperature, because of the heating of the solution by the energy
dissipated from the laser diode. Most of the mammalian cell lines which grow at 37◦C are
still active, albeit at a reduced rate, at this temperature. It is important, however, to check
under an optical microscope whether the shape of the cells is not altered by the change
in temperature. In the 5% CO2 atmosphere of incubators, growth media are buffered
by bicarbonate. In an air atmosphere, maintaining the pH constant requires the replace-
ment, at least partial, of the culture medium. Hank’s medium, phosphate saline buffer
(PBS) complemented with glutamine and calcium, or mixtures of the growth medium
(without serum) with PBS (1/1 or 1/2, vol/vol) generally offer satisfying solutions. For
long-duration experiments on cells, care must be taken to prevent changes in the buffer
composition resulting from water evaporation. Dye exclusion tests, like the trypan blue
test, allow the establishment of the viability of the preparation at the end of the exper-
iment (Le Grimellec et al., 1994). Hoh and Schoenenberger (1994) demonstrated that
the viability of cells under the AFM can be maintained for periods as long as 44 h.

V. Imaging of Cells

Using stand-alone AFM coupled with an inverted optical microscope makes the po-
sitioning of the tip above a cell body easy, even when using either nonconfluent cell
cultures or isolated plated cells. For traditional AFMs, with the piezo-system located
below the sample, finding dispersed cells often requires patience, and working under
liquid also imposes to protect the piezo from leaks. Some manufacturers propose spe-
cial chambers with O-ring seals. Very often these seals are not perfectly efficient. Most
investigators work without the O rings and prefer to protect the piezo with pieces of thin
aluminum foil, stretch n’ seal, or equivalent films.
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A. Contact Mode

Once the sensitivity of the optical lever is determined and the thermal equilibrium is
reached, the system is ready for cell imaging. For reasons cited previously, cantilevers
with the lowest spring constants (0.01 to 0.06 N/m) are preferred. The usual silicon
nitride tips are also preferred for intact cell imaging because sharpened tips penetrate
the cell membrane (Haydon et al., 1996). The first step consists of the obtention on the
cell surface of a force versus distance ( f–d) curve, where the approaching and retracting
curves coincide as much as possible. To limit the damage, the force curve is performed
with the x,y scan size set to 0 nm. The vertical (z) scan range is fixed to a value between
500 and 1500 nm, with a scan rate of 1 Hz. Generally, using the default engagement
conditions, force versus distance curves obtained from the cells have a poor aspect
(Fig. 2A): a marked hysteresis between approaching and retracting curves is observed,
and it is very difficult, if not impossible, to determine the onset of the tip–cell surface
interaction and thus the scanning force. Such curves reflect the fact that, for the whole
vertical scanning distance z, the tip is in contact with the surface which is progressively
pushed down. This is most likely a consequence of the low spring constant of the cell
surface. Imaging under conditions where a large hysteresis between approaching and
retracting f–d curves occurs results, for cells as for any material, in very poor AFM height
images. Relatively good deflection images of the cell surface can, however, be obtained
under these conditions, but they need to be critically analyzed due to lack of control on
the scanning force. It is generally possible to circumvent this problem by raising, step
by step, the position of the tip (tip-up command on Digital Instruments AFMs) while

Fig. 2 Contact mode force versus distance curves at the surface of living CHO cells. (A) Force versus
distance curves obtained using the default engagement conditions. (B) Corresponding curves obtained after
raising the AFM tip according to the procedure described in the text. Cantilever spring constant: 0.03 N/m,
z scan rate 1 Hz.
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examining the f–d curves. A progressive decrease in the hysteresis accompanied by a
flattening of curves is observed, which ultimately leads to the detection of the onset
of the tip–cell surface interaction (Fig. 2B). For living cells, the tip often has to be
raised by distances greater than 1 or 2 μm above the engagement position. The z piezo
is accordingly working in an extended configuration. Obtention of the flat portion of
f–d curves, which corresponds to the position of the free cantilever, allows the precise
setting of the imaging force, using the predetermined sensitivity in nanometers, of the
cantilever response. The spring constant of the cell surface is significantly increased
by fixation using either glutaraldehyde or paraformaldehyde (Hoh and Schoenenberger,
1994). Practice in adjusting the tip position in f–d plots on fixed cells helps in subsequent
experiments on living cells.

Once the scanning force has been adjusted to low values, i.e., below 100 pN, a x–y
scanning range of, for example, 10 μm is chosen. Imaging conditions must be refined
using the oscilloscope traces accessible to the user via the AFM equipment. As for force
curves, good imaging requires that the �trace� and �retrace� traces coincide with
each other as much as possible. Again, a poor coincidence means poor quality imaging.
For large scans (>5 μm), the adjustments begin by using a scan rate of 1 Hz, integral and
proportional gains around 2 (Nanoscope III, D.I), and a scanning angle of 0◦. The effect
of varying the scanning force, through changes in the set-point voltage, is first checked
in the oscilloscope traces. Then gains and scanning rate are readjusted and, finally,
the best scanning angle is selected. This procedure is applied each time the imaging
field is changed. Once this is achieved, a new f–d curve is recorded which enables the
determination of the precise value of the force used for starting the imaging. A second
f–d plot is recorded once the image is acquired, leading to the force value at the end of the
imaging. If the forces prior to and after imaging are too different, which is often the case
for imaging forces below 200 pN, the set point must be readjusted manually during the
image acquisition. Following this procedure, height images of the surface of living CV-1
cells and MDCK cells were obtained with forces as low as 20 pN (Le Grimellec et al.,
1998). On these cell types, imaging below 100 pN was routinely achieved. It is important
to mention that for such low values it is difficult to estimate the tip force experienced
by the cell surface during scanning. What is measured is a deflection of the cantilever,
which does not mean that the tip is in real contact with the cell surface. Electrostatic
repulsion linked to the fact that Si3N4 tips are negatively charged, as are most of the cell
surfaces, is likely to play a role in the bending of the cantilever (Butt, 1992; Müller et al.,
1999). Unfortunately, working with living cells limits the possibilities of changing the
medium composition to precisely determine to what extent the electrostatic repulsion
participates in the recorded cantilever deflection.

B. Oscillating Mode

Basically, for cell imaging in the oscillating mode, one must follow the same procedure
as that for the contact mode. The same triangular cantilevers with low spring constants
are used while working in aqueous medium, and the first step before imaging consists
of selecting the resonance peak (Putman et al., 1994). Using an oscillating piezo-drive
which excites mechanical resonances in both the cantilever holder and the bathing fluid
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generates numerous peaks in the frequency sweep. Experimentally, we found that the
peak centered around 8 kHz gives satisfactory results. The imaging frequency is not
at the peak value but is slightly shifted toward the lower frequency end. Establishing
the sensitivity, in nanometers, of the response of the detection system for the cantilever
chosen constitutes the second step. This is obtained through amplitude versus distance
(a–d) plots performed on a clean region of the support, taking care to limit the z scanning
range to the point where the oscillation is completely damped. Alternatively, to limit the
risk of tip damage, an approximate value corresponding to the mean value, determined
in previous experiments from a series of cantilevers of identical nominal spring con-
stant, can be fixed. The true sensitivity is established at the end of the experiments, and
the amplitude values used for imaging are corrected accordingly. Before engagement,
the peak amplitude on the frequency sweep is adjusted to ∼50 nm, with a set point
corresponding to a damping of ∼10 nm. The automatic tip approach command is then
activated, setting a 0-nm xy scan size. Upon engagement, a new a–d plot is performed on
the living cell surface. Most often, as in the contact mode, the plot shows a high curva-
ture which renders the detection of the onset of the change in amplitude slope practically
impossible (Fig. 3A). This precludes the precise adjustment of the feedback damping
(set point) value. By manually readjusting the vertical position of the photodetector it
is possible to acquire a deflection versus distance (de–d) plot simultaneously with the
a–d plot (Vié et al., 2000). Such plots, which compare with the f–d curves obtained in

Fig. 3 Tapping mode amplitude and deflection versus distance curves at the surface of living CHO cells.
The plots were performed with the same cells and the same cantilever as those used in Fig. 2. (A) and (B)
correspond to the amplitude (upper panels) and deflection (lower panels) versus distance curves obtained using
the default engagement condition and after the tip position adjustment, respectively. The arrow in (A) indicates
that the tip interacts with the cell surface during the entire z scan. On the other hand, in (B), the change in slope
in the deflection curve (arrow) allows the precise determination of the onset of the tip-cell surface interaction
and the adjustment of the amplitude damping for imaging.
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contact mode, result from the change in the cantilever median position upon interaction
of the oscillating tip with the sample surface and they are obtained only when work-
ing under liquid. As previously described for low-force imaging in the contact mode,
raising the position of the tip to work with the z piezo in an extended configuration
markedly reduces the hysteresis in both the a–d and the de–d curves (Fig. 3B). Once this
is achieved, the damping amplitude set point can be adjusted to the chosen value at the
position corresponding to the change in slope in the de–d plot. The end of the procedure
for cell imaging is the same as that for the contact mode. The exact determination of the
loading force applied to the cells during scanning in the oscillating mode is actually not
possible, but a rough estimate can be made from the amplitude and the spring constant
of the cantilever. Images of cells have been obtained using 0.01 N/m cantilevers with a
set point corresponding to a reduction in amplitude of less than 2 nm, i.e., with estimated
imaging forces below 20 pN. Interestingly, the deflection signal obtained in the oscillat-
ing mode is sensitive to local stiffness (Vié et al., 2000) and can provide images of the
organization of the submembranous cytoskeleton simultaneously with the acquisition of
the cell-surface topography via the height and amplitude signals. Deflection images are
close to but not identical to phase images which are reporting, at least partly (Chen et al.,
1998), on the local viscoelastic properties of the surfaces (Fig. 4).

Fig. 4 Low-magnification tapping mode images of living CV-1 cells. Scan size, 25 μm; scan rate, 1 Hz;
approximate scanning force; 50 pN (cantilever spring constant: 0.01 N/m).
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The Oscillating mode in liquid can also be obtained via an oscillating magnetic field
driving a magnetized cantilever (Han et al., 1996; MAC mode, Molecular Imaging,
Phoenix, AZ). This new mode offers the advantage of driving the tip directly, thus
leading to a unique resonance peak, with a reduced perturbation of the liquid medium.
The performances of this mode in cell imaging mostly remain to be established.

C. Actual Possibilities and Limits

Topographical images, under aqueous media, of the surface of various cell types either
in culture or even in tissue slices have now been reported with a resolution much better
than that of an optical microscope (see, for example, Fig. 5). Because it reduces the
friction forces, and therefore reduces the accumulation of membrane components on the
tip (Schaus and Henderson, 1997), the oscillating mode seems to be actually the best
choice for imaging cells. In terms of topography, several groups have reported lateral
resolutions close to 10 nm for the surface of various unfixed cells (Butt et al., 1990; Hörber
et al., 1992; Le Grimellec et al., 1994, 1998). Indeed, this can only be achieved using
very low scanning forces and most often after an enzymatic treatment for disrupting the
glycocalix organization. Clearly not all cells are suitable for high-resolution imaging.
Besides the abundancy of the cell surface glycocalix, cells moving or growing fast
at room temperature can only provide fuzzy images when examined at a sufficiently
high magnification. Another type of problem that can be encountered is the presence
of tightly packed microvilli covering the surface, a situation often found in epithelial

Fig. 5 High-magnification imaging of outer hair cells from the inner ear. Cells were fixed with 0.5%
glutaraldehyde in buffer, and rinsed and examined in the same buffer. Height image, mode: tapping; scan size,
500 nm; scan rate,1.5 Hz; approximate force, 20 pN; z range, 200 nm/division.
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Fig. 6 Time-dependent reorganization of the surface of living cells after addition of 2.5 mM db-cAMP.
Upper part, height images; lower part, deflection images. Scan size, 25 μm; scan rate, 1.5 Hz; force, <100 pN
(contact mode); cantilever spring constant, 0.01 N/m.

cells. In that case, even working at low forces, the tip can only access the upper part
of the flexible microvilli, precluding the obtention of high-resolution images. Lateral
diffusion of membrane constituents, in the order of 1 μm2/s for membranes in the fluid
state, constitutes the ultimate limitation to high-resolution cell-surface imaging by AFM.
Accordingly, fixation is an absolute requirement for a precise localization of a particular
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protein (unless it spontaneously forms two-dimensional crystals) at the cell membrane.
In fact, a resolution better than 5 nm was recently obtained for the lateral surface of
glutaraldehyde-fixed inner ear cells examined in buffer (Le Grimellec et al., 2000). This
strengthens the view that AFM can, in the near future, provide key information on the
understanding of the organization of membranes at the molecular level.

For physiologists, a final important point about AFM imaging of living cells is the time
required for imaging. In the best circumstances, good resolution scanning of a limited
(∼10-μm2) cell region with a commercial apparatus takes about 2 min. Accordingly, this
limits the studies on cell topography-function to slow processes as illustrated in Fig. 6,
where the changes in the cell surface of CV-1 cells resulting from the addition, under
the AFM, of dibutyryl-cAMP, are described.

VI. Imaging of Isolated Membranes

The main difficulty encountered both in AFM imaging of intact cells and in the
interpretation of the images obtained lies in not only the chemical heterogeneity of cell-
surface constituents but also the relative softness of the plasma membrane with regard
to the other cellular elements, cytoskeleton, cytosol, and intracellular organelles, it sur-
rounds. For instance, even by using low scanning forces, it remains difficult to assess
the relative contributions of both real plasma membrane elements and subplasma mem-
brane structures in the images of the cell surface. This also holds true when estimating
the local mechanical properties of cells. The use of purified membranes adsorbed on a
hard support, generally mica or glass, provides direct information about the structure of
isolated biological membranes. Unroofing with filters followed by the extensive wash-
ing of support-attached cells, which results in the exposure of the cytoplamic leaflet
of the basal membrane to the medium (Le Grimellec et al., 1995; Ziegler et al., 1998)
direct examination at the tip of a pipette (Hörber et al., 1995), or the examination after
transfer to the support of patch-clamp membrane fragments (Lärmer et al., 1997), has
thus far provided AFM images resembling those obtained at the surface of intact cells.
The general conditions for imaging these structures are equivalent to those followed for
cells, i.e., minimizing the imaging force; except that a greater degree of freedom exists in
the choice of the imaging buffer compositions, which can result in improved resolution
images (Müller et al., 1999).

VII. Conclusion and Perspectives

Difficulties encountered in adjusting the imaging parameters have limited the use of
the AFM in cell biology and physiology. With the recent improvements in the procedure,
it is now possible to image the surface of cells on a nearly routine basis. For living cells,
this opens up the possibility to investigate the three-dimensional structure–function re-
lationships of the cell surface at a mesoscopic scale, a procedure thus far inaccessible by
conventional microscopic techniques. Two technical improvements would contribute to
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facilitate the use of AFM in cell studies and to widen the field of its applications. The first
concerns the availability of short cantilevers with lower spring constants (<0.005 N/m),
eventually coupled with radiation pressure compensation for thermal bending motion
(Tokunaga et al., 1997), which would further increase the control on the forces used
for imaging. Lowering from minutes to seconds the time scale needed for one image
acquisition (Walters et al., 1997) is a second essential improvement which would enable
the study of a much larger number of biological processes. Obtention of high-resolution
images on either fixed cells or isolated membranes presents a problem regarding the
identification of the structures imaged. Scanning near-field fluorescence resonance en-
ergy transfer microscopy (Vickery and Dunn, 1999) and recognition imaging by force
microscopy (Hinterdorfer et al., 1996) constitute the most promising approaches to solve
these problems.
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I. Introduction

The AFM combines high sensitivity in applying and measuring forces, high precision
in positioning a tip relative to the sample in all three dimensions, and the possibility
to be operated in liquids, especially physiological environments (Drake et al., 1989),
and therefore is capable of following biological processes in situ (Fritz et al., 1994;
Radmacher, Fritz et al., 1994; Schneider et al., 1997; Dvorak and Nagao, 1998; Rotsch
et al., 1999). One application that makes use of all three features is the investigation of
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cellular mechanics (Tao et al., 1992; Weisenhorn et al., 1993; Radmacher et al., 1995,
1996; Radmacher, 1997). Technically this was first done by using the force modulation
method (Radmacher, et al., 1992, 1993). However, to determine elastic properties of
cells quantitatively and reproducibly, force curves have to be recorded and analyzed
(Radmacher, 1995) as a function of position the cell (Radmacher, Cleveland et al., 1994;
Radmacher et al., 1996). Mechanical properties of many different cell types including
glial cells (Henderson et al., 1992), platelets (Radmacher et al., 1996; Walch et al., 2000),
cardiocytes (Hofmann et al., 1997), macrophages (Rotsch et al., 1997), endothelial cells
(Braet et al., 1996, 1997, 1998; Mathur et al., 2000; Miyazaki and Hayashi, 1999; Sato
et al., 2000), epithelial cells (Hoh and Schoenenberger, 1994; A-Hassan et al., 1998),
fibroblasts (Rotsch et al., 1999; Rotsch and Radmacher, 2000), bladder cells (Lekka et al.,
1999), L929 cells (Wu et al., 1998), F9 cells (Goldmann et al., 1998), and osteoblasts
(Domke et al., 2000) have been investigated.

It has been postulated that mechanical properties play a major role in cellular proc-
esses and can thus serve as indicators for cellular processes (Elson, 1988). The mech-
anical properties of eucaryotic cells are determined mainly by the actin cytoskeleton
(Sackmann, 1994a). The protein actin can form double-helical polymer fibers with a
periodicity of 3.7 nm. A large number of actin-associated proteins control the architecture
of this network (Hartwig and Kwiatkowski, 1991). There are molecules which induce
bundling, cross-linking, and anchoring of actin to the cell membrane. This network is a
very active cellular component which is under constant remodeling; therefore it is not
only responsible for the shape of a cell but also plays a major role in dynamic processes
such as cell migration (Stossel, 1993) and division (Glotzer, 1997; Robinson and Spudich,
2000).

Only a limited number of techniques are available which probe the mechanical prop-
erties of cells. Traditionally this question has been tackled with either the help of mi-
cropipettes (Evans, 1989; Discher et al., 1994) or with the so-called cell poker (Felder
and Elson, 1990; Petersen et al., 1982; Zahalak et al., 1990), which is conceptually re-
lated to the AFM. More recently, several new techniques have emerged, for example, the
scanning acoustic microscope (Hildebrand and Rugar, 1984; Lüers et al., 1991), optical
tweezers (Ashkin and Dziedzic, 1989; Florin et al., 1997), magnetic tweezers (Bausch
et al., 1998; Bausch, 1999), and the atomic force microscope, which will be discussed
here in more detail.

In this chapter, I will discuss the principle of the measurement of elastic properties in
general, the potential and possibilities when applying it to cells, and potential problems.
Finally, I will present examples of measurements of the elastic properties of living
cells.

A good example which proves that the investigation of living cells and hence cel-
lular dynamics is possible by AFM can be seen in Fig. 1. Here, cardiomyocytes, which
spontaneously pulse even as single cells in culture, were probed (Domke et al., 1999).
The AFM tip was used to monitor the mechanical contraction of a cell at different
locations.
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Fig. 1 Pulse mapping of a group of active cardiomyocytes. Although these cells were mechanically pulsing,
it was possible to image them. In this figure the deflection images of two scans were superimposed. The cell
margins are sketched in the inset on the top left. Several time series of height fluctuations at different locations
on the cells were recorded. The presented sequences are scaled identically; their locations on top of the cells
are marked with circular spots. Pulses on cell 1 (a myocyte) show all the same shape regardless of position.
On cell 2, a fibroblast which is moved passively by the neighboring myocytes, only biphasic pulses are found.
Reproduced from Domke, J., Dannohl, S., Parak, W. J., Muller, O., Aicher, W. K., and Radmacher, M. (2000).
Substrate dependent differences in morphology and elasticity of living osteoblasts investigated by atomic force
microscopy. Colloids Surf. B, 19, 367–373, with permission from Elsevier Science.
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II. Principles of Measurement

A. Force Curves on Soft Samples

In the AFM, an indentation experiment is done by employing the force curve mode
(Weisenhorn et al., 1989) in which the deflection of the cantilever is plotted as a function
of the z height of the sample. On a stiff sample, the deflection is either constant as long
as the tip is not in contact with the sample or proportional to the sample height while the
tip is in contact. With soft samples, the tip may deform (compress) the sample when the
loading force is increased (Tao et al., 1992; Weisenhorn et al., 1993; Radmacher et al.,
1995). Thus, the movement of the tip will be smaller than the movement of the sample
base, the difference being the indentation of the sample. In general, this indentation may
be elastic, i.e., reversible; plastic, i.e., irreversible; dynamic, i.e., viscous in nature; or
a combination of the three. By tuning the experimental parameters one can determine
which of the three contributions is present. Viscous effects are proportional to the velocity
of the tip approaching to or retracting from the sample. By reducing the scan rate, viscous
effects can be minimized and they change sign when the velocity changes its sign. So,
by averaging approach and retract data viscous effects are canceled out. Since the AFM
cantilever is immersed in aqueous buffer, there will always be large viscous damping
by the surrounding fluid (Radmacher et al., 1996). This can be seen in force curves
as an increasing separation of the approach and retract curves while the tip is still off
the surface. In addition, during contact, there may be viscous forces exerted by the
sample itself. However, this effect seems to be smaller than the effect of the liquid;
thus it will need precise data analysis procedures to separate the contributions from
both sample and environment. Experimentally this problem could be solved by using
small cantilevers (Schäffer et al., 1996, 1997; Walters et al., 1997) as soon as they are
available.

The difference between elastic and plastic deformation can be seen by compar-
ing approach and retract curves. If there are no differences between the two, and if
subsequent curves are reproducible, then the deformation caused is reversible and it
will be elastic in nature. Otherwise the deformation is plastic in nature or damaging.
However, because of viscous effects this determination has been made at low scan
velocities.

B. Range of Analysis

Typically, force curves are analyzed in a given range of loading forces. Thus, deflection
values must first be converted into loading force values. Since cantilever springs are linear
springs for small deflections, Hooke’s law can be applied:

F = kc ∗ d. [1]

Here kc is the force constant of the cantilever, d is its deflection, and F is the corresponding
loading force exerted by the cantilever. In experiments, the deflection is not necessarily
zero when the cantilever is free, e.g., because of stresses in the cantilever, which will



4. Measuring Elastic Properties of Living Cells 71

Fig. 2 Differences in force curves on stiff and soft samples. In a force curve (a) the cantilever deflection is
plotted as a function of a sample base height. On a stiff sample the force curve will show two linear regimes. (i)
The tip is not touching the sample yet, the deflection is constant (between points 1 and 2 in (a), position 1 in (b))
(ii) The tip is touching the sample and the deflection is proportional to the sample height (between points 2
and 3A). On a soft sample, however, due to deformation of the sample, the deflection will raise slower than
the movement of the sample base height (between points 2 and 3B in (a), position 2 and 3 in (b)). In fact the
elastic response of the sample will lead to a nonlinear relationship between deflection and sample base height.
The difference between curve A and curve B is the indentation of the soft sample. (An animated version of
this graph can be found at http://www.dpi.physik.uni-goettingen.de/∼radmacher/animations.html).

deform it even without an external load. Therefore the offset d0 must be subtracted from
all deflection values. This offset can be easily obtained by calculating the mean deflection
in the off-surface region (between points 1 and 2 in Fig. 2a). In principle, it would be
fine to pick just one deflection value from this region, but due to noise in the data it is
better to take an average. Thus, Eq. [1] transforms to

F = kc ∗ (d − d0). [2]
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The indentation δ is given by the difference between the sample base height z and the
deflection of the cantilever d:

δ = z − d. [3]

Here again, the offsets must be considered, so I can rewrite Eq. [3] as

δ = (z − z0) − (d − d0) [4a]

δ = z − z0 − d + d0, [4b]

where d0 is the zero deflection as above and z0 is the z position at the point of con-
tact. For quantifying the elastic properties of a sample, a range of data from the force
curve to be analyzed and an appropriate model for analysis must be chosen. The most
simple model comes from continuum mechanics and is based on the work of Heinrich
Hertz (Hertz, 1882), which was extended by Sneddon (Sneddon, 1965). For an intro-
duction in continuum mechanics one may visit the work of Fung (Fung, 1993), Johnson
(Johnson, 1994), or Treloar (Treloar, 1975). The Hertzian model describes the elastic
indentation of an infinitely extended sample (effectively filling out a half-space) by
an indenter of simple shape. Two shapes often used in AFM are conical or parabolic
indenters:

Fcone = 2

π
· E

(1 − ν2)
· δ2 · tan (α) [5]

Fparaboloid = 4

3
· E

(1 − ν2)
· δ3/2 ·

√
R . [6]

Here, Fcone is the force needed to indent an elastic sample with a conical indenter,
whereas Fparaboloid is the force needed to indent the sample with a parabolic indenter. For
a small indentation, a spherical indenter will follow the same force deflection relation
as the parabolic indenter. The indentation is denoted by δ, whereas E is the elastic or
Young’s modulus, ν is the Poisson ratio, α is the half-opening angle of the cone, and R is
either radius of curvature of the parabolic indenter or the radius of the spherical indenter,
respectively. In the case of cells, the sample is virtually incompressible and therefore ν

can be chosen to be 0.5 (Treloar, 1975).
I can now combine Eqs. [4b] and [5] in the case of a conical indenter to obtain

kc · (d − d0) = 2

π
· E

1 − ν2
∗ tan (α) · (z − z0 − (d − d0))2. [7]

This mathematical function describes the force curve as measured on a soft sample.
I can rearrange Eq. [7] to obtain

z − z0 = (d − d0) +
√

kc · (d − d0)(1 − ν2)

(2/π ) · E tan (α)
, [8]

the mathematically more convenient form.
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Most of the quantities in Eq. [8] either are known or can be measured experimen-
tally. The force constant kc and the half-opening angle α can be either obtained from
the manufacturer’s data sheet or determined before or after the experiment. A stan-
dard method for calibrating the force constant of soft cantilevers is the thermal noise
method introduced by Butt and Jaschke (1995). The Poisson ratio was set to 0.5, as
discussed earlier. The zero deflection d0 can also be obtained easily from the data
as described previously. The deflection d and the sample base height z are the quantities
measured in the force curve, leaving only two unknown variables: the elastic modulus E
and the contact point z0. The elastic modulus E is the quantity of interest, but the proce-
dure to obtain the point of contact z0 needs to be discussed also.

In a stiff sample (see Fig. 2a, trace A, Fig. 3a) the contact point separates two linear
regimes in the force curve with different slopes. Thus, the contact point can be obtained
easily by either fitting a line to each of the two regimes or calculating the slope and
looking for a discontinuity in it. The deflection rises slowly and smoothly at the contact
point (Fig. 2a, trace B, Fig. 3a) for a soft sample. There is no jump in slope but only a

Fig. 3 Experimental force curves on a stiff substrate and a soft sample (cell) (a). In the stiff sample, the
contact point can easily be obtained either from the data or by checking the slope (first derivative) for a
discontinuity (b). In the soft sample, the data and the slope are continuous. The second derivative should show
a jump, but this discontinuity is no longer detectable due to noise in the data (c).
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Fig. 4 Example of the fit procedure. From the experimental data (hair-crosses) the zero deflection d0 can
be obtained by averaging some part of the force curve in the flat off-surface region. The range of analysis is
defined by its lower and upper limits, d1 and d2. The Hertzian model is fitted to the data within this range and
results in values for the Young’s modulus and the contact point z0. As can be checked visually the fit follows
the data very closely and yields a reasonable contact point at z0 = 610 nm. (The fitted Young’s modulus is
E = 5100 Pa.)

continuous change in slope (Fig. 3b). Although the second derivative should then show
a discontinuity at the contact point for soft samples, this is often buried in the noise
(Fig. 3c). Therefore, it is very difficult or even impossible to determine the contact point
in force curves of soft samples in this simple way from experimental data.

Another simple, straightforward, reliable, and robust method to obtain the contact
point was established in previous work (Rotsch et al., 1999). Briefly, the elastic modulus
is obtained by fitting Eq. [8] within a given range to the experimental data. In addition
to using E as a fit parameter the contact point z0 can also be included as a fit parameter.
In fact, this yields a very good value for the contact point, and in our experience this
procedure is more stable, reliable, and robust than any other method in use. Figure 4
shows the procedure in more detail. A range of analysis is chosen by defining an upper
and a lower limit of deflection values (d1 and d2), which correspond to a range of
loading forces F1 and F2, given by F1 = kc ∗ d1 and F2 = kc ∗ d2. This also defines
a range of analysis in terms of z height, given by z1 and z2. By employing a Monte
Carlo fit, optimized values, which fit the data best, for E and z0 are obtained. Although
z0 will always be outside of the range of analysis, it turned out to be a very reliable
quantity. There are two major advantages in this procedure. (i) Because the contact point
is obtained by fitting a range of data, noise will average out. (ii) Because in the range
of analysis the tip is in contact, noise will be smaller compared to data recorded off the
surface.

III. Application to Cells

The elastic response of cells in indentation experiments could stem from several cel-
lular compartments. Since the tip approaches from the extracellular medium, it will first
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encounter the glycocalix, then the membrane, and then either the intracellular organelles
or the cytoskeleton. The glycocalix and the membrane, in the case of eucaryotic cells,
turn out to be very soft and can be neglected in AFM experiments. First, I want to estimate
the elastic response of these components.

The glycocalix is a soft polymer brush, whose elastic properties can be estimated in the
framework of a worm-like chain model. In this model the elastic response of a polymer
molecule with contour length L is determined by its persistence length lp. The persistence
length is the length at which the orientation of the molecules becomes uncorrelated
due to thermal bending. Recently the relation between force Fwlc and extension x for a
single polymer chain was derived (Marko and Siggia, 1995);

Fwlc = kT

lp
∗

(
x

L
+ 1

4(1 − x
L )2

− 1

4

)
. [9]

For an extension of 50% of the contour length and a persistence length of 3 Å, which
is a reasonable value for a polysaccharide chain (Rief et al., 1997), a force of about 10
pN is obtained. This is about the sensitivity of a state-of-the-art AFM using the softest
cantilevers available. Since the AFM tip may be in contact with several polymer chains
at the same time, it is conceivable that the elasticity of the glycocalix could be detectable.
However, since the glycocalix is supported by the cell membrane, the membrane’s elastic
resilience must be evaluated first.

The lipid membrane is much softer than AFM cantilevers as can be seen by the
following argument. The AFM cantilever is a thermodynamic system with one degree
of freedom, which will fluctuate in position in thermodynamic equilibrium. The average
energy of this fluctuation will be given by

1/2 kb T = Eavg = 1/2 kc∗ <x2 >, [10]

the equipartition theorem, where kb is the Boltzmann constant, T is the absolute temper-
ature, kc is the force constant of the cantilever, and <x2

> is the time average of the mean-
square displacement. Typical values for the displacement will be several Ångstrøms in
the case of very soft cantilevers (10 mN/m). In fact Eq. [10] is the basis for the method
mentioned previously for calibrating force constants of AFM cantilevers. For softer can-
tilevers the fluctuations will be larger. Therefore, this method works best with ultrasoft
cantilevers. Lipid membranes will also show thermal fluctuations in which the restoring
force stems from the bending modulus of the lipid bilayer membrane (Helfrich, 1973).
In cellular membranes (like the membrane of erythrocytes), the fluctuations can be on
the order of 100 nm, therefore they are detectable in the optical microscope (Sackmann,
1994b; Svoboda et al., 1992; Zeman et al., 1990). Equation [10] demonstrates that lipid
bilayers are several orders of magnitude softer than AFM cantilevers. A similar result
was obtained from a more thorough theoretical estimation of the response of cellular
membranes to the indentation by AFM cantilevers (Boulbitch, 1998). Thus, the elastic
response of the membrane is not detectable. Consequently the elastic response of the
glycocalix was not observed, since its supporting structure, the cell membrane, was too
soft. This is only true in the case of eucaryotic cells with soft cell membranes. For
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other types of cells, such as plant cells or bacteria with different cell wall compositions,
the cell wall may become very stiff and will become the determining factor in cellular
deformability (Arnoldi et al., 1997, 2000; Arnoldi, Boulbitch, 1998; Xu et al., 1996).

I will now discuss the actin cytoskeleton as a cellular compartment. The mechanical
properties of single actin filaments were determined experimentally (Käs et al., 1996).
Rheological data from actin gels in vitro give values of 200 Pa for the elastic modulus
for concentrations of 2 mg/ml (Janmey et al., 1994). Since the concentration of actin
can be higher in cells and since there are several possibilities of enhancing stiffness e.g.,
by bundling of filaments, elastic modules of several kilopascals are conceivable in cells.
Let us assume a typical loading force of 50 pN, which can easily be set and detected by
AFM, and a Young’s modulus of 1 kPa. Using a conical tip with an opening angle of
35◦, an indentation of 200 nm is obtained (cf. Eq. [5]). For a soft 10 mN/m cantilever
a 500-nm deflection is needed to achieve a 50-pN force. Thus the sample movement
will be 700 nm. Deflection, indentation, and sample movement are all of the same order
of magnitude; thus all quantities are easily and accurately detectable. Therefore, I can
conclude that the softest AFM cantilevers available can easily detect and measure the
elastic properties of the cytoskeleton of eucaryotic cells.

A. Elasticity of the Cytoskeleton

Figure 5a shows a contact mode image of an osteoblast cell adhered to a plastic Petri
dish (Domke et al., 2000). This well-spread cell exhibits many cable-like structures

Fig. 5 (a) Contact mode AFM image of a living osteoblast. The cable-like cytoskeletal structures are very
prominent in this image. (b) The elasticity map of a part of this osteoblast denoted by the square in (a). The
local elastic modulus was obtained from force curves by fitting the Hertz model to the data as described in the
text. Reproduced from Domke, J., Dannohl, S., Parak, W. J., Muller, O., Aicher, W. K., and Radmacher, M.
(2000). Substrate dependent differences in morphology and elasticity of living osteoblasts investigated by
atomic force microscopy. Colloids Surf. B, 19, 367–373, with permission from Elsevier Science.
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running along the entire cell. The cable-like structures are actin bundles which will
be proven in the following. Actin is a very abundant protein, whose concentration can
be up to 20 mg/ml. In vitro actin gels can self-assemble in the presence of calcium
and ATP at elevated concentrations. In cells, there is a multitude of actin-binding pro-
teins which can trigger or inhibit the formation of filaments, disassemble filaments, or
determine the architecture of the network. Prominent examples of actin-binding pro-
teins are α-actinin (bundler), gelsolin (severs filaments, binds to monomers), filamin
(cross-links filaments), myosin (slides along filaments), myosin II (cross-links filaments),
and spectrin (attaches filaments to the plasma membrane) (Hartwig and Kwiatkowski,
1991). In Fig. 5b the local elastic modulus, as calculated from a two-dimensional array
of force curves, is plotted. Each force curve was analyzed off-line as described ear-
lier and the local elastic modulus was obtained at this location. Since variations in
the elastic modulus are substantial and range from 500 to over 10,000 Pa, the log-
arithm of the elastic modulus was encoded in gray shades. Typical parameter settings
have an array size of 64∗64 force curves, each consisting of 100 data points on ap-
proach and 100 data points on retract. Due to hydrodynamic interactions and travel
ranges in the 1- or 1.5-μm force curve, the scan rate had to be limited to 10–20 force
curves per second, which gives a total acquisition time of 64∗64∗2/10 = 820 s = 14 min,
which makes it difficult to follow fast cellular processes in this standard mode of
operation.

The local mechanical properties and the contact point in the force curve can be obtained
from the force curves. This corresponds to the height of the cell at zero loading force.
In addition topographic images for any other force value can be reconstructed from the
force curve. Such a stack of the topographic images of the cell for a whole range of load-
ing forces is presented in Fig. 6. The smooth appearance of the cell at zero loading force
(“true” topography) becomes increasingly structured when raising the loading force until
images, at forces of around 500 pN, that are reminiscent of standard contact mode AFM
images are obtained. In these images at elevated forces the cytoskeletal structures are
nicely visible, which was not the case for smaller or vanishing loading forces. Figure 7
illustrates the explanation for this behavior. The cytoskeletal structures are stiffer than
the surrounding cytosol. By applying a force the softer parts of the cell will be com-
pressed until the tip senses the underlying stiff, cytoskeletal structures (Henderson et al.,
1992; Rotsch et al., 2000b), which will then be the most prominent features in standard
topographic AFM images. In a strict sense these images at elevated forces do not reflect
the true topography of the cell. However, these artificial images show much more infor-
mation regarding the intracellular structures of the cell such as the cytoskeleton. Thus,
from a scientific point of view these artificial images are much more interesting than
the true topographies. However, there are applications where the true topography of the
cell is an issue, for example, when determining the cell volume (Korchev et al., 2000;
Schneider et al., 2000). The cell controls its volume and there are processes in which cell
volume changes occur that are of major importance, such as the adaptation to osmotic
pressure.
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Fig. 6 Stack of constant force images calculated from force curve data. As can be seen in this series the
cell exhibits a rather smooth surface at zero or low loading forces, whereas the cytoskeletal structures become
visible at elevated forces. (An animated version of this graph can be found at: http://www.dpi.physik.uni-
goettingen.de/∼radmacher/animations.html)

B. Are Actin Filaments the Major Contributors to Cellular Mechanics?

In the data presented up to this point, I have not yet proven that the mechanical
properties apparent in AFM measurements are in fact caused by the actin cytoskele-
ton. There are several possibilities of achieving the correlation between mechanical
properties and biochemical composition. One is to use labeling techniques (Henderson
et al., 1992; Braet et al., 1998; Rotsch and Radmacher, 2000). In Fig. 8, I present data
of such a labeling experiment. Figures 8a and 8b are topographic images of a fibro-
blast cell. Figure 8c is the true topography at zero loading force as obtained from the
force data. Figure 8f is the elasticity map obtained from the same data set. After the
AFM investigations, the cell was fixed with glutaraldehyde and the actin filaments were
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Fig. 7 In AFM contact mode imaging, cytoskeletal structures are emphasized due to the effect of high
loading forces. The softer regions between supporting fibers are compressed to a larger degree, thus showing
the fibers more pronounced.

Fig. 8 Correlation of AFM images, elasticity maps, and fluorescence images to identify fibrous structures
like stress fibers: (a) AFM deflection image of a living NRK fibroblast; (b) height image at higher magnification,
with the arrow pointing to fibrous structures, presumably stress fibers; (c) height image at zero loading force
calculated from a force map of the same region, no fibrous structures present proving these structures to be
underneath the membrane; (d, e) fluorescence images of the regions shown in (a) and (b), actin network labeled
with rhodamin-phalloidin after the AFM experiment; (f ) elasticity map corresponding to (c). Fibrous structures
possess increased Young’s modulus. Reproduced from Rotsch, C., and Radmacher, M. (2000). Drug-induced
changes of cytoskeletal structure and mechanics in fibroblasts—An atomic force microscopy study. Biophys. J.
78, 520–535, with permission from the Biophysical Society.
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labeled with phalloidin-rhodamine. The fluorescence images can be seen in Figs. 8d
and 8e. There is a strong correlation between fiber-like structures in Fig. 8e, the stiff
structures in the elasticity map in Fig. 8f, and the cable-like structures in the contact mode
topographic images in Figs. 8a and 8b which are now definitely identified as actin
filaments.

Another experimental way of determining the relevance of filamentous structures
in the mechanical response of cells is the application of drugs disassembling these
filaments. A prominent example is cytochalasin (cytochalasin B and D); other examples
are jasplakinolide and latrunculin A. All these drugs, which are known to disrupt actin
filaments, had a dramatic effect on the stiffness of cells, which was decreased by a
factor of 2–3, depending on the concentration and location on the cell (Rotsch and
Radmacher, 2000). Other drugs, such as colchicine, colcemide, and nocodazole, which
are known to disassemble microtubules showed no effect on the mechanical properties
of cells as measured by AFM. This finding may be very surprising, since it is known that
microtubules are rather stiff structures (persistence length on the order of millimeters)
(Felgner et al., 1996) in comparison to the semiflexible actin filaments (persistence
length in micrometers) (Käs et al., 1994, 1996). Therefore, one would expect that only
a small number of microtubules may render the cell much stiffer than the abundance of
actin filaments. The difference between the mechanics of single filaments (persistence
length) and the mechanics of the cell may come from the difference in function of the
two. Actin filaments build up the supporting structures of cells and are responsible for
cellular processes like migration, adhesion to substrates, and generation of forces and
stresses. Microtubules are transport structures, e.g., for either vesicles in axons of neuron
cells or chromosomes during cell division; thus, they may be buried deeper in the cell
and surrounded by an actin gel. Therefore, they may just not show up in mechanical
experiments, even if they may also play a central role in cellular mechanics (Ingber,
1993). Another possible explanation is that the cell can use the cross-linker myosin II to
build up tension in the cytoskeleton, which will consequently appear much stiffer. This
possibility has not been tested in the single-molecule experiments on actin filaments.

C. Influence of Mechanical Properties on Resolution in Imaging

As mentioned previously, the mechanical properties of cells determine the appearance
of cells in the topographic AFM images of cells. At elevated loading forces, soft structures
will be compressed and stiffer structures will therefore be both enhanced and clearly
visible. There is also a more general influence on imaging, since the resolution of images
will also be a function of loading force, tip shape, and elastic properties of the sample.
Since a soft sample can be indented by several hundred nanometers by the AFM tip, the
contact area between tip and sample will be large. The resolution to be obtained will
depend on the contact area, and its value can serve as a measure for the best resolution to
be achievable under certain experimental conditions. For a conical indenter the contact
radius r can be estimated by geometric reasoning from the indentation δ and the tip
opening angle α:

rcone = δ ∗ tan (α). [11]
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Replacing δ in Eq. [5] by this expression and solving for the contact radius yields

rcone =
√

F ∗ π

2
∗ 1 − ν2

E
∗ tan α. [12]

Although this expression is not exact, it will be acceptable as an order of magni-
tude estimation. For a parabolic tip, Sneddon found the following exact formula
(Sneddon, 1965):

rparaboloid = 3

√
3
4 ∗ (1 − ν2)

E ∗ R ∗ F
. [13]

In Fig. 9, the diameter of the contact area is plotted as a function of the elastic modulus
for several loading forces. With the softest AFM cantilevers available (10 mN/m force
constant) state-of-the-art AFMs can achieve a 10-pN force resolution. However, in the
future due to both instrumental improvements and to the availability of softer cantilevers,
operation at even smaller forces may be feasible. Typical values of loading forces in the
imaging of cells may be between 100 pN and 1 nN. These forces result in substantial
sample deformations, hence contact areas of several tens or even several hundreds of
nanometers. High-resolution images of cells are possible only in either very stiff areas
of cells or when minimizing the force to below 100 pN. Obviously a possible route
would be to stiffen cells by chemical fixation (Braet et al., 1997). However, this will
destroy one of the major advantages of AFMs, since after fixation the observation of
dynamical processes is no longer possible. The cells will be dead after fixation. The

Fig. 9 Predicted diameter of the contact area between the AFM tip and a soft substrate, as predicted by the
Hertz model for two different tip shapes: a cone with an opening angle of 30◦ and a parabolic tip with a radius
of curvature R 50 nm press against a flat, soft surface. In both cases, the tip is assumed to be infinitely stiff
and the Poisson ratio of the sample is taken to be 0.5. The calculated diameter of the contact area serves as a
rough estimate of the resolution achievable in AFM of living cells. Typical values for the Young’s modulus of
cells can range from only a few 100 Pa up to more than 10 kPa. Only in the latter case does a resolution on the
order of 10 nm seem possible.
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minimization of the loading force was reported when imaging living cells, but it will
only work sufficiently in very flat regions of the cell (Grimellec et al., 1994, 1998).

D. Limitations and Problems

Measuring mechanical properties of cells makes the most sense if it is quantitative.
This includes that the measured quantities are independent of the experimental details,
for example, tip shapes and cantilever force constants. Therefore, the force indentation
values must be analyzed to obtain values for the elastic modulus of the sample. This
is typically done by using the Hertz model as described previously, although other
procedures have been suggested (A-Hassan et al., 1998). The Hertz model describes
the elastic deformation of a perfectly linear elastic material, which is homogeneous and
infinitely large, by a well-defined (for example, conical) indenter in the limit of small
indentations. All prerequisites are not given in a strict sense with cells and therefore need
either some discussion or even modification of the model.

E. Tip Shape

The Hertz model describes the indentation of a soft sample for simple indenters, such
as a paraboloid, a sphere, or a cone. AFM tips are four-sided pyramids which are rounded
to some degree at their apex. It can be shown that the indentation behavior of a four-
sided pyramid is identical to the behavior of a cone with a slightly different opening angle
(Domke and Radmacher, 2000). In the case of AFM tips with an opening angle of 35◦,
the equivalent cone angle is 38.3◦. The change in geometry from a spherical to a conical
indenter, however, cannot be included within the framework of the Hertz model; however,
it is possible to discuss two limiting cases within the Hertz model. If the indentation is
smaller than the radius of curvature at the apex of the tip, the Hertz model, for a spherical
indenter, will nicely match the data. If the indentation is very large, it was experimentally
found that the model of a cone matches the data very well (Radmacher et al., 1995).
There will be a transition regime, where neither model will match. Obviously, there is a
need for improving the model (Domke and Radmacher, 2002).

F. Sample Thickness

Many interesting regions of adherent cells tend to be very thin. For example, lamel-
lipodia show a thickness of less than 500 nm. Here, at typical indentations of 100 or
even 200 nm, it is conceivable that the AFM tip senses the stiffness of the underlying
substrate. Applying a Hertzian model to fit the data will then produce an artificially high
value for the elastic modulus, or, in other words, a strong correlation between sample
thickness and apparent Young’s modulus will be found (Rotsch et al., 2000a). This effect
was characterized experimentally by measuring the response of a model sample with
tunable thickness and elastic modulus: gelatin (Domke and Radmacher, 1998). Again,
there is a clear need for the model extension to include the effect of sample thickness.
Both points could be considered by simulation, e.g., employing finite element methods.
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This model extension is in fact underway in our group but has not yet been completed
(Domke and Radmacher, 2002).

G. Homogeneity of the Cell

Cells are structured entities with large local differences in their composition and hence
in their mechanical behavior. This is in fact motivation for using the AFM to measure
the mechanics of cells. The AFM will always measure an average elastic modulus over
a region roughly given by the contact area. The measurement area may even be larger
since the deformation field will extend over a much larger area (Boulbitch, 1998). In
experiments, it will always be necessary to find a compromise between resolution and
possibility to interpret the data. One extreme case is using a very sharp, needle-like tip
which will penetrate through the membrane and will even be smaller than the mesh size of
the actin cytoskeleton. Here, information on the elasticity of single filaments, but not on
the elasticity of cells, is obtained. The other extreme case is to use a very blunt indenter,
e.g., a 100-μm sphere or a flat punch. This is the experimental setup introduced before
the advent of the AFM and dubbed the cell poker (Zahalak et al., 1990). In this case,
the measurement averages over the entire cell and basically one number for the cell is
obtained. Here, no information is obtained on subcellular variations in cell elasticity. The
meaningful and interesting range of experiments lies directly inbetween, using standard

Fig. 10 AFM image of a migrating fibroblast. The extending flat lamellipodium (circle) can be distinguished
from the stable edge (square) in the rear of the cell. Reprinted with permission from Rotsch, C., Jacobson, K.,
and Radmacher, M. (1999). The dynamics of active and stable edges in motile fibroblasts investigated by atomic
force microscopy. Proc. Nat. Acad. Sci. 96, 921–926. Copyright (1999) National Academy of Sciences, U.S.A.
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AFM tips, where the measurement averages over several mesh sizes of the actin network,
yet local differences between different areas of the cell are still visible.

IV. Mechanics of Cellular Dynamics

I have shown that the AFM can be used to determine the elastic properties of soft
samples, including cells. In addition it can be operated under physiological conditions

Fig. 11 (a, b) Successive single line scans of height (a) and Young’s modulus (b) across the protruding edge
of a motile 3T3 cell in which values are encoded in a gray scale. (c, d) Successive single-line scans of height
(c) and Young’s modulus (d) of the stable edge of a 3T3 cell in which values are encoded in a gray scale. Inset
in panel (c) shows position versus time for a point on the margin. The band structure in the Young’s modulus is
presumably due to stress fibers crossing the scan line. Note the gradual extension. Reproduced with permission
from Rotsch, C., Jacobson, K., and Radmacher, M. (1999). The dynamic of active and stable edges in motile
fibroblasts investigated by atomic force spectroscopy. Proc. Nat. Acad. Sci. 96, 921–926. Copyright (1999)
National Academy of Sciences, U.S.A.
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Fig. 11 (continued ).

and therefore it is capable of following biological processes in situ. Examples for cellular
processes in which the mechanical properties play a major role are cell migration (Stossel,
1993) and cell division (Glotzer, 1997). Figure 10 shows an AFM image of a locomoting
fibroblast (Rotsch et al., 1999). In fibroblasts, one can distinguish active, motile (the
extending lamellipodium), and stable regions, which will stay in place for an extended
period of time. Only after extensive protrusion of the lamellipodium, will the rear, stable
parts of the cell follow the front part with a jump to find a new resting position (Lee et al.,
1999). To increase temporal resolution we measured the mechanical response of the cell
along one scan line which crosses the edge of the cell, as indicated in Fig. 10 by the
lines inside the circular and square regions, respectively. Figure 11 shows a time series
of the topography and an elastic modulus along these scan lines, which either crosses
the edge of the cell either at the protruding lamellipodium (Figs. 11a and 11b) or at the
stable edge (Figs. 11c and 11d). The extension of the cell can be followed in these traces,
and the two regions of the cell can be distinguished by their mechanical properties. The
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extending lamellipodium is somewhat softer and less variable in time compared to the
stable edge, which shows a well-pronounced and stable pattern of stress fibers running
parallel to the edge.

Another very exciting process is cell division, especially the formation of the cleavage
furrow, which will eventually separate the two daughter cells and may involve mechanical
changes in the mother cell. This process was first investigated by AFM by Dvorak and
Nagao (Dvorak and Nagao, 1998), who took a single force curve at one position, which
was very undefined, since dividing cells change shape and tend to move and rotate on
the substrate. Therefore, it is difficult to stay at the same location of a cell. We used
the AFM in line scan mode as described previously to measure the mechanics along
a single scan line, which is positioned such that it will be crossing the newly formed
cleavage furrow. Here we could unambiguously show that the furrow region stiffens
before the furrow is visible in the topography (Matzke et al., 2000).

V. Summary

In this chapter I discussed the possibility of measuring elastic properties of living cells
by AFM. One reason for using the AFM for this purpose is its ability to both measure
locally the mechanics of a cell and to distinguish different regions of the cell. Since the
AFM can be operated under physiological conditions cellular processes can be followed,
for example, cytokinesis and the investigation of the migration of cells.

List of Symbols

α half-opening angle of conical indenter
δ indentation of (soft) sample
d deflection of AFM cantilever
d0 zero deflection of the free AFM cantilever (off the surface)
d1 lower limit of deflection in range of analysis
d2 upper limit of deflection in range of analysis
E elastic or Young’s modulus of sample
F loading force of AFM cantilever tip
F1 lower limit of loading force in range of analysis
F2 upper limit of loading force in range of analysis
Fcone loading force predicted from the Hertz model for a conical indenter
Fparaboloid loading force predicted from the Hertz model for a parabolic indenter
FWLC force needed to extend a polymer molecule within the framework

of the worm-like chain model
kb Boltzmann’s constant
kc force constant of AFM cantilever
L contour length of polymer molecule
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lp persistence length
ν Poisson ratio
rcone radius of contact area between conical tip and sample
rparaboloid radius of contact area between parabolic tip and sample
R radius of curvature for parabolic or spherical indenter
T absolute temperature
x extension of polymer molecule
z sample base height
z1 lower limit of sample base height in range of analysis
z2 upper limit of sample base height in range of analysis
z0 sample base height at point of contact between tip and sample
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Arnoldi, M., Kacher, C., Bäuerlein, E., Radmacher, M., and Fritz, M. (1997). Elastic properties of the cell
wall of Magnetospirillum Gryphiswaldense investigated by atomic force microscopy. Appl. Phys. A 66,
S613–S617.

Ashkin, A., and Dziedzic, J. M. (1989). Internal cell manipulation using infrared laser traps. Proc. Natl. Acad.
Sci. U.S.A. 86, 7914–7918.
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I. Introduction

Cell-to-cell adhesion is essential for multicellular development and arrangement. Cells
may carry several different adhesion molecules (Kreis and Vale, 1999), resulting in a high
variability of the molecular repertoire of the cell surfaces. This variability is reflected
in the broad pattern of adhesion-controlled cellular functions during development and
adult life (Fritz et al., 1993; Springer, 1990; Vestweber and Blanks, 1999).

To determine cell adhesion many techniques have been evolved, such as functionalized
latex beads moved with optical tweezers (Choquet et al., 1997), microfluorescence assays
or interferrometric techniques (Bruinsma et al., 2000), and centrifugation experiments,
e.g., with cell spheroids (John et al., 1993; Suter et al., 1998). Viscoelastic properties
of cells were measured by cell poking and even with spatial resolution by an atomic
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force microscope (AFM) in either force modulation mode or more recently by force
volume techniques (Domke et al., 2000; Goldmann et al., 1998; Hoh and Schoenenberger,
1994; Radmacher et al., 1996; Zahalak et al., 1990). Adhesion between single cells, e.g.,
granulocytes and target cells, was measured in the past using mechanical methods, such
as micropipette manipulations (Evans, 1985, 1995) or hydrodynamic stress (Chen and
Springer, 1999; Curtis, 1970). With the development of piconewton instrumentation
based on AFM technology (Binnig et al., 1986), the force resolution and the precision
of positioning have allowed measurements at the single-molecule level (Gimzewski and
Joachim, 1999; Müller et al., 1999; Oesterhelt et al., 2000). Forces for conformational
transitions in polysaccharides (Marszalek et al., 1999; Rief, Oesterhelt et al., 1997) for
the unfolding of proteins (Oberhauser et al., 1998; Rief, Gautel et al., 1997; Smith et al.,
1999) and for stretching and unzipping of DNA (Rief et al., 1999; Strunz et al., 1999)
were measured. Unbinding forces of individual ligand–receptor pairs were determined
(Baumgartner et al., 2000; Florin et al., 1994; Hinterdorfer et al., 1996; Müller et al.,
1998) and the basic features of the binding potentials were reconstructed (Grubmüller
et al., 1995; Merkel et al., 1999). Recently, the first steps toward cell adhesion mea-
surements with AFM technology were made (Domke et al., 2000; Razatos et al., 1998;
Sagvolden et al., 1999).

Several theories have been developed to describe the processes which are involved
while separating cells by either modeling single independent contacts or picturing more
elaborate mechanisms such as molecular clustering (Evans and Ritchie, 1997; Kuo et al.,
1997; Ward et al., 1994; Ward and Hammer, 1993).

In this section a new AFM-based experimental platform to investigate cell-to-cell
interactions in vivo down to the molecular level will be described, immobilizing living
cells to a force sensor. Epithelial cells (RL95-2 and HEC-2-A) from human endometrium
as a substrate for an artificially rebuilt human trophoblast (JAR) are used to distinguish
molecular adhesion processes involved not only in embryo–uterus interactions but also
between individual cells of Dictyostelium discoideum to measure the adhesion force of
single-contact site A proteins.

To obtain reproducible results, the complexity of living cells demands recording,
estimating, and pinpointing a large variety of parameters. Therefore the contact-force is
controlled down to 30 pN during the contact between well-studied cell types in a defined
cell culture environment.

II. Instrumentation

The cell adhesion force spectrometer with an integrated optical microscope is special-
ized for force measurements on living cells. As a force sensor, a standard AFM cantilever
is placed underneath a Perspex holder. The force signal is obtained from the deflection
of the laser beam (Fig. 1) and plotted as force versus piezo position (e.g., Fig. 5). The
spring constant of the cantilever in each experiment is determined using the thermal
noise technique reported earlier (Florin et al., 1995). By using sensors with a low spring
constant, less force is applied to a cell when touched. The force resolution lies between 20
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Fig. 1 Schematic of the adhesion force spectrometer with a light microscope below the Petri dish. The
sensor mounted on a Perspex holder is placed from above in the Petri dish with the detecting laser unit.
Two versions of cell adhesion force spectrometers: (A) long-range (100 μm) piezo moving the Petri dish and
(B) short-range (15 μm) piezo moving the force sensor.

and 3 pN and is recorded together with the piezo position at a precision of 1 Å in either
256 pts (12 bit) or 32,768 pts (16 bit) per trace. The frequency of data collection is
60 kHz and the noise can be reduced by either filtering or averaging. For position-
ing, the sample is manually driven by an x-y stage mounted on a high-precision z
piezo-actuator (100 μm)1 with a strain gauge for long-range cell interactions (Thie
et al., 1998) (Fig. 1A). To detect shorter range interactions the Perspex holder is moved
by a high-precision z piezo actuator (15 μm) which is equipped with a strain gauge
(Dettmann et al., 2000) (Fig. 1B). The z piezo velocity was typically set between 1 and
7 μm/s.

Slower velocities often interfere with drift effects basically caused by cell movement,
while at higher velocities hydrodynamics influence the measurement. The lateral sample
displacement is disabled during most of the experiments reported here. The approach
of the sensor to the surface stops automatically if a certain threshold force is reached.
This force can be kept constant within a certain range by a feedback loop compensating
movements of the cells or piezo drift, especially if contacts last several minutes. Mea-
surements are performed in an appropriate medium for living cells in a cell culture dish.
To achieve long-time measurements standard cell culture conditions at 37◦C in CO2

(5% v/v) can be applied. The cells are monitored using the light microscope during the
entire experiment.

1Especially nerve cells tend to form strongly adhering membrane tethers (Dai and Sheetz, 1998) over
distances of millimeters. Even 100 μm is not enough to separate these cells from each other.
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III. Preparations of the Force Sensor for Measurements
with Living Cells

To immobilize cells on the force sensor without harming them is most crucial for
operating the cell adhesion force spectrometer (Fig. 1). Here a single cell or, alternatively,
a whole monolayer of epithelial cells will be immobilized to the sensor (Figs. 2A and 2B).

Since most cells express adhesion molecules on their surface, a very gentle method
of immobilization is establishing a matching connection to these molecules.

A. Cell-Surface Adhesion Force Measurements

To determine which proteins to use for immobilizing the respective cells, as a first step,
we characterized the adhesion forces by probing the cells with differently functionalized
sensors. To distinguish the adhesion of the coating to be tested from the nonspecific
interaction between surface and cell, a treatment had to be found to inactivate the sensor
surface prior to applying the functionalizing molecules.

1. Immobilization of a Sphere to the Sensor

To better define the contact area between sensor and cells, a sphere of 60μm in diameter
from either sephacryl or glass is fixed at the end of a cantilever. The spheres are mounted
to the cantilevers (DNP-S Digital Instruments, Santa Barbara, CA; or Microlever, Park
Scientific Instruments, Sunnyvale, CA) in the following manner.

A tiny spot of epoxy glue (UHU plus endfest 300, Bühl, Germany) is applied to
the tip of a cantilever using a patch-clamp glass electrode. Then a single Sephacryl
S-1000 sphere (Pharmacia, Freiburg, Germany) or a glass sphere (G 4649; Sigma,
Deisenhofen/Germany), about 60 μm in diameter, which sticks electrostatically to a
cannula (Terumo No. 20, Leuven/Belgium) is placed on the epoxy. To cure the epoxy,
the microsphere-mounted cantilever is then heated at 90◦C for 45 min. Another method
is described in Holmberg et al. (1997). Before use, the cantilevers were sterilized in 70%
ethanol for 2 h and washed thoroughly in distilled water. Sensor tips and spheres fixed
to the force sensor (Fig. 3) with various coatings were tested on the cells of interest.

Fig. 2 Schematics and light microscopic image of (A) a single-cell (Dictyostelium discoideum; the cells
on the cover slide are out of focus) and (B) a layer of cells (osteoblasts) on a glass sphere immobilized on a
force sensor.
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Fig. 3 Schematics (B) and images of a sephacryl (A) and a glass (C) sphere (diameter 60 μm) glued to a
force sensor.

2. Passivated Force Sensors

The following protocol, derived from Johnsson et al. (1991), proved useful for prepar-
ing sensors with a sufficiently low nonspecific interaction with cells.

First the Si–OH layer of either a SiO2 or a Si3N4 surface is ammino-silanized with
N′-(3-(trimethoxysilyl)-propyl)-diethylentriamin (Aldrich) at 80◦C for 10 min to obtain
an amino-functionalized surface. It is then washed in ethanol and completely crosslinked
for 10 min in water at 80◦C. A phosphate-buffered saline (pH 7.4) (PBS Sigma) solution
of 10 mg/ml of carboxymethylamylose (Sigma) is activated with 20 mg/ml N-hydroxy-
succinimide (NHS, Aldrich) and 20 mg/ml 1-ethyl-3-(3-dimethylaminopropyl)carbodi-
imide (EDC, Sigma) for 2 min. The tip is then incubated with the NHS-activated amylose
for 15 min, rinsed three times in PBS, incubated with 0.5 mg/ml ethanolamine (Sigma)
in PBS for 1–2 h, and intensively rinsed in PBS. Other preparation techniques with PEG
have also proved to sufficiently passivate surfaces for proteins and cells (Bruinsma et al.,
2000; Willemsen et al., 1998).

3. Results

From the “deadhesion force versus piezo position traces” (e.g., Fig. 4 or Fig. 5)
adhesion can be characterized in an initial approach by measuring the maximum adhesion
force. As shown later, other adhesion parameters will be derived from these traces. If
a sphere is lowered onto a soft cell surface, the area of interaction increases with the
indentation which leads to an enhancement of the adhesion signal. The adhesion strength
is not only dependent on the indentation force (here 3 ± 1 nN) while the cells are brought
and held in contact as mentioned earlier but also, as shown in Fig. 5, on the duration
of the contact. This is probably due to the fact that the cell shape adapts to the sphere’s
surface and more and more molecules can interact with this surface with time. The
adhesion to the sepacryl spheres is enhanced by at least 50% compared to that to a
glass sphere, in agreement with their structured and therefore larger surface. Changing
the velocity of retraction leads to a fairly linear relation between separation speed and
adhesion in the range between 2 and 27 μm/s. However, for low velocities the influence



Fig. 4 A typical force versus piezo displacement trace on an epithelial cell layer with schematics of the experimental situation of the cell contact
(A), the maximum force regime (B), the tethering regime (C), and the complete separation (D). Contact force indicated with negative values and
adhesion force (sensor is elongated downwards) indicated with positive values.
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Fig. 5 Two sets of deadhesion force traces recorded with a plain glass surface on the sensor (A) and an amylose-passivated surface (B)
after contacts of 1, 10, and 40 min at 5 nN on a confluent monolayer of epithelial cells (RL95-2). The contact area was about 500 μm2. Inset
(A) zooms into the traces where indicated by the circle revealing single rupture steps (Thie et al., 1998). (See Color Plate.)
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of the cells on both laser reflex and drift becomes prominent, whereas for high velocities
hydrodynamics come into play. To compare the results from different experiments in all
the measurements with spheres presented here, the velocity was held constant at 7 μm/s.

Scrutinizing the deadhesion force curves more closely one will find more or less pro-
nounced single steps in the order of 100 pN in the regions of descending adhesion (inset
of Fig. 5A) indicating ruptures on the molecular level. Counting them could give a very
rough estimate on the number of molecules involved. But unfortunately these steps are
only resolved in the descending shoulder of the traces far away from the maximum force.

Nevertheless the results shown in Fig. 5 clearly point out the passivation of the origi-
nally adhesive glass surface with amylose even for long contact times.

Carboxymethylamylose also can be used for crosslinking certain molecules to specifi-
cally activate the passivated surface. Before saturating the amylose with ethanolamine, a
protein with a NH2 group can be bound covalently to the carboxy groups of the amylose
activated with EDC and NHS.

4. Specifically Functionalized Force Sensors

Protein is immobilized on the sensor surface by carboxy-methylated amylose
(Grandbois et al., 1999; Johnsson et al., 1991). Alternatively the surface treatment with
PEG by Hinterdorfer et al. (1996) is recommended for such activations (Willemsen et al.,
1998). Initially the sensor is functionalized in the same way as described earlier: First,
the standard commercially available Si3N4 cantilevers (with glass beads) are silanized.
Second, 10 mg/ml of carboxymethylamylose is activated with 2–10 mg/ml NHS and
5–10 mg/ml EDC2 for 1–5 min in PBS solution. As described earlier, the sensor is in-
cubated with the activated amylose for 10–15 min. After rinsing three times in PBS it
is immediately incubated with 0.05–0.5 mg/ml of the molecule of interest in PBS for
2 h—optionally fresh EDC and NHS have to be added with the molecule if there is a
time delay of more than 15 min. The only restriction to this molecule is that it must
favorably exhibit an exposed NH2 group, preferably far away from its binding pocket.3

Intensive rinsing in PBS removes the unbound molecules.

5. Results and Discussion

It is now, for instance, possible to probe a cell surface by an AFM tip specifically
functionalized with a lectin (Grandbois et al., 2000). This technique might be used to
monitor locally the time course of extracellular membrane molecule expression because
it is harmless to the cells and does not block the receptors by labeling. With this setup
various molecules were tested for their ability to immobilize cells on a sensor. Even
though there are differences in adhesion between the various cell types, in general, the
spontaneous adhesion, after short contact periods of less than a minute, either to NH2

groups of just amino-silanized spheres or to aldehyde groups was found to be extremely

2For lower concentration the free segments of the amylose chain become longer.
3If the binding pocket is potentially inactivated by binding the amylose with NH2 groups too close to the

pocket, a soluble binding partner lacking any NH2 groups could be added during activation to protect the
binding site. The ligand must then be washed out carefully before the experiment.
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strong for all cells at the initial contacts. But the adhesion decreased very rapidly with
each additional experiment, especially when measuring in nutrient medium with protein-
rich additives, indicating that the reactive groups were saturated irreversibly with bound
molecules. Lower adhesion strengths were measured for certain lectins, such as either
wheat germ agglutinin (WGA, Sigma) or concavalin A (con A, Sigma), which bind to
the glycocalyx of assigned cells. Due to the lectins’ specificity to certain glycoproteins,
they were not significantly affected by nutrient medium and did not lose their ability to
bind. In addition they self-cleaned due to their offrate (10−3−5/s) if free molecules were
caught in the binding pocket.

In measuring adhesion on epithelial cells, one must consider their habit to polarize.
Thus, in a monolayer, epithelial cells differ among other properties in the proteins ex-
pressed on both the apical (free) membrane and the membranes presented to the substrate
or to their neighbors. Interestingly, even the spontaneous adhesion of epithelial cells—
whose apical surface is not supposed to adhere—to plain cantilevers or glass surfaces
is still prominent: however, it does not differ much from measurements on surfaces
functionalized by BSA, or just incubated in polylysins, fibronectin, or laminin (data not
shown). Since this adhesion is independent of the coating, it is assumed to be a non-
specific surface interaction, whereas this “nonspecific” adhesion of single Dictyostelium
discoideum cells e.g. to the plain force sensor (data not shown) is useful for locomotion
or ingestion.

B. Adhesion Force Measurements between Cell Layers

To apply this technique to force measurements between epithelial cell layers (epithe-
lium) the already well-investigated human embryo–uterus interaction was chosen. JAR
cells represent the invasive trophoblast, RL cells, and the receptive uterine epithelium.
From centrifugation experiments (John et al., 1993) HEC cells are supposed to represent
the nonreceptive uterine epithelium.

1. Immobilizing a Monolayer of Cells to a Force Sensor

Before seeding cells, the sensor is carefully rinsed in alcohol and water, precoated with
polylysins, laminins, fibronectins, or other adhesive coatings,4 and placed upside-down
in nutrient medium.

Of course surface passivation is neither helpful for seeding cells nor necessary, since
the whole surface will be covered with cells. To grow a monolayer of cells on a force
sensor and to predefine the later contact area, it is also useful to glue either a glass or,
better, a sephacryl sphere underneath the cantilever as described earlier. Then a drop
of suspended cells is released onto the sphere (Fig. 6). From time to time (3–14 h) this
procedure is repeated until one or more cells are attached to the sphere. Cells growing
on the sensor arms are not found to disturb the experiments as long as they neither move
nor cover the part of the sensor where the detecting laser beam is reflected. Even then,
measurements are possible although occasionally suspicious malformed traces should

4We recommend using the customary surface treatment techniques for the force sensor’s surface because
the cells must grow on the surfaces for several days until a proper monolayer is established.
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Fig. 6 Schematic of growing cells on a sensor sphere [developed by R. Röspel (Thie et al., 1998)]. The
result is shown as an LM image and a SEM image.

be neglected.5 Vesicles or other cellular compartments, which tend to disturb the laser
beam, easily contaminate the fluid when working with living cells. Therefore the medium
should be exchanged freshly several times before starting the measurement.

When the cells finally cover the sphere confluently, the lever is placed in the force
spectrometer and moved onto a surface of interest.

With such prepared sensors (Fig. 6) several surfaces (e.g., potential implants) can either
be probed or, as shown here, be used to investigate certain aspects of embryo–uterus
interactions.

With this preparation, the mechanisms of the interaction between human trophoblast-
type JAR cells (JAR) with the two human uterine epithelial cell lines RL95-2 (RL) and
HEC-1-A (HEC) were investigated. RL cells, in contrast to HEC cells, are supposed to
respond to the contact with JAR cells in a specific way (John et al., 1993; Thie et al.,
1997, 1998).

2. Results

JAR-coated force sensors were brought into contact with confluent monolayers of
HEC and RL cells. Figure 7 shows de-adhesion force curves for the different cell types
after various contact duration. Despite the variation of the de-adhesion curves due to the
various radii of the spheres (65 ± 10 μm) and some cells occasionally disturbing the

5To be on the safe side, one could think of passivating the sensor prior to gluing the sphere, but this might
affect the strength of the epoxy glue.
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Fig. 7 Typical adhesive force curves for (A) HEC-1-A and (B) RL95-2 cells resulting when a JAR-coated
sensor, (C) a bovine serum albumin (BSA)-coated sensor, or a (D) fibronectin (FN)-coated sensor is retracted
after periods of 1–40 min time of contact at approximately 5 nN (Thie et al., 1998).
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Table I
Listing of JAR Experimentsa

HEC/JAR RL/JAR

Time (min) Continuous Discontinuous Continuous Discontinuous

1 87 0 154 0
10 55 0 67 0
15 24 0 38 0
20 24 0 19 5b

30 11 0 6 4
40 13 0 5 14b

aHEC never showed discontinuous deadhesion, while RL does.
bAfter one of these experiments, a cell was found loosened on the mono-

layer.

laser reflex, typical features can be recognized. As in Fig. 5, the adhesion increases with
increasing contact time in Fig. 7. For contact times of less than 20 min, the response of
both cell types is virtually indistinguishable within the experimental error of the varia-
tions between different preparations. However, for prolonged contact duration, the two
cell types (Fig. 5A HEC, Fig. 5B RL) showed a marked difference in the deadhesion pro-
file. This difference becomes particularly prominent after the maximum adhesion force.
Here, the contact between JAR and RL cells was found to be significantly different from
JAR and HEC cells, since the de-adhesion often propagates discontinuously after cell
contacts of at least 20 min. The force builds up upon separation until the cells detach
with remarkably large force steps from 0.5 to far more than 5 nN (Table I), while the
force between JAR and HEC decreases continuously in small steps (inset Fig. 5A) of
less than 200 pN upon separation in all cases.

It has been previously postulated that there is a local cross-talk between trophoblast and
uterine epithelium leading to specific cell–cell binding, i.e., a redistribution/upregulation/
activation of adhesion systems at the free cell pole (Albers et al., 1995; Denker, 1994;
Thie et al., 1995, 1996). In this context, it is of interest that a discontinuous JAR–RL
interaction is observed only after prolonged contact of both partners. This could be due
to the time needed to build up cooperative islands of interacting adhesion molecules
(molecular clusters). In contrast, the initial interaction observed after short contacts
(<20 min) is caused by adhesion of independently adhering molecules.

To simulate this independent (noncooperative) adhesion mechanism, we probed both
RL and HEC cells with pure spheres and spheres that were coated with bovine serum
albumin (BSA) at different contact times. Since none of these experiments (N = 250)
show the significantly discontinuous de-adhesion, they should reproduce, solely, the
noncooperative molecular interactions. Figure 7C shows a typical set of the resulting de-
adhesion curves for various contact times. As can be seen, there is very good agreement
with the detachment traces recorded for HEC cells. But discontinuous de-adhesion at pro-
longed contact times is no longer detectable.6 An experiment equivalent to JAR spheres

6Notable is the increased maximum adhesion compared to the measurement in Fig. 5A due to the fact that
here a sephacryl sphere was coated with BSA and not a glass sphere.
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on RL monolayers, carried out with a fibronectin-coated sphere (with reduced adhesion
background by the amylose), also results in discontinuous de-adhesion in 14 of 20 sets
(as can be seen in Fig. 7D). As in the case of the JAR–RL interaction after long cell
contacts, the discontinuous de-adhesion signature appears only after contacts for more
than 20 min. On the contrary, the noncooperative adhesion of the FN spheres is drasti-
cally reduced for short contact duration, but the FN reaction is enhanced7 compared to
the measurements on JAR/RL after long contacts. Since RL cells are known to interact
with JAR cells via fibronectin-binding proteins (certain integrins; Thie and Ramunddal,
unpublished data), these experiments corroborate our assumption that this discontinuous
adhesion is due to a specific interaction. This conclusion is supported by previous work
of other groups which had investigated integrin–cytoskeleton interactions in other cell
types where integrin–ligand binding promotes redistribution of the integrins to molecular
clustering (Felsenfeld et al., 1996; Yauch et al., 1997).

3. Discussion

The first set of findings here demonstrates that force spectroscopy is a technique,
which allows the uncovering of contact time-dependent adhesion processes and the
scrutinization of specific receptor-mediated interactions as well as nonspecific cell–cell
or cell–substrate adhesion.

The adhesion to sephacryl spheres after some minutes of contact with cells (which is
identical to BSA-coated sephacryl spheres Fig. 7D) is rather high compared to that to
glass spheres. The cells may gain adhesion strength when creeping into the structured
surface (Fig. 3A) of the sephacryl spheres enlarging the interacting area and possibly
snatching the hooks and grips. These surfaces are then good for culturing cells on them,
but for passivation smooth surfaces like glass are recommended. The adhesion between
JAR and HEC is in most cases slightly higher than that between JAR and RL which might
be due to the larger surfaces of the microvilli-rich HEC cells. Assumably the cell body
becomes elongated in the ascending part of the deadhesion trace until the cytoskeleton
is stretched out after 10–20 μm depending on the thickness of the layers and the type
of cells. In the region of maximum force the likelihood of braking adhesion links due
to the large load is very high. The interconnection does not break up to 80 μm despite
overstretching the cells further than 40 μm, indicating an adhesion concept which does
not include the cytoskeleton. The membrane tethers must mediate this adhesion, as visible
by the characteristic step pattern indicating single de-adhesion events on the molecular
level. The small slope prior to the stepwise ruptures also confirms the presence of tethers
in this region. Here the HEC cells show a larger tendency to form tethers due to the
microvilli-rich surface compared to the smoother surface of RL cells. Tether formation
in the case of RL/JAR cells after long contacts is outranged by the strong adhesion
concept8 of cooperating molecules clustering in adhesion islands. Furthermore, from

7Even though using passivated glass spheres, the adhesion is significantly higher than all other measure-
ments, probably due to high density of fibronectin on the surface.

8Despite the fact that in the LM no damages of the cells could be resolved, the fact that in three cases
single cells were found pulled out from the monolayer suggests an injury of the membranes after such strong
de-adhesion events.
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the fact that the adhesion forces increase after the first force maximum upon further
stretching prior to the ruptures, an involvement of the cytoskeleton must be considered.

The embryo passing to the site of implantation always stays in contact with cells
of the guiding tissue, i.e., oviductal and uterine epithelium. This can be guaranteed
by the adhesion concept of the tethers (Chen and Springer, 1999) as shown by the
JAR/RL adhesion measurements. Slow movement of the sphere is also provided, since the
adhesion forces of former contacts disappear while moving away while new connections
are formed in the direction of motion. During this “damped walk” the cells have time
to “communicate” and to form strong adhesion clusters when the target area is reached.
Then the force increases when trying to move farther—the motion will be stopped by
this adhesion concept as shown by the JAR/RL adhesion measurements.

C. Cell–Cell Adhesion Force Measurements

We will now consider the interaction between single cells by combining single-
molecule force spectroscopy with genetic manipulation for the measurement of de-
adhesion forces at the resolution of individual cell-adhesion molecules. In general single
cells behave different from cells in tissue. But, to resolve single-molecule events instead
of cooperative molecular effects, it is necessary to minimize contact area, contact time,
and contact force. Two steps in the refinement of the technique are crucial for measuring
discrete de-adhesion forces at molecular resolution: (i) reduction of the contact force
which results in a further decrease of the contact area and (ii) shortening of the contact
time which reduces the number of contacts established. The cell adhesion force spec-
trometer is therefore able to control the contact force down to 30 pN when using soft can-
tilevers (5 mN/m). A single cell on the cantilever reduces the contact area to a minimum.
The measurements focus on contact site A (csA) as a prototype of cell adhesion proteins.
The csA glycoprotein is specifically expressed in aggregating cells of Dictyostelium
discoideum which are engaged in the process of building up a multicellular organism.

The eukaryote D. discoideum offers the advantage that one particular type of adhe-
sion molecule, the developmentally regulated (csA) glycoprotein, can be singled out by
genetic manipulations (Faix, 1999). In D. discoideum, csA participates in cell aggrega-
tion, the transition from the single-cell to the multicellular stage (Ponte et al., 1998).
Thus, csA is undetectable in growth-phase cells but is expressed upon starvation (Murray
et al., 1981). In developing cells of the aggregation stage, csA covers roughly 2% of the
total cell surface area (Beug, Katz, and Gerish, 1973). CsA molecules react with each
other (homophilic interaction), forming noncovalent bonds linking the surfaces of
adjacent cells (Kamboj et al., 1988), which are anchored in the plasma membrane by a
ceramide-based phospholipid (Stadler et al., 1989).

1. Immobilizing a Single Living Cell to a Force Sensor

As shown by Razatos et al. (1998) even bacteria can be fixed to an AFM tip. With an
appropriately functionalized force sensor, a living cell loosely sitting on a cell culture dish
is tethered to the sensor (see following). Therefore the very end of the lever is lowered
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onto the cell at a force of a few nanonewtons and held in contact for approximately 30 s
to allow the specific molecules on the lever to bind before lifting the cell off the bottom
of the dish. When the cell sticks to the sensor, it can be moved to a cell or surface of
interest. Typically, the interaction strength between cell and cantilever increases with
time, due to the assimilating cell surface. If the cell on the dish already sticks to the
substrate too strongly, it can be pushed gently from the side with the edge of the lever
before lifting it up. It would be helpful if at least the z piezo could be moved manually
for this purpose. The best results were obtained with tipless cantilevers, as the tip either
is likely to interfere with the adhesion measurements if it surmounts the cell or hinders
the cell adhesion. Unfortunately, the spring constants of commercial tipless cantilevers
are very stiff (Digital Instruments, 60 mN/m) compared to the soft cells (Radmacher,
1997). To obtain compliant and tipless force sensors, the cantilevers had to be modified
destructively with thin tweezers, as follows, prior to functionalization. A curvature on one
of the tweezers’ fingers (Fig. 8) effects a grinding while gently squeezing the cantilever
between the tweezers.

2. Results

As described previously, a Dictyostelium cell is picked up with a tipless AFM cantilever
whose end had been covalently functionalized with wheat germ agglutinin (WGA lectin,
Sigma). A target cell resting at the bottom of a Petri dish is positioned under the cell on
the cantilever and approached until a predefined repulsive contact force is established
(Fig. 9). This contact force is held constant for a defined time interval to allow cell
adhesion to become established.

Force traces of the de-adhesion process between the two cells are shown in Fig. 10.
A trace, typical of growth-phase cells that had been allowed to interact for 20 s at a
contact force of 150 pN, is shown at the bottom of Fig. 10A. The adhesion between these
cells gave rise to unbinding forces on the order of 1 nN, caused by several molecular

Fig. 8 Scheme of the “surgery” on a cantilever with tweezers and a SEM image of such a sensor. (See Color
Plate.)
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Fig. 9 Light microscopic image of a single cell on the sensor (cells on the surface are out of focus) and
schematics of a force experiment (Benoit et al., 2000).

interactions. Particularly in the last part of this deadhesion force trace the typical pattern
for tether formation appears (Hochmuth et al., 1996). Adhesion of the nondeveloped
cells used in this experiment is known to be Ca2+ dependent (Beug, Katz, Stein, et al.,
1973). To test this Ca2+ sensitivity, 5 mM EDTA, a chelating agent, was added to the
buffer. As illustrated (at the bottom of Fig. 10B) the adhesion is drastically reduced.
Within the duration of the experiments this low amount of EDTA did not affect the cells’
integrity. Since the cells tend to move on the surface of the dish it is necessary to check
the cell contact by the built-in light microscope and readjust the positioning of the cells.

After growth-phase cells were brought together by contact forces of 30–40 pN applied
for only 0.2 s, less than 20% of the de-adhesion traces showed binding between the cells
(Fig. 10A). The histogram of the deadhesion forces showed a broad distribution with
a maximum at about 50 pN. The low frequency of these de-adhesion events implies
that, based on Poisson statistics, more than 90% of the contacts should reflect single
binding events. Thus, the width of the force distribution most likely reflects a multitude
of molecular species involved in the Ca2+-dependent adhesion. In the presence of 5 mM
EDTA, 96% of the cells did not establish detectable adhesion within 0.2 s, even when
they were brought into contact with an increased force of 90 pN (Fig. 10B). On the basis



Fig. 10 Undeveloped cells lacking the CSA molecule express several Ca2+-dependent adhesion molecules (A+B). Experiments in PBS (A) result in a typical
rupture force spectrum derived from 5760 traces (inset) after contact for 0.2 s at 35 pN. Below: a representative trace from a prolonged contact for 20 s at 150 pN.
Experiments in 5 mM EDTA (B) result in a force spectrum with reduced adhesion (only 4%) from 960 traces (inset) even though there was an increased contact
force of 90 pN for 0.2 s. The prolonged contact for 20 s at 150 pN (below) does not show significant adhesion. Experiments in EDTA with developed cells (C) in
contrast show typical force spectra for the CSA molecule. For 0.2 s at 35 pN, one peak at 20 pN becomes prominent from 1334 traces (inset). After contact for 1 s,
the spectrum derived from 1088 traces (not shown) raises a second peak around 45 pN, and after 2 s, a third peak at 74 pN appears from 1792 traces (not shown)
(Benoit et al., 2000).
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of these data, de-adhesion forces were measured in developing cells in which additional
cell adhesion proteins are expressed. Cells in the aggregation stage are distinguished
from growth-phase cells by EDTA-stable cell adhesion (Beug, Katz, and Gerish, 1973).
When 5 mM EDTA was added to these cells and de-adhesion forces were determined
after a contact force of 35 ± 5 pN, binding was observed in roughly half of the traces.
The collection of traces shown in Fig. 10C illustrates the type of results obtained at
various contact times. Often initial forces rose up to several hundred piconewtons, and
unbinding occurred in several steps until the last tether connecting the two cells was
disrupted at long contacts. In contrast to these multiple de-adhesion events, single steps
of deadhesion prevailed after a contact time of 0.2 s.

The last force step, the one that completely separated the cells, was measured in more
than 1000 traces after contact times of 2, 1, or 0.2 s (Fig. 10C). When these data were
compiled in histograms, a pronounced peak indicating a force quantum of 21 ± 5 pN
became apparent. Upon increasing of contact times from 0.2 sec to 2 sec, this peak only
negligibly shifted to higher de-adhesion forces (23 pN). The main difference between
the histograms resided in the lower contribution of higher forces upon the reduction of
contact time. The higher forces contributing to de-adhesion after 2 or 1 s of cell-to-cell
contact are interpreted as superimposed multiples of a basic force quantum of 23 pN.

Developmental regulation and EDTA resistance suggest that the measured force quan-
tum of 23 pN is due to the unbinding of csA molecules. However, cells in the aggregation
stage differ from growth-phase cells not only in the csA protein but also in several other
developmentally regulated cell surface proteins. Therefore, to attribute the peak of 23 pN
to the presence of this particular cell adhesion protein, different types of cells in which
specifically csA expression was genetically manipulated were employed (Benoit et al.,
2000). The csA gene was selectively inactivated by targeted disruption using a transfor-
mation vector that recombined into the gene’s coding region (Faix et al., 1992). Only
25% of the cells in this csA knock-out strain showed measurable de-adhesion forces
as compared to 86% of wild-type cells. Also, cells of a mutant unable to produce csA
(Harloff et al., 1989) were transfected with vectors that encode the csA protein under
the control of the original promoter. Indeed these “repaired” cells showed adhesion like
the wild-type only when developed. Together these results demonstrate that the csA
molecule is the primary source of the intercellular adhesion measured by force spec-
troscopy in the presence of EDTA.

3. Dicussion

The quantized de-adhesion force of 23 pN indicates discrete molecular entities as
the unit of csA-mediated cell adhesion. The most likely interpretation of this peak is
that one unit reflects the interaction of two csA molecules, one on each cell surface.
Nevertheless, since oligomerization may strongly increase the affinity of cell adhesion
molecules (Tomschy et al., 1996), we cannot exclude the possibility that defined dimers
or oligomers represent the functional unit of csA interactions (Baumgartner et al., 2000;
Chen and Moy, 2000).
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The measured de-adhesion force of 23 pN for csA is small compared to that of most
antibody–antigen or lectin–sugar interactions, which frequently exceeds 50 pN at com-
parable rupture rates (Dettmann et al., 2000). These moderate intermolecular forces
involved in cell adhesion are consistent with the ability of motile cells to glide against
each other as they become integrated into a multicellular structure. Moreover, in view of
the limited force that the lipid anchor may withstand, much higher molecular unbinding
forces would be of no advantage.

Here the separation rate was kept constant at 2.5μm/s, resulting in force ramps between
100 and 500 pN/s depending on the elasticity of the cells. This rate is on the same order
as the protrusion and retraction rates of filopods, the fastest cell surface extensions in
Dictyostelium cells. With their adhesive ends, the filopods can act as tethers between cells
or between cells and other surfaces. Our measurements of separation forces are therefore
representative of upper limits to which the cells are exposed by their own motility.

IV. Cell Culture

A. HEC/RL Cell Culture on Coverslips

Measurements on human endometrial cell lines, purchased from the American Type
Culture Collection (ATCC, Rockville, MD/USA), i.e., HEC-1-A (short HEC; HTB 112;
(Kuramoto et al., 1972)) and RL95-2 (short RL; CRL 1671 (Way et al., 1983)), were
performed in JAR medium at 36◦C and 5% CO2. For routine culture, cell lines were
grown in plastic flasks in 5% CO2–95% air at 37◦C.

In brief, HEC cells were seeded out in McCoy’s 5A medium (Gibco-Life Technology,
Eggenstein, Germany) supplemented with 10% fetal calf serum (Gibco); RL cells, in a
1 + 1 mixture of Dulbecco’s modification of Eagle’s medium and Ham’s F12 (Gibco)
supplemented with 10% fetal calf serum, 10 mM Hepes (Gibco), and 0.5 μg/ml in-
sulin (Gibco). All media were additionally supplemented with penicillin (100 IU/ml;
Gibco) and Streptomycin (100 μg/ml; Gibco). The growth medium was changed
every 2 to 3 days, and cells were subcultured by trypsinization (trypsin–EDTA solution;
Gibco) when they became confluent. For experiments, cells were harvested by trypsiniza-
tion from confluent cultures, counted, and adjusted to the desired concentration, i.e.,
RL95-2 700,000 cells and HEC-1-A 200,000 cells each in 2.0 ml of their respective
culture medium (Fig. 2A and 2B). Subsequently, suspended cells were poured out on
poly-D-lysine-coated glass coverslips (12 mm in diameter) situated in 4 cm2 wells. Cells
were grown in medium to confluent monolayers and transferred into a Petri dish before
used for experiments.

B. JAR Cell Culture on Cantilever

Cantilevers mounted with sephacryl microspheres, as described earlier, were immersed
in 0.01% poly-D-lysine for 1 h at room temperature, washed in medium several times,
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and subsequently incubated with a human JAR choriocarcinoma cell suspension (ATCC:
HTB 144 (Patillo et al., 1971)) (200,000 cells/ml RPMI 1640 medium, Gibco, supple-
mented with 10% fetal calf serum and 0.1% glutamine). After JAR cells had settled,
these cantilever–cell combinations were incubated in 5% CO2–95% air at 37◦C. Usually
3 to 4 days after the start of the cultures, cells were grown to confluency and cantilevers
were ready to be used for the experiments.

C. Dictyostelium Cell Culture

All mutants were derived from the D. discoideum AX2-214 strain, here designated
as wild-type. Mutant HG1287 was generated by E. Wallraff (Beug, Katz, and Gerish,
1973). In mutant HG1287, csA expression was eliminated by a combination of chemical
and UV mutagenesis. In this mutant not only the csA gene but also other genes may
have been inactivated by this shot-gun type of mutagenesis. Cells were cultivated in
nutrient medium as described (Malchow et al., 1972) in Petri dishes up to a density
of 1 × 106 cells/ml. For transformants HTC1 (Barth et al., 1994), CPH (Beug, Katz,
and Gerish, 1973), and T10 (Faix et al., 1992), 20 μg/ml of the selection marker G418
was added to stabilize csA expression. Before measurements were taken, cells were
washed and resuspended in 17 mM K/Na buffer, pH 6.0, and used either immediately
as undeveloped cells or after shaking for about 6 h at 150 rpm as developed cells. The
temperature was about 20◦C. For the measurement, cells were suspended in 17 mM K/Na
phosphate buffer, pH 6.0, and spread on polystyrene Petri dishes, 3.5 cm in diameter,
at a density of about 100 cells/mm2. To chelate Ca2+, 5 mM ethylendiaminotetraacetic
acid (EDTA) was added at pH 6.0 in the same buffer. To avoid laser beam scattering of
the detection system, nonadherent cells were removed by gently rinsing the dish after
10 min.

V. Final Remarks

The two concepts of either monolayer interactions or single-cell interactions illumi-
nate complementary aspects of the complex cellular adhesion mechanisms. By reduc-
ing the complexity, as in the case of measurements between individual Dictyostelium
cells, processes on the single molecular level are resolved. And the principle of gain-
ing adhesion strength by oligomerization of molecular binding partners can be assumed
from these measurements. Insights into the complexity of molecular arrangements, dur-
ing cell adhesion processes, become possible by the measurements between interacting
monolayers.

Bond rupture experiments are performed under nonequilibrium conditions, thus the
measured forces are rate dependent. As shown by several groups (Grubmüller et al.,
1995; Merkel et al., 1999; Rief et al., 1998), this rate dependence may reveal additional
information on the binding potential. For living cells this detailed analysis will be im-
portant to relate cell adhesion to the rate of cell movement or shear forces in the blood
stream (Chen and Springer, 1999).
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The combination of nanophysics with cell biology establishes a mechanical assay
that relates qualitatively cooperative molecular processes during contact formation, or
even quantitatively the expression of a gene, to the function of its product in cell ad-
hesion. This type of single-molecule force spectroscopy on live cells is directly appli-
cable to a variety of different cell adhesion systems. A wide field of applications of
this cell-based molecular assay is predictable, for instance, in investigating mutated cell
adhesion proteins or coupling of cell adhesion molecules to the cytoskeleton and also
in the evaluation of adhesion-blocking drugs. Furthermore, not only initial steps in the
receptor-mediated adhesion of particles to phagocyte surfaces but also interaction of
cells with natural and artificial surfaces of medical interest can be measured with this
technique.
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I. Introduction

The potential of the atomic force microscope (AFM) (Binnig et al., 1986) to measure
ultralow forces at high lateral resolution has paved the way for molecular recognition
studies. The AFM offers particular advantages in biology: measurements can be carried
out in both aqueous and physiological environments, and the dynamics of biological
processes in vivo can be studied. Since structure–function relationships play a key role
in bioscience, their simultaneous detection is a promising approach to yielding novel
insights into the regulation of cellular and other biological mechanisms. Ligand binding
to receptors is one of the most important regulatory elements since it is often the initiating
step in reaction pathways and cascades.
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Molecular recognition studies provide insight into both detecting specific ligand–
receptor interaction forces on the single molecule level and observing molecular recog-
nition of a single ligand–receptor pair. Applications include biotin–avidin (Lee, Kidwell
et al., 1994; Florin et al., 1994; Wong et al., 1998), antibody–antigen (Hinterdorfer et al.,
1996, 1998; Dammer et al., 1996; Allen et al., 1997; Willemsen et al., 1998; Ros et al.,
1998), sense–antisense DNA (Lee, Chrisey et al., 1994; Boland and Ratner, 1995; Strunz
et al., 1999), nitrilotriacetate–histidine 6 (NTA–His6) (Conti et al., 2000; Kienberger,
Kada et al., 2000; Schmitt et al., 2000), and cellular proteins, either isolated (Dammer
et al., 1996; Fritz et al., 1998; Baumgartner, Hinterdorfer, Ness et al., 2000) or in cell
membranes (Lehenkari and Horton, 1999; Chen and Moy, 2000; Wielert-Badt et al.,
2000). The general strategy is to bind ligands to AFM tips and receptors to probe sur-
faces (or vice versa), respectively. In a force–distance cycle, the tip is first approached to
the surface whereupon receptor–ligand complexes are formed, due to the specific ligand–
receptor recognition. During subsequent tip–surface retraction a temporarily increasing
force is applied to the ligand–receptor connection until the interaction bond breaks at a
critical force (unbinding force).

Such experiments allow for estimation of affinity, rate constants, and structural data
of the binding pocket (Hinterdorfer et al., 1996, 1998; Baumgartner, Hinterdorfer, Ness
et al., 2000; Kienberger, Kada, Gruber et al., 2000), and comparing these values with
those obtained from ensemble-average techniques and binding energies (Moy et al., 1994;
Chilkoti et al., 1995) is of particular interest. Several years ago, theoretical findings deter-
mined that the unbinding force was dependent on the rate of increasing force (Grubmüller
et al., 1996; Evans and Ritchie, 1997; Izraelev et al., 1997) during force–distance cycles.
Recent experimental studies confirmed the theoretical findings and revealed a logarith-
mic dependence of the unbinding force on the loading rate (Merkel et al., 1999; Struntz
et al., 1999; Baumgartner, Hinterdorfer, Ness et al., 2000; Kienberger, Kada et al., 2000).
These force spectroscopy experiments provide insight into the molecular dynamics of the
receptor–ligand recognition process (Baumgartner, Hinterdorfer, Ness et al., 2000) and
even render mapping of the interaction potential possible (Markel et al., 1999). Similar
experimental strategies were used for studying the elastic properties of polymers by ap-
plying external forces (Rief, Oesterhelt et al., 1997; Marzsalek et al., 1998; Oesterhelt
et al., 1999; Kienberger, Patushenko et al., 2000) and investigating unfolding–refolding
kinetics of filamentous proteins in pull–hold–release cycles (Rief, Gautel et al., 1997;
Oberhauser et al., 1998).

Aside from the study of ligand–receptor recognition processes, the localization of
receptor binding sites by molecular recognition of a ligand is of particular interest.
Simultaneous information for topography and ligand–receptor interaction is obtained
by lateral force mapping (Ludwig et al., 1997; Willemsen et al., 1998). Recognition
imaging, developed by combing dynamic force microscopy (Han et al., 1996, 1997)
with force spectroscopy, allows for the determination of receptor sites with nanometer
positional accuracy (Raab et al.,1999). This presents new perspectives for nanometer-
scale epitope mapping of biomolecules and localizing receptor sites during biological or
cellular processes.

In this chapter, the principles of force spectroscopy and recognition imaging are de-
scribed. Several protocols for anchoring ligands to tips and receptors to probe surfaces are
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given. Applications of these methodologies to cellular proteins, i.e., (i) the vascular endo-
thelian cadherin, a cell–cell adhesion protein, and (ii) the Na+/D-glucose cotransporter,
a nutrient transporting transporter protein, show the potential of molecular recognition
force spectroscopy/microscopy in cell biology.

II. Experimental Approach

A. Surface Chemistry

1. Preparation of AFM Tips

The detection of unconstrained ligand–receptor recognition requires a particular link-
age design (Hinterdorfer et al., 1996, 1998; Raab et al., 1999; Kienberger, Pastushenko
et al., 2000). Covalently coupling the ligand to the tip surface guarantees a sufficiently
tight attachment because covalent bonds are about 10 times stronger than typical ligand–
receptor bonds (Grandbois et al., 1999). Additionally, the ligand is to be provided with
maximal motional freedom around the tip, so that the recognition process is not influ-
enced by steric restrictions. Therefore, we developed a strategy for the covalent anchoring
of ligands to silicon (Si3N4 or SiOH) tips via a flexible crosslinker that enables the li-
gand to move and orient freely about the tip and lacks unspecific tip–probe adhesion. It
also makes site-directed coupling for a defined orientation of the ligand relative to the
receptor possible.

As a crosslinking element, we used poly(ethylene glycol) (PEG), a water–soluble
nontoxic polymer with a wide range of applications in surface technology and clinical
research. PEG is known to prevent surface adsorption of proteins and lipid structures
and appeared therefore ideally suited to our purpose. The flexible crosslinker was syn-
thesized in our lab (Haselgrübler et al., 1995) and consisted of a PEG chain of 24 units,
corresponding to about an 8-nm extended length. The extension of the crosslinker is
comparable to the size of antibodies, which were the most frequently used ligands in
our group, and therefore represents a compromise between a sufficient spacing of the
ligands from the tip surface and a high lateral and vertical resolution. The crosslinker is
heterobifunctional, for the coupling to both the tip surface and the ligands, respectively.
An N-hydroxysuccinimidyl (NHS) residue on the one end is reactive to amines on the tip,
and a 2-pyridyldithiopropionyl (PDP) residue on the other end can be covalently bound
to thiols. The ligand density on the tip is adjusted to a value (≈500/μm2) where only
one ligand on the tip is expected to have access to the receptors on the probe. Therefore,
single-molecule experiments can be carried out with the described tip sensor design.

The AFM tips are functionalized with ligands, using a thorough cleaning protocol and
a three-step binding mechanism. The configuration of the ligand-modified tip is depicted
in Fig. 1.

a. Cleaning
Prior to functionalization, the AFM tips (Park, Sunnyvale, CA; MacLevers, Molecular

Imaging, Phoenix, AZ) are cleaned in a thorough four-step procedure (Hinterdorfer et al.,
1996). The wafers are first defatted in chloroform for 10 min and dried with N2. They
are then incubated in piranha solution (H2SO4/H2O2, 90/10 (v/v)) for 30 min (except
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Fig. 1 Linkage of ligands to AFM tips. Ligands are covalently coupled to AFM tips via a heterobi-
functional polyethylene glycol (PEG) derivative of 8 nm length. Silicon tips are first functionalized with
ethanolamine (NH2–C2H4OH·HCl). Then, the NHS end of the PEG linker is covalently bound to amines on
the tip surface before ligands are attached to the PDP end via a free cysteine. Reproduced with permission from
Hinterdorfer, P., Kienberger, F., Raab, A., Gruber, H. J., Baumgartner, W., Kada, G., Riener, C., Wielert-Badt,
S., Borken, C., and Schindler, H. (2000). Poly(ethylene glycol): An ideal spacer for molecular recognition
force microscopy/spectroscopy. Single Mol. 1, 99–103.

MacLevers) and subsequently rinsed with about 100 ml of deionized water before they
are dried with N2. For a final cleaning step and regeneration of the SiOH groups on the
tip surface, tips are optionally put in water plasma (Kiss and Gölander, 1990) (Harrick
Sci. Corp., Ossining, NY) and immediately used afterwards.

b. Esterification
In the first functionalization step, amines are bound to tip surfaces according to an

esterification protocol with slight modifications (Hinterdorfer et al., 1996, 1998). Thirty
percent (mol/mol) 2-aminoethanol-Cl is melted in dry dimethyl sulfoxide at 100◦C in the
presence of 0.3-nm molecular sieve beads. After the solution is allowed to cool down to
room temperature, tips are added and incubated for 15 h before they are washed in bare
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dimethyl sulfoxide and dried with N2. Such amine-modified tips are stable for weeks
when stored in a desiccator.

c. Crosslinker Binding
The crosslinker, NHS–PEG24–PDP, is conjugated to amines on AMF tip surfaces

via its NHS end. Amine-containing tips are incubated at a concentration of 1–3 mg/ml
NHS–NH–PEG24–PDP in CHCl3 containing 0.5% (v/v) triethylamine for 1–3 h at room
temperature in an Ar2+-saturated atmosphere. Immediately after washing in ChCl3 and
drying with Ar2+, the reaction protocol was followed by the ligand binding step.

d. Ligand Binding
Ligands are bound via free thiols (SH) to the PDP end of the PEG derivative. This type

of chemistry is highly advantageous since it is very reactive and renders site-directed
coupling possible. However, free thiols are hardly available on native ligands and must
therefore be generated.

For this we use three different strategies: (i) Amines of ligands, in particular lysins, are
derivatized with N-succinnimidyl-3-(S-acethylthio)propionate (SATP) by incubating the
ligands in a ∼10-fold molar access of SATP in buffer and by subsequent removal of free
SATP by gel exclusion chromatography (Haselgrübler et al., 1995; Hinterdorfer et al.,
1996, 1998). Deprotection of the SH groups with NH2OH leads to reactive groups. Since
it is very difficult to react distinct amines with this method, the coupling to the crosslinker
is often not specifically site directed. (ii) Half-antibodies are produced by cleaving the
two disulfides in the central region of the heavy chain using 2-mercaptoethylamine HCl
(Sigma, Vienna, Austria) according to a standard procedure (Pierce, Rockford, IL). The
half-antibody is then coupled to the PDP end of the crosslinker via one of the two
neighboring cysteines (Raab et al., 1999). (iii) The most elegant method is to mutate a
cysteine into the primary sequence of proteins because it allows for a defined sequence-
specific coupling of the ligand to the crosslinker.

For all three coupling strategies described earlier, ligands carrying free thiols are
reacted to the PDP end of the crosslinker at a concentration of 1–10 μM for 1–3 h in
a buffer that represses oxidation (1 mM EDTA in phosphate-buffered saline). Ligand-
functionalized tips are stored in buffer in a cold room and retain their functionality over
several weeks.

A nice alternative for a most common noncovalent, site-directed high-affinity-binding
anchor with large bond strength on the tether has been recently introduced. The binding
strength of the NTA–His6 system, routinely used on chromatographic and biosensor
matrices for the binding of recombinant proteins to which a His6 tag is appended to
the primary sequence, was found to be significantly large than typical values of other
ligand–receptor systems (Conti et al., 2000; Kienberger, Kada et al., 2000). Therefore, a
PEG crosslinker containing an NTA residue, instead of the PDP group, is ideally suited
for coupling a recombinant ligand, carrying His6 in its sequence, to the AMF tip. This
general, side-directed, and oriented coupling strategy also allows rigid and fast control
of the specificity of ligand–receptor recognition by using Ni2+ as a molecular switch of
the NTA–His6 bond.
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e. Ligand Density and Functionality
Silicon (Si3N4 or SiOH, respectively) substrates (size ≈ 1 cm2) are treated in paral-

lel with the AFM tips for the determination of the macroscopic ligand density on the
surfaces. Three different methods were employed to investigate the number density of
the ligands. (i) Antibodies were directly fluorescence labeled prior to their conjugation to
surfaces. The substrates were inserted in a wide-field epifluorescence microscope and the
fluorescence intensity was measured with sensitive high-resolution fluorescence imag-
ing using a nitrogen-cooled CCD camera. The ligand surface densities were calculated
after accurate single fluorophore calibration (Hinterdorfer et al., 1996; Schmidt et al.,
1996). (ii) Alternatively, fluorescence-labeled secondary antibodies were ligated to the
Fc portion of surface-bound primary antibodies and the Fc density was determined as
described in (i). (iii) The ligand site density was determined by an enzyme immunoassay
(EIA) similar to that used by Hinterdorfer et al. (1998). Horseradish peroxidase (HRP)
antibodies directed to the ligands were bound to the surface, and the enzyme activity
was measured in a spectrophotometer. Enzyme densities were calculated after calibration
with anti-rabbit–horseradish peroxidase antibody in solution.

The latter two methods provide the advantage in testing the functionality of the ligands
on the surface, while the first determines only the total number density. Under our
standard conditions, values between 200 and 500/μm2 are usually obtained with all three
protocols. For a typical AFM tip radius of 20 to 50 nm, this value corresponds to about one
ligand per effective tip area, which appears to be suited for single-molecule experiments.

2. Probe Surfaces

For the recognition by ligands of the AFM tip, receptors are tightly attached to probe
surfaces. Loose receptor fixation could lead to a pull-off of the receptor from the surface
by the ligand on the tip, which would consequently block ligand–receptor recognition.
The different surface-binding strategies used must be adjusted to the respective properties
of the biological samples.

a. Isolated Components
Ideally, water-soluble receptors like either globular antigenic proteins (Hinterdorfer

et al., 1996) or extracellular protein chimeras (Baumgartner, Hinterdorfer, Ness et al.,
2000) are covalently anchored. When silicon or mica is used as a probe surface, exactly the
same surface chemistry is employed for the AFM tips (cf. Section I,A,1). Therefore, the
receptor is also provided with motional freedom, which guarantees unconstrained ligand–
receptor recognition. The purification step is omitted for mica; instead it is freshly cleaved
prior to use. In addition, the number of reactive SiOH groups of the chemically relatively
inert mica is optionally increased by water plasma treatment (Kiss and Gölander, 1990)
(Harrick Sci. Corp., Ossining, NY).

Some receptor proteins strongly adhere to mica (Raab et al., 1999) via either hydro-
phobic or electrostatic interaction, in which case it is safe to purely adsorb the receptors
from the solution, since the unspecific attachment to the surface is sufficiently strong for
recognition force experiments. Electrostatic interaction via Ca2+ bridges was also used
to adsorb ion channels in a defined orientation to mica (Kada et al., 2000).
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Another possibility of binding biomolecules to surfaces is through sulfur–gold chem-
istry (Dammer et al., 1996; Ros et al., 1998). This strategy has also been used for binding
ligands to gold-coated tips. Gold wafers with atomically flat surfaces are perfect probes
for AFM because they allow direct anchoring of isolated receptors via free thiols. Re-
ceptors on hydrophic chains can be incorporated into self-assembled monolayers (SAM)
that form spontaneously on gold and, additionally, can be covalently bound via an SH
group on the chain end (Kienberger, Kada et al., 2000). In this way, well-defined surfaces
with accurate adjustable lateral densities of reactive sites can be prepared.

b. Membranes and Cells
Various protocols for tight cell anchoring are available. The easiest method for tight

cell anchoring is to (i) either grow the cells directly on glass or other surfaces in their cell
culture medium (Le Grimellec et al., 1998) or (ii) simply adsorb the cells via adhesive
coating like Cell-Tak (Schilcher et al., 1997), gelatin, and poly-lysin. Other hydrophic
surfaces like gold or carbon are suitable matrices as well (Wielert-Badt et al., 2000).
Covalent binding of cells to surfaces can be accomplished by using PEG crosslinkers
similar to those described for tip chemistry, since they react with free thiols on the
cell surface (Schilcher et al., 1997). Alternatively, PEG crosslinkers carrying a fatty
acid penetrate into the interior of the cell membrane which guarantees a sufficiently
strong fixation without interference with membrane proteins (Schilcher et al., 1997).
Using glass or mica surfaces, model membranes can be prepared either by vesicle
fusion (Kalb et al., 1992) or by the Langmuir–Blodgett technique (Kalb et al., 1992); both
result in supported lipid bilayers. With reconstitution techniques, membrane
proteins can be embedded into such artificial membranes (Hinterdorfer et al., 1994).

B. Unbinding Force Measurements

1. Force–Distance Cycle

Single-molecule ligand–receptor recognition events are measured in force–distance
cycles (Fig. 2a). At a fixed lateral position, a cantilever carrying a ligand is moved
toward a probe surface to which receptors are attached and subsequently retracted. The
cantilever deflection 
x is measured independent of the tip–surface separation 
z. The
force F acting on the cantilever directly relates to the cantilever deflection 
x according
to F = k 
x , where k is the cantilever spring constant.

During the tip–surface approach (trace, dashed line) the cantilever deflection remains
at zero far away from the surface because there is no detectable tip–surface interaction.
At a sufficiently close tip–surface separation, the antibody on the tip has a chance to
bind to a receptor on the surface. Upon tip–surface contact (
z = 0 nm) a repulsive
force develops that increases the harder the tip is pushed into the surface. Subsequent
tip–surface retraction (retrace, solid line) leads to relaxation of the repulsive force.

When ligand–receptor binding has occurred, an attractive force develops (unbind-
ing event) in the retrace (
z = 0–21 nm) and increases with increasing tip–surface
separation. Its shape, determined by the elastic properties of the flexible PEG crosslinker
(Kienberger, Pastushenko et al., 2000; Hinterdorfer et al., 2000), shows a nonlinear,
parabolic-like characteristic which reflects the increase of the spring constant of the
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Fig. 2 Single-molecule recognition event. (a) Raw data from a force–distance cycle with a 100-nm
z amplitude at 0.9 Hz measured in PBS. The attractive force signal developing in the retrace (0 nm)
reflects single-molecule recognition of a receptor on a surface by a ligand on the tip. (b) Force–distance
cycle lacking a molecular recognition event. Ligands in solution block receptor binding sites on the surface.
Reproduced with permission from Hinterdorfer, P., Kienberger, F., Raab, A., Gruber, H. J., Baumgartner, W.,
Kada, G., Riener, C., Wielert-Badt, S., Borken, C., and Schindler, H. (2000). Poly(ethylene glycol): An ideal
spacer for molecular recognition force microscopy/spectroscopy. Single Mol. 1, 99–103.

crosslinker during extension. Therefore, specific ligand–receptor recognition is easily
distinguishable from the linearly shaped, eventually occurring nonspecific tip–surface
adhesion signals. The physical connection between tip and surface sustains the in-
creasing force until the ligand–receptor complex dissociates at a certain critical force
(unbinding force), and the cantilever finally jumps back to the resting position
(at 
z = 21 nm). The quantitative force measure of the unbinding force of a single
ligand–receptor pair is directly given by the force at the moment of unbinding (
z =
21 nm).

The specificity of ligand–receptor binding is demonstrated in block experiments
(Fig. 2b). Free ligands are injected into a solution so as to block receptor sites on the
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surfaces. The ligand–receptor recognition signal completely disappears and retrace looks
like trace. Apparently, the receptor sites on the surface are blocked by the ligand of the
solution, and thus prevent recognition by the ligand on the tip.

2. Unbinding Force Distribution

Hundreds of force–distance cycles are usually recorded to quantify the unbinding
force. No deterioration of ligand binding is found, even after storage in buffer for weeks,
indicating that the design of the AFM tip sensor is highly stable. Force–distance cycles
are stored in digitized form and normalized to a slope of −k in the contact region,
where k is the spring constant of the cantilever. Unbinding events are detected using a
transition detection algorithm (Baumgartner, Hinterdorfer, and Schindler, 2000) similar
to a method for event detection in patch-clamp data. Since full cantilever relaxation is
required for reliable height detection, only the last event yielding the unbinding force
was used for further analysis.

Distributions of unbinding forces (Fig. 3) are obtained by constructing empirical
probability density functions from unbinding force measurements (Hinterdorfer et al.,
1996; Baumgartner, Hinterdorfer, and Schindler, 2000b). Single Gaussian functions of
unitary area are calculated from the mean and variances of every value of the unbinding
force. The Gaussian functions are added up and finally normalized, yielding the empirical
probability density function. The advantage of this representation over simple histograms
is that the data are weighted by their accuracy, thus yielding a better resolution. Values of
unbinding forces give a Gaussian-like distribution (Fig. 3); for example, the maximum is
f ± σu = 150 ± 38 pN (mean ± SD). The uncertainty in determining fu values, given

Fig. 3 Distribution of unbinding forces. An empirical probability density function (pdf, solid line) was
constructed from about 150 values of unbinding forces (for details see Experimental Approach) obtained in
force–distance cycles. Data were fitted with a Gaussian function (dotted line). Reproduced with permission
from Raab, A., Han, W., Badt, D., Smith-Gill, S. J., Lindsay, S. M., Schindler, H., and Hinterdorfer, P. (1999).
Antibody recognition imaging by force microscopy. Nature Biotechnol. 17, 902–905.
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by the thermal noise of the cantilever, was σ0 ∼ 10 pN for the cantilever used. Therefore,
unbinding forces were detectable at a signal-to-noise ratio of f/σ0 = 15.

III. Dynamic Force Spectroscopy

A. Principles

1. Bond Lifetime

Ligand–receptor binding is generally a reversible reaction. The average lifetime of a
ligand–receptor bond, τ0, is given by the kinetic offrate koff, according to τ0 = koff

−1. A
force acting on a binding complex essentially reduces its lifetime. At the millisecond time
scale of AFM experiments, thermal impulses govern the unbinding process. In the thermal
activation model, the lifetime τ ( f ) of a bond loaded with a force f is written as τ ( f ) =
τosc ∗ exp((Eb − l ∗ f )/kB ∗ T ) (Bell, 1978), where τosc is the inverse of the natural
oscillation frequency, Eb is the energy barrier for dissociation, and l is the effective length
of the bond. Consequently, the lifetime τ ( f ) under force f compares to the lifetime at
zero force, τ0, according to τ ( f ) = τ0 ∗ exp(−lr ∗ f/kB ∗ T ) (Hinterdorfer et al., 1996).

From unbinding force distributions (cf. Fig. 3), an effective lifetime τ ( f ) of the bond
under an applied force f can be estimated by the time the cantilever spends in the force
window spanned by the standard deviation σU of the fu distribution (Hinterdorfer
et al., 1996). The time the force increases from f − σU to f + σU is then given by
τ ( f ) ≈ 2σU/d f/dt (Hinterdorfer et al., 1996). In a typical example of a ligand–receptor
interaction described in Kienberger, Kada et al. (2000), the lifetime τ ( f ) decreased with
increasing pulling force f from 17 ms at 150 pN to 2.5 ms at 194 pN. The data were fitted
with the Boltzmann ansatz described previously, yielding the exponential lifetime–force
relation for the reduction of the lifetime τ ( f ) by the applied force f. Data fit also yielded
the lifetime at zero force, τ0 = 15 s, which corresponds to a kinetic offrate of koff =
6.7 10−2 s−1 (Kienberger, Kada et al., 2000).

2. Unbinding Force versus Loading Rate

Theoretical studies determined that the unbinding force of specific and reversible
ligand–receptor bonds is dependent on the rate of the increasing force (Grubmüller
et al., 1996, Evans and Ritchie, 1997, Izraelev et al., 1997) during force–distance cycles.
In experiments, unbinding forces were found not to assume a unitary value but were
rather dependent on both the pulling velocity and the cantilever spring constant (Lee,
Kidwell et al., 1994). The theoretical findings were confirmed by experimental stud-
ies and revealed a logarithmic dependence of the unbinding force on the loading rate
(Merkel et al., 1999; Struntz et al., 1999; Baumgartner, Hinterdorfer, Ness et al., 2000;
Kienberger, Kada et al., 2000), which is consistent with the exponential lifetime–force
relation described earlier. A force acting on a binding complex reduces the lifetime of
the bond due to its input of thermal energy. The input of the mechanical energy during
pulling enhances the probability of ligand bond dissociation. During a force–distance
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cycle, the force increases at a nonlinear rate determined by the force–distance profile of
the tether, by which the ligand is coupled to the tip. Finally, the complex dissociates at
force f. The main contribution of the thermal activation comes from the part of the force
curve which is close to unbinding. Therefore, the f values are dependent on the rate of
force increase r; r = d f/dt = vertical scan velocity times spring constant, at the end of
the recognition signal in the retrace.

In unbinding force distributions, both force f and width σU clearly increase with
increasing loading rate (Kienberger, Kada et al., 2000). Apparently, at slower loading
rates the systems adjusts closer to equilibrium which leads to smaller values of both the
force f and its variation σU. On a half-logarithmic scale, the unbinding force f rises linear
with the loading rate, which is characteristic for a single energy barrier in the thermally
activated regime (Merkel et al., 1999).

3. Kinetic Rates, Energies, Binding Pocket

Single-molecule recognition force microscopy studies allow for estimation of ki-
netic rates (Hinterdorfer et al., 1996, 1998, Baumgartner, Hinterdorfer, Ness et al.,
2000; Kienberger, Kada, Gruber et al., 2000), energies (Merkel et al., 1999), and struc-
tural parameters of the binding pocket (Hinterdorfer et al., 1996, 1998; Baumgartner,
Hinterdorfer, Ness et al., 2000; Kienberger, Kada, Gruber et al., 2000). Quantification
of the onrate constant kon for the association of the ligand on the tip to a receptor on
the surface requires determination of the interaction time t0.5 needed for half-maximal
probability of binding. With the knowledge of the effective ligand concentration ceff on
the tip available for receptor interaction, kon is given by kon = t0.5

−1ceff
−1. The interac-

tion time t0.5 for half-maximal binding can be experimentally determined by measur-
ing the dependence of the binding activity on the ligand–receptor encounter duration
(Baumgartner, Hinterdorfer, Ness et al., 2000; Baumgartner, Gruber et al., 2000). The
effective concentration ceff is described by the effective volume Veff, and the tip-tethered
ligand diffuses about the tip, which yields ceff = NA

−1Veff
−1, where NA is the Avogadro

number. Therefore, Veff is essentially a half-sphere with a radius of the effective tether
length.

The additional estimation of the offrate constant koff as described previously leads to
values for the equilibrium dissociation constant KD, according to KD = koff/kon. The
same data fit used to obtain koff also reveals estimates for the energy barrier for dissoci-
ation, Eb, and the effective length of the ligand–receptor bond, l (cf. Section III,A,1).

B. Applications to Cellular Proteins

1. Vascular Endothelial (VE) Cadherin

a. Introduction
Vascular endothelial cells form a continuous cellular monolayer that covers the inner

surface of blood vessels. This monolayer constitutes the major barrier of the body that sep-
arates the blood compartment from the extracellular space of tissues. Cadherin-mediated
adhesion between endothelial cellular layers (i) confers mechanical stability against
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external forces acting on the junctions and (ii) allows fast dynamic cellular remodeling
to change the barrier properties of the cell layers, for instance, under inflammatory
conditions and in tumor metastasis. The molecular mechanisms regulating intercellular
adhesion between endothelial cells are still not understood in detail.

The apparent low affinity between the calcium-dependent VE-cadherins presents an
interesting aspect about how the number of adhesive bonds between cells could be
regulated by a simple thermodynamic mechanism. Since cadherins are linked with
their cytoplasmic domains to the actin filament cytoskeleton, a model was proposed
that implies regulation of intercellular binding of cadherins by the degree of cytoskele-
tal tethering (Baumgartner, Hinterdorfer, Ness et al., 2000). Dissociation of cadherins
from the cytoskeleton leads to random lateral diffusion in the cell membrane so that
the formation of functional units for trans-interaction, i.e., cadherin strand dimers,
will follow the principles of a diffusion-limited reaction. Due to diffusion kinetics,
short lifetime of bonds, and low affinity, adhesion dimers will rapidly dissociate and
become subsequently separated by lateral diffusion, which in turn would result in a
reduction of the number of trans-interacting cadherins and finally in junctional dis-
sociation. If diffusion of cadherins is restrained by tethering them cytoplasmatically
via catenins to the actin filament cytoskeleton, the probability of rebinding
after dissociation and thus the number of functional strand dimers will be increased sig-
nificantly, which will consequently increase the intercellular trans-interaction strength.

However, such a transmembrane linkage mechanism would only be effective if both
dissociation constant and bond lifetime between trans-interacting cadherins are relatively
low. Therefore, functional state and binding properties of isolated VE-cadherins were
studied by single-molecule atomic force microscopy (Baumgartner, Hinterdorfer, Ness
et al., 2000; Baumgartner, Gruber et al., 2000).

b. Conformation
Studies were performed with a chimeric protein consisting of two complete extra-

cellular portions of mouse VE-cadherin appended to the Fc part of human IgG1. The
protein was secreted by stably transfected Chinese hamster ovary (CHO) cells and pu-
rified and characterized as described by Baumgartner, Hinterdorfer, Ness et al. (2000).
VE-cadherin-Fc is a cis-dimeric protein that migrates in nonreducing sodium dodecyl
sulfate (SDS) polyacrylamide (10%) gel electrophoresis at 160–180 kDa. Like other
classical cadherins, the external domain of VE-cadherin binds Ca2+ and associates into
cis-dimeric complexes (Fig. 4). The structure of the protein chimera was investigated
by single-molecule imaging using dynamic force microscopy (DFM) (Han et al., 1996,
1997) in liquids.

In the presence of CaCl2 (5 mM ), VE-cadherin reveals an elongated rod-like morpho-
logy of 25–28 nm length and 5–8 nm width (Fig. 4). A globular part of 5–8 nm at one end,
most likely reflecting the Fc portion of the molecule, is often visible. In the absence of
CaCl2 (5 mM EGTA), molecules show V-shaped or globular structures (Fig. 4). Appar-
ently, the two extracellular domains of the VE-cadherin in the protein chimera are indeed
associated with the presence of Ca2+ to form an adhesion dimer. After depletion of Ca2+,
VE-cadherin dissociates into monomers and eventually collapses into globular structures.
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Fig. 4 AFM images of VE-cadherin-Fc dimers. The topography images of the proteins adsorbed to mica
were recorded with dynamic force microscopy in isotonic buffer. Cadherin dimers show elongated rod-like
structure in the presence of Ca2+ and globular to V-shaped morphology in the absence of Ca2+. Reproduced
with permission from Baumgartner, W., Hinterdorfer, P., Ness, W., Raab, A., Vestweber, D., Schindler, H.,
and Drenckhahn, D. (2000). Cadherin interaction probed by atomic force microscopy. Proc. Natl. Acad. Sci.
U.S.A. 8, 4005–4010. Copyright (2000) National Academy of Sciences, U.S.A. (See Color Plate.)

c. Binding Strength, Ca2+ Dependence, and Trans Association
VE-cadherin-Fc was coupled to both AFM tip and probe surface using the surface

chemistry described in Section II,A,1. Recordings, similar to that shown in Fig. 2a,
of force–distance cycles showed specific recognition events between tip- and surface-
bound VE-cadherin-Fc (Baumgartner, Hinterdorfer, Ness et al., 2000). The specificity of
the recognition was proven by the addition of free VE-cadherin-antibody and EGTA in
solution, respectively. In both cases, recognition completely disappeared (Baumgartner,
Hinterdorfer, Ness et al., 2000) (similar to that in Fig. 2b). The VE-cadherin-antibody
blocks trans-cadherin–cadherin interaction because it binds to the outermost domain of
VE-cadherin whereas EGTA complexes Ca2+, which is required for the formation of the
functional strand dimer.

Measuring the binding activity independent of the free Ca2+ concentration (Baum-
gartner, Hinterdorfer, Ness et al., 2000) revealed an apparent KD of 1.15 mM with a Hill
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Fig. 5 Unbinding force distribution of trans-interacting VE-cadherins. Frequency distribution of unbinding
forces between tip- and plate-attached PEG/VE-cadherin-Fc measured at retrace velocities of 800 nm s−1

and various tip-to-plate encounter intervals. Data fit to three Gaussian distributions with peak values (μ1–μ3)
at about 40, 75, and 120 pN. The dependency of the frequency of μ1–μ3 on encounter duration indicates a
diffusion-limited reaction underlying association of tip- and surface-bound cadherins as illustrated. Reproduced
with permission from Baumgartner, W., Hinterdorfer, P., Ness, W., Raab, A., Vestweber, D., Schindler, H.,
and Drenckhahn, D. (2000). Cadherin interaction probed by atomic force microscopy. Proc. Natl. Acad. Sci.
U.S.A. 8, 4005–4010. Copyright (2000) National Academy of Sciences, U.S.A.

coefficient of nH = 5.04, indicating high cooperation and steep dependency. Since the
KD measured is close to the extracellular Ca2+ concentration and because of the high
Hill coefficient obtained, it might be of physiological relevance that a local drop of free
Ca2+ in the narrow intercellular cleft weakens intercellular adhesion and is therefore
involved in facilitating cellular remodeling.

Force–distance cycles were performed in which the tip was allowed to rest on the
probe surface at various durations (encounter duration). Accordingly, force distribu-
tions using probability density functions were constructed from the unbinding forces
(cf. Section II,B,2.) at encounter durations of 0.1, 0.3, and 0.5 s (Fig. 5) (Baumgartner,
Hinterdorfer, Ness et al., 2000). In each of the force distribution, three distinct max-
ima are seen at about 40, 75, and 120 pN, respectively, which suggests that the value
of 40 pN corresponds to the adhesive strength quantum between two opposing single-
strand dimers. The multiples of this unitary binding force are considered to result from
lateral association and load-induced all-or-none cooperative dissociation of three and
four interacting strand dimers (Fig. 5). The rather low trans-interaction force of a single
bond is thus amplified by complexes of cumulative binding strength.

Simultaneous unbinding of two or more independent adhesion dimers is extremely
unlikely due to the different coupling sites of the VE-cadherins on both the curved
tip and the probe surface (mean distance >10 nm). Lateral oligomerization, however, is
possible because of the ability of the tether-linked cadherins to undergo free diffusion and
collision within a certain length extension (tether plus cadherin, ∼30 nm) (Baumgartner,
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Hinterdorfer, Ness et al., 2000). The association of cadherins into complexes with higher-
order binding forces is a time-dependent process because the relative size of their peaks
in the force distribution increased with increasing encounter duration (Fig. 5). The results
suggest that cadherins from opposing cells associate to form complexes and thus increase
the intercellular binding strength.

d. Thermodynamic and Structural Parameters
The kinetic onrate constant kon for bond formation between tip- and surface-bound

cadherins was determined by the encounter duration needed for half-maximal prob-
ability of binding, t0.5, and the effective concentration ceff of cadherins available for
interaction, ceff = nNA

−1Veff
−1, according to kon = t0.5

−1nNA
−1Veff

−1, where n is the
number of binding partners within the effective volume Veff of a half-sphere with a
free equilibrium radius reff (Baumgartner, Hinterdorfer, Ness et al., 2000; Baumgartner,
Gruber et al., 2000) (cf. Section III,A,3). The estimation of reff in these experiments
was based on measures of extended tether lengths from force–distance cycles, yielding
reff = 12–22 nm and Veff = 3.5–7 × 10−21 L. The average encounter duration for free
equilibrium interaction between tip- and surface-bound cadherins during a single force–
distance cycle was defined as the time during which the tip–surface distance is ≤reff.
Varying the encounter duration resulted in exponential dependency of the probability
of recognition events with a half-maximal value at t0.5 = 0.08 s (Fig. 6). Veff and t0.5

Fig. 6 Binding activity independent of the encounter duration. The probability of force–distance cycles
with recognition events was determined independent of the encounter duration between tip- and plate-bound
PEG/VE-cadherin-Fc. Each point is the average value calculated from at least 100 force–distance cycles with a
0.5-nm lateral shift between each cycle. Half-maximal adhesion probability is seen at an encounter duration of
0.08 s, allowing calculation of the onrate constant. Reproduced with permission from Baumgartner, W., Gruber,
H. J., Hinterdorfer, H., and Drenckhahn, D. (2000). Affinity of trans-interacting VE-cadherin determined by
atomic force microscopy. Single Mol. 1, 119–122.
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Fig. 7 Dependence of the unbinding force on the pulling velocity. The unbinding force of the first peak
(corresponding to μ1 in Fig. 5) is plotted as a function of the retrace velocity. Each circle represents the average
value of at least 300 unbinding events measured at a given retrace velocity. The solid line is a numerical fit of
the data to τ ( fu) = τ0 exp(−l f/kBT ), where τ0 is the lifetime of unstressed bonds and l is the unbinding width
between adhering cadherins. Inset. Data and and fit plotted on a logarithmic scale. Reproduced with permission
from Baumgartner, W., Hinterdorfer, P., Ness, W., Raab, A., Vestweber, D., Schindler, H., and Drenckhahn, D.
(2000). Cadherin interaction probed by atomic force microscopy. Proc. Natl. Acad. Sci. U.S.A. 8, 4005–4010.
Copyright (2000) National Academy of Sciences, U.S.A.

allow the calculation of kon for VE-cadherin-Fc dimer interaction to be ∼104 M−1 s−1

(Baumgartner, Hinterdorfer, Ness et al., 2000; Baumgartner, Gruber et al., 2000).
Quantifying the dependence of the unbinding force and the bond lifetime on the load-

ing rate yields the kinetic offrate constant koff and the binding pocket bond length 1
(cf. Section III,A,3). Figure 7 shows that the unbinding force increases logarithm-
ically with increasing retract velocity (Baumgartner, Hinterdorfer, Ness et al., 2000),
as expected from theory for a single activation barrier (Merkel et al., 1999). The life-
time of bonds at zero force was determined to be τ0 ∼ 0.55 s, yielding an offrate con-
stant koff = τ0

−1 = 1.8 s−1. This allowed calculation of the dissociation constant (KD =
koff /kon) which was approximately 2.10−4 M. If extreme values for reff (10–30 nm)
were considered, the resulting KD would lie in the boundaries of 10−3–10−5 M. The
effective bond length l was found to be in the range of l ∼ 0.6 nm.

The rather low values for the interaction force, bond lifetime, and adhesive binding
affinity make cadherins ideal candidates for adhesion regulation by cytoskeletal tethering.

2. Na+/D-Glucose Cotransporter (SGLT1)

a. Introduction
The Na+/D-glucose cotransporter (SGLT1) represents one of the prototypes of sec-

ondary active transport systems for organic and inorganic solutes that are employed by
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cells to accumulate nutrients. These transport systems are expected to assume different
conformations during their catalytic cycles. Despite their general biological importance,
the understanding of the structural events accompanying the transmembrane movement
of the transportates is rather limited. The topological assignment of epitopes is still a
matter of controversy, and conformational changes have been either deduced intuitively
or demonstrated after chemical modification of the molecule (Lin et al., 1999).

MRFM was employed to probe recognition of membrane receptors in functional brush
border membrane vesicles (BBMV) (Wielert-Badt et al., 2000). Values for kinetic rates
kon, koff, and dissociation constants KD of various ligands were estimated. Furthermore,
the data obtained in this study provide information about membrane-sidedness of the
epitopes and structural changes of the binding pocket during interaction with the substrate
D-glucose and the inhibitor phlorizin (Wielert-Badt et al., 2000).

b. Membrane-Sidedness and Functionality
BBMV were adsorbed to gold in hypotonic buffer and imaged with the AFM using

dynamic force microscopy (Han et al., 1996, 1997; Raab et al., 1999), Single vesicular
structures of 200 to 500 nm in diameter and 50 to 150 nm in height were clearly re-
solved. At lateral positions where BBMV were identified in the topographical imaging
mode, the x-y scan was stopped and force–distance cycles were employed to probe the
specific recognition of a ligand on the tip to the corresponding receptor in the vesicle
membrane. In this way, an AFM tip carrying an anti-γ -glutamyltranspeptidase (γ -GT)
showed recognition events with an unbinding force of f = 131 pN ± 44 pN on BBMV
membranes. Since the binding epitope for the anti-γ -glutamyltranspeptidase antibody
is known to be exclusively located on the luminal side of the cell the orientation of the
BBMV on the gold surface must be such that the former luminal side faces the aqueous
phase and the AFM tip (Wielert-Badt et al., 2000).

Recognition on BBMV was also obtained ( f = 120 ± 44 pN) with AFM tips contain-
ing phlorizin, a ligand that acts as competitive inhibitor of glucose binding to SGLT1.
Therefore, the phlorizin-binding epitope on SGLT1 is freely accessible to the phlo-
rizin on the AFM tip and consequently located on the luminal side as well. Binding of
phlorizin to SGLT in BBMV strongly diminished in the presence of free phlorizin and
D-glucose, respectively. As expected, both phlorizin and D-glucose in solution compete
with phlorizin on the tip for the binding site at the SGLT and therefore block recogni-
tion. This result provides evidence that the Na+/D-glucose cotransporters in the surface
of adsorbed BBMV are still functionally active. Values for the equilibrium dissociation
constants KD, estimated from the force measurements as described (cf. Section II,A,3),
yield KD ∼ 0.2 μM for phlorizin/SGLT binding and compare nicely to values from the
literature obtained through ensemble-average experiments (Wielert-Badt et al., 2000).

c. Epitope Mapping
For recognition studies of antibodies to SGLT1 in BBMV, PAN3, an antibody that was

raised against a part of a supposedly extra-membrane loop of SGLT1, was coupled to the
AFM tip. The binding of PAN3 antibody on the AFM tip to Na+/D-glucose cotransporters
in BBMV membrane vesicles was examined in three different situations (Fig. 8). In pure
NaCl buffer, SGLT1 is (i) in the nontransporting state, changing to (ii) the transporting



Fig. 8 Influence of phlorizin and glucose on the binding of PAN3 antibody to Na+/D-glucose cotransporter
SGLT1. (a) Binding probability. The probability for binding of PAN3 antibody on the AFM tip to SGLT1
in BBMV is shown for three different situations. The value of 0.62 in pure NaCl buffer (cf. Section III,B)
decreased to about 0.3 in the presence of 250 mM D-glucose and 0.15 in the presence 1 mM phlorizin,
respectively. Each bar corresponds to 240 force–distance cycles. (b–d) Unbinding force. The maximum of the
probability density function of unbinding forces is at 98 pN in pure NaCl buffer (b), at 47 pN in NaCl buffer
containing 250 mM D-glucose (c), and at 102 pN in NaCl buffer containing 1 mM phlorizin (d), respectively.
Reproduced with permission from Raab, A., Han, W., Badt, D., Smith-Gill, S. J., Lindsay, S. M., Schindler,
H., and Hinterdorfer, P. (1999). Antibody recognition imaging by force microscopy. Nature Biotechnol. 17,
902–905.
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state in the presence of D-glucose in NaCl buffer and to (iii) the fully blocked state upon
addition of phlorizin. Both unbinding force distribution and binding probabiliy, i.e., the
probability to detect a recognition event in a force–distance cycle, were determined.

In SGLT–PAN3 binding in pure NaCl, the probability of 0.6 decreased to 0.3 when
D-glucose was present in NaCl buffer (Fig. 8). In contrast, the binding probability re-
mained unchanged (0.6) in a buffer containing D-glucose but lacking Na+ (not shown).
This confirmed former findings that D-glucose requires Na+ for binding to the external
surface of SGLT. The presence of D-glucose in NaCl buffer did not only decrease the
SGLT–PAN3 binding probability (Fig. 8a) but also had an influence on the unbinding
force (Figs. 8b and 8c). While the most probable unbinding force in pure NaCl buffer
was about 100 pN (Fig. 8b), this value changed to about 50 pN when D-glucose was
added (Fig. 8c). Apparently, D-glucose binding to SGLT influences PAN3 recognition in
two ways: it either (i) completely blocks recognition or (ii) reduces the interaction force
from 100 to 50 pN.

The addition of phlorizin to NaCl buffer almost completely blocked recognition of
SGLT1 by the PAN3 antibody (binding probability 0.25, cf. Fig. 8a). The force distribu-
tion of the few remaining recognition events (Fig. 8d) was similar to that obtained in pure
NaCl buffer (Fig. 8b), with its maximum at about 100 pN (Fig. 8d). This suggests that
the remaining PAN3-binding activity arises from a less than 100% block, most likely a
result of the dynamic exchange of phlorizin binding and release from SGLT1.

Altogether, the results lead to the conclusion that we observed at least three different
conformations of the PAN3-binding epitope of the SGLT: (i) Binding of PAN3 antibody
to SGLT in pure NaCl buffer with the observed interaction force of 100 pN is considered
as undisturbed SGLT–PAN3 recognition. (ii) The almost complete block by phlorizin
in solution suggests that the binding epitope of SGLT is not accessible to the PAN3
antibody when phlorizin is bound. A similar inaccessibility of the epitope was also
observed as one of the two influences of D-glucose binding of SGLT. (iii) Alternatively
to the complete block, D-glucose binding to SGLT can also lead to a reduction of the
SGLT–PAN3 interaction force from 100 to 50 pN.

The two conformations of the PAN3 recognition epitope of the SGLT1 that are induced
by D-glucose binding may well be connected with one or more conformational changes
that SGLT1 undergoes during D-glucose transport across the brush border membrane.
However, whether the blocked states arising from D-glucose and phlorizin binding, re-
spectively, belong to the same conformational state of SGLT1 remains to be elucidated.
(Wielert-Badt et al., 2000).

IV. Recognition Imaging

A. Lateral Force Mapping

For the localization of antigenic sites the probe was laterally scanned during force–
distance cycles and the binding probability was determined independent of the lateral
position (Hinterdorfer et al., 1996, 1998). Probes contained a low density of antigens
(human serum albumin, HSA) with ∼100 nm mean distance between single HSA
molecules. Force–distance cycles with an AFM tip containing antibodies against HSA
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were performed at 100 nm amplitude and 3 Hz with a lateral velocity of 0.6 nm/s, re-
sulting in one force–distance cycle per 0.2 nm. Unbinding events occurred singly, and
were only detected at certain lateral positions. Data were sampled every 2.6 nm, and the
binding probability was calculated for each sampling point.

Binding profiles for single HSA molecules showed a maximum (Hinterdorfer et al.,
1996, 1998). The position of the HSA was determined from the position of the maximum
with an accuracy of 1.5 nm. Fit of the binding profile with a Gaussian function yielded
a width of reff = 6 nm. This value reflects the dynamic reach of the antibody on the
tip. Apparently, antigenic sites are detected within 6 nm apart from the center of the
AFM tip. The antibody on the tip can diffuse and orient within a half-sphere of a 6-nm
radius, provided by the flexible 8-nm-long PEG cross-linker by which the antibody
was tethered to the tip. The design of the antibody AFM tip sensor appears apt for a
microscopy capable of imaging surface topography and distribution of recognition sites
on the single-molecule level simultaneously (Hinterdorfer et al., 1996, 1998).

Simultaneous information on topography and forces was recently obtained by lateral
force mapping, i.e., performing an approach–retract cycle in every pixel of the image, on a
micrometer-size streptavidin pattern with a biotinylated AFM tip (Ludwig et al., 1997).
With a similar configuration height and adhesion force, images were simultaneously
obtained with resolution approaching the single-molecule level (Willemsen et al., 1998).
The strategies of force mapping, however, either lack high lateral resolution (Ludwig
et al., 1997) and/or are much slower in data acquisition (Hinterdorfer et al., 1996, 1998;
Willemsen et al., 1998) than topography images, since the frequency of the retract–
approach cycles performed in every pixel is limited by hydrodynamic forces in the
aqueous solution. In addition, obtaining the force image requires the ligand to be disrupted
from the receptor in each retract–approach cycle. For this, the z amplitude of the retract
approach cycle must be at least 50 nm, and therefore the ligand on the tip is without
access to the receptor on the surface for most of the time during the experiment.

B. Dynamic Recognition Force Microscopy

An imaging method for the mapping of antigenic sites on the surface was recently
developed (Raab et al., 1999) by combining molecular recognition (Hinterdorfer et al.,
1996) with dynamic force microscopy (DFM) (Han et al., 1996, 1997). This technique
provides very gentle tip–surface interactions and the specific interaction of the antibody
on the tip with the antigen on the surface can be used to localize antigenic sites, thus
recording recognition images. The magnetically coated tip was oscillated by an alternat-
ing magnetic field at an amplitude of 5 nm while being scanned along the surface. Since
the tether has a length of 6 nm, the antibody on the tip always has a chance of recognition
when passing an antigenic site which increases the binding probability enormously.

Antibody–antigen recognition was monitored by the reduction of the oscillation am-
plitude yielding a lateral resolution of 3 nm. Since the oscillation frequency is more than
one hundred times faster than typical frequencies in conventional force mapping, the
data acquisition rate is much higher. A recognition image of 500 nm size with a 1-nm
pixellation can be obtained in a few minutes which is comparable to measuring times for
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normal topography images. With this methodology, topography and recognition images
can be obtained at the same time and distinct receptor sites in the recognition image can
be assigned to structures from the topography image (Raab et al., 1999).

Half-antibodies were used to provide a monovalent ligand on the tip. The antigen,
lysozyme, was tightly adsorbed to mica under conditions that yielded a low surface
coverage (for details, see Raab et al., 1999). A topographical image of this preparation
was first recorded in buffer using a bare AFM tip as a control (Fig. 9c). Single lysozyme
molecules were clearly resolved (Fig. 9c). A cross-section analysis (Fig. 9d, profile in
black) reveals that the molecules appear to be 8 to 12 nm in diameter and 2.0 to 2.5 nm
in height.

Imaging with a half-antibody tethered to the tip under conditions identical to those
used to obtain the topographical image gave strikingly different images (Fig. 9e), which
differed significantly in both height and diameter compared to the topographical image
(Fig. 9c). Cross-section analysis (Fig. 9d, trace in red) reveals a height of 3.0 to 3.5 nm
and a diameter of 20 to 25 nm. Profiles obtained from the recognition image appear at
least 1 nm higher and 10 nm broader than profiles from the topographical image.

The antibody–antigen recognition process during imaging is depicted in Fig. 9b. Ap-
proaching the antigen in a lateral scan from the left, the antibody on the tip binds to the
antigen about 10 nm before the tip end is above the antigenic site (Fig. 9b, left tip), due
to the flexible tethering provided by the crosslinker. In the bound state, the z oscilla-
tion of the cantilever is additionally reduced by the attractive force of the crosslinker–
antibody–antigen connection which is acting as a nonlinear spring. Since the AFM detects
the z projection of the force, the amount of the attractive force measured increases when
the tip moves further to the right and reaches its maximum just above the position of the
antigenic site (Fig. 9b, tip in middle).

This amplitude reduction leads to an increasing tip–surface separation induced by the
feedback loop of the AFM. Upon further tip movement to the right the z component of
the attractive force decreases again resulting in a decreasing tip–surface separation. At
lateral distances comparable to the length of the antibody–crosslinker connection the
antibody on the tip dissociates from the antibody on the surface and the attractive force
goes to zero.

The diameter of cross-section profiles obtained from the recognition image (Fig. 9d,
red trace) corresponds to about twice the length of the crosslinker (6 nm) plus antibody
(6 nm). Increased heights detected in comparison to profiles of the topographical image
(Fig. 9d, black trace) reflect the amplitude reduction owing to antibody–antigen recogni-
tion. Cross-section profiles of the recognition image as shown in Fig. 1d (red trace) were
fitted with a truncated power law function. Maxima of the profiles indicate the position
of the antigenic site. The accuracy of maximum determination which in turn reflects
the positional accuracy of determining the position of the antigenic site was 3 nm. The
specific nature of the antibody–antigen interaction was tested by injecting free antibody
into the liquid cell so as to block the antigenic sites on the surface, and subsequent images
showed a reduction of apparent height (Fig. 9f).

The described methodology (Raab et al., 1999) is applicable with any ligand, and
therefore it should prove possible to recognize many types of proteins or protein layers
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Fig. 9 (a) AFM tip–lysozyme interaction during topography imaging. The red line indicates the height
profile obtained from a single lysozyme molecule (shown in green) with the AFM using a bare tip. (b) AFM
tip–lysozyme interaction during recognition imaging. Half-antibodies (shown in red) are bound to the AFM
tip via a flexible tether ( jagged line) for the recognition of lysozyme (shown in green) on the surface. Imaging
results in a height profile as indicated (red line). (c) Topography image. Single lysozyme molecules can be
clearly resolved. Sometimes small lysozyme aggregates are observed. Image size was 500 nm. False color
bar for heights from 0 (dark) to 5 (bright) nm. (d) Height profiles. Cross-section profiles of single lysozyme
molecules obtained from the topography (black line) and the recognition (red line) image. (e) Recognition
image. The bright dots represent recognition profiles of single lysozyme molecules. Imaging was performed
using an AFM tip carrying one half-antibody with access to the antigens on the surface. Conditions were exactly
the same as those in (c). (f) Block image. The image was obtained under the same conditions as those in the
recognition image (e) in the presence of free antibody in solution. Recognition is blocked as apparent from the
lack of recognition profiles. Reproduced with permission from Raab, A., Han, W., Badt, D., Smith-Gill, S. J.,
Lindsay, S. M., Schindler, H., and Hinterdorfer, P. (1999). Antibody recognition imaging by force microscopy.
Nature Biotechnol. 17, 902–905. (See Color Plate.)
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and carry out epitope mapping on a nanometer scale. The gentle interaction inherent
in magnetically excited dynamic force microscopy should permit an extension of the
technique to soft cellular surfaces where dynamic processes may be mapped over time
scales from seconds to hours.
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Schmidt, Th., Schütz, G. J., Baumgartner, W., Gruber, H. J., and Schindler, H. (1996). Imaging of single
molecule diffusion. Proc. Natl. Acad. Sci. U.S.A. 93, 2926–2929.

Schmitt, L., Ludwig, M., Gaub, H. E., and Tampe, R. (2000). A metal-chelating microscopy tip as a new
toolbox for single-molecule experiments by atomic force microscopy. Biophys. J. 78, 3275–3285.
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I. Introduction

Atomic force microscopy (AFM) is a well-established technique used to both image
the topography of rigid samples such as semiconductors and measure molecular bind-
ing forces in the piconewton range (e.g., biotin–avidin, unfolding of titin). Though this
technique has already been used in many biological applications (e.g., elasticity measure-
ments), only a few physiologists have attached high importance to the AFM. Scientists
doing hearing research are particularly interested in properties of mechanically activated
ion channels of sensory cells in the inner ear. For such investigations, AFM combined
with conventional physiological methods provides new experimental perspectives. Here,
a combination of an AFM and a patch-clamp setup is reported demonstrating the pos-
sibility of measuring the force exerted to individual stereocilia of sensory hair cells in
the inner ear and the current of the transduction channel simultaneously. Examples are
presented exposing the capabilities of this instrument to study the functional proper-
ties of sensory hair bundles in the mammalian cochlea. AFM works in vaccum, air, or
liquid. The possibility to use AFM in liquid provides a new perspective for studies on
living cells under physiological conditions. Applications in cell biology focus on the
mechanical properties of subcellular structures such as either the elastic properties of
the cytoskeleton (Rotsch and Radmacher, 2000) or the elasticity of secretory granules
(Parpura and Fernandez, 1996). Besides pure mechanics, AFM may have also a role in
methodological strategies to study the chemical and electrical properties of molecules
involved in signal transduction of cells. One approach to examine the specific force inter-
action between single molecules was to measure the unbinding forces between a ligand
molecule (e.g., avidin) attached to an AFM tip and a receptor molecule (e.g., biotin)
attached to a substrate (Florin et al., 1994). Recently, the possibility of measuring the
structural properties of single molecules anchored in membrane patches was reported
(Oesterhelt et al., 2000). Here we present the possibility of using the AFM in combina-
tion with a patch clamp as a tool for the examination of the mechanics and the electrical
response of cochlear hair cells of the rat. Hair cells are mechanosensory cells in the inner
ear responsible for one of the major processes of hearing: the transduction of sound into
an electrical signal. A receptive organelle (hair bundle) composed of parallel arranged fil-
amentous structures–the stereocilia—is located on top of these cells. Hair bundles of rats
consist of two to three rows of parallel arranged stereocilia showing different length for
the different rows while stereocilia within a row are roughly of the same height. The hair
bundle is the antenna for mechanical stimuli. Incoming sound deflects this hair bundle,
thereby opening mechanosensitive transduction channels located in the lipid membrane
of stereocilia (Gillespie, 1995; Markin and Hudspeth, 1995). The molecular structure of
the transduction channel and the exact process of transduction channel gating are still
unknown. It is supposed that the transduction channel is opened by directly pulling
at the so-called tip links connecting adjacent stereocilia of a taller and a shorter row
(Pickles et al., 1984). Additionally, it was found by scanning electron microscopy (SEM)
that fine filaments—the so-called side links—connect stereocilia of the same row. We
decided to use AFM as a local stimulator to measure and exert very small forces to indi-
vidual stereocilia. Besides examining the pure mechanical properties of stereocilia and
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transduction channels, it is important to concurrently examine the electrical response of
the hair cell. The combination of AFM with other techniques of molecular physiology
such as patch clamp (Sakmann and Neher, 1995) might be useful to gain access to the
electrical phenomena of transduction channel gating. Patch clamp allows one to both
measure the membrane potential of living cells, the current mediated by ion channels
embedded in the lipid membrane of cells and to study the kinetics of ion channel gat-
ing. A first approach combining AFM and patch clamp was reported by Hörber et al.
(1995). In these experiments, a patch pipette was attached to a piezo-electric tube scan-
ner. Inside-out and outside-out membrane patches were pulled from Xenopus oocytes to
allow the scanning of the membrane surface. The idea was to simultaneously measure
the topography of the membrane surface with the AFM cantilever and control the mem-
brane potential. However, it was difficult to achieve high spatial resolution with AFM
on that area of the membrane surface which was not in direct contact with the pipette
glass. Nevertheless, the combination of AFM and patch clamp has been presented as
a promising technology for studying mechanical gating of transduction channels in the
inner ear (Langer et al., 2000). We present an experimental setup which allows one to
simultaneously exert a force to the mechanosensory hair bundles with an AFM tip and
measure the electrical response by patch clamp. We took advantage of the capability
of AFM to locally apply very small forces (approximately 10 pN) to individual stere-
ocilia. Additionally, the imaging faculty of AFM helps to perform reproducible elasticity
measurements at localized stereocilia within a stereociliary bundle while measuring the
electrical response of the cell in the whole cell-recording mode. The capability to de-
tect the opening and closing of a single transduction channel strongly depends on the
mechanical interaction between adjacent stereocilia. Different experimental strategies
are presented demonstrating how AFM and patch clamp were applied to cochlear hair
bundles and single stereocilia. However, hair cells are not the only samples of interest
for simultaneous application of AFM and patch clamp. Other possibilities and further
experiments will be discussed.

II. Morphology and Function of Cochlear Hair Cells

A. The Cochlea

This section gives a highly condensed survey of experimental findings on cochlear
mechanics and physiology. The cochlea is the organ of hearing of the mammalian inner
ear transducing sound into an electrical signal. The spiral structure is a characteristic
feature of the mammalian inner ear and consists of three separate spaces filled with
liquid: the scala vestibuli, the scala media, and the scala tympani. Scala vestibuli and
scala tympani contain perilymph (high Na+ and low K+ concentrations), and the scala
media is filled with endolymph (high K+ and low Na+ concentrations). The scala media
reveals a triangular-shaped cross section imbedding the organ of Corti (Fig. 1). Hair
cells are an essential part of the organ of Corti. The organ is located on the top of
the basilar membrane showing a characteristic vibration pattern when being stimulated
by incoming sound. Incoming sound generates a traveling wave propagating along the
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Fig. 1 Light microscopic image of a cross section of the organ of Corti. 1, Hensen cells; 2, outer border cell;
3–5, outer hair cells of different rows; 6, inner hair cell; 7, tectorial membrane; 8, inner sulcus cell; 9, basilar
membrane; 10, Deiters cell; 11, outer pillar cell; 12, inner pillar cell. Naturally, the tectorial membrane (7)
touches the tallest stereocilia of outer hair cells (3, 4, 5). However, this preparation shows the tectorial membrane
removed from the hair bundles, which is an artifact caused during processing for the light microscope.

basilar membrane. For each frequency the membrane exhibits a characteristic vibration
pattern with a sharp peak. The position of these peaks strongly depends on the frequency.
The performance of the cochlea is equivalent to a Fourier transformation (Von Békésy,
1960). The organ of Corti contains two types of sensory cells: one row of inner hair
cells (IHC) and three rows of outer hair cells (OHC) (Fig. 2A). A receptive organelle,
composed of so-called stereocilia, is located on top of these cells. The stereocilia differ
in length at different positions along the mammalian cochlea reflecting the influence
of frequency and are organized in specific patterns, depending on the function of the
particular cell population (Furness et al., 1989; Furness and Hackney, 1985; Russell and
Richardson, 1987; Lim, 1986; Zine and Romand, 1996). IHC and OHC differ in their
morphologic appearance. Hair bundles of IHC consist of two to three straight or slightly
curved rows of parallel arranged stereocilia, whereas stereociliary bundles of OHC show
a typical V- or W-like pattern (Fig. 2A). Stereocilia are organized in a characteristic
manner with respect to their height. The cilia within a single row are the same height,
whereas stereocilia of different rows are graded in height, the most within the outer row
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Fig. 2 SEM images of outer and inner hair cells of the organ of Corti obtained from neonatal rats. Before
preparation for the SEM, organs were incubated for 1 day in culture medium and for about 2 h in standard
extracellular medium during AFM investigation. (A) Arrangement of inner and outer hair bundles 4 days after
birth. Stereocilia of OHC are arranged in a V- or W-shape-like pattern (upper three rows) while those of IHC
show a more linear shape (labeled as IHC). With proceeding maturation stereocilia of IHC bundles will arrange
in lines. (B) IHC bundle of a 3-day-old rat crosslinked by side links (white arrows) and tip links (black arrow).
The bundle consists of one row of taller stereocilia and a second row of shorter stereocilia. Smaller filaments
at the bottom correspond to microvilli disappearing with increasing age.

being the tallest. Adjacent stereocilia of a hair bundle are connected to one another with
fine filaments called links (Fig. 2B). Depending on their geometric arrangement, fila-
ments are divided into two classes: the side links and the tip links (Pickles et al., 1984).
In a great number of experiments (Zhao et al., 1996; Marquis and Hudspeth, 1997) it
was shown that presence and orientation of links are directly related to the sensory func-
tion of hair cells. The tip links, connecting the tips of shorter stereocilia to the lateral
wall of adjacent taller stereocilia, are supposed to work like an elastic spring pulling
directly at the mechanosensory transduction channels. A force exerted along the major
axis of the stereociliary bundle toward the tallest row of stereocilia (excitatory direction)
results in a relative displacement between neighboring taller and shorter stereocilia. Tip
links are stretched, thereby opening the transduction channels allowing different types
of cations such as Ca2+ and K+ to enter the cell through the membrane of its apical
surface (Hudspeth and Corey, 1977; Howard et al., 1988). A displacement of stereocilia
in the opposite direction (inhibitory direction) slackens the tip links. Those transduction
channels still open at the resting position are closed. The transduction channels were
found to be located in the apical region of stereocilia (Jaramillo and Hudspeth, 1991;
Denk et al., 1995). The second population of links, the side links, laterally connect the
stereocilia of the same row (Fig. 2B). The function of these links is not well understood
yet, but up to now they are thought to tightly connect the entire hair bundle (Howard
and Ashmore, 1986). The cytoskeleton of stereocilia consists of a dense arrangement
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of parallel oriented actin filaments, called the cuticular plate, forming a core and a root
embedded in a platform made of actin on top of the cell (Tilney and Tilney, 1986). At the
base, the number of actin filaments is reduced from a few hundred to about a dozen form-
ing a point of flexing. The actin filaments are crosslinked by smaller filaments, probably
fimbrin, preventing bending of stereocilia along their length. This construction allows
stereocilia to flex around their pivot point located at the bottom where actin filaments
penetrate the cuticular plate. A fibrous layer, called the tectorial membrane, overlies the
organ of Corti. The tips of the tallest stereocilia of the OHC but not of the IHC touch the
bottom side of the tectorial membrane. The origin of stereocilia displacement is a rela-
tive displacement between the basilar and the tectorial membrane forming together with
the hair cells a layered or sheet-like structure. Bending of the stereocilia results in stretch-
ing the tip links and opening of the transduction channel allowing an influx of cations into
the hair cell (Gillespie, 1995; Markin and Hudspeth, 1995). The ultrastructure of sensory
hair bundles of the mammalian inner ear has been extensively studied by scanning and
transmission electron microscopy (SEM and TEM) (Pickles et al., 1984; Lenoir et al.,
1987; Russell and Richardson, 1987). These methods are restricted to fixed and dehy-
drated specimens, however. Structural details of living hair cells have been visualized
by light microscopy with a limited spatial resolution due to the limitation of the optical
system. Investigation of hair cells with atomic force microscopy (AFM) seems attractive
since this method may combine three advantages: the high spatial resolution of scanning
probe microscopy (Binnig et al., 1986), the possibility to work under physiological con-
ditions (Hörber et al., 1992), and the opportunity to record mechanical properties of the
structures being imaged (Hoh and Schoenenberger, 1994). AFM has already been used
for simultaneous imaging and elasticity measurements on living cells under physiologi-
cal conditions (Hörber et al., 1992; Hoh and Schoenenberger, 1994; Shroff et al., 1995;
Radmacher et al., 1996). Therefore, it seems to be an appropriate technique for studying
the mechanical characteristics of the hair bundle under physiological conditions.

B. Preparation

Organs of Corti were isolated from 4-day-old rats (Wistar, Interfauna, Germany)
according to the methods used by Sobkowicz et al. (1975) and by Russell and Richardson
(1987) for mice. They were cut into three segments (basal, medial, apical) and placed
with the basilar membrane onto Cell-TAK-coated glass coverslips with a diameter of
10 mm. The sample was transferred into Ø 35-mm Falcon dishes filled with 3 ml culture
medium MEM D-VAL with 10% heat-inactivated FCS and 10 mM Hepes buffer, (pH 7.2)
supplemented at 37◦C and 5% CO2. Using this preparation, hair bundles are oriented
perpendicular to the surface of the supporting glass coverslip. For experiments, specimens
were transferred from the incubator to a specimen chamber. Cochlear cultures were
bathed at room temperature (22◦C) in a solution containing (millimolar concentrations)
144 NaCl, 0.7 NaH2PO4, 5.8 KCl, 1.3 CaCl2, 0.9 MgCl2, 5.6 D-glucose, 10 Hepes–
NaOH, pH 7.4, osmolarity 304 mOsmol. The solution was exchanged before and after
investigation using a conventional gravity-driven perfusion system to keep cells in good
condition. At 4 to 6 days after birth the tectorial membrane of rats is already partially
developed. In some preparations, the tectorial membrane directly touched the hair bundles
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of OHC. To guarantee free access of the AFM tip to the hair bundles, the tectorial
membrane was removed with a cleaning pipette under the light microscope. Cultures
were investigated for a maximum of 2 h.

III. AFM Technology

A. Short Introduction to AFM

The theories of AFM, the technological aspects, imaging techniques, and applications,
have already been the topic of numerous publications (e.g., Meyer, 1992). Therefore,
only the aspects necessary for understanding the contents of this chapter, not aspects
just briefly described in other publications, will be discussed. The AFM experiments
described here concentrate on force spectroscopy at the extracellular surface of hair
cells. The capability of imaging is only used for correlation of force and position of the
sensor tip on the specimen. As described by Binnig et al. (1986), AFM locally measures
the force between a small tip and the specimen surface using a free-moving cantilever
with the force constant kL. Scanning the cantilever line for line across the sample while
the tip interacts with the surface, we can obtain an image of the sample topography.
The vertical deflection of the cantilever can be assigned to each point of the object. The
AFM tip is scanned with a piezo-electric tube. The outer electrode is segmented into
eight commensurate electrodes electrically connected in a way that the walls at the end
of the piezo-electric tube remain perpendicular to the direction of motion (Siegel et al.,
1995). The AFM tip consequently moves on a plane surface in contrast to piezo-electric
tube scanners with only four outer electrodes scanning on a curved surface. Typically
the scan range was between 1 and 8 μm. The force F exerted to the sample depends on
the vertical cantilever deflection 
z and the force constant kL as follows:

F = kL · 
z. [1]

Typical force constants of commercially available cantilevers vary from 10−3 to 102 N/m.
Different methods for detection of the cantilever deflection such as heterodyne interfero-
meters (Martin et al., 1987), capacitive detection (Neubauer et al., 1990; Göddenhenrich
et al., 1990; Miller et al., 1990), and tunneling current detection (Binnig et al., 1986)
have been reported. In our instrument, the most common detection method was used:
the optical lever method (Meyer and Amer, 1988, Alexander et al., 1989). The light of
a laser diode is focused on the gold-coated surface of the AFM cantilever. The reflected
light is detected on a position-sensitive four-segmented photo-diode. Deflection of the
cantilever beam results in displacement of the laser spot on the photo-diode. The dif-
ference in intensity between the pairs of upper and lower segments encodes the vertical
cantilever deflection. Torsional forces are detected subtracting the intensity at the left
pair of segments from the intensity detected at the right pair of segments. AFM pro-
vides a wide range of microscopic techniques, which allow the measurement of different
surface and material properties. These techniques can briefly be classified into two dif-
ferent operation modes: the contact and noncontact mode. Both principles, discussing
the measurement of a force versus distance curve, can easily be explained (F versus d).
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Fig. 3 Principle of force versus distance measurements. The deflection 
z of the cantilever beam is recorded
versus elongation of the piezo-electric scanner vertically moving the sample. The force corresponds to the
product of cantilever deflection and force constant. Before examination the sample is fully retracted, not
interacting with the AFM cantilever (inset: free-moving cantilever). As the scanner extends (arrows), the tip
and sample surface attract each other (position z1) and the cantilever starts to bend downward. This attraction
decreases with increasing scanner position. The force goes to zero (equilibrium between attractive and repulsive
forces, piezo position 0). As the scanner continues to extend the total force becomes positive (inset: repulsive
forces). At the maximum of the curve the scanner stops and retracts. With increasing contraction of the piezo-
electric scanner (dashed lines with arrowhead) the cantilever follows this motion beyond zero position and
loses contact at position z2. At this point the tension of the cantilever beam exceeds the attractive forces (see
inset), thereby losing contact with the sample surface.

A F versus d is a plot of the deflection of the cantilever versus the extension of the
piezo-electric scanner (Fig. 3). On the left side of the curve, the scanner is fully retracted
and the cantilever is in its resting position since the tip does not touch the sample. As
the scanner moves, the cantilever remains undeflected until it comes close enough to the
sample surface. As the atoms of tip and surface are gradually brought together, they first
weakly attract each other. This attraction increases until the atoms are so close together
that their electron clouds begin to repel each other electrostatically (position z1). This
electrostatic repulsion progressively weakens the attractive force as the interatomic sep-
aration continues to decrease. The force approaches zero when the distance between the
atoms reaches a couple of angstroms, about the length of a chemical bond (position 0).
As the scanner continues to extend, the total van der Waals force becomes positive
(repulsive), and the atoms are in contact. This situation corresponds to the contact mode.
For the noncontact mode AFM measurements have to be performed in the attractive
regime (position z1).

B. Principle of Hair Cell Measurements

Normally, force versus distance curves are recorded perpendicular to the sample sup-
port. In our experiments the cantilever scans in constant height exerting a horizontal
force to the mechanosensory structures of outer hair cells. The applied force results in a
horizontal displacement of the stereocilia along the axis of symmetry of V-shaped hair
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bundles. This kind of measurement (Fig. 4A) corresponds to a force versus distance
curve performed in the horizontal direction. The feedback electronics normally keeping
the measured force at a constant level was switched off during investigation. Every data
point in an AFM image represents a spatial convolution (in the general sense, not in the
sense of Fourier analysis) of the shape of the tip and the shape of the feature imaged.
For most imaging applications this convolution leads to unwanted artifacts. In our mea-
surements, we took advantage of the convolution of AFM tip and rod-like stereocilia
geometry permitting us to calculate the stiffness of stereocilia. The van der Waals force
curve (Fig. 3) represents just one contribution to the cantilever deflection. Local varia-
tions in the form of the F versus d curve indicate variations in the local elastic properties.
These local variations in the slope of F versus d were used as a measure for the elasticity
of the investigated sample. Langer et al. (2000) showed for stereocilia that a steep slope
of the force curve indicates a high stiffness of the sample, while a shallow slope indicates
a soft sample. For examination, the AFM tip was adapted to the axis of symmetry of
the stereociliary bundles of OHC rotating the specimen chamber. A certain hair bundle
was visually selected in the light microscope and directly positioned below the AFM tip
adjusting the specimen stage. For the vertical fine approach, the specimen chamber was
elevated with the help of a piezo-electric stack while scanning the cantilever tip (scan
range: 4.5 μm). The approach is stopped as soon as stereocilia of the OHC cause signif-
icant deflection of the AFM cantilever (about 20 to 50 nm). For stiffness measurements,
the AFM tip successively scans each stereocilium within a hair bundle (Fig. 4A). Only
the tallest stereocilia of the hair bundle are touched with the frontal lateral face of the
pyramidal tip and deflected in excitatory and inhibitory directions (Langer et al., 2000).

Fig. 4 Principle of stereocilia examination by AFM. (A) The AFM tip scans with the feedback electronics
switched off across the hair bundle, thereby deflecting a stereocilium of the tallest row of stereocilia (see dashes
stereocilium). Relative displacement between this taller and the adjacent shorter stereocilium (smaller dashes
stereocilium) results in a strain of the connecting tip link possibly pulling at a transduction channel. Interaction
with the stereocilium results in vertical deflection of the AFM cantilever beam indicated as a broken line for
the excitatory scan direction (arrow). (B) Representative example of an AFM curve. The vertical deflection of
the AFM cantilever was recorded versus time while scanning an individual stereocilium. The scan frequency
was set to 2 Hz. The peak represents a force interaction between AFM tip and stereocilium (between 1700 and
2250 nm).
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Figure 4B shows a typical example of an AFM trace. The ordinate displays the vertical
deflection of the AFM cantilever while scanning an individual stereocilium. An increase
in stiffness as a result, for example, of chemical fixation (Fig. 6 in Langer et al., 2000)
leads to an increase in the positive slope of the force curve. This increase in slope reflects
that for the same horizontal force FL exerted by an AFM tip, a stiff stereocilium does
not horizontally move as much as a soft stereocilium. Assuming that friction is very low,
FL can be calculated from the measured vertical deflection “a” (Fig. 4B) using

FL = FN · tan α = kCant · a · tan α, [2]

where α is the angle between the lateral face of the pyramidal-shaped AFM tip and the
scan direction, “a” is the vertical deflection of the cantilever beam, and kCant is the force
constant of the AFM cantilever.

It was shown (Langer et al., 2001) that the lateral force constant kL of a stereocilium
is given by

kL = FL/(c − (a/ tan α)), [3]

where c is the distance the AFM tip moves from the first point of contact to the point
where the AFM cantilever reaches deflection “a”. The denominator in Eq. [3] corre-
sponds to the horizontal displacement of the tip of the stereocilium. Using the horizontal
deflection method described earlier, it is essential to know the angle α between the lateral
face of the AFM tip and the scan plane. Therefore, pyramidal-shaped Si3N4 tips with a
well-defined tip angle of 70◦ were used. For calculation of the force constant the scan
line with maximum peak amplitude was chosen. At this particular scan line the AFM
tip is in contact with the center of the stereocilium. Contaminants and lubricants may
affect our measurements by inducing adhesion and friction forces that distort the stiff-
ness measurements. Such adhesive and friction forces were detected using a horizontal
modulation technique.

The investigated hair bundles were scanned adding a sinusoidal modulation signal
(peak-to-peak amplitude: 100 nm; frequency: 98 Hz) to the fast scan signal of the piezo-
electric tube scanner of the AFM. This results in an additional horizontal forward and
backward movement of the AFM tip at higher frequency. When being in contact with
a stereocilium, this technique (Göddenhenrich et al., 1994) allows the detection of fric-
tional and attractive forces. For negligible friction, the AFM tip slides up and down
on identical paths while scanning the tip forward and backward at this fast modulation
frequency. If frictional forces acting between AFM tip and sample surface increase, the
cantilever moves on small loops indicating a speed- and direction-dependent interaction
between tip and sample.

C. Basic Requirements for an AFM/Patch-Clamp Setup

Section II reported the unique features of hair cells. Not even their functional prop-
erties, as the possibility to transform a mechanical into an electrical signal, mani-
fest not only their extraordinary characteristics but also their high degree of structural
organization within the organ of Corti. The orientation of hair bundles of isolated hair
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cells may vary in a wide range when being attached to a supporting glass coverslip,
thereby complicating the detection of the hair bundle orientation in the light microscope
and access with the AFM tip. In contrast, cultures of the organ of Corti offer a nice
way to hold hair cells in upright position. Accordingly, the instrument used to study
the mechanical properties of hair bundles must support the identification of individual
hair bundles of about 4 to 5 μm in width within the whole organ of Corti (diameter:
about 300 μm). The identification exclusively by AFM at big scan ranges is insufficient.
Contact between the AFM tip and the microvilli, situated between the hair cells (see
Fig. 2A), promptly results in adsorption of contaminants at the tip surface. Accordingly,
both proper selection of individual hair bundles under light microscopic control and
precise adjustment of the AFM tip above the selected bundle are inevitable. The exami-
nation of stereocilia stiffness and gating of the transduction channel require acquisition
of all physical values such as force and current as a function of time. In contrast to
most commercial AFM instruments, our setup is able to record the correlation in time
of all recorded signals and not only the spatial position of the AFM tip. Therefore,
the AFM/patch-clamp hardware was combined with data acquisition hardware allowing
the simultaneous generation of up to four stimulation patterns such as the scan signal
for AFM and time-correlated acquisition of data such as the transduction current. For
maximum flexibility, the data acquisition software provides the possibility of generating
user-defined stimulation patterns.

D. AFM Setup

Attachment of the organ of Corti with the basilar membrane to the supporting glass
coverslip results in orientation of hair cell bodies and stereocilia perpendicular to the
specimen support. The identification of stereociliary bundles requires high optical res-
olution in both vertical and horizontal directions. Stereocilia are about 1.5 to 3.0 μm
in length (postnatal rat; age: 3 days) located on top of a 40- to 50-μm-thick cell layer.
To allow stable patch-clamp measurements simultaneously to AFM scans, as soon as
the microelectrode has sealed to the lipid membrane of a hair cell, we must prevent
relative movement between the cell body and the pipette. Therefore, the AFM tip,
rather than the sample, is scanned. Figure 5 shows the three major units of the instru-
ment: optical microscope, AFM, and patch-clamp device. The whole setup is mounted
on a regulated air-damped table isolating mechanical vibrations at low frequencies
(15–100 Hz). An upright optical microscope is mounted on a custom-made xy-translation
stage allowing two-dimensional horizontal adjustment. This translation stage provides
an independent positioning of the objective with respect to the separately mounted AFM
cantilever and the patch-clamp pipette. Optical imaging is done using a water immersion
objective (40×/0.75, Achroplan, Zeiss) with a working distance of 1.92 mm. The outside
is coated with a nonconductive material allowing electrical recordings at low noise.
Mechanical noise of the experimental setup was reduced by mounting AFM and the
patch-clamp head stage on a separate platform. For additional higher mechanical
stability eyepiece and CCD-camera were separated from the optical microscope. Cells
were investigated in a liquid chamber filled with physiological solution. A micrometer
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Fig. 5 Mechanical components of the experimental setup. It consists of three major units: the optical
microscope, the AFM, and the patch-clamp head stage. 1, xyz-translation device allowing precise positioning
of the AFM sensor; 2, electrically shielded piezoelectric tube scanner of the AFM equipped with a cantilever
holder made of titanium; 3, patch-clamp headstage mounted on a xyz-translation device; 4, microelectrode
holder; 5, halogen light source illuminating the sample from below. The liquid chamber includes a piezo-
electric actuator allowing fine approach of the sample to the AFM tip.

screw-driven xy translation device allows horizontal displacement of the specimen
chamber in two dimensions. The chamber is additionally adjustable in a vertical direction
using a piezo-electric stack providing a resolution of better than 1 nm and a maxi-
mum vertical displacement of 20 μm. The patch-clamp setup, the object chamber, and
the AFM head are fixed on a separate support, at a height of 190 mm, made of alu-
minum with a 20-mm-thick U-shaped steel plate on top to prevent mechanical vibrations.
The AFM cantilever is mounted on a piezo-electric tube scanner introduced by Binnig
and Smith (1986). The maximum horizontal scan size at maximum driving voltage of
±160 V is 6.5 μm. The maximum elongation is 3.7 μm in the z direction. The AFM
cantilever is attached to the end of a rigid titanium beam, which is small enough to po-
sition the cantilever between objective and specimen. In the coarse approach, the whole
scanning unit is adjustable in the horizontal plane and vertical direction by a xy- and
z-translation stage. The light microscope (Axioskop FS I, Zeiss) uses infrared differential
interference contrast (DIC) and a water immersion objective providing information from
a thin optical plane of the organ of Corti. The combination of an AFM with such optics
is essential for the precise vertical approach of the AFM tip to the top of hair bundles
of postnatal rats. Due to the limited working distance between objective and speci-
men, bending of the AFM cantilever had to be detected through the objective (Langer
et al., 1997). Detection from below through the condenser of the optical microscope was
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critical because the laser beam would have to penetrate the optically quite inhomoge-
neous cell tissue. Moreover, it was necessary to use a collimated instead of a focused
laser beam for detection of the AFM cantilever deflection. A collimated laser beam ex-
clusively allows detection of changes in angle rather than in linear movements of the
cantilever. Movement of the cantilever along the optical axis of the collimated laser beam
does not affect the electrical signal of the photodiode. The reflected beam propagates the
same way back to the AFM detector. Only a deflection of the AFM cantilever results in
an off-axis angle of the reflected beam shifting the laser spot on the photodiode. Never-
theless, AFM cantilevers had to be controlled in the light microscope for contaminants
potentially causing changes in the detector signal.

E. Patch-Clamp Setup

The patch-clamp technique is an electrophysiological method that allows the recording
of whole-cell or single-channel currents flowing across biological membranes through
ion channels. Using patch clamp we have the possibility to control and manipulate the
voltage (voltage clamp) of membrane patches or whole cells such as hair cells. The basic
approach to measuring small ionic currents in the picoampere range as the transduction
currents in hair cells requires a low-noise-recording technique combined with a precise
mechanical positioning of the patch-clamp microelectrode. This paragraph concentrates
on the AFM-specific requirements for a patch-clamp setup. For a detailed and general
description of the patch-clamp technology, see, e.g., Sakmann and Neher (1995). The
electrical connection between microelectrode and preamplifier headstage is kept as small
as possible keeping the noise at a low level. Patch-clamp experiments require a precise
and drift-free control of the movement of the microelectrode. Therefore, the head stage
is attached to the top of a three-dimensional micrometer screw-driven translation stage
with a spatial resolution of about 1 μm in each direction. For vertical fine position-
ing of the patch pipette, the same piezo-electric device as that used for the specimen
chamber was implemented into this translation stage. Thus, the vertical movement of the
patch pipette and the investigated specimen are synchronized. A Faraday cage made of a
metal grate shielding the microelectrode from electrical noise surrounds the whole setup.
The piezo-electric tube scanner of the AFM is separately shielded preventing electro-
magnetic cross-talk between scanner and patch-clamp microelectrode. In voltage-clamp
experiments the voltage across the membrane is measured with respect to a bath elec-
trode. Unfortunately, the AFM cantilever holder consists of metal (titanium) which in
principle could lead to interfering potentials between the bath electrode and the AFM
holder. Therefore, the AFM holder and the bath electrode were electrically connected
with a small cable. Supporting cells surrounding the outer hair cells had to be removed
using a big cleaning pipette (diameter: 10–15 μm) allowing free access to the cell bodies
with the patch-clamp microelectrode. Cleaning pipettes were fabricated of Ø 2 mm
borosilicate glass and mounted on a hydraulic-driven three-axis manipulator providing
an adjustment range of 10 × 10 × 10 mm. Patch-clamp pipettes were fabricated of Ø
1-mm quartz glass using a laser-based puller. Stimulating voltage steps and intracellular
DC potentials were generated using custom-made software.
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IV. Applications

Although hair bundles and their cross-links have been extensively examined by SEM
and TEM many questions about their function remain unanswered. Filamentous links
were identified in SEM and TEM, but their elastic and functional properties have not yet
been directly measured. Local AFM measurements at individual stereocilia are presented
providing information on the mechanical properties of side links and their possible func-
tion for hearing. For the further understanding of the mechanoelectrical transduction of
stereociliary bundles in the inner ear, two experiments were performed. In the initial ex-
periment, we examined the force transmitted by side-to-side links connecting stereocilia
of the same row. The strength of side links determines the magnitude of displacement of
adjacent stereocilia not directly interacting with the AFM tip. Results should allow the
number of stereocilia displaced when an individual stereocilium is stimulated by AFM
to be determined. In a second set of experiments the mechanical properties of stereocilia
were correlated to the gating properties of the transduction channel.

A. Effect of Lateral Links on Hair Bundle Mechanics

Force transmission between adjacent stereocilia was examined deflecting one or two
stereocilia of a hair bundle with a fine modulating glass fiber tip (diameter: 229 ±
21 nm (mean ± SD)) while scanning the entire stereociliary bundle with the AFM tip.
The force transmitted via the side links was measured at different stereocilia detecting
the magnitude of the AFM signal at the modulation frequency with a lock-in amplifier.
Organs of Corti were rotated around their vertical axis until the direction of motion of
AFM tip and stimulator were aligned parallel to the axis of symmetry of OHC bundles.
Stimulation fibers were attached to a piezo-electric tube actuator mounted on a three-
axis translation stage tilted by 27◦. For parallel alignment of fiber and specimen support,
the fiber was appropriately angled close to the tip melting the glass capillary with a
heated wire. The fiber was coarsely placed under light microscopic control to the axis of
symmetry of the OHC bundle using the three-axis translation stage. The voltage at the
piezoelectric stack of the specimen chamber was adjusted for vertical fine positioning of
the hair bundle. For the horizontal approach of the stimulating fiber, the piezo-electric
tube was axially elongated until the fiber tip touched the top of the stereocilium. The
relative arrangement of fiber, AFM cantilever, and OHC bundle during the approach is
shown in Fig. 6A. Vertical and horizontal fine positioning of fiber and stereocilium was

Fig. 6 Approaching a glass fiber tip to the top of an individual stereocilium. (A) A fine glass fiber is coarsely
approached under the optical microscope toward the major axis of a hair bundle of an OHC. For controlling
the approach with nanometer precision, the AFM tip was successively scanned across the hair bundle and the
upper edge of the glass fiber (dashed line corresponds to recorded force curve). While scanning, the glass
fiber was horizontally moved with a piezo-electric positioning device to the top of an individual stereocilium.
(B) AFM trace displaying the interaction with a stereocilium (∗) and the upper edge of the fiber tip (∗∗) during
fine approach. The cantilever deflection is plotted versus scan size. The distance between stereocilium (∗) and
pipette (∗∗) is about 200 nm. (C) AFM trace recorded after completing the approach. The pipette (∗∗) already
touches the stereocilium (∗).
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controlled by AFM. The AFM tip scans the upper edge of the fiber tip and the top of
a stereocilium during the approach. The resulting AFM detector signal was controlled
on the computer live display (Figs. 6B and 6C). After stopping the AFM scan, the fiber
was sinusoidally modulated with 22 nm (peak-to-peak) at 357 Hz toward the major axis
of the stereociliary bundle. The AFM tip was adjusted in height until interaction with
the top of the hair bundle led to a vertical cantilever deflection of about 40 nm. Two
hundred line scans were recorded on the entire hair bundle while one to two stereocilia
were horizontally displaced with the fiber. The total scan range was 4 × 4 μm. For
calculation of the transmitted force, only line scans representing a force interaction in
the excitatory direction were taken into account. A lock-in amplifier, sensitive to signals
at 357 Hz, detects the magnitude of the AFM signal with the time constant of the low
pass filter set to 5 ms. The magnitude corresponds to the signal amplitude at 357 Hz
and does not depend on the phase between the signal and the lock-in reference signal.
The lock-in amplifier allows an accurate detection of the force signal at the frequency of
interest (357 Hz) with high signal to noise ratio. Lateral force FL was calculated for each
stereocilium of investigated hair cells from the output signal of the lock-in amplifier using
Eq. [2]. Figure 7 shows an example of an AFM line scan on a single stereocilium and the
fiber (Fig. 7A) and the corresponding magnitude of the cantilever deflection (Fig. 7B)
detected with the lock-in amplifier. For each stereocilium the maximum detected force
FL (calculated from the magnitude) was plotted versus stereocilium position (Fig. 8A). A
stereocilium or stereocilia being in direct contact with the stimulation fiber were labeled
as “0”, while adjacent stereocilia being not in direct contact with the fiber were labeled as
numbers starting from ±1. Only that half of the hair bundle was taken into account, where
the fiber was in contact with the directly stimulated stereocilium across its entire diameter
and the nearest adjacent stereocilium was completely untouched by the fiber. The exact
position of stereocilia within the stereociliary bundle and the relative position of the
stimulating glass fiber and the stereocilia were detected in the AFM image (Fig. 9). Force
interaction between stereocilia and AFM tip led to displacements of stereocilia from
0 nm to 249 ± 41 nm. The relative displacement between the stereocilium stimulated
by the glass fiber and the stereocilium displaced by the AFM tip is expected to result in
stretching of connecting lateral links. This would allow detection of forces transmitted
by lateral links at different degrees of stretching. For a better comparison of the results,
forces were normalized with respect to the corresponding maximum force detected at
the directly stimulated stereocilium (Fig. 8A). Normalized maximal forces in Fig. 8B
rapidly decrease from the directly stimulated to the first adjacent stereocilium. Stereocilia
located at positions 1 to 8 reveal only a slight decrease in relative force from 36 to 20%.
The background noise level of about 20% is due to acoustical evoked vibrations of the
AFM cantilever caused by the oscillating piezoelectric tube and liquid coupling. Absolute
forces in Fig. 8A also show a fast decline from stereocilium 0 to 1. Side links connecting
the directly stimulated stereocilium with is direct neighbor transmit only a small rate
of the maximum force. This result suggests a displacement of only adjacent stereocilia
rather than the whole hair bundle. Although it was possible to detect the relative position
of fiber tip and stereocilium during the approach, the force exerted to the stereocilium
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Fig. 7 Principle of force transmission measurement at cochlear hair bundles. A glass fiber is horizontally
modulated at 357 Hz, thereby exerting a force to an individual stereocilium. AFM measures the force transmitted
from this directly modulated stereocilium to adjacent stereocilia. (A) This trace was recorded on the modulated
stereocilium (∗) and the modulating glass fiber (∗∗). The horizontal movement of pipette and stereocilium
at 357 Hz induces the characteristic sinusoidal vibration pattern. (B) The AFM signal in (A) is detected at
357 Hz using a lock-in amplifier. This amplifier measures the magnitude of the cantilever deflection at 357 Hz
containing no phase-related information. Compared to (A) the noise level is reduced to about 1 nm. The output
signal of the lock-in amplifier directly encodes the force transmitted from the modulated to the investigated
stereocilium (∗). Reproduced from Langer, M. G., Fink, S., Koitscher, A., Rexhausen, U., Hörber, J. K. H.,
and Ruppersberg, J. P. (2001). Lateral mechanical coupling of stereocilia in cochlear hair bundles. Biophys. J.
80, 2608–2621, with permission from the Biophysical Society.
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Fig. 8 Force transmitted by side links from stereocilium 0 to adjacent stereocilia of OHC of 4-day-old rats.
Data of eight hair bundles (medial region of second and third OHC row) were pooled.(A) Absolute measured
lateral forces (FL, calculated from the magnitude as demonstrated in Fig. 7) are plotted versus stereocilium
position. Adjacent stereocilia not in direct contact with the fiber were labeled with numbers starting from 1.
Relative arrangement of fiber and hair bundle was controlled in the AFM image. The lateral force transmitted
by side links rapidly decreases from the stimulated stereocilium (0) to the nearest adjacent stereocilium (1).
In contrast, the forces measured at adjacent stereocilia (from 2 to 8) scatter around 15 pN. Maximum forces
measured at stereocilium 0 vary between 40 and 105 pN. (B) Plot of normalized (open circles) and mean
normalized forces (filled symbol) versus stereocilium position. The transmitted force shows a maximum
decline between stereocilium 0 and 1. From stereocilium 1 to 6 the transmitted force declines slightly (reaching
a steady state level at about 15% (positions 6 to 8). Reproduced from Langer, M. G., Fink, S., Koitscher,
A., Rexhausen, U., Hörber, J. K. H., and Ruppersberg, J. P. (2001). Lateral mechanical coupling of stereocilia
in cochlear hair bundles. Biophys. J. 80, 2608–2621, with permission from the Biophysical Society.
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Fig. 9 Three-dimensional surface plot of a stimulating glass fiber (right side) attached to a V-shaped OHC
hair bundle (white cones). The overlaid sawtooth-like pattern of the pipette tip is caused by the sinusoidal
movement of the driving piezo-electric actuator. The scan size is 3.46 × 4.3 μm. This plot clearly demonstrates
the capability of AFM to control and detect the relative position between fiber and stereociliary bundle at high
spatial resolution.

could not be measured. Therefore, the maximum force detected at position 0 varies from
41 to 102 pN. We can conclude that forces transmitted by lateral links are much less than
those measured for a directly stimulated stereocilium, which is mediated by the elasticity
of the stereocilium itself. This result supports the hypothesis of a weak interaction
between stereocilia by lateral links. The background amplitude level of about 20% in
Fig. 8 makes it difficult to distinguish a weak coupling by lateral links from a lack of
coupling. Besides the transmitted force at 357 Hz, AFM curves contain information about
the stereocilia stiffness. We used this information for detecting the mechanical effect of
the touching glass fiber on stiffness of adjacent stereocilia. If lateral links contribute to the
stiffness obtained at individual stereocilia we would expect to see an increase in stiffness
for stereocilia adjacent to those touched with a fiber. Stiffness data were calculated
according to Eq. [3] only for the excitatory direction, where the AFM tip displaces
the stereocilia toward the fiber tip (Fig. 10). Not only the stiffness (filled circles) of the
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Fig. 10 Elastic effect of a fiber attached to a single stereocilium on stiffness of adjacent stereocilia. Here,
we successively measured the stiffness of individual stereocilia within a hair bundle while one of these
stereocilia was attached to a glass fiber. Depending on force transmission by side links, stiffness measured
at a single stereocilium should also represent more or less the stiffness of adjacent stereocilia. Open squares
mark the stiffness of stereocilia investigated without a supporting glass fiber; Filled circles mark the stiffness
of stereocilia investigated with a glass fiber attached to a single stereocilium (mean values ± SD). Stiffness of
stereocilia investigated without a fiber shows no significant dependence on position. In contrast, measurements
with a fiber attached to a stereocilium show an increased stiffness not only for the directly supported but also
for adjacent stereocilia (1 to 6), indicating a weak effect of side links on total stiffness. Reproduced from
Langer, M. G., Fink, S., Koitscher, A., Rexhausen, U., Hörber, J. K. H., and Ruppersberg, J. P. (2001). Lateral
mechanical coupling of stereocilia in cochlear hair bundles. Biophys. J. 80, 2608–2621, with permission from
the Biophysical Society.

directly touched stereocilium at position 0 was found to be increased but also the stiffness
of stereocilia 1 to 4. Mean stiffness in excitatory direction was (4.8 ± 1.8) × 10−3 N/m.
This is about 1.9 times higher compared to the mean stiffness of stereocilia not touched
with a fiber. For better comparison, stiffness data of stereocilia examined without a
fiber were plotted as open symbols into the same graph. For position 7, the stereocilium
with and the stereocilium without a touching glass fiber show approximately identical
stiffness. This demonstrates that lateral links do not tightly couple individual stereocilia
of outer hair cells and small independent movements of single stereocilia are possible.
Side links between the stereocilia may transmit a force when sufficiently stretched and
coupling of stereocilia has a similar stiffness as a single displaced stereocilium. We can
conclude that, depending on elongation of side links, it is in principle possible to deflect
single stereocilia by AFM at least for the preparation of postnatal rats used here.
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Fig. 11 Principle of simultaneous AFM and patch-clamp recording. This image displays an arrangement
of three separate SEM images with identical scale. The center represents a part of the organ of Corti with
V-shaped hair bundles on top. The upper right side displays a small part of the cantilever beam with the
pyramidal-shaped tip scanning the top of a V-shaped hair bundle of an OHC. The arrow indicates the scan
direction. The lower left side shows a glass pipette in contact with the lipid membrane of an OHC allowing
the transmembrane currents to be recorded as the transduction current. (See Color Plate.)

B. Gating of the Transduction Channel in OHC

In the experiments described previously, we used AFM only for examination of the
elastic properties of hair cells. But how can we benefit from using patch clamp simultane-
ously with AFM? Many micromechanical measurements have already been performed
at entire stereociliary bundles of sensory hair cells using thin glass fibers directly at-
tached to the bundle or fluid jets. The receptor potential or transduction current was
measured in response to the displacement of stereocilia. The possibility to study the
kinetics of a single transduction channel over the whole range of its open probability
requires a technique allowing the stimulation of a single stereocilium. As shown in the
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previous section, AFM offers the opportunity of exerting a force very locally to an in-
dividual stereocilium. After supporting cells were removed using a cleaning pipette,
a patch pipette filled with intracellular solution (millimolar concentrations: KCl, 135;
MgCl2, 3.5; CaCl2, 0.1; EGTA, 5; Hepes, 5; Na2ATP, 2.5; pH 7.4) was attached to the
lateral wall of an OHC of the outermost row of OHC. Thereby, the glass microelectrode
forming a seal on the plasma membrane of an intact OHC (Fig. 11) isolates a small
patch. This so-called “cell-attached” configuration is the precursor of the whole-cell
configuration where the microelectrode is in direct electrical contact with the inside of
the cell. For low-noise measurements of single-ion channels the seal resistance should
be typically in the range >1 G�. A pulse of suction applied to the pipette breaks the
patch creating a hole in the plasma membrane and provides access to the cell interior.
During recording, the electrical resistance between the inside of the pipette and the hair
cell should be very small. Many voltage-activated K+-ion channels are embedded in
the lipid membrane of outer hair cells. Opening and closing of these channels increase
the background noise level during transduction current measurements. The current re-
sponse of outward rectifying K+-ion channels was controlled by applying 10-mV steps
across the cell membrane (progressively increased from −100 to +40 mV) as shown
in Fig. 12. The outward currents mainly correspond to K+ currents of voltage-gated
K+ channels. During transduction current measurements, the holding potential of the

Fig. 12 Activation of voltage-dependent K+ channels in OHC. This graph displays the electrical response
of voltage-dependent K+ channels located in the cell membrane of OHC. Outward currents were activated,
applying small voltage steps across the cell membrane. Starting at a holding potential of −80 mV the intracel-
lular potential was changed in 10-mV steps from −100 to +40 mV. At voltages below the holding potential
(−80 mV) only small inward currents (less than 50 pA) were detected. Starting from −40 mV to a more
positive potential, outward-rectifying K+ currents were detectable. These measurements qualitatively allow
testing the leakage and the electrical contact to the intracellular space of examined hair cells.
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Fig. 13 Simultaneous AFM/patch clamp measurements. The AFM tip scans in the same line while ap-
proaching the organ of Corti to the tip. Transduction currents were measured in the whole cell-recording mode
keeping the holding potential at −80 mV. (A) Current and vertical force measured before interaction between
AFM tip and stereocilium. (B) First contact between the AFM tip and a stereocilium of an OHC. The specimen
is continuously moved toward the AFM tip at from 0 to 470 ms. While scanning in excitatory direction the
specimen does not yet touch the AFM tip. At about 390 ms the hair bundle is near enough to the tip resulting
in a vertical deflection of the AFM cantilever. The cantilever is modulated at about 98 Hz, thereby stimulating
the transduction channel several times. (C) The approach was stopped. Now, the stereocilium is displaced
in both excitatory and inhibitory directions. At about 130 ms an inward current of 19 pA is detected while
displacement in an inhibitory direction does not result in the opening of transduction channels. (D) A second
example demonstrating that a transduction current is detectable only for the excitatory but not for the inhibitory
direction.
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Fig. 14 Examination of the transduction current amplitude. Recorded current and force traces are separately
displayed for the excitatory and inhibitory directions of stimulation. (A) These graphs correspond to the force
applied to a single stereocilium in excitatory and inhibitory directions. (B) Successive stimulation of the
identical stereocilium by AFM resulted in the reproducible opening of transduction channels at between 89
and 131 ms. In contrast, force application in an inhibitory direction did not result in the opening of transduction
channels. (C) For detailed analysis, currents recorded during stimulation by AFM (from 89 to 131 ms and from
366 to 407 ms) were pooled and separately displayed for excitatory an inhibitory directions in histograms. The
distribution around 0 pA represents the current for the closed state of the channel while the second smaller
distribution at around 19 pA represents the current for the open state of transduction channels. Data demonstrate
that AFM allows stimulation of only a few transduction channels rather than of all channels of the entire hair
bundle.
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hair cell was set to −80 mV corresponding to the reversal potential of K+-ion channels.
Currents are expected to be in the range of a few nanoamperes rather than in the range
of hundreds of picoamperes. After forming a seal, the AFM tip was moved to the top
of the corresponding hair bundle under light microscopic control. The AFM tip succes-
sively displaced each stereocilium within a hair bundle as described in Section IV,A.
In contrast to force transmission measurements, a sinusoidal voltage was added to the
normal AFM scan signal modulating the AFM tip in a horizontal direction with 190 nm
at 98 Hz. Thus, the hair bundle was slightly displaced several times while interacting with
the lateral face of the AFM tip (Fig. 13). The AFM tip repeatedly scanned in the same
line while approaching the hair bundle towards the AFM tip (Fig. 13). As expected,
an inward current was not detected until displacement of a stereocilium in excitatory
direction (Fig. 13C). In the previous section we demonstrated a weak transmission of
force from the directly stimulated stereocilium to adjacent stereocilia implying that
only few channels are opened. Are these results of elasticity measurement confirmed
by electrophysiological findings? A set of transduction current measurements is dis-
played in Fig. 14. The tip of an AFM cantilever repeatedly scanned across the same
stereocilium of an OHC (from medial turn of a postnatal rat, day 3). Applied horizontal
forces ranged up to 0.8 nN (Fig. 14A) resulting in stereocilia displacements of about
350 nm in an excitatory direction and of 250 nm in an inhibitory direction. The AFM tip
displaces the stereocilium in the excitatory direction between 89 and 131 ms, thereby
opening transduction channels (Fig. 14B). The current amplitude was determined for
the period of interaction with the AFM tip plotting histograms of the current (Fig. 14C).
The distribution around 0 pA corresponds to the closed state of the channels, while the
distribution around 19.1 ± 7.6 pA corresponds to the maximal activation. This current
amplitude is twice that expected for a single transduction channel (9.7 ± 1.2 pA;
Géléoc et al., 1997). What might underlie this discrepancy? For the detection of sin-
gle channel currents we have to improve the electrical shielding to reduce the noise
level, currently 12.6 pA. Additional high-frequency recordings might be necessary to
distinguish the current of a single channel from the total current of several smaller chan-
nels. The cut-off frequency of our patch-clamp amplifier was currently limited to 3 kHz
allowing the recording of currents at low noise level, but preventing the detection of fast
events. However, if we compare the current amplitude of 19.1 ± 7.6 pA in Fig. 14 to
the maximum transduction current of about 462 pA measured for entire hair bundles of
postnatal mice (Géléoc et al., 1997), the results confirm that AFM is well suited for local
stimulation of individual stereocilia.

V. Discussion

In the inner ear the tallest stereocilia of OHC directly contact the tectorial membrane.
The process of opening and closing of transduction channels therefore depends on the
mechanism of force transmission from the top of stereocilia to the transduction channel.
Three structural components are important for understanding the gating process: (i) the
complex mechanics of the cytoskeleton of individual stereocilia, (ii) the cross-linkage
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between adjacent stereocilia, and (iii) the elastic properties of tip links and their connec-
tions to the transduction channel. Understanding the functional properties of the func-
tional unit formed by tip link and transduction channels requires separation of these three
effects. In this chapter, we show how this problem was addressed using an experimental
tool providing local access to individual stereocilia. The results obtained with the pre-
sented AFM/patch-clamp setup demonstrate that AFM is an appropriate technique to lo-
cally apply forces to individual stereocilia. This simplifies the calculation of stiffness and
actual displacement of the mechanosensory structures (iii) of an individual stereocilium.
The methods applying force to the entire hair bundle do not allow the discrimination of the
contributions of the three interrelated structural components. Presented data confirm that
AFM allows local investigation of stereocilia stiffness. At small deflection amplitudes
lateral links produce only a weak increase of measured stereocilia stiffness, thereby
allowing local stimulation of single stereocilia by AFM. However, it may happen that
neighboring stereocilia are significantly displaced by directly pulling at the side links.
The transduction current amplitude measured was about twice that expected for a single
transduction channel. This might be explained in three different ways: (i) the AFM tip
pulled at two serially arranged tip links connecting adjacent stereocilia of different rows,
thereby opening one channel each; (ii) the AFM tip pulled at one tip link connected
with two transduction channels located at both ends of the tip link; (iii) the AFM tip
displaces the directly stimulated stereocilium and one adjacent stereocilium. These ques-
tions must be answered in future experiments measuring the effect of side link elasticity
on total stiffness as a function of stereocilium displacement. Presently, we can conclude
from AFM/patch-clamp measurements that only few transduction channels located very
near to the stimulating AFM tip contribute to the total current.

VI. Outlook

The combination of AFM and patch-clamp is not limited to the examination of hair
cells; it answers other questions in cell biology, such as, for example, the molecular
mechanism of voltage-dependent membrane displacements. Quite often AFM has been
used to identify ion channels in the plasma membrane of cells imaging the membrane
surface. High-resolution images of proteins in cell membranes were normally obtained
on rigid substrates such as, e.g., mica. However, it was difficult to identify ion channels
in plasma membranes of intact cells. Even if we identify lump-like structures on the
membrane surface appearing similar to the expected structure of the protein, we still
must be critical. It is currently impossible to exclude the fact that identified structures
correspond to a different type of protein appearing very similar to the protein we would
like to localize. In this case it would be very helpful to verify our observation using
a second independent technique such as patch-clamp. Patch-clamp could be used as
a tool for electrical stimulation of polar molecules in the membrane of whole cells
as ion channels while the AFM cantilever locally senses the resulting conformational
changes (Mosbacher et al., 1998). In first experiments Mosbacher et al. demonstrated
that the membrane movement of HEK293 cells became sensitive to the holding potential



7. Sensory Cells of Inner Ear Examined by AFM 167

after transfection with Shaker K+ channels. The total movement remained in phase
with the displacement current of the highly charged transmembrane segment S4 to high
frequencies suggesting that Mosbacher et al. observed movement of the voltage sensor
region rather than changes in the pore gating transition. Using AFM and patch-clamp in
combination with chemical blockage, it should be possible to specifically identify ion
channels in the plasma membrane and to study their kinetics as well as the force exerted
by the ion channel.
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I. Introduction

Ever since the invention of the atomic force microscope in 1986 by Binnig et al. (1986),
atomic force microscopy (AFM) has been extensively applied to the study of a variety
of biological phenomena. Indeed, AFM has several advantages that make it particularly
attractive to cell biologists. First, it can yield high-resolution spatial images of live cells
under near physiological conditions. Second, due to the ability of the AFM to measure
forces, it has become possible to evaluate physical parameters in biological materials,
such as material properties and binding forces, which had previously been inaccessible.
To date, AFM applications in cell biology can be classified into five broad categories:
imaging, material property measurements, binding force measurements, biophysics, and
micromanipulation studies.

Several authors have studied the innocuity of AFM imaging on living cells. Using
cells incubated with a cytoplasmic fluorescent dye, Parpura et al. (1995) showed that
standard AFM tips did not induce dye leakage from cells, but sharper tips did. Schaus
and Henderson (1997) showed that cells imaged with AFM remained viable for up to
48 h postimaging. However, they also showed that phospholipid membrane components
accumulated on the tip during contact imaging. This phenomenon was not observed
when force–distance curves where repeatedly taken on cells. You et al. (2000) found
that continuous contact imaging for up to 2 h in contact mode induced cell retraction.
All of these results taken together show that AFM is only minimally disruptive to cells
when used for short periods of time.

Imaging is the most straightforward of AFM applications and has served, in particular,
to give biology a sense of space by enabling the three-dimensional visualization of
biological phenomena. (See the work by Jena and by Le Grimellec and Radmacher in
Chapters 2, 3, and 4 in this book.) Imaging has now been extensively applied to a large
number of cell types and biological phenomena. Henderson et al. (1992) imaged the
dynamics of filamentous actin in living glial cells. Lal and co-workers (Shroff et al.,
1995) imaged the outgrowth of neurites and witnessed cytoskeletal reorganization. In a
particularly valuable study, Kuznetsov et al. (1997) examined both the motility and the
division of living cells. Nuclear pores and their conformational changes in responses to a
variety of compounds were examined by Danker and Oberleithner (2000). Schneider et al.
(1997) observed the membrane mechanisms involved in exocytosis. Müller (Müller and
Engel, 1999) examined the molecular structure of the porin, Ompf, and its rearrangement
in response to voltage changes (Engel and Müller, 2000.) (See also Chapter 13 in this
work by Müller and Engel.) Many of these results would have be unobtainable using
other imaging techniques.
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By taking force–distance curves over a whole grid and analyzing each force–distance
curve, AFM enables the material properties of cells to be estimated (Radmacher, 1997;
Weisenhorn et al., 1993). Although the material properties of cells can be assessed using
other techniques such as micropipette aspiration, laser tweezers, or microbead pulling,
AFM offers the unique combination of high-degree precision in spatial resolution in
material property measurement and the possibility of obtaining measurements from
cells spread on substratum. This latter application is the subject of another chapter of
this book. (See Chapter 3 in this work by Le Grimellec and co-workers and Chapter 4
in this work by Radmacher).

Whereas many measurements of binding forces between ligand and receptor adsorbed
to mica have been reported (Florin et al., 1994; Hinterdorfer et al., 1996) (see also
Chapters 6 and 14–16 in this work), there have been few attempts to apply this technique
to living cells. Recently, Lehenkari and Horton (1999) were the first to measure the bind-
ing forces between integrin receptors in intact cells and Arg–Gly–Asp (RGD) amino acid
sequence-containing extracellular matrix protein ligands. Using a modification of their
technique, Lehenkari et al. (2000) reported the first binding map of functional receptors
on living cells. In a similar study, Grandbois et al. (2000) showed that it was possible
to differentiate red blood cells of different blood groups within a mixed population by
using affinity imaging with the blood group A specific lectin from Helix pomatia.

Thanks to its capacity to measure cellular profiles and cellular material properties at
high resolution, AFM can be applied to biomechanical and biophysical problems. Davies
(1997) used high-resolution images of endothelial cells and computational fluid dynam-
ics to calculate the shear stresses on cells due to fluid flow. Sato et al. (2000) examined
the changes in material properties of bovine endothelial cells after exposure to fluid shear
stress. Charras and Horton (2002a) utilized the material properties and topographies of
live osteoblasts acquired using AFM as an input into finite element modeling software to
calculate the cellular strains resulting from a variety of mechanical stimuli. Several stud-
ies have taken advantage of the possibility of acquiring three-dimensional images of cells
to study real-time changes in cell volume. Schneider et al. (1997) measured the changes
in cell volume in endothelial cells upon exposure to aldosterone. Quist et al. (2000) used
AFM to investigate the modulation of cell volume by extracellular calcium levels and
showed that these were mediated through connexin protein containing gap junctions.

In the last category of applications, AFM has been used as an ultraprecise micro-
manipulator. Domke et al. (1999) used the AFM to map the mechanical pulse of cultured
cardiomyocytes. Thie et al. (1998) examined the adhesive forces between trophoblasts
and uterine epithelium using whole cells instead of isolated molecules to functionalize the
tips. The adhesion forces recorded between cells were around 3 nN, which is an order
of magnitude higher than the molecule–ligand adhesion forces. Recently, Sagvolden
et al. (1999) developed a new use of AFM to quantify the adhesion forces of cells to
a substrate. Charras and colleagues (Charras et al., 2000; Charras and Horton, 2002b),
who used AFM to stimulate cells mechanically, measured cellular material properties
while monitoring the changes in intracellular calcium resulting from stimulation and
showed that cells exhibiting changes in intracellular calcium had been submitted to a
higher strain.
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In summary, over the years, AFM has shown that it has the potential to become a
crucial instrument in cell biology; however, to realize its full potential in this field, a
certain number of problems needed to be solved.

1. The AFM had to be interfaced to an optical microscope to be able to choose the
cell to be examined.

2. The cells had to be maintained in a near-physiological state during examination,
and the culture conditions had to be easily changeable during imaging.

3. As certain cell types are very tall and certain substrates very uneven, the z range of
the AFM had to be extended beyond the range that is commercially available for these
applications.

4. Phase-contrast and fluorescent imaging of the cells examined using AFM during
or postexperimentation had to be possible.

5. A fast and robust method for tip derivatization and tip modification had to be found.
(See also Chapter 6 by Hinterdorfer in this work.)

In this chapter, we shall provide examples of methodologies to address these issues
with cell biology in mind. We shall detail several postprocessing and experimental proto-
cols. To illustrate the use of these solutions and methodologies, we will show applications
taken from our own research. Finally, we shall detail the problems that remain to be solved
before large-scale application of AFM in cell biology. We shall also give our views on
possible uses of the AFM in both biotechnological and pharmaceutical industries.

II. Methods

A. Microscope–AFM Interface

In all of our own work that we cite in this review, we have exclusively used a Thermo-
microscopes (Topometrix) Explorer AFM. While the principles that we expound remain
general, it is entirely possible that some of the specific issues that we have encountered
or their solutions are “machine specific” and this should be taken into consideration by
the reader.

For use with AFM, the obvious choice of an optical microscope is one of “inverted”
design (Fig. 1). The microscope should be chosen preferably with several side ports
to easily integrate frame grabbing and confocal microscopy capabilities. Because the
microscope is a structure with large acoustic and thermal dimensions, it has the potential
to be a major source of vibrations within the system. We took several steps to eliminate
these. A commercially available air-floated table (TMS) was used upon which to install
the microscope. The microscope itself was vibrationally isolated from the table using
several layers of standard bubble wrap. Finally, the microscope–AFM interface was
designed to make the AFM and the microscope thermally and mechanically united
(Lehenkari et al., 2000).

The microscope–AFM interface has to satisfy a certain number of criteria so that
examination conditions are as close as possible to the physiological ones. Cells have to



8. AFM and Cell Biology 175

Fig. 1 The hybrid AFM–confocal microscope. Photograph (A) of the experimental setup and a cross-
sectional diagram (B) of the AFM-inverted microscope interface and optical path. The Thermomicroscopes
Explorer AFM (1) is fitted to the inverted microscope interface (2) that allows alignment of the tip into
the desired position, independent of the movement of the microscope stage (3) and the sample holder (4),
thus allowing the placement of the desired object into the AFM imaging point. This configuration allows
simultaneous light [phase-contrast and CCD capture, (5)] and epifluoresecence confocal imaging [Bio-Rad side
port attachment, not shown (6)]. Note that the AFM/AFM holder/sample holder combination (2 + 4) is capable
of vertical movement diminishing any interfering “noise” in the closed loop of the AFM-inverted microscope.
Reprinted from Ultramicroscopy 82, Lehenkari, P. P., Charras, G. T., Nykänen, A., and Horton, M. A., Adapting
atomic force microscopy for cell biology, pp. 289–295. Copyright (2000), with permission from Elsevier
Science.
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be cultured under normal conditions on glass or plastic coverslips, as transparency is
needed to visualize them. It must also be possible to move the sample independently of
the AFM scanner head to select the cell to be examined and ensure that the whole cell
is within the xy range of the AFM scanner. The interface that we designed consisted of
two parts: the sample holder and the AFM holder.

The sample holder was designed to fit within the circular area at the center of the
microscope platen. In its center, a short, tapered tube was machined. The coverslip was
fitted into the central tube in a sandwiched layer consisting of a rubber O ring, the
coverslip, and another O ring, and finally, water tightness was ensured by screwing a
tapered, hard plastic ring within the tube.

The AFM holder consisted of two parts: first, a base plate that firmly fits to the micro-
scope stage. This base plate had a large circular aperture in the center to enable access
to the sample. A smaller plate could slide horizontally above the base plate. Several
kinematic mounting holes were machined in the top plate surface so that the AFM
mounts could be fit stably and located with precision. A circular aperture was cut in its
center to give access to the sample. Once the AFM and the optics were aligned, the top
plate could be immobilized with respect to the base plate by tightening two screws.

Medium exchange could be effected using a simple system that fitted above the sample
holder and beneath the AFM. This system consisted of two syringes linked to the sample
holder via small plastic tubes. One syringe was used to empty the chamber, whereas the
other contained the replacement medium.

Temperature could be controlled simply by fitting an external heating coil to the
underside of the microscope platen along with a temperature controller. When a CO2

environmental chamber is not available, great care must taken to properly buffer the
culture medium to avoid abrupt pH changes.

B. Integrating AFM with Confocal Microscopy and/or Frame Grabbing

Taking images of the examined cell prior to and after AFM analysis may provide
information that is important to an experiment. This can be achieved simply by adding
an “off-the-shelf” CCD camera to the side port of the microscope and linking it to a
PC equipped with a frame-grabbing card. A simple single or series of phase contrast
optical images of the cell can be obtained by this method. Moreover, if a CCD camera
of sufficient sensitivity is used, fluorescence images can also be obtained (but see the
following discussion of confocal microscopy).

Alternatively, a confocal microscope can be integrated via the side port of the in-
verted microscope. This enables the monitoring of cellular reaction to AFM experimen-
tation using fluorescent reporter systems such as, for example, the calcium-sensitive
dye Fluo-3; fluorescent enzyme substrate activity indicators, as for caspases activated in
apoptosis; or cells transfected with green fluorescent protein (GFP) reporter gene con-
structs. There are a number of manufacturers that provide such add-on confocal laser
scanning capabilities, and great care must be taken in choosing the one that best suits the
particular AFM system used. Indeed, a number of mechanical parts within the confocal
laser scan head move during imaging. Scanning mirrors in the Bio-Rad confocal mi-
croscope are controlled by galvanometers and interference is potentially produced, but
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these have not proved to be problematic at the relatively low-resolution AFM being
applied. Other confocal microscopes may produce noise, but they have not been tested.
Other moving parts (dichroic filters, confocal apertures) are preset prior to imaging. The
remaining components are separated from the confocal scan head and unlikely to pro-
duce electrical/mechanical/thermal inteference. In our system, we found the Bio-Rad
Radiance 2000 system to be particularly well suited as many of the moving parts are
located in a separate box and therefore introduce no additional perturbation to the system.

C. Confocal Microscope Settings for Use with AFM

During confocal microscopy measurements, great care must taken to set the dichroic
wheel to separate red and green channels so that the laser light used in the AFM light
lever detection system can be eliminated. In our setup, decoupling at 560 nm worked
well. A band pass filter should also be used on the green channel to further eliminate red
laser bleed through. In our experimental setup, we used a 530- to 560-nm band pass filter.
The AFM and optical imaging z positions should also be as far apart as possible to reduce
stray light cross-talk. Furthermore, with certain cantilevers, there is a large reflection of
the confocal laser beam from the underside of the cantilever. If the fluorescent signal is
strong enough, this can be reduced by applying a polarizer to the emitted signal, as the
reflected light will be polarized in the same way as the light emitted by the laser source.

D. Increased z-Range Scanner

Cells can range anywhere between 100 nm (at the flat edge of a spread cell) and 50 μm
(at the top of the cell body) in height. Therefore, the maximum z range in commercially
available AFMs is not suited to the imaging of cells under certain conditions. The first
solution that springs to mind is to manufacture longer piezo-electric ceramics for the scan
heads. However, because ideal piezo-electric crystals have a linear response to the feeding
current, increasing the size of the piezo-electric ceramic results in a loss of accuracy and
linearity. To overcome this problem, we designed an AFM scanner head in which two
standard specification piezo-electric ceramics are electrically and mechanically coupled
in series but physically located parallel to the scan head. This allows the doubling of the
z range of the scanner without a large loss of accuracy (Fig. 2).

E. Tip Modifications and Derivatization

Several methods exist for tip derivatization and the subject is detailed in other chapters
(See Chapter 6 in this work by Hinterdorfer.) However, we have found a particularly
simple way of derivatizing AFM cantilevers. A solution of 10 mg/ml polyethylene
glycol (MW: 8000, Sigma Chemicals) was prepared in PBS. A drop of this solution was
deposited on a coverslip, and using the optical feedback camera of our AFM, the tip
was dipped in the PEG solution for 30 s at room temperature. Unbound PEG was then
washed off with PBS. On a fresh coverslip, a drop of the ligand to be used (concentration
>1 mg/ml) was deposited, and the tip was again dipped in the solution for 30 s. Unbound
ligand was washed off with PBS. One downfall of this simple passive chemisorption
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Fig. 2 Schematic illustration of the double z-range scanner head. The two piezo-ceramics function in series
and are located and offset in parallel inside a rigid cylinder that allows movement only in the z-direction
over a range of up to 20 μm. Reprinted from Ultramicroscopy 82, Lehenkari, P. P., Charras, G. T., Nykänen,
A., and Horton, M. A., Adapting atomic force microscopy for cell biology, pp. 289–295. Copyright (2000),
with permission from Elsevier Science.

method is that only a limited number of binding measurements can be effected before
the ligand is desorbed. Therefore, the prolonged force–distance cycling required for
affinity mapping is not possible using this derivatization technique.

To remedy this, glass beads (Sigma) with diameters varying from 10 to 40 μm were
glued onto the cantilevers and derivatized as described previously. The bead-modified
tips are coated with a greater number of ligand molecules, and therefore affinity mapping
is possible due to the large number of ligand molecules present; hence, sufficient ligand
density is maintained on the glass bead tip in relation to the cell membrane contact
area. However, the estimation of the number of receptors in any location on the cell
is not possible, as the number of ligand molecules on the tip is unknown. The glass
beads were glued onto the cantilevers by dipping the cantilevers into UV-activatable
glue (GlassBond, Loctite), and particular care was taken to avoid depositing glue on
the top side of the cantilever. To ascertain that no glue had been deposited on the top
of the cantilever, the AFM gain was checked before and after coating. In case of failure,
the cantilevers can be cleaned by dipping them sequentially in 50% ethanol and acetone.
Dry beads were then settled onto a coverslip on the sample holder, and the AFM was
placed on top of the optical microscope. The cantilever was aligned with the chosen
bead and slowly lowered toward the bead. After touch down, the AFM was lifted off the
stage, the cantilever was taken off and exposed to daylight to crosslink the glue. Note that
cantilevers must be calibrated prior to bead gluing if any numerical values are needed.

III. Analysis

A. Binding Force Measurements on Intact Cells

Most receptors, such as integrin cell adhesion receptors, require optimal cellular sur-
roundings and organization within the plasma membrane in addition to association with
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lipids and accessory molecules to achieve their correct in vivo function and mechanical
binding properties. Therefore, it is imperative to investigate the binding properties of a
given receptor within its physiological cellular environment.

The actual analysis of the force–distance curve will not be detailed here, as it is the
subject of other chapters of this book, which we invite you to refer to. (See Chapters 6
and 14–16 in this work.)

Binding force measurements on cells may be facilitated by brief fixation (30 to 60 s)
in 2.5% paraformaldehyde in sucrose buffer. However, great care must be taken not
to overfix the cells because binding disappears due to the destruction of the receptor.
Moreover, this process is likely to be dependent upon the exact system under study–
integrins appear robust in this context, whereas multicomponent receptors or enzyme
complexes are likely to be less so. Furthermore, imaging the cells at low temperature
may help to reduce both their motility and the lateral movement of molecules within the
lipid bilayer.

As there is often a high receptor concentration at the cell surface, there may be several
unbinding events within the force–distance curve. Integrins may be present at mil-
lions of copies per cell, whereas growth factor receptors may be expressed at several
orders of magnitude less—this clearly may have large effects upon the fraction of force–
distance cycles that involve a receptor–ligand interaction. Each of these steps should
be measured, and a multipeak Gaussian fitting effected on the total binding force dis-
tribution in order to detect possible multiple adhesions and calculate minimal binding
that may approach single-molecule events. Studies of isolated macromolecule bind-
ing (for example, streptavidin–biotin) have shown a cantilever pull-off rate dependency
for the value of the minimum single-molecule binding force obtained (Merkel et al.,
1999). While such a detailed analysis involving thousands of force–distance measure-
ments is possible and appropriate, it is not feasible with cells which are delicate (cell
damage on repeated tip contact is likely) and motile (a really slow pull-off would be
impossible).

B. Binding Map Analysis

Binding map analysis is particularly useful for visualizing the location of receptors to
a given ligand when no antibody to this receptor exists or when the receptor has not yet
been identified. AFM may thus represent a viable alternative to single-cell autoradio-
graphy that uses radioisotopically labeled probes and is methodologically complex and
slow. Furthermore, it may help to determine whether a receptor that is detected through
immunostaining is actually functional in a given cell type.

Prior to analysis on a cell surface, a dry run should be effected on an area with no
cells to evaluate the extent of nonspecific binding. If nonspecific binding is present, steps
must be taken to eliminate it. Also, taking a phase-contrast image or a high-resolution
AFM image prior to binding map analysis will greatly help to visually localize the points
where receptor–ligand adhesion takes place. It is recommended not to take the image
after the analysis, as the cell may have reacted to the ligand that is being studied, such as
through an alteration in shape or rate of movement. A sensor response curve should be
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Fig. 3 Typical binding curve for an affinity map experiment. The out-of-contact part of the curve is used to
determine the mean value of the deflection and the standard deviation of the noise. The size of the adhesion
jump is compared to the size of the noise standard deviation, and if it is more than threefold greater there is a
99.7% chance of the jump being due to true adhesion.

taken on a hard material (e.g., the culture substrate) to obtain the conversion factor
between current (nA) and force (nN).

To effect a binding map analysis, one must first acquire force–distance curves in each
point of a grid superimposed to the cell surface. Thereafter, each force–distance curve
must be analyzed separately to search for an adhesion event. To do so, we suggest a
very simple method in which only the retraction curve is needed (Fig. 3). First, one must
evaluate a length of the retraction curves where the AFM tip is no longer in contact with
the cell in all of the force–distance curves. Second, the mean and the standard deviation of
the population of points where the tip is out of contact should be calculated. The tail-end
part of the curve can be approximated by a horizontal straight line. We assume that the
distribution of tip deflections when the tip is out of contact follows a normal distribution.
The experimental curve values can then be examined one by one from the last point
that was taken into account in the fitting of the tail end of the curve. A criterion for an
adhesion event can be derived using the standard deviation. For a normal distribution,
99.7% of the observations lie within 3 SD of the mean. Therefore, if a point of the curve
is further than 3 SD away from the mean of the tail end of the curve, adhesion is taking
place with a 0.3% possibility of error. This measurement can be effected without prior
flash fixing of the cells.

C. Material Property Analysis

1. Conical Tips

As this is the subject of another chapter of this book and we invite you to refer to it.
(See Chapters 3 and 4 in this work by Le Grimellec and co-workers and Radmacher.)
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2. Spherical Tips

This calculation needs prior determination of the radius of the sphere and cantilever
spring constant. The radius of the sphere can be measured simply by using a digitized
image of the sphere/cantilever system.

The material properties can be evaluated using the indentation of a Hertzian half-space
with a spherical indentor (Johnson, 1985; Weisenhorn et al., 1993). The indentation
resulting from the force F applied by spherical indentor onto the surface of a cell with
the elastic modulus E is

δspherical =
(

3

4

F(1 − ν2)

E

1√
R

)2/3

,

where R is the radius of the spherical tip and ν is the local Poisson ratio. The loading force
F can be obtained from the spring constant of the cantilever k and the deflection d(F = kd).

Let z be the distance traveled by the AFM head and z0 be the height at contact. One
can express the change in height as a function of the deflection d , the initial deflection
d0 and the indention δ: z − z0 = d − d0 + δ. The equation of the force–distance curve
after contact for the spherical indentor can be rewritten as (adapted from Radmacher
et al. (1996))

z − z0 = d − d0 +
(
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)2/3

(d − d0)2/3.

A good fit of this curve can be obtained by taking two points of the curve and solving for E
and z0 (Radmacher et al., 1996). The equation for the spherical indentor can be rewritten
as a third-degree equation and solved exactly using Cardano’s method (Arnaudies and
Fraysse, 1989) or iteratively using numerical methods. The elastic modulus obtained is
a measure of the compound local elasticity over the area of indentation.

D. Induced Strain Calculation

Because cells are responsive to mechanical stimuli, it can be informative to calculate
the strains induced in the cellular material by AFM indentation to attempt to correlate
cellular reaction to applied strain. The induced strain can only be calculated simply for
spherical tips. For conical tips, numerical methods such as finite element modeling must
be used.

From the elastic modulus and the force applied, one can calculate the strains applied
on the surface of the cell by a spherical indentor using the Hertzian theory of contact.
The total force P applied by a spherical indentor with a radius R to a surface with the
elastic modulus E (determined from the force–distance curve) creates an indentation
with a radius a (Johnson, 1985); for example

a =
(

3

4

PR(1 − ν2)

E

)1/3

.

The relationship between the maximum pressure p0 applied and the total load P applied
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by the AFM is (Johnson, 1985)

P = 2

3
πp0a2 ⇔ p0 = 3

2

P

πa2
.

Thereafter, one can determine the radial displacements ur on the surface of the elastic
half-plane (Johnson, 1985) and from those the radial strains εrr at the surface can be
calculated as

εrr (r ) = ∂ur (r )

∂r
= (1 − 2ν)(1 + ν)

3E
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, r ≤ a

εrr (r ) = ∂ur (r )

∂r
= (1 − 2ν)(1 + ν)

3E

a2

r2
p0, r > a.

The strain distribution under the area of indentation has both a compressive and a tensile
component. Both the tensile and compressive components of the radial surface strain
can be calculated for each cell.

Calculation of the radial tangential or vertical strains within the cell thickness can only
be performed using finite element modeling techniques. However, a detailed description
of this technique is beyond the scope of this chapter and more details can be found in
Charras et al. (2000) and Charras and Horton (2002b).

E. Interfacing AFM Measurements with Finite Element Modeling Techniques

The simultaneous acquisition of cell topography and a map of the local material prop-
erties of the cellular material make AFM an ideal tool for interfacing with finite element
modeling techniques. After digital extraction of the cell from the image, topography can
be utilized to create the mesh of the cellular structure, and the material properties can
be grouped into several collectors and used to describe the local material properties of
the cell in the finite element model. As this application is very software dependent, one
needs to adapt the methodology depending on the AFM, postprocessing analysis, and
FEM software. Further details cannot be given here, but the reader is referred to Barbee
et al. (1995).

IV. Application Examples

A. Measurement of Adhesion Force of αvβ3 Integrin on Osteoclasts

Adhesion forces between an antibody, F11, to rat αvβ3, or a linear RGD (Arg–Gly–
Asp) containing ligand (Lehenkari et al., 1999), and αvβ3 receptors on intact bone cells
(osteoclasts and osteoblasts) were measured (Fig. 4). Several unbinding events could
be observed in many cases. Multipeak Gaussian fitting revealed that they were integer
multiples of each other. Further, ligands which had predicted higher affinities for the
receptor gave greater binding forces, and the amino acid sequence/pH/divalent cation
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Fig. 4 Measuring interaction forces between ligands and cell-surface receptors by AFM. Interaction forces
were evaluated between F11 antibody molecules on the AFM cantilever tip and surface-expressed αvβ3 integrin
dimers on freshly isolated osteoclasts. (A) Analysis at high retraction speeds (50 μm/s) revealed a typically
large single release of multiple molecular interactions (the “jump” in the AFM retraction curve seen at +).
(B) Reduction of the retraction speed to 1 μm/s enabled a “stepwise” release of one or more binding events
to be visualized (each marked, ∗) and quantitated. (C) Individual release forces were plotted as a histogram
and accumulate around certain values; these can be further analyzed by Gaussian curve fitting [as described in
Lehenkari and Horton (1999)]. (D) Results from (C) were tabulated, and since (A–D) show particular multiples
of a certain integral force, dividing the values of each group by the number of placements of the group within
the histogram, these results could be combined. The strategy employed here revealed that the binding force
between F11 and osteoclast αvβ3 is 127 ± 16 pN (mean ± SD). Adapted from Lehenkari, P. P., and Horton,
M. A. (1999). Single integrin molecule adhesion forces in intact cells measured by atomic force microscopy.
Biochem. Biophys. Res. Commun. 259, 645–650, with permission from Academic Press.
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dependency of the receptor–ligand interaction examined by AFM was similar to that
observed under bulk measurement conditions using other techniques (Lehenkari and
Horton, 1999).

B. Functional Receptor Mapping of Receptors on Live Osteoclasts

VIP receptor mapping was carried out on live osteoclasts and analyzed with custom
written software as discussed earlier (Lundberg et al., 2000). VIP receptors appeared
to be localized mainly to the periphery and midzone of the osteoclast cell membrane
(Fig. 5).

C. Simultaneous AFM and Confocal Imaging of Live Cells

Mouse B16 melanoma cells were transfected with a green fluorescent protein (GFP)
reporter construct linked to F-Actin (Ballestrem et al., 1998). This cell was imaged with
the confocal microscope prior to AFM contact imaging. The shape of the cell is easily
recognizable and several features can be distinguished in both images. F-actin fibers
and focal adhesion structures are easily identified as can the nucleus in both images
(Fig. 6).

D. Mechanical Stimulation of Live Osteoblasts

Virtually all cell types have been reported to adapt to their mechanical environment
(Donahue et al., 1995). Among these, bone cells are particularly interesting, as bone is
a dynamic material that continually adapts its structure in response to mechanical usage
(Rubin and Lanyon, 1985). To assess cellular responses, we chose to monitor intracellular
calcium intensity changes as it is one of the very early and easily measurable responses
to mechanical stimulation. In this application, primary rat osteoblasts were stimulated
mechanically using 200μm V-shaped cantilevers with glass beads glued onto the tip.
The force applied was varied between 1 and 30 nN. Cells reacted either instantaneously
after the cantilever came into contact with the cell or when the cantilever was lifted off
the cell (Fig. 7).

E. Biomechanics

Cells respond to many different mechanical stimuli. Among these, fluid flow has often
been used to mechanically stimulate cells. Indeed, endothelial cells submitted to fluid
flow for 24 h align in the direction of the flow. Using computational fluid dynamics in
conjunction with acquisition of the cellular profile by AFM, Davies (1997) showed that
this change in alignment served to reduce the shear stresses on the cell surface of the
cells. In our application, we show the flow velocity over a live osteoblast. The AFM
topography image was acquired in contact mode, converted into a finite element mesh,
and the laminar flow of a viscous incompressible fluid was simulated over the cell surface
(shown here only in the center of the cell) (Fig. 8).
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Fig. 5 Mapping receptor distribution in living cells. First a low-resolution topographic height map (A, in μm)
was created using the “ball” tip cantilever (hence, the low resolution of the image). The interaction forces
between vasoactive intestinal peptide (VIP) and its cellular receptor were analyzed by taking repeated force–
distance measurements across the entire surface of freshly isolated rat osteoclasts. Glucagon, a negative control
peptide, failed to show any binding under the same measurement conditions. This enabled the distribution of
the VIP–receptor binding forces on the cells to be evaluated (B, in nN). The two were then merged into an
image of the binding forces displayed on a pseudo-three-dimensional height image of a cell (C). The dashed
line shows the outline of the osteoclast; the arrows show the VIP binding sites in the midzone of the cell and
was also located at the top of the osteoclast (arrowhead); some nonspecific binding was seen at the glass surface
with test and control peptides. Adapted from Lundberg, P., Lie, A., Bjurholm, A., Lehenkari, P., Horton, M.,
Lerner, U. H., and Ransjo, M. (2000). Vasoactive intestinal peptide (VIP) regulates osteoclastic activity via
specific binding sites on both osteoclasts and osteoblasts. Bone 27, 803–810, with permission from Elsevier
Science.
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Fig. 6 Combined topography AFM imaging with confocal fluorescence microscopy using cells expressing
recombinant green fluorescent protein (GFP)-actin. (A) is a topographic AFM image of a melanoma cell
showing intracellular cytoskeletal elements (arrow), demonstrated by their height profile in contact mode
scanning under different applied forces. (B) is a fluorescence image of the same cellular region as (A) showing
the distribution of fluorescent GFP-actin (i.e., F-actin fibers) analyzed using the FITC channel of the linked
confocal microscope. A representative region rich in actin fibers is arrowed to show the coincident distribution
by both imaging techniques; actin-rich patches (“focal adhesion complexes”) are also seen and examples are
marked in both images (arrowheads). The nucleus of the cell (Nuc) is identifiable in both images. (The images
are sized at 100 × 100 μm.) Adapted from Horton et al. (2000), with permission. (See Color Plate.)
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Fig. 7 (A) Osteoblasts loaded with Fluo-3 prior to indentation. The cell about to be indented is indicated
by the white arrow. (B) Osteoblasts after indentation. The indented cell (indicated by the white arrow) has
increased its intracellular calcium concentration. Time course of the calcium intensity within the indented
cell is shown graphically. TD (touch down) indicates the time when the AFM cantilever contacts the cell. FD
(force–distance) indicates the time when a force–distance curve is taken on the cell. LO (lift off ) indicates the
time when the AFM cantilever is lifted from contact with the cell surface. Reprinted from Ultramicroscopy 86,
Charras, G., Lehenkari, P., and Horton, M. Atomic force microscopy can be used to mechanically stimulate
osteoblasts and evaluate cellular strain distributions. pp. 85–95. Copyright (2000), with permission from
Elsevier Science. (See Color Plate.)
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Fig. 8 Computational fluid dynamics (CFD) model of a primary osteoblast submitted to laminar flow. The
cellular profile was acquired, extracted from its substrate, digitally plated on a flat surface, and then transformed
into a mesh suitable for CFD. The flow speed and direction are represented by the red arrows for a region
around the center of the cell. (See Color Plate.)

V. Future Directions and Improvements

A. Problems To Be Solved

In summary, AFM has the potential of becoming a routine piece of equipment, rather
than an object of curiosity, in biological laboratories. However, a certain number of
problems remain to be addressed by manufacturers in order for this to happen.

1. Tips need to be designed that would be less deleterious to the cells being examined,
and enable the determination of material properties with a higher degree of precision.

2. To reliably examine biological phenomena in real time, an increased scanning speed
applying less force would be desirable. New methods to control applied force during
noncontact imaging need to be developed to improve resolution on soft materials such
as cell surfaces (see Chapter 16 in this book by Humphris and Miles).

3. The replacement of the red laser, commonly found in AFMs, by an infrared laser
would free the red channel when the AFM is coupled with a confocal microscope.

4. Tips less reflective on the underside would reduce confocal laser reflection when
combined with optical microscopy.

5. To realize the full potential of integration with the whole range of biological ex-
amination techniques, the design of the AFM needs to leave easy access to the sample.
This would enable easy simultaneous AFM and micromanipulation, microinjection or
electrophysiology.

6. For chemical force AFM, a robust, easy and reliable way of functionalizing tips
needs to be devised.
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B. Pharmaceutical Applications and Future Directions

Of the many applications that we have described, chemical force microscopy and
affinity mapping have the potential to be used industrially in the evaluation process
of candidate pharmaceuticals. The potency and structure–activity relationship of new
agonists/antagonists may be evaluated by measuring the binding force of compounds to
target receptors. More importantly, the specificity of the compound could be tested by
using a range of other cell types or cells in which the receptor of interest has been knocked
out or genetically modified. The antagonistic or agonistic properties of a drug may be
tested in conjunction with confocal microscopy and fluorescent dyes sensitive to proteins
known to be involved in early responses to agonist binding, such as inositol triphosphate
up-regulation in response to G-protein activation or the induction of apoptosis. Binding
map analysis is particularly useful for evaluating not only the location of receptors to
which there exist no antibodies but also the functionality of receptors present within the
cell membrane. With development, an AFM-based method could replace the standard
technique of receptor autoradiography for such studies.

Adhesion measurement of whole cells as described by Sagvolden et al. (1999) and
Thie et al. (1998) may enable the evaluation of cellular responses to new materials, for
example, in cardiovascular grafts. Indeed, one of the main problems of cardiovascular
grafts is that these need to be replaced within a few years as the cells attach to them have
a modified phenotype and form new atherosclerotic plaques or fibrotic strictures, hence
reducing their functionality. Evaluation of new orthopedic implants could also be carried
out to select those that promote adhesion of osteoblasts over other cell types to induce
osteointegration of the new material. In either case, conducting a series of adhesion
measurements on candidate graft materials would enable objective selection of the best
suited material for the specific purpose: materials that promote adhesion for orthopedic
implants and materials that do not promote adhesion for cardiovascular applications.

AFM may be of particular interest in the field of biomechanics. Indeed, cell bio-
mechanics has been hindered mainly by lack of a precise tool enabling the verification
of the hypotheses formulated. AFM may help comprehend how cells react to strain, how
they adapt to life in strained environments, or how the mechanical and the biochemical
pathways interact as has been hypothesized in several theories [for example, percolation
(Forgacs, 1995) and tensegrity (Ingber, 1997)]. Furthermore, in conjunction with finite
element modeling, AFM may help to answer some of the more intriguing questions
posed by biology. For example, how do erythrocytes manage to pass through capillaries
whose diameter is smaller than their own?

There is currently a lack of suitable methods to analyze the three-dimensional structure
of membrane glycoproteins at high resolution in their native context and configuration.
The pioneering work of Müller (Engel and Müller, 2000; Müller et al., 1995; Müller and
Engel, 1999) (see Chapter 13 in this work by Müller and Engel) used proteins of bacterial
purple membranes which are naturally present as tightly packed two-dimensional arrays
of high-purity crystals (such as bacteriorhodopsin and Ompf). This makes equivalent
methods for molecules present in the membranes of eukaryotic cells particularly at-
tractive, especially if high-resolution “soft” imaging techniques can be developed. Here,
though, membrane glycoproteins are typically present at much lower densities and below
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levels that would be expected to form crystalloid features. By performing such experi-
ments on eukaryotic cells, essentially one may be able to gain a definitive insight into
the structure and function of, for example, ion channels, receptor complexes, or nuclear
pores. This would help draw out rational strategies to devise new specific drugs to one
particular part of a cell physiological mechanism.

In summary, through its capacity to quantify a number of biological phenomena in
engineering terms, AFM may bring certain fields of biology into the era of solution
engineering and exploitation of biological properties to reach a well-defined goal.
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I. Introduction

Since the formulation of the fluid mosaic model for cellular membranes of cells by
Singer and Nicolson (1972), it has been recognized that the membranes are rather well-
structured interfaces whose structure is important for their diverse functions (reviews:
Vaz and Almeida, 1993; Jacobson et al., 1995). For a quantitative understanding and
subsequent modeling of membrane-bound processes, such as the lateral interaction of
membrane receptors, not only the lateral structure but also the interaction forces between
various membrane components and their mobility have to be known. The photonic force
microscope (PFM) reviewed here provides a novel tool to quantify those important
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parameters on the plasma membrane of intact cells at superior spatial and temporal
resolutions.

The first biophysical characterizations of intact cell membranes at the sub-light-
microscopic level were pursued using techniques such as scanning force microscopy
(SFM) and single-particle tracking (SPT). The membrane of living cells was imaged at
superior resolution by conventional force microscopy (Häberle et al., 1991; Grimellec
et al., 1994). The viscoelasticity, the bending modulus of the membrane (Evans and
La Celle, 1975; Evans, 1983), and the elasticity of the membrane cytoskeleton
(Radmacher et al., 1992) were determined using related techniques. The lateral het-
erogeneity of the plasma membrane was shown by SPT studying the diffusion of in-
dividual membrane proteins (Edidin et al., 1991; Kusumi et al., 1993; Zhang et al.,
1993). However, quantitative models of membrane processes such as lateral interaction
between proteins in signal transduction require knowledge of the biophysical membrane
properties near the molecular scales. Here, the conventional SFM lacks dynamics and
sensitivity in force, while traditional SPT lacks spatial and temporal resolutions.

The recently developed PFM allows the measuring of a number of physical properties
of the plasma membrane at improved resolution. The PFM employs a laser trap as force
transducer with sensitivity in the sub-piconewton range. Various position sensors record
the force acting on the probe by measuring the three-dimensional displacement of the
probe from its resting position. Under appropriate conditions, the temporal and spatial
resolutions suffice for studying molecular diffusion and mechanics at the scale of a few
molecules. It is possible either to introduce molecular specificity to the sensor or even
to use a single molecule as a sensor itself.

The PFM has been applied to image the membrane of developing neurons (Florin
et al., 1997) and to determine the elasticity of their plasma membrane. The viscosity
of the plasma membrane and the rate of diffusion of single-membrane proteins were
determined at exceeding temporal and spatial resolutions (Pralle et al., 2000). Here,
we describe the design principles and the operation of the PFM. The various operation
modes and the data analysis are demonstrated on the bases of applications of the PFM
in cell biology.

II. Photonic Force Microscopy

A. Imaging and Characterizing the Plasma Membrane

The small forces in the PFM are well suited to image the plasma membrane of cells,
especially in regions with weak structural support by the cytoskeleton or limited adhe-
sion to the substrate, like, e.g., new branches in developing neurons. A scanning probe
image of the outer surface of such a small neurite from a cultured rat hippocampal neu-
ron is shown in Fig. 1a, and the corresponding differential interference contrast micro-
scope images (DIC) are shown in Figs. 1b and 1c. Two-dimensional images are formed
by laterally scanning a trapped latex bead across biological samples while recording
the bead’s deflection from its resting position. Under the experimental conditions, the
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Fig. 1 (a) A PFM scan of a small neurite (N) branching (B) from a major neurite (M) of a growing
hippocampal neuron. (b, c) Different scale DIC overviews including the scan area. The PFM scan measures
the neurite to be 400 nm high and 300 nm wide. Adapted from (1997) J. Struc. Biol. 119, Florin et al. Photonic
force microscope based on optic tweezers and two-photon excitation for biological application, pp. 202–211,
(1997), with permission from Elsevier Science. (See Color Plate.)

maximal imaging force applied by the probe is well below 5 pN, and the lateral force
is at maximum threefold higher than the axial force. These low forces minimize me-
chanical deformations on soft biological samples. The softness of neuronal membranes
and the steep structures of these cells have limited measurements of their mechanical
properties. The image of the plasma membrane of the neurite in Fig. 1 was acquired in
a constant height mode. The constant height mode of the PFM is limited to flat surfaces
with corrugations smaller than the trapping range along the optical axis, which is about
0.5 μm. However, the PFM can be used with a feedback circuit in any conventional force
microscopy mode.

A very useful approach to study cells with their steep edges and trenches is a PFM
tapping mode functioning much like the force volume scans in SFM (Radmacher et al.,
1996). In each image point, the laser focus holding the probe particle approaches the
surface and is then retracted a fixed distance. This way, the probe can either climb up and
down steep slopes or enter deep trenches. Figures 2c and 2d show a tapping mode scan
of a branching neurite. At 1.2 μm high, the image of the structure exemplifies how this
mode extends the z range of the PFM, while the sensor still moves into the trench between
the two branches. The force can be reduced to fractions of piconewtons using the tapping
mode. In the second example of the PFM tapping mode, a line profile of a scan over the
surface of a fibroblast near its nucleus provides an example of a tilted surface imaged with
high aspect ratio (Fig. 2e). The plasma membrane of single fibroblasts cultured on cover-
slips grows almost vertically out of the surface to cover the large spherical nucleus, while
the remainder of these cells is mostly flat. The PFM can resolve these steep membrane
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Fig. 2 A PFM tapping mode image of another neurite of a hippocampal neuron is shown in (c) and (d).
Being up to 1200 nm high, these structures could only be resolved in the PFM tapping mode. Different scale
DIC overviews including the scan area are presented in (a) and (b). Part (e) displays a line scan taken from an
extreme example of the tapping mode in which the probe climbed down the side of a fibroblast cell near the
nucleus. (See Color Plate.)

structures because the probe is a submicrometer sphere trapped in three dimensions
without mechanical connection to the microscope actuator or sample holder (Fig. 5).
Hence, the PFM is especially well suited for biological applications, because it over-
comes the restriction to well-oriented surfaces of objects as long as they are transparent
to the wavelength of the laser. PFM scans yield topographical and elasticity information
of highly corrugated and very soft surfaces with a resolution limited by the probe size
and the thermal position fluctuations (see discussion on resolution in the following).

B. Quantification of Molecular Interactions

The observation of the motion of membrane-embedded molecules attached to beads
by videomicroscopy, known as single-particle tracking, has provided insights into the
protein diffusion in the membrane and the lateral organization of the plasma membrane
(De Brabander et al., 1991; Cherry, 1992; Kusumi et al., 1993). However, videomi-
croscopy studies are limited to two dimensions and provide normally only a low tem-
poral resolution, 25–33 fps. Using a sensitive camera with shorter integration time,
the frame rates can be increased, and Tomishige and Kusumi (1999) have achieved a
4.5-kHz bandwidth. The spatial resolution is coupled to the temporal resolution because
a membrane molecule with a typical diffusion coefficient of D = 1 × 10−10 cm2/s moves
in an area of about 800 nm2 between two subsequent video images (25 fps). The same
molecule diffuses only in an area of 0.4 nm2 during the 20-μs interval between two PFM
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Fig. 3 Three-dimensional particle tracking of a probe attached to a Thy1.1 molecule diffusing on the neurite
membrane. The position of the probe was measured every 20 μs over a period of 42 s resulting in 2.1 × 106 data
points. (a) Surface plot of the volume in which the molecule–bead complex is found 85% of the measurement
time. (b) DIC image of the bead (marked by the circle) on the neurite. Adapted from Pralle, A., Prummer, M.,
Florin, E.-L., Stelzer, E. H. K., and Hörber, J. K. H. Three-dimensional position tracking for optical tweezers by
forward scattered light. Micro. Res. Technol. 44, 378–386, Copyright ©C (1999, John Wiley & Sons). Reprinted
by permission of Wiley-Liss, Inc., a subsidiary of John Wiley & Sons, Inc.

position measurements, which is about the area occupied by a single lipid molecule. In
addition, the PFM allows the determination of the position of the bead, hence, of the
molecular tracer in three dimensions, ensuring that the actually three-dimensional path
of diffusion on the corrugated cell surface is measured and not only a two-dimensional
projection as in video microscopy.

Figure 3 shows the result of a three-dimensional tracking experiment of a Thy1.1
molecule diffusing on a neurite membrane. For clarity, the information is presented
graphically as a surface representation of the volume in which the sphere has been
diffusing during 85% of the time. The tubular outline of the neurite is clearly visible as
empty space around which the molecule is diffusing. The diffusion coefficients can be
determined.

The local rate of diffusion obtained from the three-dimensional single molecule track-
ing in the plasma membrane allow study of the dynamics of a single-membrane molecule
at a scale not attainable previously. Using this approach, it became possible to measure the
viscous drag imposed on membrane components by the lipid bilayer directly separating
it from effects of obstacles like cytoskeleton-anchored proteins.

The viscous drag of an individual membrane protein in the plasma membrane of living
cells is measured by observing the thermal position fluctuations of an attached sphere.
The damping of the motion is dominated by the viscous drag on the membrane domain of
the protein because of the 1000-fold higher viscosity of the lipid bilayer compared to that
of the aqueous medium. For a local diffusion measurement, an antibody-coated sphere
is captured in the solution and placed onto the cell membrane, while maintaining the
interaction force between the bead and the membrane below 0.1 pN. The viscous drag on
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Fig. 4 (a) The experimental situation during a local membrane protein diffusion measurement is shown in
this scaled model: the sphere (r = 108 nm) is bound via an adsorbed antibody to the membrane protein, in
this case a GPI-anchored protein that is part of a raftdomain. To achieve single-molecule binding conditions,
the surface of the sphere not covered by antibodies is blocked with fish skin gelatin, and the majority of the
antibodies are blocked with soluble antigen. The darker sections in the lipid bilayer symbolize raft domains. The
extent of the thermal position fluctuations is kept well below the average distance between diffusion barriers.
(b) Summary of the result of local diffusion measurements of single proteins in the membrane of intact cells.
The proteins diffuse in intact cells not according to the size of their membrane anchor but according to the type
of membrane anchor (shaded bars): the viscous drag of the GPI-anchored proteins (PLAP and YFPGLGPI) is
larger than that of the nonraft transmembrane proteins (hTfR
t and LYFPGT46). In cells in which the rafts
have been disrupted by cholesterol extraction the proteins diffuse according to the size of their membrane
anchor (crossed bars); the viscous drag of the GPI-anchored proteins is smaller than that of the transmembrane
proteins. If the rafts are left intact, the raft proteins diffuse with the raft, which leads to a higher viscous drag
than that of the transmembrane proteins in the remainder of the membrane. Reproduced from Pralle et al. The
Journal of Cell Biology, 2000, 148, 997–1007 by copyright permission of The Rockefeller University Press.
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the same sphere is first recorded in the bulk solution, then near the membrane, and finally
after binding to the membrane protein. The comparison of these three measurements
allows separating the influence of the sphere diffusing unbound near the membrane from
the binding of the bead to the membrane protein. The continuous observation with high
temporal resolution resolves directly individual binding events ensuring single-molecule
measurements (Pralle et al., 2000).

A scaled scheme of a local diffusion measurement clarifies the advantages gained
by using the PFM (Fig. 4a): Confining the motion of a particle with the laser trap
to an area small compared to the spacing between immobile membrane components
minimizes the effects of immobile obstacles. The measured diffusion coefficient is mainly
determined by the interaction of the membrane region of the protein with the lipids in the
membrane. Figure 4b summarizes the results of local protein diffusion measurements
aimed at elucidating the existence and nature of lipid rafts, special lipid microdomains
rich in sphingolipids, and cholesterol. These measurements showed that the local protein
diffusion in the membrane of intact cells depends on both the membrane anchor of the
protein and the local lipid composition, in agreement with measurements on artificial
membrane systems and the theory of protein diffusion in a membrane. The measurements
showed also that proteins thought to reside in lipid rafts diffuse independently of their
type of membrane anchor slower than transmembrane proteins outside these domains
(Fig. 4b). The results provided evidence of lipid rafts in intact fibroblasts and an estimate
of their size and stability (Pralle et al., 2000).

III. Experimental Considerations

The PFM is based on a single-beam gradient laser trap (Ashkin et al., 1986, 1990)
combined with high-resolution three-dimensional position manipulators and sensors.
The laser trap offers a novel type of cantilever to build a scanning force microscope:
a sub-micrometer-sized dielectric particle held and scanned by the gradient forces of
a strongly focused laser beam. Depending on the properties of the optically trapped
particle and the readout, various scanning microscopes have been proposed: a scanning
optical near-field microscope (Malmquist and Hertz, 1992; Hertz et al., 1995), a local
pH sensor (Sasaki et al., 1996), and a simple optical force microscope (Ghishlain and
Webb, 1993). We built the first PFM with a detection scheme based on two-photon
fluorescence intensity to image soft three-dimensional biological samples (Florin et al.,
1997). Also, the PFM was modified to be the first microscope to exploit the thermal
position fluctuations of the position sensor to analyze the environment of individual
molecules (Pralle et al., 1999, 2000).

Figure 5 shows a scaled comparison of the force transducer and sensor of a conven-
tional SFM and those of the PFM. The much smaller PFM probe has an at least 100-fold
smaller hydrodynamic resistance, a smaller spring constant (10−6 − 10−4 N/m), a vir-
tually diminishing mass, and its motion is completely over-damped in water. These
characteristics allow faster and less disturbing measurements. The absent mechanical
connection to the outside allows imaging of deep narrow trenches and even inside of
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Fig. 5 A scaled comparison of the probes of a classical SFM and those of the PFM. A mechanical cantilever
(l = 200 μm) with a pyramidal tip and a 0.2-μm sphere trapped in the laser beam are displayed.

transparent three-dimensional objects. The accessible forces range between 0.1 and 20 pN
and depend not only on the laser intensity and wavelength but also on the properties of
the focus and probe particle (see following). In some experiments, the low trapping
forces can be disadvantageous as adhesive forces between the probe, and the sample
might become dominating. However, in cells, many macromolecular complexes are held
together by interaction potentials not much larger than the thermal energy, a range in
which the PFM has proven to be a powerful tool.

A. Design Principles

The basic setup of a PFM follows the principle of single-beam gradient traps, which
are mostly implemented in inverted microscopes. A guide for the design of laser traps
can be found in Mehta et al. (1998). Here, we focus on the points that are special for
the PFM, i.e., the combination of three-dimensional manipulators with high-resolution
three-dimensional particle tracking and the stability of the setup.

1. Optics of the Laser Trap

The combination of an optical trap with three-dimensional manipulation capabilities
and high-resolution position detectors requires special design principles. Figure 6 dis-
plays the optical paths in our PFM. To manipulate objects in lateral directions, we use
either a piezo-driven scanning mirror or a scanning stage. The probe is positioned along
the optical axis by the piezo-driven objective mount.

a. Fluorescence Detection
The position of the trapped particle is measured using either its emitted fluorescence

light or by the forward scattered laser light (see Section III,B). Since the fluorescently
labeled probe is essentially a point source, the emitted light can be detected with high
signal-to-noise ratio in a confocal manner. The fluorescence detection unit consists of
a pair of lenses, a pinhole, filters, and a PMT. Because we use a two-photon excitation
process, the pinhole is not really necessary. It is still used, because it efficiently rejects the
DIC illumination light allowing for simultaneous scanning and observation of the sample
by DIC microscopy. The filters are designed to reject the remaining DIC illumination
and trapping laser light.

The dichroic mirror 1 (DM1) splits the trapping laser from the fluorescent light. To
maintain flexibility, it transmits the entire visible spectrum. The second dichroic mirror
(DM2) couples the trapping laser into the optical path of the microscope. It reflects light
between 500 and 610 nm and in the near-infrared. All other wavelengths are accessible
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Fig. 6 Optical paths in the PFM built around an inverted microscope with DIC equipment whose wavelength
of 700 nm is chosen to reduce photon damage. The DIC and fluorescence observation light paths are drawn
outlined while the specific PFM light paths are solid and labeled in italic. The IR laser trapping beam is
widened using a beam expander formed by two lenses. By diverting part of the beam with a polarizing beam
splitter (PBS) the laser intensity sent to the microscope can be adjusted. The beam is redirected via the
scanning mirror and scanning lens and coupled into the optical path of the microscope via dicroic mirror
DM2. An oil immersion objective lens mounted on a piezo focuses the beam. The forward-scattered laser
light is collected by the condenser lens and projected by DM4 and a lens onto the QPD for the position
detection. The TPF is uncoupled from the laser path by DM1 and detected confocally by a photomulti-
plier.
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to DIC microscopy. Access to longer wavelength is important for in vivo observation
of neurons, because they are known to suffer under strong illumination in the visible
spectrum (unpublished data).

b. DIC Optics
The DIC optics in the PFM differs from the commercial optics in several aspects.

The accessible wavelengths are restricted for reasons discussed earlier. The analyzer is
normally positioned between the objective and the tube lens. To increase the detection ef-
ficiency for fluorescence light, we positioned the analyzer between DM2 and the camera.
This slightly degrades the DIC quality, because of the convergent rays at that position.
The dichroic mirror DM4 separates the DIC illumination from the trapping laser and
collimates it on a QPD. This mirror causes a lateral displacement of the DIC illumina-
tion. The QPD should be positioned around the back-focal plane of the condenser lens
(Gittes and Schmidt, 1998).

c. Stability
The entire microscope and optics are mounted on a vibration-isolated table. However,

to achieve a resolution of a few angstroms requires additionally a compact design of the
components steering the trapping laser with the probe particle, holding the sample, and
detecting the relative position of sample and probe. Our design is arranged around a main
plate in which the sample holder containing an xy-piezo stage is directly integrated. The
objective lens focusing the trapping laser is mounted with a piezo drive at the bottom
of the main plate, omitting any coarse focusing. The light-collecting condenser and the
QPD with its optics are mounted on a tripod on the main plate. This design minimizes
the distances and number of movable adjustments between the trap-generating objective
lens and the position sensor while providing enough flexibility for the experiments.

The power and pointing stability of the trapping laser are extremely critical, because the
laser determines the relative sample-probe separation and simultaneously serves as a light
source for the position detection. Microradian shifts in the laser pointing translate into
nanometer movements of the laser focus in the object plane. Laser intensity fluctuations
are indistinguishable from relative z-position changes of the probe.

Laser traps used in biology, usually designed with a diode-pumped solid-state in-
frared (IR) laser, are a good compromise between availability and stability and provide
wavelengths which are very slightly absorbed by water and biomolecules but are eas-
ily detectable. Our system uses the 1064-nm line of a Nd:YVO4 laser (T20-B10-106Q,
Spectra Physics, Germany).

d. Scan and Feedback Control and Data Recording
A personal computer is used to generate the scan pattern, to control the PFM, and

to record the data. The actual requirements for the recording depend on the type of
scan performed. In general, three channels for the position of the scanner, plus another
three for the position of the probe, and eventually the probe’s fluorescence need to be
recorded. Custom-designed amplifiers are used to optimize the amplification and offset
of all signals for the data acquisition board. The fluctuation analysis of the thermal
motion requires an acquisition rate of at least 50 kHz to provide reasonable statistics.
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Ideally the data are recorded at a constant rate of several 100 kHz over the length of
an experiment, which might be several minutes. We use data acquisition boards from
National Instruments (www.ni.com) and a digital signal processor (DSP) board. The DSP
is used to create the scan pattern and to implement the tapping mode and a feedback
in constant force mode. The boards can be controlled using software packages like
LabView (National Instruments, www.ni.com), the visual programming suite (Microsoft,
www.microsoft.com), and IgorPro (Wavemetrics, www.wavemetrics.com). The three-
dimensional reconstruction of position histograms and energy landscapes are represented
with AVS (Advanced Visual Systems Inc., www.avs.com).

B. Details of the Position Detection

Because of the harmonic nature of the trapping potential for small displacements, the
force acting on the trapped bead can be deduced from the displacement of the probe
within the trap. Due to the three-dimensional trapping volume, the position of the probe
should ideally be measured in all three dimensions. The PFM contains two position
detectors: first, a device measuring the two-photon fluorescence intensity emitted by
a fluorescently labeled bead to determine the axial displacement (Florin et al., 1997);
and second, a quadrant photodiode (QPD) placed in the back-focal plane (BFP) of
the condenser measuring the interference of the laser light scattered by the probe with
unscattered light (Finer et al., 1994; Allersma et al., 1998; Pralle et al., 1999). The
position sensor based on fluorescence is predominantly sensitive along the optical axis;
however, the actual signal is a convolution of the three-dimensional displacement. The
fluorescence intensity is largely independent of any distortion by the sample or the scan.
It is therefore the preferred position signal for larger scans on cells. However, one has
to integrate over a few milliseconds to obtain reasonable photon statistics for the laser
intensities (∼100 mW in the focal plane) and bead size (r = 0.1 μm) used. The maximum
sensitivity of the fluorescence intensity is about 15% change in fluorescence intensity
per 100 nm (Florin et al., 1997). The upper part of Fig. 7 shows the fluorescence signal
of a lateral and an axial scan through a 0.2-μm sphere. Because the minimum of the
trapping potential along the optical axis is behind the geometric focus, the two-photon
fluorescence signal can be used in most applications as an axial position sensor. The
exact location of the trapping minimum along the optical axis depends on the properties
of the laser focus and the probe.

The lower part of Fig. 7 displays the corresponding signals for the interference of
the scattered light with the unscattered laser light measured by the QPD. The detection
principle based on the interference of the light scattered at the probe with unscattered
light has been used to measure one-dimensional lateral displacements and forces in
single-molecule experiments (Finer et al., 1994; Svoboda and Block, 1994). Gittes and
Schmidt (1998) presented a first explanation for the one-dimensional position detection.
We have shown that a QPD placed in the BFP indeed yields information about the
displacement of the probe in all three dimensions (Pralle et al., 1999). Because the
QPD diode detects the light of the trapping laser, this position sensor is not limited by
the light intensity and can be very fast (up to 1 MHz, only limited by the capacity of
the QPD, the amplifier, and the recording device). However, any scattering caused by
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Fig. 7 Upper half: Line profiles of the TPF intensities measured when moving the focus across a 0.6-μm-
diameter bead immobilized on a coverslip perpendicular to (a) and along (b) the optical axis. Lower half:
Corresponding signal form the QPD measured along the x axis (a) and along the optical axis (b). The fits are
taken from the theoretical two-dimensional description for the QPD detection for a focus with a beam-waist
radius of w0 = 0.33 μm and a Rayleigh length of z0 = 0.76 μm.

inhomogeneities in the sample may distort the signal. This detection method is best suited
for small scans, and is ideal for the detection of the Brownian motion of the probe without
moving the laser relative to the sample (see scan modes in the following). The measured
intensity changes are described as interference of the light scattered on the sphere with
the noninteracting transmitted light. The lateral position of the sphere with respect to
the optical axis is measured as the difference between the left and the right halves of the
QPD and the difference between the upper and the lower halves. Displacements along
the z axis will instead affect the total light intensity detected by the QPD. The detector
response is modeled as interference of the scattered light from the trapped particle,
described as Rayleigh scatterer, and unscattered laser light. Figures 7a and 7b display
one-dimensional profiles taken perpendicular to (a), and along (b) the optical axis with
the theoretical description is overlaid. The lateral sensitivity of the interference signal is
about threefold higher than the axial sensitivity because the focal volume is elongated
along the optical axis. The signals are linear for small displacements. However, all three
signals are coupled for larger displacements, and it is advisable to record the three-
dimensional position response on a known object to calculate a correction matrix that
compensates the coupling between the signals.

C. The Probe

1. Probe Material and Size

Polystyrene or silica spheres, colloid gold particles, or elongated glass particles can
be used for PFM experiments. More sophisticated probes may be available in the near
future. Probe material, size, and shape selection must be optimized for each type of
experiment. Maximizing trapping force and detection contrast needs to be combined
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with best lateral resolution, with minimizing the surface interactions, or with specific
surface modifications.

The factors influencing the trapping force and the surface modifications necessary for
specific targeting of the probe limit the choice of probe materials to mostly polymer,
silica, and gold particles. The trapping forces depend mainly on the probe size, the ratio
of the probe’s index of refraction n to that of the suspending medium, and on the focal
dimensions. For particles which are small compared to the wavelength of the trapping
light, the gradient force is proportional to the particle radius r and the polarizability α

(Visscher and Brakenhoff, 1992). Hence, polystyrene (latex) spheres (n = 1.57) are more
strongly trapped than silica spheres (n = 1.45). In diffraction-limited laser traps the focal
dimensions are on the order of the wavelength.

The two-photon fluorescence detection provides the best signal-to-noise ratio for
spheres with diameters comparable to the focus, as larger spheres average the intensity
profile of the laser beam and smaller ones contain fewer fluorophores. The same is true
for the detection relying on the interference of the scattered light as spheres just smaller
than the focal volume scatter the most amount of light, optimizing the interference signal
detected by the quadrant photo-diode.

A sphere as sensor provides the advantage of isotropic resolution independent of
the orientation of the sensor to the surface in space. An asymmetrical probe with a
pointed end orientated along the optical axis provides increased lateral resolution on flat
surfaces (Stout and Webb, 1998). The contact area of the probe and the sample deter-
mine the lateral resolution achievable in imaging. Hence, in the case of spherical probes,
the one with the smallest diameter providing still reasonable signal-to-noise ratio and
the desired trapping strength should be chosen for a particular PFM experiment. We
use mostly 0.2-μm polystyrene spheres (average measured radius: 108 nm ± 3.8 nm).
Polystyrene spheres are produced by several manufactures in a broad range of diame-
ters from 20 nm to several micrometers: molecular probes (www.probes.com), Bangs
(www.bangslabs.com), Seradyn (www.seradyn.com), and others. Spheres with various
surface functional groups to bind proteins covalently and a selection of fluorophore or
dye labels are available. The spheres used in the examples shown here were orange-
fluorescent (530 nm ex./560 nm em.) carboxyl-modified latex (CML) from molecular
probes. These are the preferred probe particles in our group because their fluorophores
are excitable by a two-photon process by the IR-trapping laser, and a wide range of sizes
with the same surface functional group is available. Polystyrene spheres tend to exhibit
stronger nonspecific interactions with surfaces and often have tendrils of polymer hang-
ing off the surface, which can tether them to a substrate (Dabros et al., 1994; Zocchi,
1996). Also, for some molecules, like the molecular motors, kinesin and myosin, silica
spheres seem to provide a favorable surface for adsorption (Svoboda and Block, 1994).
Plain silica spheres can be obtained from Bangs (www.bangslabs.com) and others.

2. Probe Surface Modifications

To probe the properties or the environment of a specific protein, that protein needs
to be attached to the sphere acting as sensor. The protein, the antibody, and the ligand
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are adsorbed to the sphere and may be additionally covalently crosslinked to the sphere.
Adsorption interferes less with the activity of the adsorbed proteins than covalent at-
tachment and is usually reliable and stable enough. However, the conditions have to be
optimized for each protein and sphere type, because good adsorption depends strongly on
the electrostatic and hydrophobic interactions between the surfaces. Small ligands might
need to be attached covalently to the spheres using a spacer to provide enough distance
from the surface to preserve their activity. Because noncoated CML spheres are highly
charged, they should be coated with a protein blocking unspecific interactions with the
cell surface, such as fish skin gelatin (FSG), bovine serum albumin (BSA), or casein
(Sigma, www.sigma-aldrich.com). A basic adaptable protocol for antibody adsorption
on CML spheres can be found in Sako and Kusumi (1995) and the guideline of the man-
ufactures. Before coating, the spheres are washed three times in 0.2 M boric acid buffer
(adjusted to pH 9 using 1 M NaOH) to wash out any solvents left in the spheres from the
manufacturing process. A 1% solution of the 0.2-μm CML spheres is incubated with
1 mg/ml antibody in a 50 mM MES buffer, pH 6, for 30 min at room temperature. This is
a typical antibody–sphere–surface ratio, however the exact concentration of the coating
protein must be optimized for the total surface area and the surface charge density of the
spheres in each experiment.

The Brownian motion of the small polystyrene spheres (r ≤ 100 nm) is sufficient for
mixing; however, larger ones or silica spheres should be incubated on a wheel. After
coupling, the spheres are incubated for 30 min with 10 mg/ml FSG and washed twice in
10 mg/ml FSG in PBS; another wash is performed immediately before the experiment.
Spheres prepared by adsorbing the ligand remain active for many days when stored
at 4–8◦C. For increased long-term stability the proteins may be covalently coupled to
the spheres. Typically the carboxyl beads are crosslinked to the amino groups of the
adsorbed protein using ethylcarbodiimed (EDAC, Sigma). We find that crosslinking can
reduce the activity of the coated proteins and can increase the likelihood of unspecific
adsorption to the cellular membrane.

To optimize the binding procedure, the amount of protein bound to the surface
of the spheres should be measured with an assay like the BCA assay from Pierce
(www.piercenet.com) or the NanoOrange Protein Quantification from Molecular Probes
(www.probes.com). The BCA test is less sensitive; however, it is more compatible with
fluorescent spheres, as the spheres can be removed before the measurement because the
resulting BCA-Cu+ complex is stable.

To optimize the spheres for single-membrane protein binding, the specific ligand
or antibody can be coadsorbed with a similar unspecific protein. Alternatively, after
coating the spheres completely with the ligand, a small amount of free receptor without
membrane anchor is added to block all but the desired number of binding sites. For
each experiment, the conditions providing single-molecule events should be tested by
statistical analysis. The binding times and fraction of the beads binding during the
observation interval should be measured and compared to a Poisson distribution scaled
by 1/n, where n is the average number of active binding sites on each sphere. The
number of active binding sites needed depends on the size of the contact area of the
size.
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D. Calibration of the Force Sensor

Because the trap potential and the position detector response depend directly on the
properties of the sphere and laser focus, it is necessary to calibrate the laser trap and
the position sensor with each sphere used for an experiment at a location near the actual
measurement.

The trapping potential V (r ) can be determined by measuring the position distribution
of the trapped particle (Florin et al., 1998). The Boltzmann probability density P(r )dr
to find a thermally excited particle in a potential V (r ) at position r in the interval
[r, r + dr ] is P(r ) = c∗ exp[−V (r )/kB T ], with c chosen to normalize

∫
P(r )dr = 1.

Conversely, the trapping potential can be determined by the probability distribution as
V (r ) = kB T ∗ ln(P(r )) + kB T ∗ ln(c), where c is an offset. This method allows profiling of
the trapping potential even below the thermal energy with temporal and spatial resolutions
given by the strength of the potential and the bead size, while requiring only minimal
knowledge about the system, i.e., the temperature. For a harmonic trapping potential a
stiffness κ = 2V (r )/r2 can be defined.

The local detector sensitivity β is determined from the thermal position fluctuations
using the Stokes drag γ of the sphere. The motion of a Brownian particle in a harmonic
potential is characterized by an exponentially decaying position autocorrelation function
<r (0)∗r (t) > = <r2>e−t/τ with the mean square amplitude <r2> = kBT/κ and the
correlation time τ = γ /κ . Thus, the local viscous drag γ and the diffusion coefficient
D = kBT/γ of a sphere in a harmonic potential are calculated from the measured cor-
relation time τ of the motion and the stiffness κ of the potential (Pralle et al., 1998). To
determine the local detector sensitivity β the autocorrelation time of the positions τ and
the spring constant of the trap are calculated from the raw data, yielding an uncalibrated
spring constant κ̇ (in units Nm/V2 instead on N/m). Because γ = κτ and κ = κ̇β2, the
sensitivity β is determined from β2 = 6πηr/κ̇τ , which is valid for a sphere in a harmonic
potential as long as the position fluctuations remain within the linear response range of the
detector and the calibration is performed at least 10 times the radius of the bead away from
the surface.

In experiments determining the local diffusion in the cell membrane, the lateral spring
constant of the laser trap was adjusted to about κ ≈ 1μN/m for a sphere of 0.2 μm
in diameter. The sample chamber was maintained at 36 ± 1◦C leading to lateral rms
position fluctuations of ± 60 nm.

E. Resolution of the PFM

The resolution of the PFM needs to be discussed for the particular experiment. The
main characteristics of any microscopy are spatial and temporal resolutions. In addi-
tion, force microscopes need to optimize the force sensitivity, which is a combination of
the precision of the position measurement of the deflection of the force sensor and the
compliance of the force sensor. A force sensor with compliance close to the compliance
of the sample provides optimal force conditions. Since the compliance of the PFM can
be tuned by adjusting the laser power, forces from 1 to 100 pN can be measured with
subpiconewton resolution.
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At these small forces, thermal motion becomes an important factor in the position
measurement of the sensor, hence influencing the spatial and force resolutions. The ther-
mal motion of the interaction area of the sensor with the sample during the measurement
interval reduces the achievable spatial resolution. Hence, the spatial resolution is cou-
pled with the temporal resolution. Usually, measurements are performed slower than the
position autocorrelation time of the sensor. In the PFM, the situation depends on the ex-
periment and the position sensor used: the two-photon fluorescence is slower due to the
low light intensities, while the QPD detecting the interference signal provides position
measurements much faster than the autocorrelation time allowing novel methods of data
analysis (see scan modes). To image the surface topography of cells, the two-photon flu-
orescence intensity signal is used, as it is less susceptible to distortions by light scattering
inside the cell. Under these conditions, the spatial resolution depends on the amplitude
of the Brownian motion and the contact area of the sensor with the surface.

The position sensing based on the interference pattern of the scattered light yields the
current position of the probe more precisely because it provides subnanometer resolution
at a bandwidth sufficiently broader than the typical autocorrelation time of the Brownian
motion in the optical trap. In this case, the topographic resolution is solely dependent on
the interaction area of the sensor with the environment. One way to reduce the contact area
of the sensor would be by using an asymmetrical probe. Another way would be to keep the
sphere outside of the interaction area but rigidly connected to a single-protein molecule,
which serves as sensor for its environment. An example for the latter approach is the local
diffusion measurement of single molecules in the cell membrane (Pralle et al., 2000).

F. PFM Recording Modes

While some PFM scanning modes are similar to conventional SFM modes, the laser
trap has some unique features allowing additional scan modes. The absence of any
mechanical lever allows scanning of any three-dimensional shape through space. Either
the sample can be scanned using an x-y-z piezo stage, or the trapping laser can be moved.
The choice depends on both the area and the shape of the scan. While the latter provides
higher scan speeds, it is prone to introduce focus variations in larger scans. A novel
scanning alternative unique to the PFM is the use of the Brownian motion of the probe
to sample small volumes inside the trapping volume.

1. Contact Mode

In the constant-height mode, the sphere trapped by the laser beam is brought into
contact with the surface and then moved over the surface along an area of scan lines
(Fig. 8a). The two-photon intensity is recorded to detect the axial displacement of the
sphere out of its resting position in the trap to measure the topography of the surface.
At the beginning of the scan, the sphere trapped in solution away from the surface is
approached to the surface by moving the piezo-mounted microscope objective away
from the sample chamber. A drop in the two-photon fluorescence intensity indicates the
contact with the surface. Due to the weak axial spring constant of the trap in comparison
to the lateral one, a protrusion of the surface displaces the bead predominantly along
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Fig. 8 Illustration of the various recording modes of the PFM: (a) to image a surface in the contact mode, the
focus holding the probe particle is scanned over the surface laterally. This can be done either by maintaining a
constant distance to the support (solid line) or by using a feedback, moving the focus up and down (dashed line)
to maintain a constant force between probe and sample. (b) In the PFM tapping mode the focus is approached
to the sample in each image point, and upon contact is retracted a predefined distance. (c) Three-dimensional
SPT of a sphere bound to a diffusing membrane particle: the laser trap is held steady, and the Brownian motion
of the diffusing particle is used to record the interaction with the environment.

the optical axis, i.e., vertically (+z) away from the surface. The displacement results
in a further decrease of the two-photon fluorescence intensity. An image of the surface
topography is acquired by recording the fluorescence intensity while raster scanning an
area. If the bead is displaced too far away from the focus, it escapes the trapping potential.
Therefore, the height of the object has to be smaller than the trapping range of the laser
trap, which is about 0.8 μm.

The vertical working range is substantially extended by using a feedback circuit that
drives the piezo-mounted objective lens up or down maintaining a constant fluorescence
intensity and constant position of the probe in the laser trap, thus creating a constant
force mode. Because of the large mass of the objective lens, the response time of the
feedback is limited.

While these scan modes rely on the two-photon fluorescence intensity as a measure for
the axial displacement of the probe in the trap, it is advisable to simultaneously record the
signals from the quadrant detector as well. These signals provide information about the
three-dimensional displacement of the probe and, taken together, help to reveal possible
scan artifacts in the normal topographic image.

2. Tapping Mode

In the tapping mode, the sphere trapped by the laser beam is brought repeatedly into
contact with the surface (Fig. 8b). The PFM tapping mode can be compared to the force–
scan volumes acquired by conventional SFM (Radmacher et al., 1996). In each point of an
image, the surface is approached while recording the two-photon fluorescence intensity.
When the fluorescence intensity decreases below a preset set fraction of the intensity
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measured for the free sphere, the sphere is retracted a fixed distance and moved to the next
point. The tapping mode enables the measurement of virtually vertical slopes. Because
the contact times and forces are reduced, the spheres are less often lost due to nonspecific
adhesion to the cell surface. The vertical range in the tapping mode is limited either by
the working range of the driving piezo, i.e., 100 μm, or by spherical aberration effects,
which restrict the range of stable trapping for larger distances from the coverslip surface.

The tapping mode feedback is implemented via a DSP board and by a computer that
also displays the image and individual force scans. A reference fluorescence intensity
for the free sphere is measured in each point to avoid image distortion due to bleach-
ing of the sphere and laser intensity variations in the sample plane. The height of the
endpoint of each force scan depends on the imaged topography. The probe is retracted
at constant distances from the last contact with the surface, enabling the PFM to climb
up the extremely steep edge, without the need for extremely long and time-consuming
force scans. The elasticity of the surface is computed from the slope of the two-photon
fluorescence intensity decrease. Again, using the QPD to detect the forward-scattered
light, the lateral displacement of the sphere upon contact can be recorded simultaneously.

3. Fast Three-Dimensional Single-Particle Tracking

To measure the local environment of single-membrane proteins, no active scanning is
necessary, but the thermal position fluctuations of a sphere in a weak trapping potential.
The rms thermal position noise in a trapping potential of 2 μN/m is ≈45 nm. Measuring
this motion precisely using the forward scattered light allows recording of the three-
dimensional diffusion on the cell surface with high temporal resolution. The free trapping
potential is plotted to visualize the volume accessible to the bead. Any deviations thereof
are due to interacting potentials or obstructions such as a surface of stable object or
immobile membrane components. The local viscous drag can be determined by analyzing
the motion along the track.

G. Sample Preparation

It is essential to prepare the sample surfaces as cleanly as possible to minimize the
nonspecific interaction between the probe and the sample and to avoid collecting small
biological particles like vesicles in the laser trap. The cellular samples are prepared as
follows: Baby-hamster kidney (BHK-21) cells are grown, according to standard cell
culture procedures, in a tissue culture flask with supplemented Glasgow(G)-MEM and
passaged every 2–3 days. The hippocampal neurons are extracted from 18-day-old rat
embryos, plated on poly-L-lysine-coated coverslips in a dish that was preincubated with
glia cells and grown at 37◦C and 5% CO2 in N2 culture medium (Goslin and Banker,
1991). Circular glass coverslips (11 mm) are used as substrate for the cells. These are
cleaned and sterilized (either autoclaved or washed in acetone/ethanol and dried in sterile
air). The cells, BHK fibroblasts or hippocampal neurons, are plated at low density on
the coverslips and allowed to grow 3–5 days. At this stage, the early development of the
major processes and the growth cone morphology of the neurons can be studied.
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For imaging of living cells, the cells are washed and imaged in filtered culture medium
the same. In the case of the neuronal cells, it is advisable to use the culture medium from
the dish in which the cells had been growing to maintain the exact composition of the
medium during the experiment. For the experiments on fixed cells, the cells are washed
twice in PBS, fixed in 1% glutaraldehyde for 10 min at room temperature, washed three
times in PBS, and incubated for 10 min in 50 mM NH4Cl to block any free aldehyde
groups. Cells for live imaging are washed again in PBS containing 10 mg/ml FSG. The
scanning experiments are carried out in culture medium for living cells and in PBS for
fixed cells. In both cases, 10 mg/ml FSG is added to the solution and the microscope
stage is heated to 35◦C. All solutions should be filtered through 0.1-μm SuporeAcrodisc
filters (Gelman Sciences, www.pall.com/gelman).

To study nonendogenous membrane proteins, the cells can be either transfected 12–
14 h prior to the experiment using a trasporter such as lipofectamine (Gibco, www.lifetech.
com) or infected using a retrovirus-based system, like the adenovirus. In any case it is
useful to cotransfect the cells with a cytoplasmic green fluorescent protein (E-GFP) to
facilitate the search for successfully transfected cells. The virus system provides the ad-
vantages of being very reproducible, yielding high ratios of infected cells and disturbing
the composition of the plasma membrane the least.
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I. Introduction

It is easier and often faster to image biological samples in air than in aqueous fluid. But
imaging in aqueous fluids is almost always preferable if one wants to see biomaterials in
near-physiological environments. When imaging in fluid, one sees biomaterials not only
under conditions where their structures are native but also under conditions where the
biomaterials retain their biological activity. This activity can be monitored and, using ad-
vanced fluid handling techniques, investigated under changing environmental conditions.

It has been said that atomic force microscopy (AFM) is unnatural because the atomic
force microscope (AFM) looks at biomaterials on surfaces instead of in test tubes. The
development of biological AFM has also been handicapped by “test tube biology,”
because in vitro biological systems have been developed to work in test tubes, while the
AFM looks at biological systems on surfaces. But living systems are filled with surfaces,
especially membranes. Therefore surfaces are arguably more relevant biologically than
test tubes. In fact, AFM may be a leader in a new field, Surface Biology, which will grow
into a major research area in the new century.

This article covers methodology for using AFMs and other probe microscopes with
which the authors are familiar. These are Digital Instruments scanning probe microscopes
(SPMs) and the Asylum Research Molecular Force Probe (MFP). The MFP is a new
instrument optimized for molecular pulling experiments of the type shown in Fig. 1.

Fig. 1 A single molecule of overstretched DNA. This graph shows a force measurement of a single tethered
molecule of Lambda Digest DNA showing the B–S and the melting transition. Arrowheads indicate pulling
direction as follows: DNA stretch is � and DNA relaxation is �. During the extension of the molecule (red
trace), the DNA first goes through the B–S transition (the plateau) and then melts to single-stranded DNA
(ss-DNA) at a higher force. During relaxation of the molecule (blue trace), the DNA does not reanneal, so
the curve is a simple freely jointed chain, indicative of ss-DNA. The traces were made at a pulling speed of
1 mm/s. Data courtesy of H. Clausen-Schaumann and R. Krautbauer, Gaub Lab, LMU-München. Data were
obtained with a cantilever from Park Scientific Microlevers on a Molecular Force Probe from Asylum Research
(http://www.asylumresearch.com). (See Color Plate.)
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II. Substrates/Surfaces

“Substrates” in this context are the surfaces that biomaterials are placed on for AFM
imaging. Common substrates for biological AFM are mica and glass. Glass is flat enough
for imaging cells but is generally too rough for easy visualization of DNA, especially
under fluid.

Biomaterials such as DNA and proteins are usually imaged on mica, which has a root-
mean-square roughness of only 0.06 ± 0.01 nm (Hansma and Laney, 1996). Silylated
mica and other treated micas such as Ni(II)-mica (Bezanilla et al., 1994; Hansma and
Laney, 1996) and Mg(II)-mica are also used. AP-mica is the most common of the silylated
mica substrates (Bezanilla et al., 1995; Lyubchenko et al., 1992); its RMS roughness of
0.09 ± 0.01 nm is only slightly rougher than mica.

The biomaterials of interest need to adhere at least weakly to the substrate if they are
to be imaged well in aqueous fluid.

III. Basic Methods for Atomic Force Microscopy
in Aqueous Fluids

A. Imaging without an O Ring

This is the default method for many SPMs, and it is an optional method when using
the MultiMode SPM.

Given the importance of biological imaging in fluid, one wants to be able to image in
fluid as simply as possible. One thing that makes biological imaging easier, when using
the Digital Instruments MultiMode AFM, is to leave out the O ring. One can usually
image for about an hour under a drop of fluid before evaporation becomes a problem.
There are at least two ways to set up samples for imaging in fluid. Often one can simply
place a drop of 30–35 μL, containing the biomaterial of interest, on the cantilever in the
fluid cell and then quickly turn over the fluid cell and insert it into the AFM over the
substrate. Of course one wants to be sure beforehand that the cantilever will not crash onto
the substrate, so one may want to do a “coarse approach” with the dry cantilever + fluid
cell + substrate in the AFM before adding the sample solution.

If one wants to image for longer than an hour, one will want to add a few microliters
(μL) of water or buffer to the fluid cell periodically. One can do this with a syringe or
a microliter pipetter, inserted into the space between the fluid cell and the sample. Or,
when using a MultiMode AFM, one can inject fluid into one of the syringe ports in the
fluid cell.

Sometimes one wants the solution above the sample to be purely buffer solution,
without the biomolecules or other biomaterials that are in the solution. In these cases,
one can place the sample on the substrate in the AFM in a volume of 1–5 μL, place a
buffer drop of 30–35 μL on the cantilever in the fluid cell, and then quickly turn over the
fluid cell onto the substrate as in the example above. When using a very small sample
volume, one will of course want to be speedy about getting the sample submerged in
buffer on the cantilever before the sample on the substrate dries up. The sample can also
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be rinsed to remove loosely bound biomaterials before placing the cantilever with buffer
solution over it.

If one wants to change fluids while the sample is in a MultiMode AFM, it is usually
best to work with an O ring. Here, too, however, one can do limited fluid changing
without using an O ring. One way to do this is to have two 1-mL syringes in the ports of
the MultiMode fluid cell—one empty syringe and one filled with the new solution. The
old solution can be sucked into the empty syringe, followed by a cautious injection of
new solution from the filled syringe— ∼50 μL will be sufficient. Repeating this a few
times will give a fairly complete exchange of fluid—but one must be careful not to inject
too much fluid, or it will flow over the edge of the sample and onto the scanner.

Similarly, one can change fluid in other open fluid cells by using syringes with needles
for injecting and removing solutions in the space between the cantilever and the substrate.

A much finer system for pumping fluids into the fluid cell during imaging has been
developed by our group, using computer-controlled fluid changes and microliter volume
injections that can be carried out with little or no disruption of the image whose capture
is in progress. We will discuss this option later.

B. Imaging with an O Ring

For more serious imaging with the MultiMode AFM under a series of fluids, the O
ring is unavoidable. One can improve the O ring somewhat by slicing off the outer edge
with a razor blade or scalpel to decrease the outer diameter of the O ring. Much better
O rings with a new cross section have been designed by Johannes H. Kindt at UCSB.
Hopefully these will soon become commercially available to the AFM community.

With an O ring to enclose the fluid cell, one will want to think about automating the
flow of fluids into and out of the fluid cell. This can be done either with the computer-
controlled system described later or with a gravity flow system using syringe barrels and
valves as described by Thomson et al. (1996). The flow rate for this system is measured
by collecting the effluent into a beaker on an electronic balance.

C. Removing Bubbles from the Cantilever

Air bubbles are a problem when they sit on the cantilever. If one is having imaging
problems, it is wise to check for bubbles, which can cause imaging problems in fluid.

Sometimes air bubbles can be removed simply by lifting the fluid cell and lowering it
down again over the sample. Or the fluid cell can be removed from the AFM and tapped
gently to dislodge bubbles. Another way to dislodge bubbles is to flush fluid in and out
of the fluid cell with a syringe attached to the port of the fluid cell.

One can also easily degas solutions before use, if there is a persistent problem with air
bubbles. To degas a solution, pull it into a syringe, hold a piece of parafilm over the end
of the syringe with your finger, and pull on the plunger of the syringe until air bubbles
form. Tap the syringe against the edge of the lab bench while pulling on the plunger to
dislodge bubbles from the walls of the syringe, and they will rise into the air space above
the solution. Bubbles will, of course, be a problem whenever one injects cold fluids into
the fluid cell, so temperature equilibration of fluids is important.
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D. Imaging Modes

The two standard AFM imaging modes are tapping and contact. Our labs almost always
uses the tapping mode, which reduces lateral forces. For some samples, the contact mode
is preferred. It is often easier to see substructural detail in the contact mode when imaging
flat samples where lateral forces are small. For example, two-dimensional protein arrays,
including membrane protein arrays, are usually imaged in the contact mode (Czajkowsky
and Shao, 1998; Engel et al., 1997; Müller et al., 1998; Yang et al., 1994), although the
tapping mode AFM can give comparable resolution in the hands of an experienced user
(Moller et al., 1999).

E. Imaging Parameters

In the late 1980s, a newcomer to the AFM field said he had expected to find that using
the AFM was rather like using a toaster (Hermann Gaub, personal communication).
Instead, he found it to be more like playing a violin. Although the AFM is becoming more
toaster-like with its new improvements and more user experience, it is still somewhat
violin-like. Therefore the user will find it useful to experiment with gains, setpoint, scan
speed, drive frequency, and drive amplitude to find the best conditions for each new
sample. The details presented in the following paragraphs about imaging parameters are
to be used as a guide, not as a strict protocol.

When determining the frequency response for cantilevers in fluid, automatic tuning
methods may not work. A plot of amplitude versus frequency shows multiple peaks in
fluid. The highest peak does not necessarily produce optimal imaging. With experience,
one usually finds that a particular location in these peaks gives good images. This location
is often 5–10% below the peak frequency of the selected peak. A good technique for
newcomers is to check the imaging quality at or slightly below the peak frequency of
a few of the peaks until satisfactory results are obtained. If imaging quality starts to
degrade while using the same cantilever, one can check the cantilever tuning again and
readjust the drive frequency. Our lab typically uses 100-micron-long, narrow, V-shaped,
silicon–nitride cantilevers in Plexiglas fluid cells. With these home-made Plexiglas fluid
cells, the optimal peak frequency is typically close to 13 kHz. With glass fluid cells, the
primary cantilever oscillations are at lower frequencies, near 9 kHz. These oscillations
are all in the envelope of the thermal resonance frequency for the cantilever in fluid
(Schaffer et al., 1996).

After the correct frequency is determined, the gains can be optimized. One can start
scanning with the integral gain set at 1.2 and the proportional gain twice as large. With
these values one can usually tell whether an image is obtainable or if one needs to change
the frequency or the tip. Proportional gains are significantly less sensitive than integral
gains, so first the integral gain must be adjusted only until the image is optimal. Then
the proportional gain must be adjusted. This gain ends up being about two or three times
the integral gain. We commonly use an integral gain between 1 and 3 in fluid, though
we have used much higher gains on occasion.

The optimum imaging setpoint is selected by lifting off the surface completely while
scanning, then slowly approaching until an image is formed. With dry AFM, pushing
harder on the sample will often give a sharper image. In aqueous AFM, samples can be
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particularly soft, so minimal forces are often optimal. One may want to rescan the same
area with a larger scan size to ensure one has not scraped the surface.

The imaging setpoint correlates with the drive voltage. In general smaller drive
voltages are good for imaging relatively flat samples such as DNA and proteins on
mica, while larger drive voltages are good for imaging relatively thick, sticky, or soft
samples such as cells. With small-drive voltages, the setpoints for low-force imaging
will be 0.5 V or less; with large-drive voltages, the setpoints for low-force imaging will
be 1–2 V or higher.

In general, the scanning speed does not need to be changed when going from dry to
aqueous samples. We usually use a scan speed of 2–4 Hz.

F. Cantilevers

As mentioned earlier, our lab typically used 100-micron-long, narrow, V-shaped,
silicon–nitride cantilevers. EBD tips, oxide-sharpened Si–N tips and normal pyrami-
dal Si–N tips have all been used successfully. Before fluid tapping was possible, we
observed that EBD tips gave less sample damage (Hansma et al., 1993).

The 200-micron-long, wide V-shaped cantilevers have a similar spring constant to the
100-micron narrow cantilevers. Their larger size makes them easier for beginners to use,
and we have used them successfully for many samples. These 200-micron cantilevers are
probably preferable to the 100-micron cantilevers for users who do not have a scanner
with “vertical engage” such as the original MultiMode scanners from Digital Instruments.
For older MultiMode scanners that need to be leveled manually, it is easier to get the
longer cantilevers level enough with respect to the surface; with the shorter cantilevers,
even a small sample tilt can cause the corner of the cantilever chip to hit the sample
instead of the cantilever tip. Feeler gauges are useful for leveling these older scanners.

Other soft cantilevers for imaging in fluid are 400-micron-long rod-shaped silicon can-
tilevers and V-shaped silicon cantilevers from Park Scientific (now ThermoMicroscopes,
Sunnyvale, CA).

G. Effects of Different Aqueous Solutions on AFM Imaging

Much of the challenge with biological AFM in fluid is in finding a good aqueous buffer
solution that supports the biological activity of interest and also keeps the biomolecules
well enough immobilized on the substrate for good imaging but not so tightly bound
as to be inactive. In our group we explored and succeeded in imaging in liquid differ-
ent biological macromolecules such as laminin, chaperonins, DNA, and DNA–protein
complexes.

We investigated the three-dimensional arrangement and dynamic motion of
laminin-1 (Ln-1) molecules (Chen et al., 1998). Laminins are a family of extracellu-
lar matrix glycoproteins that play an active role in tissue development and maintenance.
Four different buffers at pH 7.4 were used: high-salt MOPS buffer (20 mM MOPS,
5 mM MgCl2, 150 mM NaCl), low-salt MOPS buffer (20 mM MOPS, 25 mM NaCl,
5 mM MgCl2), PBS in 5 mM MgCl2 (10 mM phosphate buffer, 2.7 mM KCl, 137 mM
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NaCl), and Tris buffer (50 mM Tris, 150 mM NaCl, 5 mM MgCl2). The two MOPS
buffers (low-salt and high-salt) were the best for imaging substructures in individual
Ln-1 molecules. The lower panels in Fig. 3 show the flexibility and mobility of Ln-1
arms in high-salt MOPS buffer (physiological conditions). Sometimes, imaging in a high-
salt buffer was not as easy as imaging in a low-salt buffer. The images appeared less well
defined, perhaps because the molecules were more weakly attached to the mica. Imaging
Ln-1 in PBS or Tris buffer was very difficult, and the images were poor. In contrast to the
successful imaging of Ln-1 in fluid, other basement-membrane macromolecules such
as collagen IV and heparan sulfate proteoglycan could not be imaged in the previously
cited buffers, though they gave good images in air (Chen and Hansma, 2000).

Another example of proteins imaged in solution without additional treatment such as
fixation is the Escherichia coli chaperonin GroEL and its co-chaperonin GroES. These
proteins play important roles in helping proteins reach their native states. We were able
to scan the same sample region without excessively disturbing the array of either the
GroEL or the GroES molecules. The central channel of the protein was resolved in many
of the molecules. The best results were obtained when the protein arrays were imaged in
50 mM Hepes (pH 7.5), 50 mM KCl, and 10 mM MgCl2. These preliminary results with
a commercial AFM were followed by analyses of protein dynamics with a prototype
small-cantilever AFM (Viani et al., 2000).

To study biological processes such as DNA–protein interactions in fluid with the
AFM, one has to compromise between strongly bound DNA, essential for good imaging
conditions, and loosely bound DNA, required for reactions with other molecules such
as enzymes. We have found, after exploring several buffers containing salts of divalent
inorganic cations, that DNA molecules bind tightly enough to mica if the solution contains
1 mM concentrations of Ni(II), Co(II), Zn(II), or Mn(II) (Hansma and Laney, 1996). This
finding was valuable for demonstrating the activity of E. coli RNA polymerase (RNAP)
on mica (Kasas et al., 1997). With varying Zn2+ concentration in the buffer solution, the
DNA molecules bound loosely enough to be translocated by the RNAP and also with
sufficient strength to be imaged with the AFM (e.g., Fig. 2). Although our labs have
favored the use of divalent transition metal salts, the Bustamante lab has successfully
imaged RNAP complexes in buffers without these salts (Bustamante et al., 1999; Guthold
et al., 1999). This is another example of the “violin-playing” nature of AFM imaging at
present.

We have observed other DNA–enzyme processes in the AFM, including reactions
of DNA with other polymerases (Argaman et al., 1997; Hansma et al., 1999) and with
DNaseI (Bezanilla et al., 1994; Hansma, 2000; Hansma et al., 2000). DNA degradation
by DNaseI is a robust process in the AFM that makes it useful for testing new instru-
mentation such as the automated fluid-handling system of Fig. 4. After stable imaging
in the presence of Ni(II), the buffer containing Mn(II) (the divalent cation required for
the enzyme activity) and the DNaseI solution were injected with this system, yielding
the results shown in Fig. 5.

Observing other DNA–enzyme interactions is an avenue of progress that provides
many opportunities for new development in the instrumentation and new strategies in
the imaging conditions.
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Fig. 2 Two active complexes of DNA with RNAP under fluid in an AFM. E. coli RNAP transcription
complexes were prepared with a 1047-bp DNA template (Guthold et al., 1999; Kasas et al., 1997). (A), (B),
and (C) each show a series of four consecutive images at 42-s intervals. (A) DNA strands move near the surface
in Zn(II) buffer. (B) 3.5–6 min after the last image in (A). RNAP transcribes and/or detaches from DNA strands
after NTPs are introduced. (C) 6–8 min after the last image in (B); Zn(II) buffer is reintroduced. Note that the
image quality deteriorates in Zn(II)-free buffer and improves as Zn(II) buffer is reintroduced [see Hansma and
Laney (1996)]. DNA images are 310 nm × 330 nm. (See Color Plate.)

Fig. 3 AFM imaging of laminin molecules in air shows submolecular structure in the laminin arms (top
row). In the sequential images, a single laminin molecule in aqueous solution waves its arms (bottom row).
(See Color Plate.)
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Fig. 4 The setup of the fluid-handling system. On the left are the pump-modules that inject fluid from
different source solutions. On the right are the additional pump-modules sucking solution from an open fluid
cell at the same rate. In the center is the fluid chamber around the sample with the cantilever above the sample.
(See Color Plate.)

H. When To Image in Fluid

Fluid imaging is essential if one wants to see something happening, such as moving
DNA molecules in the complexes with RNA polymerase in Fig. 2 (Hansma, 1999;
Kasas et al., 1997) or the motion of the laminin arms in Fig. 3. Another useful type of
AFM in fluid is force mapping or force–volume (FV) imaging (Brown and Hoh, 1997;
Radmacher et al., 1994) (Fig. 6). This FV image of three synaptic vesicles with dark
spots in their centers shows darker and lighter regions that correspond to harder and
softer regions, respectively (Laney et al., 1997). We were surprised to find that these
vesicles were harder in their centers than at their edges, unlike most cells and other soft
things (imagine, for example, a pillow). One can see that the vesicle centers are harder
or stiffer than their peripheries because they are dark like the mica surface (though not
nearly as hard as mica).

I. When Not To Image in Fluid

One does not want to get carried away with imaging in fluid, though, to the exclusion
of imaging in air. It is of course usually easier to get stable images in air than in fluid,
and air images also often have better resolution. For example, in Fig. 3, the images of
laminin in fluid show the arms moving, but the images in air show the substructure in
the laminin arms in much greater detail (Chen et al., 1998).

Another example where imaging in air has proved to be more useful than imag-
ing in fluid is the Ni(II)-mediated condensation of the DNA, poly (dG–dC)∗(dC–dG)
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Fig. 5 Enzymatic degradation of single DNA molecules in the AFM. A field of DNA molecules (0.5 μg/
mL of BlueScript plasmid DNA) in a buffer containing 20 mM Hepes, 5 mM MnCl2, pH 7.6, continuously
pumped at 5 μL/s. After the injection of DNaseI into the same buffer, the degradation of the molecules can
be observed; arrows indicate frame and position in frame where the 10-μL injections occurred. The circles
highlight new cuts in DNA molecules. The scan size is 1 μm × 1 μm; the z range is 7 nm. All imaging was
done on a Nanoscope III Multimode-AFM (Digital Instruments). The microscope was operated in the fluid
tapping mode using cantilever oscillation frequencies between 10 and 20 kHz. (See Color Plate.)

Fig. 6 Three cholinergic synaptic vesicles. Height image (left) and force–volume (FV) image (right) of
three synaptic vesicles from the electric organ of Torpedo. The centers of the vesicles are harder or stiffer than
the edges of the vesicles (see Laney et al., 1997). (See Color Plate.)



10. Biological Probe Microscopy in Aqueous Fluids 223

Fig. 7 These condensed DNA structures in air (left) and fluid (right) are similar. The side loops on these
DNA condensates can be imaged more stably in air. Poly (dG–dC)∗(dG–dC) condensed with 1 mM NiCl2 to
form loopy toroids. Left: A typical field of condensates was imaged with tapping mode AFM in air. Right:
These three toroids were found in aqueous tapping mode AFM images. The scale bar applies to all images.

(GC-DNA)(Fig. 7, (Hansma 1999; Sitko, in preparation)). With this system, the observed
structures were similar in air and in fluid. Because the DNA condensates bound strongly
and irreversibly to the mica, they did not move or condense further during AFM in fluid.
Therefore it was easier and no less useful to image these condensates in air instead of in
fluid.

IV. Molecular Force Probing

A relatively new application for probe microscopy in fluid deserves special mention.
One of the most dramatic examples of this new application is the unfolding of individual
titin protein molecules (Fisher et al., 1999; Rief, Gautel et al., 1997). Other examples
include tensile pulling of double-stranded DNA molecules (Lee et al., 1994) and single
polysaccharide molecules (Rief, Oesterhelt et al., 1997), measuring the strength of single
covalent bonds (Grandbois et al., 1999) and ligand–receptor or ligand–ligand interactions
(Dammer et al., 1995, 1996; Florin et al., 1994). This AFM application is sometimes
called force spectroscopy (Rief, Oesterhelt et al., 1997). Here it is referred to as molecular
force probing (MFPing) to distinguish it from probe microscopic techniques that require
scanning.

MFPing essentially involves measurements of force versus distance characteristics
for single or multiple molecules stretched between the cantilever tip and the substrate in
the AFM contact mode. The molecules being probed are attached through covalent or
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noncovalent interactions to the substrate and to the tip of the cantilever. A large array of
techniques can be employed to achieve this goal. Usually, the tip of the AFM probe is first
pressed against substrate, which has the material of interest deposited onto it. After a short
incubation time (on the order of 1 s, to allow the molecules of interest bind to the tip) single
or multiple pulls are performed. Both the tip and the substrate can be modified and/or
functionalized to allow more specific attachment of material of interest to both working
surfaces (Lee et al., 1994; MacKerell and Lee, 1999; Rief, Oesterhelt et al., 1997).

During each pull, the tip and cantilever move away from and toward the substrate.
The primary form of the raw data from an MFP experiment is the deflection of the
laser beam versus the distance of cantilever movement in the z direction. These data
can be transformed into force versus distance plots using the Hooke’s law formula
f (Force) = kx where x is the distance that the tip of cantilever was deflected and k
is the spring constant for the cantilever. The spring constant for the cantilever can be
estimated by a few different methods (Cleveland et al., 1993; Sader et al., 1995) if the
instrument used for pulling does not have a built-in system for estimating the spring
constant. One also calibrates the microscope to find the sensitivity of the cantilever,
which is piezo-voltage per nanometer of cantilever deflection on a hard surface. This
can be done by first manually approaching the surface with the tip and then pressing the
tip against the surface until it is sharply deflected. Then one can perform a single pull in
the away-then-back-to-the-surface direction and record the deflection of the laser beam
versus the distance of the cantilever movement. This graph serves as a calibration curve
for cantilever deflection values. When these calibrations are done, the MFP is ready for
actual pulling experiments. After data are converted into force versus distance graphs
as in Fig. 1, the best fitting model can be found for each separate pulling event (for
example, worm-like chain model for titin domains unfolding or DNA stretching). From
this model one can calculate corresponding contour lengths and persistence lengths for
each observed event (Fisher et al., 1999).

Numerous modifications of MFPing can be used to study intermolecular as well as
intramolecular interactions. Elasticity of biopolymers, protein, and nucleic acid folding,
interactions between biomolecules and receptor–ligand interactions, and forces of cova-
lent and noncovalent bonds are a few examples of problems that can be studied with the
MFP technique. Although almost any standard AFM can be used to perform some MFP
experiments, the molecular force probe (MFP) from Asylum Research (Santa Barbara,
CA) is dedicated specifically for nano-pulling experiments. The MFP has both hardware
and software advantages over conventional AFM. The main hardware advantage is the
improved control over the z position of the cantilever relative to the sample due to an
absolute position sensor. This can be crucial in pulling experiments as repetitive pulling
events often have to be performed without touching the substrate while, at the same
time, approaching very close to the substrate. This is also a major software advantage
of the MFP as compared to the AFMs we are acquainted with: that the software can
perform repetitive molecular pulls without touching the substrate between pulls. The
MFP’s IGOR software (Wavemetrics, Lake Oswego, OR) can also be easily modified
for specific experiments through macro commands written by the researcher or obtained
from the growing MFP community.
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In a typical experiment, a long, narrow, V-shaped silicon–nitride cantilever is mounted
on the holder by applying a small speck of vacuum grease in the middle of mounting
depression. Care is taken to prevent an excess of vacuum grease from contaminating the
cantilever or holder’s optical surface. When changing the cantilever, one should carefully
remove traces of old vacuum grease from the holder by flushing it with ethanol and blot-
ting it dry. Care should be exercised not to scratch the optical surface of cantilever holder
(directly underneath and in front of the cantilevers), as this can impede the performance
of the MFP.

The sample is prepared by depositing the material of interest on a transparent or
translucent substrate such as a glass microscope slide or a gold-coated slide. Sometimes
it works best to dry the sample onto the slide so that it is firmly attached and then add
a drop of fluid before imaging. The tip often bonds sufficiently to the molecules of the
sample by simply being pressed onto the sample surface. With pulling experiments on
dextran, the initial approach was to specifically attach the dextran to the tip and substrate
via biotin/streptavidin and gold/thiol linkages, but it turned out that simply drying the
dextran on the surface was sufficient for strong binding (Rief, Oesterhelt et al., 1997).
Pulling experiments can also be performed in air instead of in fluid, but the measured
forces in air will be dominated by the meniscus forces from the thin water layer that
covers surfaces in air (Drake et al., 1989).

For pulling in fluid, small drops of fluid are placed on both the sample and the cantilever
prior final MFP assembly. After the spring constant and the sensitivity of the cantilever
have been determined, single or multiple pulls are performed and recorded automatically.
It is good practice to first repeat a pull like the one used to calibrate the cantilever
sensitivity and to save it, as internal standard for the surface position and cantilever
sensitivity, in your data file.

V. Advanced Fluid Handling

Finally, we present a new fluid-handling technique that we have developed to study
the responses of biological systems to changing environmental conditions.

Since the first AFM studies of dynamic processes in fluid, controlled fluid exchange
has been a challenge. Solutions to this challenge, as described earlier, have included not
only direct injection of a new fluid by hand but also the gravity flow method (Thomson
et al., 1996). The hand-injection method obscures the image at least in the moment of
the exchange. The exact imaging area is often lost altogether in the disturbance caused
by injecting fluid during imaging.

Gravity flow is a rather quiet, but at the same time, static method. Gravity flow is also
tedious to optimize. The exact flow rate depends strongly on the physical setup of the
system, such as fluid levels, the diameter of tubing, and the viscosity of the different
fluids. This uncertainty makes exact timings difficult. Furthermore, changing conditions
inside the AFM fluid cell, caused by the different flowrates of solutions, can cause
thermal drift and cantilever bending especially in small cantilevers, thus obscuring the
image. Another limitation of gravity flow is that it requires a closed fluid cell, which is
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not available for some systems and, where available, is often problematic (leaks, limited
scan size, high load on scanner).

The ideal fluid-exchange system runs different solutions continuously and in small,
controlled portions at a given rate and low noise. In addition, it can remove the fluid
at exactly the same rate from an open fluid cell, therefore maintaining the fluid level
in an open low-volume cavity. This versatility is ideal for use with a variety of probe
microscopes, many of which have only open fluid cells.

We have constructed a system with the potential to combine all these properties,
using four high-precision, computer-controlled syringe pumps (Fig. 4). Unlike other
pumps, these pump modules have proven to be very quiet. These pumps show minimal
or no disturbance in nanometer-scale images of DNA plasmids on a mica surface while
continuously running a buffer solution at flow rates up to 15 μL/s. The long-term stability
of the flowrate was shown to be better than 200 nL/min, resulting in volume changes
inside the fluid cell of less than ±6 μL in 1/2 h.

A. Principle of Operation

Two syringe pumps inject fluid into the AFM fluid cell in an alternating manner, pro-
viding continuous in-flow. The modules are equipped with computer-controlled valves
that can connect the syringe to one of multiple ports. While one module is running fluid
into the fluid cell, the other module switches over to a different port and refills at a suction
rate that is higher than that in the flow rate into the cell. Then, it switches back to the
port connected to the fluid cell and waits for the module currently running to complete
its stroke. When that happens, the now refilled module takes over and starts running.
This changeover needs to be well synchronized to avoid glitches in the continuous flow
and, hence, in the AFM image. The in-flow modules have eight ports to choose from so
that the fluid to be injected into the AFM can be selected from various sources, and the
source can be changed without interrupting the continuous flow (Fig. 4).

Using more complex protocols, it is possible to make single-microliter injections of one
source while continuously running another. This is achieved using a layering technique:
first, an empty syringe refills with the buffer that is running continuously. Then, a small
volume of the fluid to be injected is slowly layered on top of the buffer solution inside
the syringe (Fig. 4, left). Now, when this syringe starts running solution into the fluid
cell again, the small volume layer is injected first. Experiments with stained solutions
showed that mixing inside the syringe is minimal if the layering is performed slowly.

For continuous fluid removal from an open fluid cell, two more syringe pumps are
necessary. These will aspirate fluid at the same rate as the injection modules dispense it.
The flow rates must be well controlled, because errors accumulate over time and would
eventually overflow or dry out the fluid cell. Microprocessor-controlled and stepper-
motor-driven syringe pumps provide such accuracy. By changing the ratio between
injection and aspiration slightly, the system can also compensate for evaporation.

Controlling the pump modules requires a microcomputer (PC) that generates the
complex timings in real time and provides a structured, reliable user interface. We used
a 200-MHz Pentium-II Laptop PC.
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The software was written in the Turbo-Pascal dialect Delphi for Windows, and its use
is straightforward. The user enters parameters such as flow rate and fluid source. The
flow is controlled with Start, Stop, and Pause buttons. To switch fluids, one selects a
different fluid source from a menu. For a low-volume injection, one selects the source
and volume, and then hits the Inject button.

Because the software knows the volume of the tubing between the syringes and the
fluid cell, it can exactly predict the time of change inside the AFM fluid cell. Whenever
the user chooses to change the fluid running, a countdown is displayed that announces
the exact (better than 1 s) time of fluid change inside the fluid cell. The validity
of these timing predictions was tested by switching between DI water and Hepes buffer
solution while continuously running force versus distance curves on a mica surface.
This method (Hermann Gaub, personal communication) shows an abrupt change in the
shape of the force curve when changing from DI water to buffer. The moment of force-
curve change correlated well with the change time announced by the fluid-handling
software.

The ability to exactly predict the time of injection or fluid change makes the system
suitable for dynamic studies of biological single-molecule systems, such as environment-
dependent force spectroscopy of single molecules, or the time-resolved activity of
enzymes on DNA, as described in the following.

B. DNase Digesting DNA—A Fluid-Handling Example

Figure 5 shows an image series of Bluescript plasmid DNA on mica that is successively
digested by DNaseI. A Hepes–Mn buffer is continuously pumped at 5 μL/s. Each arrow
marks the time of injection of 10 μL volume of DNase solution. This method allows full
control over the speed of the reaction and makes scanning for extended periods of time
between sample exposures to DNase possible.

C. Outlook

The first results with this system are very encouraging. The system is, in principle,
adaptable to any AFM or probe microscope on the market, including closed-cell sys-
tems such as the Digital Instruments Multimode AFM, as well as open-cell systems like
either the DI Dimension series or the new molecular force probe by Asylum Research. It
may well be suited for non-AFM applications that require quiet fluid handling. Further
improvements are currently under way to make it more versatile. Two of these improve-
ments are a temperature controller using a low-volume heat exchanger between the
in-flow pumps and the fluid cell and an in-line pH probe. These improvements will make
the system even more suitable for biological applications. A second in-flow pump pair
would allow one to continuously mix between two different fluids. This would greatly
simplify either the investigation of dependencies between an environmental variable and
a sample property or the search for good imaging conditions for a new sample. Another
possible application to be considered is cell culturing inside an AFM fluid cell. We hope
that this new technique will soon become more broadly available.
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VI. Conclusion

The examples pictured here are just a few of the many valuable research applications
for AFM in aqueous fluids. The challenge of biological AFM in fluid comes with a great
potential benefit: AFM looks at biomolecules on surfaces, and living organisms are filled
with surfaces. Therefore, “surface biology” may well be the biological frontier of the
millennium, replacing the “test tube biology” that has generated such a vast amount of
valuable knowledge in the last century.
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I. Introduction

It seems commonly known that obtaining images with atomic force microscopy (AFM)
is relatively easy: The technology has been developed to such a level that the microscope
is, to a large extent, no more complicated to operate than a light microscope. Nonethe-
less, obtaining high-resolution AFM images of biological samples under solution can
be, in fact, quite challenging. This difficulty is frequently not because of any intrinsic
characteristic of the biological specimen but rather because of the problem of preparing
the sample in a manner suitable for AFM imaging.

In particular, there are two qualities that samples must have to obtain the highest
resolution. First, they must be attached to a flat substrate with sufficient strength to
withstand the lateral forces imparted by the tip. Although these lateral tip interactions
can be minimized by imaging in the tapping mode, higher resolution images are, in
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general, always produced with more tightly bound samples, whatever the imaging mode.
Second, the sample must be clean. This often overlooked requirement is necessary not
only to prevent contamination (and thus enlargement) of the tip during imaging but also,
importantly, to enable an accurate interpretation of the image once obtained, since the
molecules of interest may not have a topography much different from that of aggregates
of denatured proteins. There is also a tendency for closely packed samples to yield
images with higher resolution (Czajkowsky and Shao, 1998; Shao et al., 1996), but at
the moment, the only necessary conditions of AFM samples seem to be that they are
clean and tightly attached to a substrate.

However, because of these requirements, there is a strict limitation on the choice of
substrate to those that have a high affinity for the molecular complexes under study but
a low affinity for all others, particularly aggregates of denatured proteins. By far, the
most popular substrate in AFM is muscovite mica, a layered aluminosilicate that can
be cleaved with tape to produce a fresh atomically flat surface (Bailey, 1984). Yet with
so many complexes capable of interacting with mica, the requirement for clean samples
shifts to a necessity for clean stock solutions, which may be challenging. Moreover, if
the interaction with the sample is too weak, there are only a few possible modifications of
the mica surface which might improve adhesion (Lyubchenko and Shlyakhtenko, 1997;
Shlyakhtenko et al., 1999)

This chapter will describe methods to prepare an alternative set of substrates, supported
lipid membranes, that are approximately as flat as mica but that can be better tailored to
the properties of a particular sample by simply using lipids with appropriate headgroups.
With this better control over sample adhesion, the attachment of unwanted molecules can
be reduced, and so an additional advantage of such substrates is often cleaner samples.

II. Preparation of the Supported Bilayer Substrates

Supported lipid bilayers, as their name implies, are simply single bilayers bound to a
hard surface such as mica. These bilayers were initially developed as model cell mem-
brane systems, and indeed much of their current use, including in AFM investigations,
is in studies of the structure and functioning of integral membrane proteins. However,
as these surfaces are flat, robust, relatively straightforward to prepare, and possess an
easily modified reactive surface, they have been increasingly used as direct substrates
for water-soluble biological samples as well.

In what follows, we describe three methods to prepare these substrates. For all exper-
iments, the lipids were purchased from Avanti Polar Lipids (Alabaster, AL).

A. Fusing Small Vesicles

In this method (Fig. 1), small unilamellar vesicles (SUVs) are added to a mica substrate,
where they spontaneously bind, rupture, and then fuse to form the supported bilayer.

When phospholipids are first hydrated, they rapidly self-assemble into multilamellar
vesicles (each resembling an onion). Since the diameters of these vesicles are comparable
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Fig. 1 Preparation of the supported bilayer by fusing vesicles with mica. Sonication of hydrated lipids
produces small unilamellar vesicles, which can bind and, if the lipids are in the fluid phase, fuse onto mica
to form the supported bilayer. Heating above the main transition temperature may be needed if the lipids are
in the gel phase at room temperature. In addition, if the lipids are anionic, 1 mM Ca2+ may be required to
promote adhesion of the vesicles to the negatively charged mica surface.

to the wavelength of light, the solution is cloudy. The SUVs, with diameters typically
smaller than 100 nm, are formed by sonication of this suspension until the solution
becomes transparent.

In a typical preparation, the lipids, initially dissolved in chloroform, are added to the
bottom of a round-bottom disposable culture tube, and the organic solvent is evaporated
under nitrogen, leaving a thin film of lipids. A low-salt solution (for example, 20 mM
NaCl) is next added so that the final lipid concentration is 0.5 to 1 mg/ml. The low ionic
strength ensures minimal competition of cations with the mica surface. The tube is then
sealed under nitrogen (to prevent oxidation of the lipids) and placed in a bath sonicator,
usually for 1 h for unsaturated lipids and 5 h for saturated lipids, until the solution is
clear. A droplet (∼40 μl for a mica size of ∼3 × 4 mm2) of this vesicle solution is next
added to a freshly cleaved fragment of mica at room temperature. After incubating for
1 h, the sample is washed with buffer to remove excess vesicles. If the lipids are in the
fluid phase at room temperature, the supported bilayer will have formed at this point. If
the lipids are in the gel phase at room temperature, it is necessary to incubate the sample
above the main transition temperature for approximately 30 min to promote the rupture
and fusion of the otherwise intact vesicles.

Figure 2 shows a supported lipid bilayer of the saturated zwitterionic lipid dipalmi-
toylphosphatidylcholine (DPPC) formed by vesicle fusion. The dark region in this image
is a defect in the bilayer produced by scanning the AFM tip at a high rate and with a
large applied force, prior to acquiring this image. For fluid-phase bilayers, which cannot
be permanently displaced by a scanning tip, the presence of the membrane can be verified
by incubating with bovine serum albumin (BSA) (adding 1 μl of 1 mg/ml stock solution
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Fig. 2 AFM image of a supported DPPC bilayer at room temperature. The dark region is a defect in the
bilayer created by scanning at a high force and a high scan rate prior to acquiring this image. Such tip-
induced defects are, however, not stable in fluid phase bilayers. With these, the presence of the bilayer can be
demonstrated by adding bovine serum albumin, as described in the text.

for 30 min followed by washing with buffer). By mechanisms not fully understood,
this protein either creates or stabilizes defects in these bilayers so that the presence of
the bilayer is revealed as planar thicker regions separating local clusters of BSA bound
directly to mica.

The previously cited procedure should work for any lipids that form SUVs, except
when higher concentrations of anionic lipid (greater than 20%) are used. In this case,
1 mM Ca2+ should be included in the buffer to enable adsorption of the vesicles to the
negatively charged mica surface. After the supported bilayer has formed, the calcium
can be washed away without damage to the supported bilayer, probably as a result of the
low diffusion of ions through the bilayer.

B. Using a Langmuir Trough

When phospholipids are added to an air/water interface, they remain at the interface,
oriented with their hydrophilic headgroups facing the solution and the hydrophobic tails
facing the air. A Langmuir trough is an instrument that enables the controlled deposition
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Fig. 3 Preparation of the supported bilayer using a Langmuir trough. The bilayer is prepared by depositing
two separate lipid monolayers onto the mica surface as mica passes through the air/water interface of the
trough twice.

of such monolayers at a chosen density (determined from a measurement of the surface
pressure) onto a substrate such as mica.

To prepare the supported bilayer (Fig. 3), the mica fragment is first submerged within
the aqueous solution in the trough, and the air/water interface is cleaned with suction.
The lipids are then dissolved in hexane/ethanol (9/1 vol/vol), chloroform/methanol
(2/1 vol/vol), or chloroform to 1 mg/ml and applied to the air/water interface. After
waiting for several minutes for the organic solvent to evaporate (15 min with hexane/
ethanol and 1 h with chloroform-containing solvent), the monolayer is slowly com-
pressed (initially at 160 cm2/min but then at less than 15 cm2/min for smaller areas) to a
final surface pressure of either ∼32 mN/m for unsaturated lipids or ∼45 mN/m for sat-
urated lipids. Bilayers have fewer defects if prepared with a higher surface pressure, but
monolayers collapse when the pressure is too large. Feedback is engaged at this point to
maintain a constant surface pressure during the rest of the procedure. The mica fragment
is slowly raised through this interface (0.4 cm/min), depositing the lipid monolayer onto
the substrate (the headgroups are facing mica). This slow rate of deposition has been
found to be crucial, as the quality of the sample degrades with faster rates.

After replacing the subphase, a similar procedure is used to prepare the second mono-
layer. The monolayer-coated mica fragment is horizontally lowered through the interface
(at the same 0.4 cm/min) forming the supported bilayer. Comparable results are obtained
with vertical deposition, but this typically produces more defects in the supported mem-
brane. In addition, the samples are more homogeneous when the mica fragment is small
and when only a few samples are prepared at once.

C. Using a Langmuir Trough and Small Teflon Wells

In this method (Fig. 4), a monolayer is first deposited onto a mica surface using a
Langmuir trough, and then small wells in blocks of Teflon are used to prepare the second
leaflet and to incubate with the sample. While the organic solvent in the first monolayer is
evaporating, the second monolayer is formed at the air/water interface in the Teflon well
using a Hamilton syringe (usually applying a ∼1-μl droplet of the 1 mg/ml lipid solution
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Fig. 4 Preparation of the supported bilayer using a Langmuir trough and small Teflon wells. The first
monolayer is deposited onto mica using the Langmuir trough as described in Section II,B. This monolayer-
coated mica is then lowered onto the second monolayer formed at the air/water interface in the Teflon well.
The sample, here a protein that inserts into the bilayer, is then injected through the side port. The upper image
is a schematic diagram of the wells typically used to prepare these samples.

in chloroform/methanol (2/1 vol/vol)). After depositing the first monolayer onto mica
(as described in the preceding section), the monolayer-coated mica fragment is then
immediately lowered horizontally onto the monolayer in the Teflon well to form the
supported bilayer. The sample is next injected into the well through the side port, and
the whole Teflon block is placed in a humid chamber during incubation. To remove
the samples, the Teflon block is submerged within a large container of buffer, and the
samples are transferred into Petri dishes.

III. Examples of Applications

The strength of the bilayer–sample interaction is determined by the nature of the lipid
headgroups. In general, there are two different types of interaction that have been used to
mediate sample adhesion: specific interactions with ligand-linked lipids and electrostatic
interactions. Examples of both are described in the following.
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A. Bilayers Containing Ligand-Linked Lipids

One of the most readily identifiable biological samples in AFM is the B-subunit of
cholera toxin (CTB) (Czajkowsky and Shao, 1998; Shao et al., 1996). Pathologically,
CTB mediates the association of the complete cholera toxin with cell membranes through
interactions with its lipid ganglioside receptor, Gm1 (Spangler, 1992). Figure 5A shows
an unprocessed image of CTB tightly adsorbed onto a bilayer composed of DPPC/Gm1

Fig. 5 Unprocessed AFM images of water-soluble proteins attached to bilayers containing ligand-linked
lipids. (A) Image of the cholera toxin B subunit on DPPC/Gm1 (90/10 mol%), showing the pentameric structure
commonly revealed in AFM topographs. (B) Image of the two-dimensional crystal of streptavidin bound to
a fluid bilayer with 10 mol% biotinylated lipid. This lipid was derivatized by covalently attaching the biotin
moiety to the tertiary amine on the phosphatidylethanolamine headgroup, following similar methods to attach
labels onto arginine and lysine residues.
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(90/10 mol%), revealing both the characteristic pentameric architecture and the 1-nm
pore of the CTB oligomers in the AFM topographs. To prepare this sample, the bilayer
was formed by vesicle fusion and ∼0.5 μg of the toxin (List Biochemicals, Campbell,
CA) was incubated with the substrate for ∼1 h, followed by a wash with buffer (a simple
20 mM NaCl solution).

Images of this type of sample were among the first to illustrate the usefulness of
supported lipid bilayers as substrates in AFM (Yang et al., 1993; Mou et al., 1995).
However, there are, naturally, only a limited number of samples whose endogenous
ligand is a lipid. Nonetheless, for those ligands that can be attached to tertiary amines
(following methods used to incorporate labels onto lysine and arginine residues), a variety
of ligand-linked lipids can be synthesized, attaching the particular ligand to the terminal
amino moiety of the phosphatidylethanolamine headgroup.

Biotinylated lipids, derivatized in this way, are commercially available and sup-
ported bilayers containing 10 mol% N-biotinyl-dipalmitoylphosphatidylethanolamine
and 45/45 mol% dioleoylphosphatidylcholine/dioleoylphosphatidylethanolamine were
prepared using the Langmuir trough and small Teflon wells. Injection of 1 μl of 1 mg/ml
streptavidin into the well, followed by an incubation period of 1 h produced two-
dimensional crystals of streptavidin (Sigma Chemicals, St. Louis, MO) on these bilayers
(Fig. 5B), similar to what has been observed in other studies (Darst et al., 1991; Yatcilla
et al., 1998; Scheuring et al., 1999).

Recently, nickel-chelating lipids have been synthesized and used to prepare two-
dimensional crystals of histidine-tagged proteins on lipid monolayers in several electron
microscopy studies (Schmitt et al., 1994; Dietrich et al., 1995). These specimens should
likewise be useful in AFM investigations.

An alternative approach, not yet widely explored, is to covalently attach Fab fragments
to the lipid headgroup and take advantage of a strong antibody–antigen interaction to
mediate sample adhesion. In addition, lipids with either glutaraldehyde-functionalized
headgroups or thiol headgroups are also commercially available (Avanti Polar Lipids,
Alabaster, AL), and it should be possible to use these lipids to covalently attach samples
to the bilayer. Although there would likely be a loss of specificity in the attachment, such
a surface may be necessary when no other effective substrate can be found.

B. Bilayers Containing Charged Lipids

DNA and DNA-binding proteins are some of the most intensively studied samples
with AFM (Bezanilla et al., 1994; Bustamante and Rivetti, 1996; Kasas et al., 1997;
Lyubchenko and Shlyakhtenko, 1997; Schulz et al., 1998; Ellis et al., 1999). To date, the
best resolution of DNA by AFM has been obtained with samples adsorbed to a cationic
lipid bilayer (Mou et al., 1995). Images of such specimens, as Figs. 6A and 6B illustrate,
show, at large scan sizes, a densely packed single layer of tightly adsorbed DNA, and, at
smaller scan sizes, the 3.4-nm periodic striations of the major groove along individual
DNA strands.

The bilayer was prepared using a Langmuir trough, depositing DPPC in the first leaflet
(directly facing mica) and dipalmitoyl-trimethyl-ammonium-propane, a cationic lipid in
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Fig. 6 High-resolution AFM images of biological molecules adsorbed to bilayers containing charged lipids.
(A) Large scan size image of DNA adsorbed to a cationic bilayer showing a high surface coverage of DNA.
(B) At smaller scan sizes, the 3.4-nm periodicity of the major groove can be directly seen in individual
DNA strands with such samples. (C) Unprocessed image of Helicobacter pylori VacA adsorbed to anionic
lipid membranes. Both the fluidity and the negative charge of these bilayers were necessary elements of this
substrate to achieve samples that yielded images with a high resolution.

the gel phase at room temperature, in the second leaflet (facing the bulk solution). Next,
10 μl of 20 μg/ml lambda DNA (Sigma Chemicals, St. Louis, MO) was added to the
10 mM Tris, 1 mM EDTA, pH 8.0, buffer covering the bilayer. Finally, these samples
were incubated for 1 h at 50◦C (above the transition temperature of the lipids) to increase
adsorption and to permit close-packing of bound DNA.
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The ability to use fluid membranes to facilitate the preparation of highly condensed
samples is one of the additional advantages of these substrates. This is clearly illustrated in
samples of the Helicobacter pylori cytotoxin, VacA, which can be adsorbed to bilayers
prepared with the Langmuir trough and Teflon wells (Czajkowsky et al., 1999). This
toxin was found to bind only to bilayers containing negatively charged lipids at low
pH. When the pH was raised to ∼7, the membrane-associated VacA hexamers were
able to readily diffuse on the bilayer to form large patches of two-dimensional crystal,
which could be imaged to high resolution (Fig. 6C). These are the clearest images of
VacA, produced by any technique to date, and have led to a better understanding of
how this cytotoxin damages cells (Czajkowsky et al., 1999; Iwamoto et al., 1999). This
approach has also been successfully applied to a number of other pore-forming toxins,
such as Staphylococcal α-hemolysin (Czajkowsky et al., 1998), aerolysin (unpublished
observations), and perfringolysin O (unpublished observations). In addition, this method
has been employed to prepare closely packed samples of F-actin on cationic membranes
(unpublished observations).

IV. Summary

Supported lipid bilayers offer a diverse set of substrates for AFM investigations of
both water-soluble samples and integral membrane proteins. Although their amphipathic
nature is necessary for the latter specimens, it is their robustness and easily changed
surface characteristics that make these surfaces particularly attractive for the former
ones.

When starting any AFM investigation of water-soluble biological complexes, it is
probably best to try mica first, owing to its remarkable effectiveness with a wide range
of samples. Yet, if mica should prove inadequate, supported lipid bilayers are, as demon-
strated here, a sensible second choice.
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I. Introduction

Despite the success of atomic force microscopy (AFM) in obtaining high-resolution
images of various biological specimens in solution (Shao et al., 1995, 1996; Engel et al.,
1997; Muller et al., 1998), the condition to have a sample that either is closely packed
(Yang and Shao, 1993; Mou et al., 1995; Mou, Czajkowsky et al., 1996) or is arranged
in two-dimensional arrays is almost always required (Czajkowsky et al., 1998; Muller
et al., 1997). When isolated macromolecules are imaged, the achievable resolution is
often much lower, due to the intrinsic flexibility of these structures (A-Hassan et al.,
1998; Erie et al., 1994; Ill et al., 1993; Roberts et al., 1995). Even with the tapping mode
AFM where the lateral force generated by the scanning tip is greatly reduced (Hansma
et al., 1994), the improvement in lateral resolution remains moderate (Fritz et al., 1995).
For much larger structures, such as intact cells or organelles, the documented resolution
is even lower, often in the range of tens to hundreds of nanometers (A-Hassan et al.,
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1998; Schaus and Henderson, 1997; Schneider et al., 1997; Smythe and Warren, 1991).
To overcome these difficulties and to expand the range of high-resolution AFM to include
supramolecular complexes, imaging at cryogenic temperatures (cryo-AFM) was thought
to be an effective approach (Prater et al., 1991). In combination with quick freezing and
deep etching, the integrity of biological structures should be well preserved and dynamic
states could also be captured for AFM imaging. With improvements in the sharpness
of the AFM tip (Bustamante et al., 1994; Dai et al., 1996; Hafner et al., 1999; Keller
and Chi-chung, 1992; Sugawara et al., 1999) and the use of novel, more sensitive force-
detection techniques, this approach should allow reliable nanometer resolution imaging
on almost any type of biological structure to be achieved. Therefore, the method of cryo-
AFM should be particularly suited for applications in cell biology where close packing
and specimen uniformity are extremely difficult to achieve, and molecules in their native
environment are preferred for understanding their functions.

In this chapter, we describe the necessary instrumentation for achieving AFM imaging
at cryogenic temperatures. We will discuss considerations that have led to the design of a
cryo-AFM under ambient pressure and present examples of application of this method to
several typical specimens. In conclusion, we will discuss necessary future improvements
that may significantly enhance the performance of the cryo-AFM in resolving molecular
details at the single-molecule level.

II. Designs and Instrumentation

A. General Considerations

To design a practical cryo-AFM, the operating temperature of the system is the first
consideration. Unlike applications in materials science, liquid nitrogen temperature ap-
pears to be perfectly suited for biological specimens. This is because, based on measure-
ments of several enzymes at low temperature, there is a glass-like transition at around
200 K, below which the molecule should be in a more rigid state (Dorrington, 1979;
Iben et al., 1989; Perutz, 1992). This simplifies the system design considerably, because
a conventional double-walled, intermediate vacuum insulated dewar should be adequate
for housing such a system without extensive heat leaking into the system, in contrast to
the more complicated helium temperature systems (White, 1979).

For most cryogenic instruments, high vacuum, which was also explored for AFM early
on, is the most popular approach (Prater et al., 1991). However, in such a system, the
specimen is often at the lowest temperature and tends to accumulate surface contaminants
over time. Since the AFM is essentially a surface probe, such contamination has created
serious problems for reliable imaging in the past (Prater et al., 1991). Because the
adhesion force is often increased by surface contamination, both the tip and the specimen
are damaged during scanning, leading to a much lower resolution (Han et al., 1995; Yang
and Shao, 1993). A simpler alternative is to house the AFM in a liquid nitrogen dewar
under ambient pressure (Mou et al., 1993). In such a design, the pool of liquid nitrogen
retained at the bottom of the dewar serves as an enormous cold trap, and the continuous
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venting of the nitrogen gas cleans the system over time. As a result of this continuous
purge and adsorption by liquid nitrogen, the environment in the dewar can be extremely
clean and free from “airborne” contaminants. Since a large volume of liquid nitrogen can
be stored in the system, the heat capacity is relatively large to ensure that temperature
drift remains very small (Han et al., 1995; Sheng and Shgao, 1998).

B. Instrumentation

The previously cited concept has been successfully implemented in a practical system
that allows both contact mode and tapping mode AFM imaging. A schematic illustration
is shown in Fig. 1. The AFM, including a piezo-tube scanner, is enclosed in a sealed

Fig. 1 Schematic illustration of the cryo-AFM operated under ambient pressure in dewar. The major compo-
nents are indicated as the following: (1) specimen preparation chamber, (2) adjustment shafts, (3) safety valve,
(4) quartz window, (5) liquid nitrogen, (6) AFM, and (7) copper plates.
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chamber which is suspended through thin-wall stainless-steel tubings to the top flange.
The remotely operated control shafts used to align the laser and the photo-diode detector
to the cantilever, as well as tip engagement, are in these tubings. In the chamber, the
AFM is further suspended by several steel springs tuned to ∼1 Hz with magnetic damping
to isolate the AFM from mechanical vibrations of the environment. To minimize any
electronic noise coupling to the signal and to improve the laser stability, the laser driver,
based on field-effect transistors, and the preamplifier are built right into the optical head.
For simplicity in design, the laser diode is also mounted on the AFM head. Such simple
designs apparently provide a stable platform sufficient for high-resolution imaging. It
should be mentioned that the scanning range is reduced to about one-third of the range at
room temperature for the same size piezo-tube, due to its reduced sensitivity (Mou et al.,
1993). Furthermore, the time response in the laser driver circuit should be optimized,
because the electrostatic build up in the dewar can often lead to the failure of laser
diodes. For the optical assembly, glass or quartz lenses should be used to minimize any
misalignment due to differential shrinkage. We do not find it necessary to use Invar as
the primary material for the AFM frame, and both brass and aluminum have yielded
acceptable performance, based on the quality of the images. This has reduced the cost
considerably.

The cantilever is preloaded by a spring clip to the tip holder which is mounted magnet-
ically on the base plate of the AFM. For tapping mode operations, a small piezo-element
is embedded below the magnet, which is driven directly by a NanoScope IIIa controller.
The electrical leads to the piezo-element are separated from other signal leads to mini-
mize “cross-talk” between weak signals and high-voltage signals. The optical head can
be lifted manually from the scanner base to allow exchanging and self-centering of
either the cantilever holder or the specimen, which is also magnetically mounted. Both
the specimen and the cantilever can be replaced, using the motor-driven track connected
to the specimen preparation chamber at the top. Additional positions are also installed in
the dewar to allow temporary storage of cantilevers and specimens at the cryogenic tem-
perature. The specimen chamber is made of transparent Plexiglas which allows a direct
visualization of all operations conducted through the latex gloves mounted on two sides
of the chamber. AFM adjustments and exchange of other components are monitored
through a CCD camera placed outside the quartz windows on the wall of the dewar.

C. Initial Characterizations

Experimental results show that this system performed extremely well. The temperature
stability is better than 4 mK/min, which allows a slow frame rate without detectable
distortion (Han et al., 1995). Figure 2 shows an image of NaCl crystals deposited on
mica by precipitation, obtained at a scan rate of 1–2 Hz with commercial Si3N4 cantilevers
(k = 0.03 N/m). At room temperature, extensive distortion is often found at this slow
scan rate. However, to obtain such high resolution, bubbling of liquid nitrogen must be
eliminated. The simplest approach is to elevate the pressure inside the dewar to a few
pounds per square inch (Mou et al., 1993). At this higher pressure, the boiling temperature
of liquid nitrogen is also slightly higher (Hayat, 1989). However, since the heat leak into
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Fig. 2 NaCl crystals imaged by cryo-AFM at ∼80 K. Inset: high-resolution image of the crystal (Lattice:
∼0.4 nm).

the dewar is small and the heat capacity of the system is enormous, it requires many
hours of heat accumulation before this new boiling temperature is reached. Before this
point, bubbling is absent. After this point, the pressure can be relieved and the dewar can
be repressurized to initiate another “quiet” period. To ensure safety, an automatic relief
valve should be installed and set at 5 psi or lower.

Although the tip holder is designed to be compatible with standard cantilever chips,
not all cantilevers are suitable for applications at cryogenic temperatures. In particular,
for small k constant cantilevers, those without metal coating should be used, because
the coated cantilevers have exhibited extensive bending due to differential shrinkage.
For stiffer cantilevers, this is not a serious concern since the bending is quite small. For
tapping mode imaging, despite the reduced efficiency, the piezo-element below the tip
holder is sufficient to drive the cantilever into oscillation (see Fig. 3 for a tuning curve).

Fig. 3 A representative tuning curve obtained in the cryo-AFM for the cantilever of k = 3.2 N/m.
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Fig. 4 Relative height measured over individual molecules in cryo-AFM at ∼80 K. It is noted that data for
IgG (◦) are more scattered than DNA (x) because of their random orientation on mica. In solution, a probe
force greater than a few nanonewtons is sufficient to cause extensive damage to the specimen. Here, even at
12 nN, stable images are still obtained, although at a lower resolution.

It is not difficult to generate amplitudes up to 30 nm for cantilevers with a k constant of
3 N/m. The change in the k value is moderate due to the temperature change (Han et al.,
1995).

An important validation of this technique is whether biological molecules would have
a greater stiffness at low temperatures (Shao and Zhang, 1996). Therefore, we measured
the height of individual molecules versus applied force for both DNA and IgG. As shown
in Fig. 4, both types of specimens remained compressible at about 80 K. However, the
extent of compression is much reduced when compared to that at room temperature.
Although the exact Young’s modulus is difficult to estimate, its value falls in the range
of India rubber (Sheng and Shao, 1998). Therefore, biological structures at cryogenic
temperatures should be more stable and less prone to damage at the molecular level.

III. Applications in Structural Biology

To date, the cryo-AFM has been applied to a number of biological specimens, ob-
taining reliable and reproducible images at nanometer resolution without any signal
averaging (Han et al., 1995; Shao and Zhang, 1996; Zhang et al., 1996, 1997; Sheng
and Shao, 1998; Shao and Sheng, 1999; Shao et al., 2000; Chen et al., 2000; Zelphati
et al., 2000). These initial results clearly demonstrated the validity of the cryo-AFM and
its power in single-molecule imaging. Several examples are discussed here to illustrate
the usefulness of this technique.

A. Imaging Individual Molecules

Cryo-AFM images in Fig. 5 demonstrate the range of the specimens that cryo-AFM
has been successfully applied to. In preliminary studies of proteins involved in the
activation of complements (Janeway and Travers, 1994), two molecules were imaged
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Fig. 5 Representative cryo-AFM images of single molecules: (a) C1q, (b) IgM, (c) F-actin (inset: actin
bundles at high resolution), (d) sooth muscle myosin (inset: myosin molecules at high resolution).

with cryo-AFM. The large, flexible hexameric protein, C1q, is shown in Fig. 5a. The
six IgM binding domains, which are connected to the stem by a triple helix, are clearly
resolved in this case (Shao and Zhang, 1996; Shao and Sheng, 1999). This molecule
apparently has a high intrinsic flexibility, because the molecular conformation is seen to
vary from molecule to molecule. The orientation of the molecule on mica also appears
to be random, indicating that mica does not select a particular part of the molecule for
adsorption, unlike the case of GroEL (Mou, Sheng et al., 1996). Interestingly, another
related large molecule, IgM, seems to take a preferred orientation on mica (Fig. 5b). It
is noted that the center of this pentameric molecule protrudes out from the plane of the
Fab domains. This conformation is not the same as that of the current model for IgM
(Janeway and Travers, 1994), which may have significant implications for its function.
Even though this result must be further corroborated with other approaches, the advantage
of a direct three-dimensional profile of a large molecule is clearly demonstrated by these
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images. With some improvements in resolution, data obtained by cryo-AFM may even
allow for a reasonable attempt at constructing an atomic model based on homologies
to other immunoglobulins (Sondermann et al., 2000). The uniqueness of cryo-AFM
was also demonstrated in studying key players involved in smooth muscle contraction.
As shown in Fig. 5c, filamentous actin is imaged with cryo-AFM. The intrinsic high
contrast (signal-to-noise ratio) of cryo-AFM allows not only the clear visualization of the
isolated F-actin but also the detailed arrangement of individual filaments in actin bundles.
Furthermore, high-resolution imaging also resolves individual monomers (Fig. 5c, inset)
as well as the helical handiness of F-actin (Shao et al., 2000). Not in one case is the
proposed left-handed F-actin observed (Bustamante et al., 1994). Another protein of
the smooth muscle studied with cryo-AFM is the smooth muscle myosin (Fig. 5d)
(Zhang et al., 1997). In the image shown here, not only are the two heads and the long
coiled-coil tail well resolved but also the regulatory domains within the myosin heads
(Fig. 5d, inset). This level of resolution should already be sufficient for elucidating the
anticipated interactions between the two heads within the myosin molecule (Trybus,
1994). This study further shows that the stability of the coiled-coil tail is also sensitive
to the ion concentration in the solution, suggesting that electrostatic repulsion must be
shielded when these molecules are assembled into the thick filament. It is noted that
in all these examples no image averaging is applied because the heterogeneous nature
of the specimen precludes the application of this technique. Yet, the high contrast still
allows the resolution of submolecular details reproducibly. Therefore, cryo-AFM should
be preferred for single-molecule imaging.

In preparing these specimens, the molecules are allowed to adsorb to a mica surface
at a concentration in the range of 10–20 μg/ml and are then rinsed with a desired buffer
to remove molecules in free suspension. After this step, the specimen is quickly rinsed
with deionized water, and the excess solution is quickly removed by a stream of clean
nitrogen in the Plexiglas chamber prior to its transportation into the cryo-AFM. Since
water is extremely difficult to remove from the mica surface (Uchihashi et al., 2000),
these specimens should retain a very thin layer of water on their surface. With high-force
scanning on clean mica, this adsorbed water layer has been shown to be no more than
1 nm; however, this water layer can still limit the achievable resolution. In addition,
during the removal of the excess solution, the surface tension can also lead to a reduced
height for most molecules. Therefore, it is highly preferable to prepare these specimens
using the deep-etch method discussed in the next section.

B. Resolving Surface Details of Large Assemblies

The cryo-AFM is also effective when it is applied to larger structures. An image of
influenza virus is shown in Fig. 6a. It is seen that the virus is ruptured due to the last
rinse with water which caused the virus envelope to burst under osmotic pressure. The
viral genome is also seen to spill out from the rupture hole. To reveal surface features,
the details of the image are extracted from the data, with a method similar to high-
pass filtering (Shao and Zhang, 1996), which is shown in Fig. 6b. With cryo-AFM,
interesting surface details are also resolved with red blood cells. To prevent cell from
lysis due to water rinse, a slight fixation (0.05% glutaraldehyde for 2–3 s) was used.



Fig. 6 Cryo-AFM images of large structures. (a) Influenza virus at a large scale. Notice the released genome
due to the osmotic shock during sample preparation. (b) Some surface features are resolved at higher resolution.
(c) Surface of red blood cells from rabbit.
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A few cells can be found intact and the concave shape is resolved (Zhang et al., 1996;
Sheng and Shao, 1998). At higher resolution, a corrugated surface structure is resolved
(Fig. 6c) which formed enclosed boundaries. Although the nature of these structures has
not yet been identified, it is worth mentioning that similar results were also found by
electron microscopy (Glaeser et al., 1966) but largely ignored in the literature. These
results indicate that a higher resolution is normally attainable in the cryo-AFM for these
extremely soft specimens. Similar studies at room temperature rarely exceeded 100 nm
in resolution (Schneider et al., 1997; A-Hassan et al., 1998).

IV. Deep Etching as the Preferred Sample Preparation Method

It is well documented that dehydration, whether complete or nearly complete, can
alter biological structures. Therefore, quick freezing combined with deep etching was
developed as the preferred method of specimen preparation for electron microscopy
(Willison and Rowe, 1980). Obviously, these techniques can also be modified and applied
to cryo-AFM. Among the various approaches, the so-called sandwich technique is among
the simplest and easiest (Losser and Armstrong, 1990). With this method, a small droplet
of solution, preferably in low-salt buffers, is applied to a piece of freshly cleaved mica.
The amount of solution should be controlled to have a thin layer of solution, no more
than 20 μm thick. Then, a clean piece of cover glass is placed on top of the mica and
the “sandwich” is immersed in a liquid cryogen, such as liquid nitrogen or liquid ethane.
If the solution layer is thin enough, the cooling rate should be sufficient to preserve the
structures of interest (Van Venrooij et al., 1975). The frozen specimen is then mounted
on a spring-loaded specimen holder (Fig. 7) and transported into the dewar.

Fig. 7 An illustration of the special specimen holder that can accept “sandwich”-type frozen specimens.
The diameter of the holder is 15 mm.
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Fig. 8 Cryo-AFM image of deep-etched lambda-phage DNA. DNA is adsorbed to spermidine-treated mica.

Even though complete etching can be achieved under ambient pressure in liquid nitro-
gen vapor (Sheng and Shao, unpublished results), we found it much easier to use a small
vacuum chamber built into the dewar. After the cover glass is removed, the specimen can
be fully etched at about −80◦C in 10–20 min. The use of the cover glass is absolutely nec-
essary, because any direct contact with cryogen would cause significant contamination of
the specimen. Sample cleanliness is always required for high resolution. The entire pro-
cedure is not much different from that for preparing specimens for electron microscopy.

Our preliminary results show that an immediate improvement is the height of the
molecules. Figure 8 shows an image of deep-etched lambda-phage DNA. The average
height measured from this image is 1.8 nm, which is 50% higher than those measured
from pre-dehydrated specimens (Han et al., 1995). The effect on proteins and other
structures should be more significant but remains to be characterized.

V. New Directions

Based on the successful initial applications of this new technique, an immediate devel-
opment is to introduce the method of freeze fracture in the cryo-AFM. As shown earlier
(Heuser, 1983), an oblique fracture angle should allow the fracture plane to intersect with
the specimen at various heights, thus allowing a direct probing of internal structures of
a large complex. Since no metal shadows are required, a higher resolution should be
possible on the native surface. Freeze fracture should also facilitate the study of integral
membrane proteins in the cryo-AFM. An intriguing possibility is to repeatedly image the
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exposed surface after the removal of the exposed structure followed by limited etching.
This is similar to sequential sectioning (Willison and Rowe, 1980), but the “section”
thickness can be much smaller, and it is the remaining block that is imaged.

It is also possible to improve the spatial resolution into the sub-nanometer range
with individual molecules or complexes, since the surface structure is known to be well
preserved with quick freezing (Henderson et al., 1990; Booy et al., 1991; Yeager et al.,
1994; Avila-Sakar and Chiu, 1996). However, to achieve this, sharper tips must be used
which should not be much greater than a few atoms. Although even single-atom tips can
be reliably fabricated by in situ build up with some crystalline metals (Binh and Marien,
1988), the real difficulty lies in the fact that such tips cannot sustain the impact of contact
and are fractured before any image can be obtained. In fact, even with the current Si3N4

tips which have an apex of a few nanometers (Sheng and Shao, 1998), tip fracture is often
observed in the cryo-AFM upon initial engagement. An effective solution to circumvent
this problem is to use the non-contact-imaging mode (Albrecht et al., 1991), which was
successfully implemented for materials science with an extraordinary resolving power
(Franz et al., 2000; Lantz et al., 2000). Such an approach can also be applied to biological
imaging. Therefore, we expect that the combination of “single-atom” tips and noncontact
AFM should push the resolution on single molecules into the sub-nanometer range with
the same reproducibility and robustness as other structural techniques in the near future.
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IgG1 Fc fragment-Fcγ III complex. Nature 406, 267–273.
Sugawara, Y., Minobe, T., Orisaka, S., Uchihashi, T., Tsukamoto, T., and Morita, S. (1999). Non-contact AFM

images measured on Si(111) root 3 × root 3-Ag and Ag(111) surfaces. Surf. Int. Anal. 27, 456–461.
Trybus, K. M. (1994). Regulation of expressed truncated smooth muscle myosins. Role of the essential light

chain and tail length. J. Biol. Chem. 269, 20819–20822.
Uchihashi, T., Tanigawa, M., Ashino, M., Sugawara, Y., Yokoyama, K., Morita, S., and Ishikawa, M. (2000).

Identification of B-form DNA in an ultrahigh vacuum by noncontact-mode atomic force microscopy.
Langmuir 16, 1349–1353.

Van Venrooij, G. E., Aertsen, A. M., Hax, W. M., Ververgaert, P. H., Verhoeven, J. J., and Van der Vorst, H. A.
(1975). Freeze-etching: Freezing velocity and crystal size at different locations in samples. Cryobiology 12,
46–61.

White, G. K. (1979). “Experimental techniques in low temperature physics.” Clarendon Press, Oxford.
Willison, M., and Rowe, A. (1980). Replica, shadowing and freeze-etching techniques. In “Practical Methods

in Electron Microscopy” (A. Glauert, Ed.), Vol. 8. Elsevier/North-Holland Biomedical Press, Amsterdam.
Yang, J., and Shao, Z. (1993). The effect of probe force on resolution in atomic force microscopy of DNA.

Ultramicroscopy 50, 157–170.
Yeager, M., Berriman, J. A., Baker, T. S., and Bellamy, A. R. (1994). Three-dimensional structure of the

rotavirus haemagglutinin VP4 by cryo-electron microscopy and difference map analysis. EMBO J. 13,
1011–1018.

Zelphati, O., Liang, X., Nguyen, C., Barlow, S., Sheng, S., Shao, Z., and Felgner, P. (2000). PNA dependent
gene chemistry: stable coupling of peptides and oligonucleotides to plasmid DNA. BioTech. 28, 304–316.

Zhang, Y., Shao, Z., Somlyo, A. P., and Somlyo, A. V. (1997). Cryo atomic force microscopy of smooth muscle
myosin. Biophys. J. 72, 1308–1318.

Zhang, Y., Sheng, S., and Shao, Z. (1996). Imaging biological structures with the cryo atomic force microscope.
Biophys. J. 71, 2168–2176.



CHAPTER 13

Conformations, Flexibility, and Interactions
Observed on Individual Membrane
Proteins by Atomic Force Microscopy

Daniel J. Müller∗,† and Andreas Engel∗
∗M. E. Müller Institute, Biocenter
University of Basel
CH-4056 Basel, Switzerland

† Max-Planck-Institute of Molecular Cell Biology and Genetics
D-01307 Dresden, Germany

I. Introduction
II. High-Resolution AFM Imaging

A. Contact Mode Imaging
B. Tapping Mode Imaging

III. Identification of Membrane Proteins
A. Identification by Antibody Labeling
B. Identification by Replacement of Polypeptide Loops
C. Identification by Removal of a Polypeptide Loop
D. Identification by Removal of Polypeptide Ends

IV. Observing the Oligomerization of Membrane Proteins
V. Unraveling the Conformational Variability of Membrane Proteins

A. Force-Induced Conformational Changes
VI. Comparing AFM Topographs to Atomic Models

A. Comparing Topographs of OmpF Porin to the Atomic Model
B. Structure and Flexibility of the Bacteriorhodopsin Surface

VII. Conformational Changes of Native Membrane Proteins
A. Surface Structures Can Change upon Interaction with Adjacent Molecules
B. Functional Related Conformational Changes of the HPI layer
C. Functional Related Conformational Changes of OmpF Porin

VIII. Observing the Assembly of Membrane Proteins
IX. Detecting Intra- and Intermolecular Forces of Proteins

A. Unzipping Single Protomers from a Bacterial Pore
B. Unzipping an Entire Bacterial Pore

METHODS IN CELL BIOLOGY, VOL. 68
Copyright 2002, Elsevier Science (USA). All rights reserved.
0091-679X/02 $35.00

257



258 Müller and Engel

X. Conclusions and Perspectives
A. Improvement of the AFM Technique, Image Acquisition, and Sample

Preparation
B. Biochemical Identification of Macromolecular Structures
C. Structural Information of AFM Topographs
D. Complementary Structural Information
E. Flexibility, Variability, and Conformation of Individual Proteins
F. Assembly of Membrane Proteins

G. Single-Molecule Imaging and Force Spectroscopy
References

I. Introduction

The applicability of atomic force microscopy (AFM) (Binnig et al., 1986) for imaging
biological objects in their aqueous environment was already demonstrated shortly after
the invention of this technique (Drake et al., 1989). Although similar and higher reso-
lution can be obtained by electron microscopy and X-ray crystallography, the excellent
signal-to-noise ratio of AFM topographs allows the direct imaging of native proteins
(Czajkowsky et al., 1998; Fotiadis et al., 1998; Karrasch et al., 1994; Mou et al., 1995,
1996; Müller, Engel et al., 1997; Müller, Schabert et al., 1995; Schabert et al., 1995;
Scheuring, Ringler et al., 1999). Progress to enhance the resolution of native proteins was
achieved in several laboratories by optimizing instrumentation (Cheung et al., 2000; Han
et al., 1997; Hansma et al., 1994; Viani et al., 1999), sample preparation (Czajkowsky
et al., 1998; Karrasch et al., 1993; Mou et al., 1995; Müller, Amrein et al., 1997;
Scheuring, Müller et al., 1999; Yang et al., 1993), and image acquisition (Möller et al.,
1999; Müller, Fotiadis et al., 1999) methods.

The forces interacting between the AFM stylus and the biological sample are mainly
covered by electrostatic and van der Waals interactions (Butt, 1991, 1992). Force–
distance curves, which are acquired by approaching the sample to the stylus while
measuring its deflection, reveal the nature of these interactions (Butt et al., 1995) gen-
erated when imaging is done in buffer solution (Müller and Engel, 1997; Rotsch and
Radmacher, 1997). According to the Derjaguin–Landau–Verwey–Overbeek (DLVO)
theory (Israelachvili, 1991), these forces can be minimized by adjusting the electrolyte
concentration and pH of the buffer. After such adjustment (Müller, Fotiadis et al., 1999),
topographs of protein surfaces recorded by contact mode AFM routinely
allow their structural details to be determined with a lateral resolution better than 1 nm
and a vertical resolution of about 0.1 nm (Fotiadis et al., 2000; Heymann et al., 2000;
Müller and Engel, 1999; Müller, Sass et al., 1999; Scheuring, Müller et al., 1999;
Scheuring, Ringler et al., 1999; Seelert et al., 2000).

Images showing the surface topography of biomolecules in solution not only reveal
the object in its most native state but also exhibit an outstanding signal-to-noise (S/N )
ratio. Striking images have been recorded that show submolecular features of single
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biomolecules (Fotiadis et al., 2000; Seelert et al., 2000). Minute structural changes at
their molecular surface can be detected with sufficient time resolution to monitor confor-
mational changes involved in biological processes. Imaging of a statistically significant
number of single proteins by AFM allows their structural variability to be assessed and
multivariate statistical classification to be applied to unravel the principal modes of the
protein motion (Müller et al., 1998). Such structural changes can be induced in a con-
trolled manner to identify flexible protein structures (Müller, Buldt et al., 1995; Müller,
Engel et al., 1997; Scheuring, Ringler et al., 1999). However, most interestingly, AFM
enables conformational changes of single proteins and of their assemblies to be observed
directly (Müller, Baumeister et al., 1996; Müller and Engel, 1999; Müller, Sass et al.,
1999; Müller, Schoenenberger et al., 1997).

With the AFM tip a “nanotool” is available that allows molecules to be dissected
(Fotiadis et al., 1998; Hansma et al., 1992; Hoh et al., 1993) and the forces between single
molecules to be measured (Fisher et al., 1999). In single-molecule force-spectroscopy
experiments, protein complexes are tethered to both support and AFM tip and the two
moved apart. This technique has been employed to measure forces between pairs of
interacting biological molecules (Dammer et al., 1995, 1996; Florin et al., 1994; Lee,
Chrisey et al., 1994; Lee, Kidwell et al., 1994b; Moy et al., 1994), the elasticity of
polysaccharides (Marszalek et al., 1998; Rief, Oesterhelt et al., 1997) and DNA (Lee,
Chrisey et al., 1994; Rief et al., 1999; Smith et al., 1996), and forces required for the
unfolding of titin domains (Carrion-Vazquez et al., 1999; Oberhauser et al., 1998; Rief,
Gautel et al., 1997).

Recently, protein complexes were imaged before and after the removal of individual
subunits using the AFM tip as a nanotweezer (Fotiadis et al., 1998). Encouraged by
these results, the single-molecule imaging and single-molecule force-spectroscopy ca-
pabilities of the AFM have been combined to provide novel insights into the inter- and
intramolecular interactions of proteins (Müller, Baumeister et al., 1999; Oesterhelt et al.,
2000). In this combined technique the secondary structural elements facing the aqueous
solution are first imaged. After this, the protein is selected and the AFM tip is tethered to
its C- or N-terminal region. Pulling on the polypeptide end allowed the forces required
to unfold the tertiary and secondary structure of the protein to be measured (Oesterhelt
et al., 2000). Subsequent imaging at subnanometer resolution allowed the unambiguous
correlation of the force spectroscopy curve to the individual protein regions vacant in
the second scan.

This review focuses on a selection of the various applications and methodological
developments used to investigate membrane proteins with the AFM. We will discuss ex-
amples where the surface and secondary structure elements of biological macromolecules
have been revealed at subnanometer resolution. Such topographs allow mapping the flex-
ibility and unraveling the conformational variability of proteins. AFM topographs are
compared to structural data yielded by other methods. Most importantly, the significance
of the observed conformational changes to protein function and to interactions of the
protein with its environment will be discussed. Finally, we will discuss recent approaches
combining single-molecule AFM imaging and single-molecule force spectroscopy.
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II. High-Resolution AFM Imaging

Biological specimens are frequently imaged in their dehydrated state by AFM.
Besides the fact that only buffer solution presents a physiologically relevant environ-
ment to maintain the structure and function of most biological macromolecular systems,
it has been repeatedly shown that air dying can cause lasting structural deformations
(Baumeister et al., 1986; Dubochet et al., 1988; Kellenberger et al., 1982). Addition-
ally, the thin water film present on the sample surface at ambient conditions (humidity
>50%) forms a capillary meniscus at the AFM stylus on imaging. Such capillary forces
(10–100 nN!) exceed all other attractive forces by orders of magnitude, leading to
additional sample deformation, thereby limiting the resolution. Although experimentally
slightly more demanding than scanning in air, samples should be imaged in aqueous
buffer solutions, simply because this warrants the best preservation of the biological
structure and allows the tip–sample interactions to be precisely controlled. Progress in
AFM imaging has been achieved recently by minimizing the tip–sample interaction
forces which cause sample deformation (Müller, Sass et al., 1999). In the following, the
use of contact mode (Müller, Fotiadis et al., 1999) and tapping mode (Möller et al., 1999)
AFM imaging to minimize sample deformation and reproducibly obtain high-resolution
AFM topographs is described.

A. Contact Mode Imaging

In a simplified model, electrostatic and van der Waals forces govern the tip sample in-
teractions in aqueous solution. Hydrophilic surfaces of biological specimen are charged
in water, leading to long-range electrostatic double-layer (EDL) interactions, which can
be attractive or repulsive, depending on the surface charges which, in turn, depend on
the pH. These interactions can conveniently be monitored by approaching the stylus to
the sample and withdrawing it periodically. Attractive or repulsive forces are revealed
by the deflection of the cantilever (Butt et al., 1995; Heinz and Hoh, 1999). The inter-
action length of these forces can be controlled by screening the surface charges with
electrolytes. Since the AFM tip (silicon nitride, Si3N4) is negatively charged at neutral
pH and protein layers are often negatively charged as well, the electrostatic forces are fre-
quently repulsive. In biological systems, van der Waals interactions do not depend on the
ionic strength, decay rapidly, and are always attractive. The DLVO theory (Israelachvili,
1991) quantitatively describes these forces and allows the interactions between a spher-
ical stylus and a planar sample to be modeled, providing critical information for the
optimization of imaging conditions (Müller, Fotiadis et al., 1999).

Although suppliers specify AFM tip radii of 10–50 nm, topographs of flat biologi-
cal surfaces that exhibit a resolution of better than 1 nm have been acquired routinely
(Fotiadis et al., 2000; Mou et al., 1996; Müller and Engel, 1999; Müller, Sass et al.,
1999; Müller, Schabert et al., 1995; Schabert et al., 1995; Scheuring, Müller et al., 1999;
Scheuring, Ringler et al., 1999; Seelert et al., 2000; Walz et al., 1996). Therefore, the
AFM tips employed most likely had a single nanometer-sized asperity that protruded
sufficiently to contour the finest surface structures. However, such a small asperity would
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be expected to exert a prohibitively high pressure on the underlying structure inducing
its deformation and reducing the resolution (Fig. 1A). Only contact of the sample with
the large area of the whole tip would reduce the pressure on the macromolecules to a
reasonable level (Shao et al., 1996). Developing this model further, electrolytes can be
used to adjust the tip–sample interactions, provided the electrostatic forces are repulsive.
Because of their long-range interaction, the electrostatic double-layer force does not
contribute to submolecular structures observed by the high-resolution AFM topograph
(Fig. 2). Ideally, the scanning AFM tip then surfs on a cushion of the long-range elec-
trostatic repulsion while the small asperity is in contact contouring fragile details of the
biological surface (Fig. 1B) (Müller, Fotiadis et al., 1999).

B. Tapping Mode Imaging

Contact mode AFM is not suitable for imaging weakly immobilized structures such as
single macromolecules since these are often pushed away by the AFM stylus while raster
scanning the surface (Karrasch et al., 1993). Tapping mode AFM (TMAFM) has been
developed (Hansma et al., 1994; Putman et al., 1994; Zhong et al., 1993) to overcome
this disadvantage. In tapping mode, the AFM stylus oscillates only touching the sample
at the end of its downward movement, which reduces the contact time and the friction
forces compared to contact mode AFM. This has allowed a variety of macromolecules
to be observed (Bezanilla et al., 1994; Dunlap et al., 1997; Fritz et al., 1995; Guthold
et al., 1999; Kasas et al., 1997; Lyubchenko and Shlyakhtenko, 1997; Martin et al., 1994;
Radmacher et al., 1995; Shlyakhtenko et al., 1998) which could not be imaged before. To
date, unfortunately the TMAFM images lack the spatial resolution exclusively acquired
using the AFM in the contact mode.

Nevertheless, improvements have recently been reported; optimization of the TMAFM
imaging parameters allowed faithful high-resolution topographs of native proteins to be
obtained (Möller et al., 1999). For high-resolution imaging the TMAFM was operated
at drive frequencies close to the resonance frequency of the cantilever when immersed
in buffer solution. This enabled controlling precisely the cantilever oscillation. Gener-
ally, the TMAFM drive frequency used to activate the cantilever oscillation is limited
by the fluid drive frequency determined by the liquid cell holding the cantilever im-
mersed in buffer solution (Schäffer et al., 1996). However, recent developments, such as
the magnetically activated cantilever (MAC) mode AFM (Han et al., 1997), allow the
cantilever to be activated directly over an extended frequency range allowing the reso-
nance frequency of various cantilevers to be adjusted and their oscillation to be precisely
controlled. To achieve efficient coupling between the drive voltage and the cantilever
amplitude response, the cantilever was brought within a distance of 8 μm to the sample.
High-resolution imaging was achieved using drive amplitudes between 1 and 8 nm and
a free amplitude damping of ≈1 nm.

Topographs of the hexagonally packed intermediate (HPI) layer from Deinococcus
radiodurans show (Fig. 3) that the signal-to-noise ratio and the sensitivity of TMAFM
are clearly sufficient to resolve submolecular details of proteins (Möller et al., 1999).
The averages calculated from the TMAFM topographs of the HPI layer and of the
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Fig. 2 Forces interacting between AFM tip and biological sample in buffer solution. The electrostatic double-
layer (EDL) force interacts via long-range forces with a relatively large area of the macromolecular assembly.
In contrast, the short range van der Waals attraction and Pauli repulsion interact between individual microscopic
protrusions of the AFM tip and the biological sample. The force effectively interacting at the AFM tip apex is a
composite of all interacting forces. If the EDL force is negligible (Fel ≈ 0) or eliminated, the effective force is
equal to the sum of the applied force and of the attractive van der Waals force |Feff| = |Fappl + FvdW| < |Fappl|.
Being the opposite of sign, a sufficiently high EDL force will partially compensate the applied force. Thus, under
these conditions, the effective force is smaller than the applied force |Feff| = |Fappl + Fel + FvdW| < |Fappl|.
At minimized interacting forces, possible structural deformation of the flexible biological sample will be
minimized (Müller, Fotiadis et al., 1999). Additionally, minimized forces reduce the contact area between
AFM tip and sample which will enhance the lateral and vertical resolution (Weihs et al., 1991).

purple membrane exhibited a lateral resolution lying between 1.1 and 1.5 nm which
is close to the range achievable using the contact mode (Müller, Fotiadis et al., 1999).
However, comparison of standard deviation (SD) values calculated from both TMAFM
and contact mode AFM topographs showed that the noise of TMAFM topographs was
higher. Interestingly, the flexibility of protein substructures as indicated by the maximum
of the SD map appears to be independent of the imaging mode used.

Fig. 1 Contact mode AFM imaging of native membrane proteins at subnanometer resolution. (A) Periplas-
mic surface of native porin OmpF simultaneously recorded in trace and in retrace direction. Imaged in
50 mM MgCl2, 50 mM KCl (10 mM Tris–HCl, pH 7.6) the electrostatic double-layer (EDL) interaction
was not eliminated. Correlation averages (insets; n = 157) of each direction show structural differences.
(B) Periplasmic surface recorded after adjusting the EDL damping. When imaging in 300 mM KCl (10 mM
Tris–HCl, pH 7.6) the EDL interaction between AFM stylus and periplasmic surface exhibited a long range
(≈5–10 nm) repulsive force of close to 0.1 nN. The scanning AFM stylus was thus damped by the long-
range EDL forces allowing the soft protein structure to be reproducibly contoured at subnanometer resolution
(Fig. 2). Structural differences between correlation averages (insets; n = 104) of both scanning directions are
minimized. While surface structures recorded in (A) do not correlate well with the atomic structure of OmpF
porin (see Fig. 12) topographs observed in (B) show excellent agreement. Both topographs were imaged using
contact mode at applied forces of 0.1 nN and at scan frequencies of 15.4 Hz. Vertical brightness range of
topographs corresponds to 1.2 nm (raw data) and 1 nm (insets). Topographs (A) and (B) are displayed as
reliefs tilted by 5◦.
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Fig. 3 Reproducible high-resolution imaging of native proteins using tapping mode AFM. (A) Topograph
of the outer surface of the HPI layer obtained in 200 mM KCl, pH 7.8, 20 mM Tris-HCl. (B) and (C) Same
surface area imaged after 8 and 16 min, respectively. (D) sixfold symmetrized correlation average from
97 unit cells (10.8% rms deviation from sixfold symmetry). (E) Sixfold symmetrized standard deviation map.
(F) Averaged topograph of the outer HPI-layer surface recorded using contact mode AFM. The correlation
average was sixfold symmetrized [top; n = 79; 2.8% rms deviation from sixfold symmetry (Müller et al.,
1998)]. (G) Sixfold symmetrized standard deviation map of (F). Full gray level ranges: 4 nm (A, B, and C),
and 3 nm (D and F). Minima and maxima of the standard deviation were 0.62 and 0.95 nm for (E) and 0.11
and 0.34 nm for (G). Scale bars: 20 nm (A, B, and C) and 10 nm (E and G). TMAFM imaging conditions: HPI
layer adsorbed onto highly ordered pyrolytic graphite: original scan size 185 nm, scan frequency 3.8 Hz, drive
frequency 9.3 kHz, drive amplitude 244 mV, setpoint 311 mV. The contact mode topograph was recorded in
buffer solution at applied forces of ≈100 pN. All images are displayed as reliefs tilted by 5◦.

III. Identification of Membrane Proteins

A. Identification by Antibody Labeling

In most AFM studies, it appears difficult to identify the biological macromolecule
and its surfaces. This information, however, is a fundamental pre-requisite for structural
and functional interpretation of biological structures. Antibodies exhibit an extremely
high affinity to their antigen, and thus can be used to label proteins, viruses, tissues, cell
surfaces, and other macromolecular structures.

In our AFM experiments, native purple membrane was allowed to adsorb from buffer
solution onto a freshly cleaved mica surface (Müller, Amrein et al., 1997). After be-
ing rinsed with the same buffer solution, the purple membrane patches were routinely
observed in the fluid cell of the AFM (Fig. 4A). At low magnification, no topographic
difference between individual membranes was detected. To distinguish the two sur-
faces of purple membrane, antibodies directed against the bacteriorhodopsin C-terminus
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Fig. 4 Immunoatomic force microscopy of purple membrane. (A) Native purple membrane adsorbed flatly
onto freshly cleaved mica. (B) Antibodies were added to the buffer solution after adsorption of the native
membranes yielding some densely labeled membranes (arrows), while others remained unlabeled. The anti-
bodies were directed against the C-terminus of bacteriorhodopsin located on the cytoplasmic purple membrane
surface. Thus, the labeled membranes (arrows) exposed their cytoplasmic surface toward the aqueous solution.
(C) AFM topograph of papain-digested purple membrane leading to the removal of the C-terminus. After
incubation with antibodies, digested purple membrane remained untextured even after extending the reaction
time for antibody binding from 1 to 24 h at room temperature. Imaging buffer: 150 mM KCl, 10 mM Tris,
pH 8. Forces applied to the AFM tip were between 0.1 and 0.2 nN; scan frequency was 3.5 Hz. Vertical
brightness range of contact mode topographs corresponds to 15 nm.

located on the cytoplasmic bacteriorhodopsin surface were injected into the buffer so-
lution (Müller, Schoenenberger et al., 1996). After addition of antibodies, some of the
membranes were labeled exhibiting a rough surface (Fig. 4B), whereas others remained
as smooth as the membranes shown in Fig. 4A. To further establish the specificity of
antibody labeling, the C-terminus was removed by papain digestion of purple membrane.
Papain-digested purple membrane exhibited the same dimensions and smooth surface
texture as native purple membrane. Consistent with the absence of antibody binding in
the dot immunobinding assays no decoration of the digested membranes was observed
(Fig. 4C), even after extending the incubation time with the antibodies from 1 to 24 h
(Müller, Schoenenberger et al., 1996). These results indicated that purple membranes
have been specifically labeled by the antibodies directed to the C-terminus when the
extracellular surface was in contact with the mica. Thus, those smooth patches of purple
membrane not labeled by the antibody were oriented with their extracellular surface
toward the AFM tip.

B. Identification by Replacement of Polypeptide Loops

The replacement of individual polypeptide loops results in structural changes of the
membrane protein surface which can be observed by AFM.

Eight polypeptide residues of the EF loop of bacteriorhodopsin (Fig. 5A) were re-
placed with 24 residues from the third cytoplasmic loop of bovine rhodopsin (Rho EF;
Fig. 5B) which is important in signal transduction from the retinal in rhodopsin to its
G-protein, transducin (Helmreich and Hofmann, 1996). The third cytoplasmic loop of
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Fig. 5 Imaging a polypeptide loop grafted onto bacteriorhodopsin. (A) Secondary structural model of
bacteriorhodopsin from Halobacterium salinarum. (B) The polypeptide loop connecting transmembrane
α-helices E and F (loop EF) of the bacteriorhodopsin molecule was replaced by loop EF from bovine rhodopsin
to produce the mutant IIIN (indicated by the filled circles, the numbering in the boxes give the residue in IIIN
first and the residue in the rhodopsin loop second). V8 protease cleaves this loop after the glutamates indicated
by the arrows (see Fig. 6). (C) Topograph of the mutant IIIN containing the rhodopsin EF loop. (D) Threefold
symmetrized correlation average of mutant IIIN trimer. (E) Standard deviation map of the average. (F) Three-
fold symmetrized correlation average of the bacteriorhodopsin trimer imaged elsewhere (Müller, Sass et al.,
1999). (G) Standard deviation map of the bacteriorhodopsin trimer. The outlined BR monomer represents
a section close to the cytoplasmic surface of the lipid membrane, and the positions of the transmembrane
α-helices A to F were obtained after merging six atomic models of BR (Heymann et al., 1999). Vertical
brightness range of contact mode topographs corresponds to 1.8 nm. Minima and maxima of the SD maps
were 0.32 and 0.43 nm for (E) and 0.07 and 0.19 nm for (G) respectively.
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rhodopsin (Rho EF) also interacts with rhodopsin kinase, which phosphorylates light-
activated rhodopsin, and with arrestin, which displaces transducin from light-activated
phosphorylated rhodopsin. To directly observe the rhodopsin loop, purple membrane
containing the mutant bacteriorhodopsin (called IIIN) was imaged by AFM under phys-
iological conditions to a resolution of 0.7 nm (Fig. 5C). It was found that the modifi-
cation of loop EF changed neither the crystallographic lattice nor the extracellular surface
(Heymann et al., 2000). This was not unexpected, because fragments of bacteriorhodopsin
separated in the EF loop can be reconstituted with the bacteriorhodopsin chromophore
(Kataoka et al., 1992; Liao et al., 1984; Sigrist et al., 1988). Thus, the bacteriorhodopsin
framework was not affected by the loop replacement which provided a stable founda-
tion for studying the Rho EF loop. The major difference in the topographs between the
cytoplasmic surfaces of the mutant and bacteriorhodopsin purple membrane is the much
larger EF loop projecting toward the C-terminus (Figs. 5D and 5F).

C. Identification by Removal of a Polypeptide Loop

From Fig. 5 it is clear that structural changes of membrane proteins induced by the
replacement of individual polypeptide loops can be directly observed by AFM under
physiological conditions. Alternatively, individual loops can be removed to identify
structural features of membrane protein surfaces.

Digestion of the rhodopsin loop EF from mutated IIIN bacteriorhodopsin (Fig. 5B)
with V8-protease did not affect the purple membrane crystallinity (Fig. 6A). The AFM
topograph showed a significant reduction in the major protrusion compared to the undi-
gested surface (Fig. 6B) and the ends of helices E and F became clearly visible. This
structural change was consistent with mass spectrometry indicating that a 10-residue
fragment of loop Rho EF had been removed (Heymann et al., 2000). Interestingly, AFM
topographs of purple membrane did not show any indication of the largest polypeptide
residue located at the cytoplasmic surface, the C-terminus (24 aa), and the simplest
interpretation is that this is too unstructured to allow imaging.

D. Identification by Removal of Polypeptide Ends

This alternative method to identify the surfaces of membrane proteins is illustrated by
the selective cleavage of terminal polypeptide sequences of aquaporin Z (AqpZ) from
E. coli (Scheuring, Ringler et al., 1999) and of major intrinsic protein (MIP) from sheep
lenses (Fotiadis et al., 2000).

Figure 7A shows the AFM topograph of recombinant AqpZ tetramers reconstituted
into a bilayer and assembled into a two-dimensional (2D) crystal. The AqpZ had an
N-terminal fragment of 26 amino acids located on the cytoplasmic surface. After over-
night treatment with trypsin, the N-terminal fragment had been removed from the protein
at the trypsin cleavage site Arg26. While the uncleaved sample allowed only one AqpZ
surface to be imaged, the digested sample clearly showed substructures of the cytoplasmic
(circle) and extracellular (square) AqpZ surface (Fig. 7B).

Topology prediction and antibody labeling of MIP places the approximately 5-kDa
C-terminal region on the cytoplasmic surface of the lens fiber cell membrane. The native
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Fig. 6 Imaging bacteriorhodopsin after removal of the EF loop. (A) Topograph of the bacteriorhodopsin
surface after cleavage of the rhodopsin EF loop with V8 protease. For cleavage sites of the V8 protease,
see Fig. 5B. The topograph is displayed as a relief tilted by 5◦. (B) Threefold symmetrized average of the
bacteriorhodopsin trimer imaged in (A). (C) Standard deviation map of the average. Vertical brightness range
of contact mode topographs corresponds to 1 nm. Minima and maxima of the SD map was 0.1 and 0.17 nm.

cytoplasmic surface of MIP tetramers, reconstituted into a bilayer and assembled into a
2D crystal, exhibited maximum globular protrusions of 0.8 ± 0.1 nm (Fig. 7C). After
removal of the C-terminal tail with carboxypeptidase Y the cytoplasmic surface changed
its appearance (Fig. 7D). The cytoplasmic surface appeared coarser, and the averaged
structure revealed the partial loss of four prominent protrusions leaving a central cavity
within the MIP tetramer. This structural change is emphasized by the difference map
(Fig. 7F) calculated between the unit cell of the digested (Fig. 7D) and of the native
(Fig. 7E) cytoplasmic MIP surface. It is important to note that neither the extracellular
surface of AqpZ nor that of MIP appeared to be structurally affected by the enzymatic
digestion of the cytoplasmic surface.
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Fig. 7 Identification of protein structures by removal of polypeptide ends. (A) Identifying the cytoplasmic
surface of aquaporinZ (AqpZ). Topograph of AqpZ tetramers assembled into a 2D crystal. In this crystal form,
each tetramer is neighbored by four tetramers oriented in the opposite direction with respect to the membrane
plane. B, The same crystal imaged after trypsin digestion. Since trypsin removes most of the 26-amino-acid
long C-terminal region, the surface structure of the cytoplasmic surface changed drastically. The extracellular
surface of the AqpZ tetramers was unchanged by this treatment (circles). Vertical brightness range of contact
mode topographs corresponds to 3 nm. Topographs are displayed as reliefs tilted by 5◦ (images courtesy
of Simon Scheuring, University of Basel). (C) Imaging the removal of the C-terminal region of the major
intrinsic protein (MIP). Averaged topograph of the cytoplasmic MIP surface imaged in buffer solution. The
MIP tetramers from sheep eye lenses were reconstituted into a lipid bilayer where they assembled into a 2D
crystal (Fotiadis et al., 2000). The same unit cell (white square) contained one MIP tetramer and had a side
length of 6.4 nm. (D) Unit cell of the cytoplasmic MIP surface after removal of the C-terminal region. (E) Unit
cell of the native cytoplasmic MIP surface. (F) Difference map calculated between topographs of digested
(D) and of native MIP revealing the location of the C-terminal regions of the cytoplasmic surface; major
protrusion. Vertical brightness range of contact mode topographs corresponds to 1 nm (images courtesy of
Dimitrios Fotiadis, University of Basel).

From the previous AFM measurements it follows that the conformation of the AqpZ
N-terminal fragment (26 amino acids) was too flexible to be imaged with subnano-
meter resolution (blurred protrusion) but was structurally sufficiently stable to distort
the scanning stylus, thereby preventing the visualization of other substructures on the
cytoplasmic surface. The C-terminal fragment of MIP existed in a structurally more
stable conformation and was imaged by the AFM stylus. In contrast, the C-terminal
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region of bacteriorhodopsin, consisting of 25 amino acids, is not observed by AFM
and does not influence the visualization of surrounding substructures by AFM (compare
to Fig. 6). The results illustrate that the polypeptide ends of distinct proteins exist in
conformations of different stability; the conformation of the C-terminal region of MIP
is stable enough to be reproducibly imaged at subnanometer resolution; the N-terminal
region of AqpZ is structurally less stable than the C-terminal end of MIP but more stable
than the disordered C-terminal domain of bacteriorhodopsin (Belrhali et al., 1999; Essen
et al., 1998; Grigorieff et al., 1996; Heymann et al., 1999; Luecke et al., 1999b; Mitsuoka
et al., 1999) which is not detected by AFM (Müller, Sass et al., 1999). Accordingly, a
structural change caused by the cleavage of a polypeptide can only be observed by the
AFM if it could be reproducibly detected before of its removal.

IV. Observing the Oligomerization of Membrane Proteins

α-Hemolysin is a water-soluble protein that undergoes several conformational changes
from the time it is released from Staphylococcus until it interacts with a plasma mem-
brane. Initially hemolysin is a monomer, which undergoes oligomerization into a homo-
oligomeric ring finally inserting into the lipid bilayer forming a pore. Interestingly,
this pore which facilitates water permeation across the membrane can be genetically en-
gineered to sense a range of different organic molecules (Gu et al., 1999). For some years
it has been discussed whether the hemolysin oligomer exists in a hexameric or in a hepta-
meric stoichiometry since different techniques have shown different oligomeric states
of the complex (Gouaux et al., 1994; Song et al., 1996). Avoiding problems which may
arise determining the oligomeric stoichiometry of proteins imaged by diffracting tech-
niques, the high signal-to-noise ratio of the AFM allows subunits of protein complexes
to be imaged directly and their oligomeric stoichiometry to be determined.

Staphylococcalα-hemolysin inserted into phospholipid bilayers is shown in Fig. 8. The
AFM topograph shows unambiguously the hexameric state of the oligomeric complex
which assembled into a two-dimensional array (Czajkowsky et al., 1998). Interestingly,
additional data have been recently published on α-hemolysin mutants locked in their open
state (Malghani et al., 1999). In contrast to the previously described data, the mutants
appear to exist in a heptameric stoichiometry. As already pointed out (Czajkowsky et al.,
1998), it may be possible that α-hemolysin may form stable oligomers which differ
in their stoichiometry. However, it remains a challenge to determine those factors that
influence the oligomeric state of biochemically indistinguishable α-hemolysins.

ATP synthases are large protein complexes that convert the energy of a transmembrane
proton (or Na+) gradient into the biological energy source ATP. Its integral membrane
complex Fo (∼170 kDa) couples the transmembrane flow of protons to the rotation of a
molecular stalk (Kato-Yamada et al., 1998; Noji et al., 1997; Sabbert et al., 1996). The
rotational force expels the spontaneously formed ATP from the three catalytic sites of the
water-soluble F1 complex (∼400 kDa). While the catalytic subcomplex α3β3γ as well
the isolated subunits δ and ε of F1 have been solved to atomic resolution (Abrahams et al.,
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Fig. 8 Contact mode AFM topograph of α-hemolysin oligomers. The α-hemolysin inserted into the phos-
pholipid bilayer in 10 mM sodium phosphate (pH 7.2) at room temperature and assembled into a 2D lattice.
Raw image displayed as relief tilted by 5◦. The scale bar represents 7.5 nm. Topograph displayed as relief
tilted by 5◦ (image courtesy of Daniel Czajkowsky, University of Virginia).

1994; Bianchet et al., 1998; Wilkens et al., 1995; Wilkens et al., 1997), the structure of the
Fo complex still awaits elucidation. To gain insight into the mechanochemical coupling
synthesizing ATP, the arrangement of the transmembrane Fo complex assembled from
subunits I1, II1, IIIx, and IV1 in chloroplast ATP synthase (CFoF1) or from subunits a1,
b2, cx in bacterial and mitochondrial ATP synthase (EFoF1) is a matter of investigation.
Several subunits, IIIx and (cx), form the “proton turbine” of the ATP synthase. The
mechanism determining the exact number of subunits, IIIx, however, is a topic of debate
and remains to be answered.

Atomic force microscopy of the IIIx oligomer of the most abundant ATP synthase from
chloroplast revealed the surface at a sufficient resolution to allow the number of III sub-
units to be counted. Thus, topographs of the reconstituted cylindrical complex assembled
from subunit III of the chloroplast FoF1-ATP synthase provided compelling evidence that
this proton-driven turbine comprises 14 subunits (Fig. 9) (Seelert et al., 2000). This find-
ing is in contrast to the stoichiometry of the E. coli Fo complex which is postulated to be
a dodecamer of subunit c, mainly based on crosslinking experiments (Jones et al., 1998),
genetic engineering (Jones and Fillingame, 1998), and model building (Dmitriev et al.,
1999; Groth and Walker, 1997; Rastogi and Girvin, 1999). Interestingly, X-ray analyses
of yeast FoF1-ATP synthase crystals yielded a decameric complex (Stock et al., 1999),
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Fig. 9 Proton-driven rotor of the chloroplast ATP synthase reconstituted into a membrane bilayer. As shown
by this unprocessed topograph, this cylindrical oligomer comprises 14 subunits (Seelert et al., 2000). The dense
packing of oligomers required an alternating orientation vertical to the membrane plane. Thus, the distinct
wide and narrow rings represent the two surfaces of the cylindrical complex. Imaging buffer: 25 mM MgCl2,
10 mM Tris–HCl, pH 7.8. Vertical brightness range of contact mode topograph corresponds to 2 nm. The raw
image is displayed as a relief tilted by 5◦.

indicating that polymorphic stoichiometries of Fo complexes may have a biological
origin which is not yet understood.

V. Unraveling the Conformational Variability
of Membrane Proteins

A. Force-Induced Conformational Changes

The cytoplasmic bacteriorhodopsin surface, imaged with a force of 100 pN applied to
the AFM stylus, revealed trimeric structures arranged in a trigonal lattice of 6.2 ± 0.2 nm
side length (Fig. 10A, top; (Müller, Sass et al., 1999). Each subunit in the trimer features
a particularly pronounced protrusion extending 0.83 ± 0.19 nm above the lipid surface.
This protrusion is associated with the loop connecting α-helices E and F (Fig. 10B;
(Müller, Buldt et al., 1995)). Increasing the applied force to about 200 pN during imaging
changed the AFM topographs significantly. The prominent EF loops were bent away and
the shorter loops of the bacteriorhodopsin monomers were visualized (Figs. 10A, bottom;
and 10D). This conformational change was fully reversible (Müller, Buldt et al., 1995),



Fig. 10 Force-induced conformational change of the cytoplasmic purple membrane surface. (A) At the top of the topograph the force applied to
the AFM stylus was 100 pN. While scanning the surface line by line, the force was increased until it reached 150 pN at the bottom of the image. This
force-induced conformational change of bacteriorhodopsin was fully reversible (Müller, Büldt et al., 1995). Correlation averages of the cytoplasmic
surface recorded at 100 pN (B) and at 200 pN (D). The correlation averages are displayed in perspective view (top, shaded in yellow brown) and in
top view (bottom, in blue) with a vertical brightness range of 1 nm and exhibited 9.2% (B) and 14.1% (D) RMS deviations from threefold symmetry.
Structural flexibilities were accessed by SD maps (C and E corresponding to B and D, respectively) which had a range from 0.08 (lipid) to 0.19 nm
(EF loop region). Surface regions exhibiting a SD above 0.12 nm are superimposed in red-to-white shades in top of figure (B and D). The contact
mode topograph was recorded in buffer solution (100 mM KCl, 10 mM Tris–HCl, pH 7.8). The outlined bacteriorhodopsin trimer representing sections
close to the cytoplasmic surface of the lipid membrane was obtained after merging six atomic models of bacteriorhodopsin (Heymann et al., 1999).
Topographs (A), (B), and (E) are displayed as relief tilted by 5◦.
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suggesting that loop EF is a rather flexible element of the bacteriorhodopsin molecule. At
this force of 200 pN, the maximum height difference between the protein and the lipid
membrane was 0.64 ± 0.12 nm. Four distinct protrusions were recognized in almost
every monomer, and a further distinct protrusion was present at the center of the trimers.
The calculated diffraction pattern of this topograph documents an isotropic resolution
out to 0.45 nm (not shown).

While the standard deviation of the height measurements was around 0.1 nm for
most morphological features of the topography, the EF loop exhibited an enhanced
SD of 0.19 nm (Fig. 10C), consistent with the high-temperature factor observed by
electron microscopy (Grigorieff et al., 1996) and the structural variation among the
atomic bacteriorhodopsin models (Heymann et al., 1999). When the major protrusion
representing loop EF had been pushed away by applying a force of 200 pN to the
stylus, the cytoplasmic surface of the bacteriorhodopsin molecule appeared different
and exhibited details of the shorter loops connecting helices AB and CD (Fig. 10D).

The protrusion between helices F and G together with the minor elevation between
helices E and F likely represents what remained structured from loop EF and the protrud-
ing parts of helices E and F that are compressed by the AFM stylus (Fig. 10D). However,
it cannot be excluded that the protrusion between helices F and G included a small part
of the C-terminal domain. This uncertainty arises because the AFM height signal in this
area exhibited a significant standard deviation (Fig. 10E; red shaded in Fig. 10D). The
other protrusions in the AFM topograph may be assigned by comparison with the atomic
models derived from the bacteriorhodopsin trimer (see following section). In these mod-
els, helix B protrudes out of the bilayer, and helix A ends below the bilayer surface.
Therefore, the protrusion close to helix B is likely to represent the short loop connecting
helices A and B (Fig. 10D). In addition, the discrete protrusion between helices C and D
corresponds to their connecting loop. A further protrusion of 0.2 nm height was present
at the threefold axis of the bacteriorhodopsin trimer and probably arises from structured
lipid molecules (Grigorieff et al., 1996).

To further analyze the conformations of the cytoplasmic surface, the unit cells of
topographs recorded at applied forces of 100 and 200 pN were extracted, aligned with
respect to a reference, and classified by principal component analysis (Frank et al., 1987;
van Heel, 1984). The threefold symmetrized averages of the major classes shown in
Figs. 11A to 11E reveal the movement of the flexible structures. The classes A, B, and
C, D were closely related to the force gradient. Increasing the force to 120 pN resulted in
a slight deformation of the EF loop and enhanced the details of the surrounding protein
structure (Fig. 11A; compare to Fig. 10B). Increasing the force to approximately 150 pN
further pushed the EF loop away (Fig. 11B), whereas at about 180 pN the conformational
change of the loop was complete (Figs. 11C to 11E). A central protrusion was apparent
in some bacteriorhodopsin trimers when imaged at 180 pN (Figs. 11C and 11E). Most
probably, this protrusion represented lipid headgroups which were absent or disordered
in some bacteriorhodopsin trimers. Increasing the applied force to 300 pN resulted in
deformation of the peripheral protrusions of the trimer. The structural information of
these areas was lost (Müller et al., 1998), and when imaged at applied forces above
300 pN the bacteriorhodopsin trimers were irreversibly deformed (data not shown).
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Fig. 11 Structural variability of the cytoplasmic bacteriorhodopsin surface. The threefold symmetrized aver-
ages were calculated from unit cells classified by multivariate statistical analysis using the algorithm kindly
provided by J.-P. Bretaudiere (Bretaudiere and Frank, 1986). (A) PM imaged at slightly enhanced forces of
120 pN (compare to Fig. 11B). (B) Same membrane imaged at an applied force of approximately 150 pN. In
(C), (D), and (E) three conformations of the membrane are imaged at approximately 180 pN. The last three
averages differ in their central protrusion and in that of the EF loop (compare to Fig. 10). The correlation
averages are displayed in perspective view with a vertical brightness range of 1 nm. Topographs are displayed
as relief tilted by 5◦.

VI. Comparing AFM Topographs to Atomic Models

A. Comparing Topographs of OmpF Porin to the Atomic Model

OmpF porin is present as stable trimeric structures in the outer membrane of E. coli.
Each 340-amino acid (aa) OmpF monomer is folded into 16 antiparallel β-strands to
form a large hollow β-barrel structure which perforates the membrane. The transmem-
brane pore facilitates the passages of hydrophilic solutes up to an exclusion size of
≈600 kDa (Nikaido and Saier, 1992). It is suggested that the charges of the porin chan-
nel primarily modulate the pore selectivity (Klebba and Newton, 1998; Schirmer, 1998),
and recent calculations have shown that the OmpF pore may establish an electrical po-
tential which increases with decreasing electrolyte concentration (Schirmer and Phale,
1999). As observed in the AFM topograph of the periplasmic surface (Fig. 12A), each
trimer (outlined circle) is compromised of tripartite protrusions and three transmem-
brane channels that are separated by 1.2-nm-thick walls. The transmembrane channel
has a characteristic elliptical cross section of a = 3.4 nm and b = 2.0 nm. The arrows
point out individual polypeptide loops of a few aa size each connecting two antiparallel
ß-strands lining the transmembrane pore. Most features recorded in this AFM topograph
were correlated directly to the atomic model of the OmpF (Cowan et al., 1992) sur-
face rendered at 0.3 nm resolution (Fig. 12B). Correlation averaging of the porin trimer
enhanced common structural details among individual trimers (Fig. 12C) but blurred vari-
able areas of the subdomains (compare to porin trimers shown in raw data, Fig. 12A).
However, the characteristic shape of the transmembrane channel was more pronounced
showing an elliptical cross section of a = 3.4 nm and b = 2.0 nm. Structural areas of
the periplasmic OmpF trimer surface exhibiting an enhanced variability are recovered
by the standard deviation map of the average (Fig. 12D). Enhanced values of the SD
map can directly correlate to surface structures which are expected to have enhanced
flexibility (Fig. 12B).
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Fig. 12 AFM topograph and atomic model of OmpF porin. (A) The unprocessed topograph exhibits features
that are recognized in the atomic model of the periplasmic OmpF porin surface, rendered at 0.3 nm resolu-
tion (B). The circle outlines one porin trimer. Short β-turns comprising only a few amino acids are sometimes
distinct (arrows). (C) Correlation average of the rectangular unit cell of porin. (D) SD map of the correlation
average. All data are displayed in perspective view with a vertical brightness range of 1 nm (A, B, and C).
Vertical brightness range of contact mode topographs corresponds to 1 nm. Structural flexibilities accessed by
the SD map ranged from 0.06 to 0.12 nm. Images are displayed as reliefs tilted by 5◦.

B. Structure and Flexibility of the Bacteriorhodopsin Surface

Information about the surfaces of bacteriorhodopsin have been derived from elec-
tron crystallography (Grigorieff et al., 1996; Mitsuoka et al., 1999) and AFM (Figs. 10
and 11) and X-ray diffraction (Belrhali et al., 1999; Essen et al., 1998; Luecke et al.,
1998; Sato et al., 1999) at high resolution. This provided an excellent opportunity to
assess the quality of the AFM topographs recorded from purple membrane and to un-
derstand the implications of combining AFM data with the other structure determination
methods. Six bacteriorhodopsin atomic models were combined and compared to the AFM



Fig. 13 Quantitative analyses of the native cytoplasmic bacteriorhodopsin surface. (A) Correlation average of the AFM topograph recorded at an
applied force of 100 pN (Müller, Sass et al., 1999). Regions with enhanced flexibility are derived from SD maps and superimposed in red to white
shades. The vertical brightness range of topograph corresponds to 1 nm. The raw image is displayed as a relief tilted by 5◦. (B) Mapping the structural
variance of bacteriorhodopsin on the atomic model and the AFM envelope. The atomic model is an average of six models derived from electron and
X-ray crystallography, with the coordinate variance mapped from blue (low variance) to red (high variance). The surfaces are derived from the AFM
height images, with the SD mapped onto each surface from blue (low SD) to red (high SD). The minimum separation between the surfaces is ∼4 nm.
Calculations are as given in Heymann et al., 1999. (C) Cytoplasmic surface with each bacteriorhodopsin monomer displaying a different surface property.
The surface loops are shown as backbone tracings colored according to the backbone coordinate root-mean-square deviation (SD) calculated after merging
five different atomic models of bacteriorhodopsin (Heymann et al., 1999). The gray scale image shows the height map determined by AFM (Fig. 2); the
prominent protrusion is the EF loop. The colored monomers represent the coordinate variation (SD) between the atomic models and the SD of the height
measured by AFM, respectively. Height and SD maps determined by AFM correlate amazingly well to corresponding data from X-ray and electron
crystallography. (See Color Plate.)
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data to determine the value and reliability of each source of information (Heymann
et al., 1999).

Figure 13B shows one atomic model suspended within an envelope of the purple
membrane reconstructed from the AFM data (Fig. 13A). The ribbon diagram is color
coded according to the coordinate variance between the different atomic models, while
the surfaces are mapped with the standard deviation of the AFM topographs. There is an
excellent correspondence between the surface loops of the bacteriorhodopsin model and
the AFM envelope. SD maps of the height measured by AFM corresponds well with both
the relative distribution of B-factors of the atomic models and the coordinate variance
between the models (Fig. 13C). This agrees with the notion that the major difference
between the various structural studies lies in the surfaces.

In both the electron crystallography and the AFM experiments, a 2D crystal of bacte-
riorhodopsin close to its native state was imaged, allowing surface loops the maximum
possible conformational freedom. In X-ray crystallography, the surface loops were re-
solved, but they were often involved in 3D crystal contacts and consequently their posi-
tions may not represent their true conformational state and variation in vivo. Specifically,
the EF loop appears to adopt different conformations in the 2D assembly of bacteri-
orhodopsin molecules of purple membrane, while it has less conformational freedom in
the 3D crystals. This agrees with electron paramagnetic resonance (EPR) spectroscopy
of spin-labeled cysteine mutants which show a high mobility of the amino acid residues
in the EF loop (Pfeiffer et al., 1999). In contrast to electron and X-ray crystallographic
methods, the AFM was used to image surface structures of bacteriorhodopsin in buffer
solution and at room temperature, i.e., under conditions resembling its physiological
environment. The SD maps of bacteriorhodopsin had a higher peak for the longer and
less structured loop EF than for the BC loop which forms a short β-sheet.

The N- and C-termini of bacteriorhodopsin were not resolved in any of the structural
studies. This suggests high flexibility, and the atomic models and AFM data indicate that
the N-terminus and most of the C-terminus are completely unstructured and averaged
out (see Chapter 3).

VII. Conformational Changes of Native Membrane Proteins

A. Surface Structures Can Change upon Interaction with Adjacent Molecules

Recrystallization of bacteriorhodopsin in the presence of n-dodecyl trimethylammo-
nium chloride (DTAC) yielded well-ordered 2D crystals (Michel et al., 1980). Topo-
graphs of these orthorhombic crystals showed bacteriorhodopsin dimers assembled into
a rectangular lattice with a p22121 symmetry and unit cell dimensions of a = 5.8 nm
and b = 7.4 nm (Fig. 14A) (Michel et al., 1980). Accordingly, the bacteriorhodopsin
dimers alternately had their cytoplasmic surface or their extracellular surface facing the
stylus. The maximum height difference between the protrusions and the bilayer was
0.81 ± 0.09 nm. Surprisingly, it was not possible to induce conformational changes of
the EF loops in this bacteriorhodopsin crystal form. Increasing the applied force of the
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Fig. 14 Native bacteriorhodopsin assembled into an orthorhombic lattice. (A) In this crystal form (p22121)
the rows of bacteriorhodopsin dimers alternate to expose either their cytoplasmic or their extracellular surfaces
to the aqueous solution. The correlation averages are displayed (B) in perspective view (left, shaded in yellow
brown) and (C) in top view (right, in blue) with a vertical brightness range of 1 nm. (D) SD map of (C)
having a vertical brightness range from 0.06 to 0.17 nm. Surface regions exhibiting a SD above 0.12 nm
are superimposed in red to white shades in (B). The outlined regions are presented for comparison with the
extracellular (yellow outline) and cytoplasmic (white outline) slides of bacteriorhodopsin as shown in Figs. 2
and 3. The contact mode topograph was recorded in buffer solution (100 mM KCl, 10 mM Tris–HCl, pH 7.8)
at a loading force of 100 pN. Topographs A and B are displayed as reliefs tilted by 5◦.

stylus resulted in the deformation of the whole protein surface rather than in the bending
of a single loop, and it reduced the lateral resolution.

The arrangement of the protrusions on the cytoplasmic face of bacteriorhodopsin
was very distinct when AFM topographs of the orthorhombic in vitro assemblies were
analyzed (Figs. 14B and 14C). The protrusion of the AB loop was shifted by 0.3 nm
compared to the trigonal unit cell (Fig. 10), now being located between the position of
helices A and B (Fig. 14C). The short loop connecting helices C and D was observed as a
discrete protrusion in the orthorhombic lattice, close to its position in the trigonal lattice.
Remarkably, the EF loop was observed as a bean-shaped structure independent of the
applied force (Fig. 14C). The triangular protrusion located between helices B and G may
result from the C-terminus. None of these structures exhibited significant variability, in-
dicating structural stabilization by the different packing arrangement in the orthorhombic
compared to the trigonal lattice. An additional protrusion (Fig. 14C) was observed at
the periphery of each bacteriorhodopsin monomer packed in the orthorhombic lattice,
probably representing bound lipid molecules (Grigorieff et al., 1996).

The observed structural changes suggest that the interactions of the cytoplasmic
polypeptide loops depend on how the bacteriorhodopsin molecules associate. In the
bacteriorhodopsin trimer, there is a crevice between helices A and B and helices E and
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D of neighboring monomers (Fig. 14C; outlined). Lipid molecules in this crevice are
stable (Grigorieff et al., 1996) and stabilize the bacteriorhodopsin trimer by specific
interactions with their lipid and headgroup moieties (Essen et al., 1998). This crevice
is not present in the orthorhombic bacteriorhodopsin assembly, and hence the different
molecular interactions probably allow the displacement of the loop connecting helices
A and B (Fig. 14C; white contours). Differences in helix E have also been observed in
X-ray structures from different crystal forms. While the end of helix E was not resolved
in the crystals grown in the cubic lipid phase (Edman et al., 1999; Luecke, et al., 1998;
Luecke et al., 1999a; Pebay-Peyroula et al., 1997), helix E was stable and fully resolved
in the structure by Essen et al. (1998), where crystal contacts along helices F and G
occurred. Accordingly, it was concluded that in the orthorhombic bacteriorhodopsin
crystals the interactions between helices F and G of two adjacent bacteriorhodopsin
molecules affected both the structural appearance and the rigidity of both the EF loop
and the C-terminal region. In addition, the protrusion of loop AB was shifted toward
helix A, away from the intermolecular space, in the orthorhombic lattice.

Similarly, a change of the protrusions of the extracellular surface was observed on
comparing AFM topographs of both native purple membrane and orthorhombic bac-
teriorhodopsin crystal. A detailed discussion of these structural changes is published
elsewhere (Heymann et al., 1999; Müller et al., 2000; Müller, Sass et al., 1999).

B. Functional Related Conformational Changes of the HPI layer

The multiple functions of the hexagonally packed intermediate (HPI) layer from
Deinoccocus radiodurans are still a matter of debate (Fig. 15). As a typical member
of the outermost surface (S) layers of bacteria (Sleytr, 1997; Sleytr et al., 1993) evi-
dence exists that the HPI layer stabilizes the cell shape and functions as a protective
barrier against hostile factors from the environment, which nutrients, solutes, and waste
products have to cross (Baumeister et al., 1988). The HPI layer, like many other S-layer
proteins, appears to be exceptionally resistant to protease treatment in a nondenaturated
state. Furthermore, it is discussed whether the HPI layers of two neighboring bacteria
form connexons to enable cell–cell communication (Baumeister and Hegerl, 1986). As
revealed from electron microscopy and crystallography studies (Baumeister et al., 1986;
Engel et al., 1982; Rachel et al., 1986) the HPI layer consists of a single type of pro-
tomer, six of which form a pore. The stable framework of the HPI layer is created by
protomer–protomer contacts between neighboring pores.

AFM topographs of the HPI layer reveals the structural difference between the outer
(Fig. 16) and the inner surface (Fig. 17). Both surface structures show six protomers
forming hexameric rings surrounding a central pore and arranged in a hexagonal lattice
(a = b = 18 nm). Each protomer of a pore is connected to a protomer from the adjacent
pore. These intermolecular links are thought to be the basis for the unusual stability
of the HPI layer. While these distinct arms emanating from the hexamers exhibit a
clockwise rotation at the outer surface, they exhibit an anticlockwise rotation at the
inner surface. The outer surface of the HPI layer consists of donut-shaped hexamers,
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Fig. 15 Suggested functions of the hexagonally packed intermediate (HPI) layer from D. radiodurans. Al-
though most of the functions of surface (S) layers, a family to which the HPI layer belongs, remain enigmatic
they must be regarded as multifunctional. As well as providing the cells with a molecular sieve controlling
the passage of molecules into and out of the cell by filtrating large molecules, S layers may mediate cell–cell
contacts and communication, interact with other macromolecules such as phage receptors, or mediate adhesion
to other surfaces. Schematic drawing adapted according to Baumeister and Hegerl (Baumeister and Hegerl,
1986).

featuring six V-shaped protrusions (Fig. 16), seen more clearly in the correlation average
(Fig. 3F).

Most interestingly, it appears that individual pores of the inner HPI-layer surface can
exist in either an unplugged (circles) or a plugged (squares) conformation (Fig. 17; top
left). As demonstrated by time-lapse AFM topographs (Fig. 17; top right), the pores can
reversibly change their conformation (Müller, Baumeister et al., 1996). After transla-
tional and angular alignment of single pores form the HPI layer, a multivariate analysis
of 330 pores from 10 different topographs was performed. The averages of the two major
classes, both showing six subunits of the core and their emanating arms, exhibit either
an “open” or a “closed” pore. Figure 17(bottom) displays a montage of the calculated
and sixfold symmetrized topographies of both conformations. Protrusions located at the
core were arranged on an equilateral hexagon of side length 4.0 ± 0.2 nm. The height
difference to the emanating protrusions was 2.5 ± 0.2 nm, while the maximum height
of the protrusions was 2.9 ± 0.3 nm. The depression in the open conformation of the
core was 1.8 ± 0.5 nm, and the depression over the protrusion of the closed confor-
mation was 1.0 ± 0.5 nm (Müller, Baumeister et al., 1996). This suggests that the HPI
layer serves as a molecular sieve with an open and a closed state (Fig. 17; bottom).
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Fig. 16 Outer surface of the HPI layer. AFM topographs recorded in buffer solution (pH 7.8, 10 mM
Tris–HCl). See Fig. 3 for the correlation average. Vertical brightness range of the contact mode topograph
corresponds to 4 nm. Raw data are displayed as a relief tilted by 5◦.

The lack of functional and structural data, however, prevents this hypothesis from being
confirmed.

C. Functional Related Conformational Changes of OmpF Porin

The outer membranes of Gram-negative bacteria protect the cells from hostile factors
such as proteolytic enzymes, bile salts, antibiotics, toxins, and low pH. Uptake of small
nutrients and release of metabolites are facilitated by passive pores, the porins. E. coli
outer membranes contain approximately 105 porins per cell that allow passage of small
solutes, <600 Da (Nikaido and Vaara, 1985). In addition to nutrients, antibiotics that need
to cross the outer membrane for binding to their targets diffuse through these aqueous
pores (Nikaido, 1989). Conductance measurements have shown that the porin OmpF
trimer exists in either open or closed states, depending on the transmembrane potential
(Lakey, 1987; Schindler and Rosenbusch, 1978). The critical voltages (Vc ≈ 90 mV for
OmpF porin), above which channels close, is affected by the pH (Todt et al., 1992),
membrane-derived oligosaccharides (Delcour et al., 1992), polysaccharides (Schindler
and Rosenbusch, 1981), polycations (dela Vega and Delcour, 1995), and pressure (Le
Dain et al., 1996). Although the structures of several porins have been solved (Cowan
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Fig. 17 Conformational change of individual pores of the HPI-layer. Top left: inner surface of the HPI
layer as imaged by contact mode AFM in buffer solution. Protomers of the hexameric pores are clearly visible.
Individual pores can exist in an open (circles) and a plugged (square) conformation. Top right: imaging of the
same surface after 5 min demonstrates that some of the pores have changed their conformation. This confor-
mational change is fully reversible and can be observed over hours. Bottom: surface relief of both the averaged
open and closed conformations. The correlation averages of both the open and the closed conformations were
sixfold symmetrized and then assembled in the montage. The distinct arms emanating from the cores of the
hexamers exhibit an anticlockwise rotation. The distance between adjacent pores is 18 nm. The full grey level
range of all contact mode topographs corresponds to 3 nm vertical distance. Average is displayed as a relief
tilted by 5◦.
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et al., 1992; Schirmer, 1998; Weiss et al., 1991), the nature of channel closure is poorly
understood. The transmembrane pore of OmpF is formed by 16 antiparallel β-strands
that are connected by short loops on the periplasmic surface and long extracellular loops.
One of the latter folds into the barrel, thus constricting the eyelet of the channel. This
loop was proposed to move upon membrane potential changes (Schulz, 1993), thereby
closing the channel. However, recent results exclude this movement of the constriction
loop (Phale et al., 1997). Therefore, other effects must explain the closure of porin
channels (Klebba and Newton, 1998).

The structurally and functionally well-characterized bacterial porin OmpF is an ex-
cellent structure to assess in depth the ability of the AFM to monitor conformational

Fig. 18 Conformational changes of porin OmpF. (A) Extracellular surface of OmpF. The comparison
between the atomic model rendered at 0.3 nm resolution (left). An AFM topograph (right) illustrates that the
loops which protrude 1.3 nm from the bilayer are flexible. The asterisks mark the twofold symmetry axis of the
rectangular unit cells housing two porin trimers. (B) pH-dependent conformational change of the extracellular
surface. At pH ≤ 3 the flexible loops reversibly collapse toward the center of the trimer, thereby reducing their
height by 0.6 nm. (C) Conformational change of porin induced by an electrolyte gradient. The monovalent
electrolyte gradient across the membrane was >300 mM. Similar to the pH-dependent conformational change,
the extracellular domains reversibly collapsed onto the porin surface. Contact mode topographs exhibit a
vertical range of 1.5 nm (A) and 1.2 nm (C and D) and are displayed as reliefs tilted by 5◦.
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changes. The short polypeptide loops at the periplasmic surface (Fig. 12) and the long
loops at the extracellular surface (Fig. 18A) are observed on individual porin trimers
in the AFM topographs (Fig. 18A; right). The variable extracellular loops protrude by
1.3 nm above the bilayer at neutral pH. Three conditions have been demonstrated to in-
duce the collapse of this flexible domain toward the trimer center to form a structure with
a height of only 0.6 nm (Müller and Engel, 1999): (i) application of an electric potential
>200 mV across the membrane, (ii) generation of a K+ gradient >0.3 M (Fig. 18B),
and (iii) acidic pH (≤3) (Fig. 18C). The last condition suggests a protective function:
E. coli cells passing through the acidic milieu of a stomach may survive longer by
closing the outer membrane pores. The first condition, however, is compatible with
results from black lipid membrane and patch-clamping experiments which demon-
strated that porin acts as a voltage-gated channel (Delcour, 1997; Klebba and Newton,
1998).

VIII. Observing the Assembly of Membrane Proteins

The Schiff base of bacteriorhodopsin reacts with reagents such as hydroxylamine on
illumination with light (Oesterhelt et al., 1974). This chemical reaction results in the
breakage of the Schiff base bond between the bacteriorhodopsin and the retinal yielding
the apoprotein bacterioopsin and retinaloxime. Consequently, the absorption maximum
of purple membrane at 568 nm diminishes, and the absorption maximum of retinaloxime
at about 366 nm is observed (Oesterhelt et al., 1974). These spectral changes depend
upon the illumination time and reflect the photobleaching process of purple membrane
(Fig. 19A). The loss of the Schiff base bond leads to structural changes in the apoprotein
(Bauer et al., 1976; Becher and Cassim, 1977). As observed using AFM, the process
of photobleaching was associated with the disassembly of the purple membrane crystal
into smaller crystals (Fig. 19B). The bleached purple membrane had entirely lost most
of its crystalline nature (Fig. 19C). High-resolution topographs showed the progressive
separation of bacteriorhodopsin trimers, first along distinct lattice lines and later all over
the membrane. Furthermore, the topographs showed that the bacterioopsin molecules
remained in their trimeric assembly during the entire photobleaching process. Regener-
ation of the photobleached membranes into fully active purple membrane resulted in the
renewed association of the bacteriorhodopsin trimers into a trigonal crystal (Fig. 19D).
The regenerated membranes exhibited similar diameter, thickness, and crystallinity to
native purple membrane (Möller et al., 2000).

From these results, it can be concluded that the transformation of bacteriorhodopsin
into bacterioopsin changes the interactions between the trimers. Such interactions might
result from changes in the tertiary structure of the protein. Since the bacteriorhodopsin
trimer remains stable during the entire course of photobleaching, it might be concluded
that major structural changes occur at the rim of the trimer were it interacts with adjacent
lipids. These interfaces are lined by the transmembrane α-helices E and F and by helix G
of bacteriorhodopsin to which the retinal is bound. Cleavage of the Schiff base is followed
by both a reversible change of these interfaces and a disassembly of the two-dimensional
purple membrane crystal.
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Fig. 19 Structural changes of photobleached purple membrane. (A) Absorption spectra of wild-type purple
membrane (solid line) and of purple membrane photobleached in hydroxylamine to 10 and to 100% (dashed
lines). (B) Topograph of the cytoplasmic surface of purple membrane photobleached to 10%. (C) Cytoplasmic
surface of purple membrane photobleached to 100%. A single bacteriorhodopsin trimer is outlined in the raw
data. The inset represents the correlation average of the bacteriorhodopsin trimer. (D) Cytoplasmic surface of
purple membrane fully regenerated after the addition of retinal chromophore. The bacteriorhodopsin trimers
reassembled into the 2D crystal of purple membrane. The inset represents the correlation average of the
cytoplasmic surface with the bacteriorhodopsin trimer located at the center of the image. All images were
recorded in buffer solution (150 mM KCl, 10 mM Tris–HCl, pH 7.8) at a loading force of 100 pN. Vertical full
gray level range, 1.2 nm (images courtesy of Clemens Möller, University of Basel).
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IX. Detecting Intra- and Intermolecular Forces of Proteins

A. Unzipping Single Protomers from a Bacterial Pore

Structural, chemical, and morphological studies have shown that S layers are one of
the most primitive membrane structures developed during evolution. They cover the cell
surface completely, are usually composed of a single protein, and are endowed with the
ability to assemble into monomolecular arrays by an entropy-driven process (Sleytr et al.,
1993). Experimental results indicate that the integrity of the S-layer lattice is maintained
by different combinations of weak bonds which are stronger than those binding to the
underlying cell envelope component (Sleytr, 1997; Sleytr et al., 1993).

The inner surface of the S layer of Deinoccocus radiodurans, the inner surface of
the HPI layer, is directly attached to the underlying outer cell membrane (Fig. 15) via
strong hydrophobic interactions (Thompson et al., 1982), which are formed by fatty
acid residues covalently linked to the hydrophobic N-terminal domain of the HPI layer
and serve as a membrane anchor (Peters et al., 1987). The C-terminal region located at
the outer surface of the HPI layer is covalently linked to a ≈40-nm-thick carbohydrate
coat. Naturally, these carboxyl tails help to attach the bacteria to favorable areas. Thus,
forces applied to the carboxyl tail will directly pull on the individual protomers of the
HPI layer. This in turn will react as a stabilizing framework distributing fractions of
the pulling forces across the outer cell membrane. Thus, the force anchoring a single
protomer in its hexameric assembly is of interest.

To gain insight into the interaction forces, individual protomers of the inner surface of
the HPI layer were first imaged (Fig. 20A). The resolution of the topograph was sufficient
to resolve the individual subunits of the hexameric pores and of their emanating arms.
After imaging the HPI layer, the AFM stylus was attached to an individual protomer by an
enforced stylus–sample contact to allow single-molecule force spectroscopy experiments
(Fig. 20B). As visible from the force spectroscopy curve, a strong adhesion of the inner
HPI layer surface to the silicon nitride stylus was observed on retracting the stylus
approximately 15 nm from the contact point. This indicates that a molecular structure
bridged the gap between the AFM stylus and the HPI layer. It is likely that this molecular
bridge is mediated by the hydrophobic sequence segments near the N-terminus which
itself also carries an alkyl moiety, a region thought to interact with the outer membrane
(Peters et al., 1987). Imaging of the HPI layer after recording force–extension curves
allowed adhesion forces to be correlated to structural alterations (Fig. 20C). A single
protomer was missing from one HPI hexamer. Using this approach, individual protomers
of the HPI layer were found to be removed at pulling forces of ≈310 pN.

B. Unzipping an Entire Bacterial Pore

While weak adhesive forces were seen more often than those that lead to the extrac-
tion of an individual protomer, an even less frequent but amazing event is displayed in
Fig. 21 (Müller, Baumeister et al., 1999). Here the force–extension curve exhibits six
major (200–300 pN) equally spaced peaks (Fig. 21B), while the corresponding control
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Fig. 20 Imaging and removing individual protomers of a bacterial pore. (A) Inner surface of the HPI layer
showing hexameric pores. Individual pores exist in either plugged or unplugged conformations (compare to
Fig. 18). (B) After recording the topograph the AFM stylus was pushed onto a single protomer for about 1 s
and then retracted (C). (D) While separating HPI layer and AFM stylus the cantilever deflection was recorded.
(E) Occasionally, the force–extension curve recorded showed a single-adhesion peak of ≈310 pN at an average
distance of 18 nm from the surface. (F) The same surface area imaged after recording the force–extension curve
shows a single protomer has been removed (arrow). Contact mode topographs exhibit a vertical range of 3 nm.

topograph shows that during retraction of the stylus an entire HPI hexamer has been
zipped out of the S layer (Fig. 21C; compare to Fig. 20A). The equally spaced force
peaks (Fig. 21B) indicate a strong interaction between protomers through a flexible link
that has a length of 7.3 ± 1.6 nm, close to the thickness of the HPI layer. It is interesting
to compare our results to the forces required to unfold immunoglobulin (Ig) segments
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Fig. 21 Unzipping an entire pore of the HPI layer. (A) Inner surface of the HPI layer. (B) After recording
the topograph, the AFM stylus was pushed onto a single pore of the HPI surface for about 1 s and retracted.
Occasionally, the force–extension curve recorded showed a sawtooth-like pattern with up to six force peaks
of about 300 pN. (C) The same surface area imaged after recording the force–extension curve shows an entire
hexameric pore has been removed. The emanating arms of the adjacent pores to which the unzipped hexamer
was connected are clearly visible. Contact mode topographs exhibit a vertical range of 3 nm and are displayed
as relief tilted by 5◦.

of native and recombinant titin (Rief, Gautel et al., 1997). These force–extension curves
exhibit peaks that are quite similar in shape and magnitude to those reported for the HPI
layer. On fitting force–extension curves from the HPI layer with the wormlike chain
(WLC) equation, the best fit was found for a persistence length of 0.4 nm, identical to
the persistence length of the titin chain (Rief, Gautel et al., 1997). This supports the idea
of the flexible link being a polypeptide chain comprised of 26 residues with an extended
length of 7.3 nm connecting HPI monomers.

In the experiments with recombinant titin, the maximum number of peaks seen in one
force curve corresponded to the number of Ig segments (either four or eight). In analogy
to this, a maximum of six peaks was observed for the hexameric HPI protein complex.
However, the titin peaks were separated by 28–29 nm, compatible with the unfolding
of a polypeptide chain comprising 89 residues. With the HPI layer, the retracting stylus
appears to extract the first protomer, without unfolding it, by simply stretching the
intermolecular link until the neighboring protomer is pulled out, eventually leading to
the unzipping of a complete HPI hexamer. The fact that several protomers can be pulled
out sequentially implies that the interaction forces within hexamers are stronger than the
forces between them. Following this model, the extraction of each protomer involves
breakage of the spoke that connects hexamers within the HPI layer.

X. Conclusions and Perspectives

A. Improvement of the AFM Technique, Image Acquisition, and Sample Preparation

In the last few years there has been amazing progress in the biological application of
AFM. Imaging in aqueous solutions initiated by the Hansma group has been perfected,
leading to images that exhibit a striking signal-to-noise ratio and that compete with the
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best results from electron microscopy. This development would not have been possible
without the impact of various improvements of the AFM technique, AFM cantilevers
and probes, image acquisition methods, and sample preparation.

Future experiments will be carried out with AFM probes, such as those currently being
developed, that can acquire multiple signals (Cheung et al., 2000; Lieberman et al., 1994;
Schurmann et al., 2000). These probes will be important in the direct assessment of the
relationship between structure and function of biomolecules. Photolysis induced by a
local optical probe will release caged ATP locally to initiate biological processes, and
function-related conformational changes of the biomolecules involved will be directly
observed by using the same probe, such as the stylus of an AFM. Ligands will be
deposited locally with a scanning micropipette, and electric stimuli will be applied to a
single-voltage-gated channel, while the multifunctional stylus will allow the activated
biomolecule to be observed during the work process.

B. Biochemical Identification of Macromolecular Structures

As in every microscopic technique, it is important to identify the supramolecular
structures imaged. In this respect, antibodies can be used as specific labels, for example, to
identify certain protein constituents and the surfaces of cell membranes. Antibodies once
bound can be directly visualized by the AFM (Müller, Schoenenberger et al., 1996). In the
future, the smaller Fab fragments of antibodies may be employed to stoichiometrically
label cell membranes, thus allowing the localization of polypeptides. In addition, various
Fab fragments may be used to study the assembly of polypeptides.

When interpreting a protein topography recorded at submolecular resolution, it is
necessary to identify both its surfaces and surface structures. AFM topographs revealed
from native, untreated membrane proteins have clearly shown structural differences
compared to topographs recorded after the replacement or the enzymatic removal of
a polypeptide domain. These structural changes have allowed the surface, the C- or
N-terminal region, and polypeptide loops of membrane proteins to be unambiguously
identified. Some secondary structural elements exhibit a high intrinsic flexibility. The
structural modification of these domains, however, may not be detected reproducibly
by AFM.

C. Structural Information of AFM Topographs

The AFM topographs of native protein surfaces recorded in buffer solution at room
temperature clearly show the conformations of the polypeptide loops. The signal-to-
noise ratio of the topographs allows the observation of details on single proteins, and
their major conformations can be classified. Standard deviation maps can be calculated
to assess the structural variability of the surface structures, revealing the elasticity of
single loops. These important improvements of the AFM application and data analysis
provide evidence that the AFM not only fulfills the prerequisites to directly monitor
function-related conformational changes of biological macromolecules (Drake et al.,
1989; Engel et al., 1999; Müller and Engel, 1999; Müller, Schoenenberger et al., 1997)
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but also characterizes dynamic aspects of protein structures such as their flexibility and
variability. In the case of bacteriorhodopsin, protrusions representing single-polypeptide
loops exposed to the aqueous solution have been shown to change their structure, vari-
ability and flexibility upon interactions occurring within the membrane composed of
proteins and lipids (Müller, Sass et al., 1999).

D. Complementary Structural Information

Good correspondence between protein surface structures revealed from both AFM
topographs and different structure determination techniques has been observed. In ad-
dition, each technique provides similar but also complementary information. X-Ray
crystallography is the premier technique for atomic resolution, while electron crystal-
lography examines the specimen in a more native environment at near-atomic resolution.
AFM offers an even better assay of both surface structure and variation at submolecular
resolution under physiological conditions. Thus, the combination of these techniques
represents a complete structural analysis of the specimen.

E. Flexibility, Variability, and Conformation of Individual Proteins

The flexibility observed for protein structures is important for their function. For
example, the observed helix F movement during the photocycle of bacteriorhodopsin
(Dencher et al., 1989; Koch et al., 1991; Subramaniam et al., 1999) requires a confor-
mational change in loop EF, which was found to exhibit enhanced flexibility in AFM
experiments (Müller, Sass et al., 1999). Similarly, the long flexible extracellular loops
of porin OmpF undergo conformational changes under conditions associated with the
channel closure of the transmembrane pore. In the case of the inner HPI-layer surface,
it was shown that the pore exhibits a region of enhanced flexibility which directly cor-
relates to a central plug switching between two conformations (Müller et al., 1998). Of
similar importance, however, is the possibility of unraveling the principle modes of mo-
tion of such flexible structures and thereby determining conformations associated with
the working cycle of a protein.

F. Assembly of Membrane Proteins

Lipids, other biological molecules, and membrane proteins take part in dynamic clus-
tering and form rafts that move within the fluid bilayer (Pralle et al., 2000) which are
thought to function as platforms for the attachment of proteins which function in sort-
ing and trafficking through the secretory and endocytic pathways (Brown and London,
1998; Simons and Ikonen, 1997). Furthermore, the assembly of membrane proteins into
rafts appears to be of significant importance during signal transduction. It will be a
great challenge within the forthcoming decade to understand the mechanisms driving
this assembly. In this context, the observation of the dis- and reassembly of bacteri-
orhodopsin into fully active purple membrane can be seen as a step toward studying the
formation of functional assemblies by membrane proteins (Möller et al., 2000). In the
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future, more complex biological systems will be investigated and may deliver insights
into the biogenesis of membrane proteins, into interactions between similar or different
membrane proteins, and into the formation of supramolecular complexes of membrane
proteins.

G. Single-Molecule Imaging and Force Spectroscopy

Force spectroscopy is a new field that has already provided exciting data on protein–
protein interactions as well as on protein folding. These rapid developments demonstrate
the power of these novel types of molecular mechanics measurements and also suggest
that AFM techniques are still open to new ideas and developments. As indicated by a
pioneering paper (Hinterdorfer et al., 1996), the combination of force measurements
and imaging will allow receptors to be detected and localized on cell surfaces. The
further development of this technique has already allowed imaging and manipulating the
substructures of individual proteins co-using the AFM stylus as both an imaging tool
and as a “nonotweezer” (Fotiadis et al., 1998). Recently, this co-usage of the AFM stylus
has been improved to image single proteins and to tether selected substructures to the
AFM tip, allowing the molecular mechanics between their supramolecular assemblies
to be measured. To unambiguously correlate the force spectra recorded, the resulting
vacancy of the protein removed was imaged (Müller, Baumeister et al., 1999). In a
further refinement of this technique, individual membrane proteins have been imaged,
addressed, and unfolded, thereby revealing the individuality of their unfolding pathway
(Oesterhelt et al., 2000). In principle, these experiments are simple, and as soon as the
sample is imaged at submolecular resolution, the force spectroscopy data can be recorded
and correlated. In the future, such experiments will provide much more detailed insights
into protein–protein interactions, into interactions between secondary structural elements
of different kinds, and into factors that determine the structural and functional stability
of membrane proteins (Haltia and Freire, 1995; White and Wimley, 1999).
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I. Introduction

In the past several years the atomic force microscope (AFM) has emerged as a powerful
tool for measuring the dynamic strength of intermolecular bonds (Moy et al., 1994; Lee,
Chrisey et al., 1994; Florin et al., 1994; Lee, Kidwell et al., 1994). The unbinding
properties of various ligand–receptor systems including avidin/biotin, antibody/antigen,
and p-selectin/carbohydrate pairs (Merkel et al., 1999; Hinterdorfer et al., 1996; Fritz
et al., 1998) have been characterized by force spectroscopy. These experiments are
used to resolve interactions down to a single ligand–receptor pair under well-defined
conditions. AFM has also been applied to molecules under more native environments.
Here, the binding strength of ligand–receptor interactions has been measured between
AFM tips functionalized with specific ligand and receptors on the surface of living
cells. In addition to revealing the adhesive forces of the individual receptor–ligand bond
(Gad et al., 1997; Lehenkari and Horton, 1999), changes in receptor group dynamics
could also be monitored (Chen and Moy, 2000). This review provides basic methodology
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for acquiring ligand–receptor force measurements, followed by a discussion on some
recent applications and findings from these techniques.

II. Experimental Design

A. AFM Schematics

The basic mechanics behind how AFM force measurements are acquired is relatively
simple. In brief, a cantilever tip is coated with the ligand or receptor of interest and is
then brought into contact with the surface to which its binding partner is attached. Once
contact is made, the flexible cantilever bends away from the surface. The deflection of
the cantilever is detected optically by changes in the path of a laser beam reflected off
its upper surface to a position-sensing detector. Upon retraction, adhesion events are
registered by the downward deflection of the cantilever. Once the last bond ruptures,
tension on the cantilever is relieved and deflection returns to the resting level. Figure 1A
shows a typical force scan following the described sequence of events during approach,
contact, and retraction of the cantilever. For an excellent review on the interpretation and
potential artifacts of AFM force curves see Heinz and Hoh (1999).

Modification of the typical AFM design used for imaging can improve the quality of
the signal acquired in the AFM force measurements. The schematics of the AFM con-
structed for force measurements in our lab is shown in Fig. 1B. To achieve the sensitivity
required for force scans, the mechanisms for lateral and vertical scans were decoupled.
This eliminated potential mechanical and electrical noise from the tube piezo-electric
translator used in most commercial AFMs. The sample sat on an x-y stage that could
be moved with respect to a cantilever mounted on a separate stacked piezo transla-
tor (Physik Instrumente, Model P-821.10). Visualization of the sample was through a
20× microscope objective coupled with a CCD camera and positioned directly beneath
the sample chamber. To vertically approach and retract the cantilever to and from the

Fig. 1 (A) Force versus displacement curves of the interaction between a streptavidin-functionalized tip
and a biotinylated agarose bead. The measurement recorded the force on the AFM cantilever on approach and
retraction of the cantilever from the agarose bead. f ∗ is the rupture force. ks is the slope of the force versus
displacement curve. (B) Schematic representation of the atomic force apparatus used to measure the strength
of ligand–receptor bonds.
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sample we used a piezo translator. Since piezo translators have an inherent hysteresis that
can lead to positioning error, it was necessary to have a position sensor in the translator
that would allow for a corrective electronic feedback loop (Physik Instrumente, Model
E-810.10).

The deflection of the cantilever was monitored by focusing a laser beam from a 3-mW
diode laser (Oz Optics; em. 680 nm) on the upper surface of the cantilever. Changes in the
reflection path of the laser were monitored by a two-segment photo-diode (UDT Sensors;
Model SPOT-2D). The differential signal from the photo-diodes was then digitized by a
data acquisition system equipped with an 18-bit optically isolated analog-to-digital con-
verter (Instrutech Corp., Port Washington, NY). Control of the piezo-electric translator
and timing of the measurements were through custom software. Further reduction of
mechanical vibration and temperature fluctuation was achieved by suspending the entire
apparatus by bungee cords inside of a large evacuated refrigerator.

B. Cantilever Preparation

1. Selecting the Cantilever

Cantilever selection is based on a compromise between maximizing force measure-
ment sensitivity and minimizing thermal noise. In choosing an appropriate cantilever for
experiments it should be noted that cantilevers with lower spring constants have higher
sensitivity. However, thermal fluctuation of more sensitive tips can degrade the signal-to-
noise ratio. For ligand–receptor force measurements we use triangle-shaped unsharpened
gold-coated silicon–nitride cantilever tips that have spring constants ranging from 10 to
50 mN/m.

2. Functionalizing the Tip

To acquire direct force measurements of ligand–receptor pairs, it is first necessary to
immobilize the ligand on the AFM tip. The techniques commonly used involve either
passive chemiadsorption (Moy et al., 1994; Lehenkari and Horton, 1999) or covalent
coupling of the ligand to the tip via an extended linker (Hinterdorfer et al., 1996). The
linker between the tip and the ligand lends greater mobility and access to receptors on
the surface being probed. The following outlines a method for functionalizing tips with
the biotin–avidin system as a general linkage for biotinylated ligand (Fig. 2). There are
several advantages to this method including the fact the avidin/biotin system has been
well characterized and is of high affinity, and the bottom layer of biotin–BSA may help
to mask any electrical charges on the cantilever tip that could lead to nonspecific binding.

3. Materials: AFM Cantilevers (MLCT-AUHW; Thermomicroscopes, Sunnyvale, CA),
Biotin–BSA (A-6043; Sigma, St.Louis, MO), Neutravidin (cat.#: 31000; Pierce, Rockford, IL)

1. Soak cantilever for 5 min in acetone and then UV irradiate for 15 min.

2. Incubate cantilever in a 50-μl drop of biotin–BSA (0.5 mg/ml in 0.1 M sodium
bicarbonate, pH 8.3) overnight at 37◦C in a humidified incubator.
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Fig. 2 Schematics for the functionalization of AFM tips with streptavidin.

3. Wash cantilever three times in PBS (pH 7.4) to remove unbound protein. (Note: At
this point cantilevers can be stored in PBS at 4◦C for up to a week.)

4. Incubate cantilever in a 50-μl drop of neutravidin (0.5 mg/ml in 0.01 M PBS,
pH 7.4) for 10 min at room temperature.

5. Wash cantilever three times in PBS.

6. Incubate cantilever in a 50-μl drop of biotinylated ligand (e.g., biotinylated con-
canavalin A; 0.5 mg/ml in PBS, pH 7.4) for 10 min at room temperature.

7. Wash cantilever three times in PBS before use.

Note:

1. It is important that biotin–BSA adsorption takes place at pH 8.3 or higher, as the
basic conditions seem to facilitate BSA adsorption to the cantilever.

2. Kits for biotinylating the ligand of interest are readily available from Pierce
Chemical Company.

4. Calibrating the Tip

To translate the deflection of the cantilever, x, to units of force, F, it is necessary
to determine the spring constant of the cantilever, k (i.e., F = kx). Presently, there are
several techniques for calibrating tips, including theoretical methods that provide an ap-
proximation of k (Sader, 1995). Theory, however, does not take into account the effect of
coating tips and/or manufacturer variability from cantilever to cantilever. Thus, it is nec-
essary to determine k using empirical methods. Such methods involve the measurement
of cantilever bend with application of a constant known force (Senden and Ducker, 1994)
or measurements of cantilever’s resonant frequency (Hutter and Bechhoefer, 1993). The
following is a brief overview, based on Hutter and Bechhoefer (1993), of the method we
use for calibrating cantilevers.

The cantilever tip can be treated as a simple harmonic oscillator whose power spectrum
of thermal fluctuation can be used to derive the spring constant. In brief, the cantilever is
raised several microns from the surface and its natural frequency of vibration (resonant
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frequency) is monitored for 2–3 s. Since each vibration mode of the cantilever receives
the thermal energy commensurated to one degree of freedom, 1

2 kB T , the measured
variance of the deflection 〈x2〉 can be used to calculate the spring constant (i.e., 1

2 kB T =
1
2 C〈x2〉, where kB and T are Boltzmann’s constant and temperature, respectively).
To separate deflections belonging to the basic (and predominant) mode of vibration
from other deflections or noise in the recording system, the power spectral density
of the temperature-induced deflection is determined, and only the spectral component
corresponding to the basal mode of vibration is used to estimate the spring constant.
Using this approach, the spring constants of cantilevers can be calibrated in either air or
in solution.

C. Sample Preparation

A prerequisite for any AFM measurement is the immobilization of the sample. Nume-
rous methods exist for immobilizing ligand to a variety of different substrates
(Hermanson et al., 1992). Some commonly used ligands for affinity chromatography
can be found already attached to agarose beads (e.g., biotin or D-mannose).

In choosing a substrate for carrying out the measurements, it should be noted that
on receptors attached to elastic elements there is an increased probability for receptor–
ligand interactions compared to receptors bound directly to a flat surface. Since an elastic
substrate (e.g., agarose beads) will conform to the shape of the cantilever tip, there is
greater surface area contact and hence a higher probability for receptor–ligand interac-
tions (Moy et al., 1994). The probability of binding can also be enhanced by attaching
receptors to tethers that allow for a wider range of lateral motion and, therefore, more
encounters between ligand and receptor (Hinterdorfer et al., 1996). In addition, tethers
can provide latitude for proper reorientation of the molecule during stretching so that the
external force being applied to the molecule is perpendicular to the surface. Some of the
common substrates that have been used for AFM force measurements include deriva-
tized agarose beads, dextran-coated surfaces (Rief et al., 1997), and cells (Lehenkari and
Horton, 1999). The following is the protocol that we use for the preparation of biotiny-
lated agarose beads for avidin–biotin rupture force measurements.

1. Materials: 35-mm Plastic Petri Dishes, Neutravidin (Sigma), PBS (pH 7.4), Biotinylated
Agarose Beads (Sigma)

1. Prepare neutravidin-coated dishes for immobilizing biotinylated agarose beads.

(a) Place a 100-μl drop of neutravidin (0.05 mg/ml in sodium bicarbonate, pH 9.6)
on the bottom of a 35-mm plastic Petri dish.

(b) Incubate overnight at 37◦C in a humidified incubator.

(c) Rinse the dish three times in PBS just before adding beads.

2. Add 100 μl of biotinylated agarose beads to 1.5 ml PBS.

3. Centrifuge beads at 10,000g for 10 s and remove supernatant.
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4. Repeat wash twice.

5. After removing supernatant from last wash, resuspend beads in 0.01% BSA in PBS.

6. Add 100 μl of washed beads to neutravidin-coated plate. Beads should adhere to
the dish almost immediately.

III. Applications

A. Probing Molecular Landscapes of Streptavidin–Biotin Unbinding

Direct force measurements of the unbinding strength of single streptavidin/biotin pairs
opened the way for examining the molecular determinants of ligand–receptor unbinding
(Merkel et al., 1999). As predicted by the Bell Model, the rupture force of the individual
streptavidin–biotin bonds increased with increasing loading rate (Bell, 1978; Evans and
Ritchie, 1997). Figure 3 shows the dynamic response of streptavidin and a streptavidin
mutant, W120F, in which the tryptophan residue at position 120 was replaced by a
phenylalanine. As shown, the mutation altered the force spectrum of the streptavidin–
avidin interaction. The analysis of these force spectra provides a direct approach for
probing the landscape of the streptavidin–biotin unbinding (Yuan et al., 2000).

The streptavidin–biotin force measurements were carried out as described in earlier
sections with a streptavidin-functionalized tip and an agarose bead. To ensure that single
bonds were being measured, the frequency of adhesion events was reduced to 30% by
restricting indentation depth and/or by adding excess free biotin. By simple statistical
analysis based on the Poisson distribution, one is thus ensured that 80% of the measured
events are due to the rupture of single-molecule pairs (Merkel et al., 1999). The loading
rate of the measurement is dependent on both the elasticity of the system and the speed

Fig. 3 Loading rate dependence of the rupture force in the unbinding of the streptavidin–biotin (◦) and
W120F-biotin (•). The force measurements revealed two loading regimes in the unbinding of the complexes.
Both regimes in force spectra were fitted to the Bell model (Yuan et al., 2000).
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at which the cantilever is retracted. The loading rate was varied by pulling the molecules
apart at different cantilever retraction rates. The elasticity of the system was determined
by measuring the slope of the retract trace.

B. Probing Adhesion Receptors on Cells

We applied AFM toward measuring ligand–receptor unbinding on the surface of liv-
ing and fixed cells to examine the effect of receptor crosslinking on receptor/ligand
unbinding strength (Chen and Moy, 2000). For these experiments, the cantilever tip was
functionalized with biotinylated concanavalin A (C2272, Sigma) using the methods out-
lined earlier. Measurements were carried out at room temperature in glucose-free RPMI
supplemented with 0.01% BSA and 0.01 mM MnCl2. Glucose was eliminated from the
culture medium to prevent potential competitive binding with the Con A-functionalized
tip and Con A receptors on the cell. MnCl2 was a source of Mn2+, a necessary cofactor
for Con A binding. BSA was added not only to reduce nonspecific binding but also
to provide a permissive environment for adhesion of cultured NIH-3T3 fibroblast to the
bottom of an uncoated plastic tissue culture dish. Measurements were carried out on both
unfixed and lightly fixed cells to determine if crosslinking of Con A receptors would
have an effect on receptor unbinding strength. A minimal applied force of 250 pN was
used in these measurements and the scan speed was maintained at 1 μm/s.

Compared to measurements on agarose beads, unfixed cells had much longer regions
of stretch before final separation between the tip and membrane (compare Fig. 1A and
4A). Typical distances spanned 500 nm. Thus, receptors seemed to be anchored to cell
tethers. Rupture force measurements revealed a stronger rupture force for chemically

Fig. 4 Force versus extension curves acquired from Con A-functionalized AFM tips interacting with Con A
receptors on the surface of NIH-3T3 cells that were (A) not fixed and (B) fixed with glutaraldehyde. Histograms
of rupture force between Con A-functionalized AFM tips and Con A receptors on (C) untreated cells and
(D) glutaraldehyde-fixed cells. Arrows in (D) indicate quantized peaks at 80, 160, and 240 pN following
fixation of cells in glutaraldehyde.
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fixed cells (173 ± 6.1 pN) compared to unfixed cells (86 ± 2.6 pN) (Figs. 4C and 4D).
Moreover, differences in cell compliance were readily apparent from the slope of the
retract trace as the tip pulled on the surface of the cell. Force histograms revealed multiple
quantal peaks that were absent in the unfixed cell histograms (Fig. 4D), suggesting that
much of the increase in rupture force was due to a shift toward cooperative binding of
cells. In addition a shift in the first peak indicated that changes in loading rate resulting
from changes in cell elasticity could also lend to the increase in rupture force following
fixation.
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I. Introduction

The present chapter is focused on forced unfolding of proteins by atomic force
microscopy (AFM). Protein folding remains one of the most fascinating mechanisms
of biology. Different approaches can be used to understand this complex mechanism.
During the last years, exciting advances have been made trough new detailed experimen-
tal and theoretical studies [for a review, see Brockwell et al. (2000)]. Forced unfolding
is among the new experimental techniques promising new insights into the energy land-
scapes of protein folding processes.

AFM provides experimenters with the means to manipulate single molecules under
physiological conditions. This powerful new tool can produce the forces necessary either
to rupture ligand–receptor bonds (Florin et al., 1994) or to stretch DNA. More recently,
the AFM has been applied to unfold proteins (Rief et al., 1997). For a review, see Fisher
et al. (1999).

The unfolding of proteins by applying a force to single proteins attached between a
surface and an AFM tip complements more classical techniques using either temperature
or chemicals as denaturants. This approach provides single-molecule information that
has not been available previously. It is of particular interest for proteins that are under
mechanical stress in living cells as, for example, the muscle protein titin or the cytoskele-
ton protein spectrin. In this chapter we will present the method of forced unfolding and
illustrate its use to probe the mechanical properties of a single-spectrin domain.

A. General Scheme

The general scheme for forced unfolding of protein resembles a “fishing” experience.
Proteins attached on a surface are picked up with the silicon–nitride tip of a flexible
cantilever (Fig. 1). The probability of fishing one or more molecules depends not only

Fig. 1 Experimental scheme for protein fishing.
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on the density of proteins on the surface but also on the interactions between the tip and
the protein (See Section II,B). Once a protein is picked up, it can be stretched to more
than 10 times its folded length (depending on its folded structure) reaching almost its
total contour length.

The extension of the elastic, already unfolded part of the protein produces a restor-
ing force that bends the cantilever. This bending, and therefore the force, can be mea-
sured with the high precision of the AFM. With proper sample preparation and
well-adapted instrumental techniques, single-molecule unfolding processes generate a
signature, i.e., a force–distance profile, which can be clearly distinguished from back-
ground noise and other events not related to unfolding processes (see Sections III,B
and IV.A).

II. The Biological System

A. Spectrin Proteins

Spectrin is a member of a large family of actin-binding proteins. These are able to
crosslink actin filaments into loose networks or tight bundles. This property makes the
members of the spectrin family scaffolds for both cytoplasmic and membrane assem-
blies. Forming a two-dimensional network in red blood cells, spectrin molecules are
assumed to provide the cell with special elastic features (Elgsaeter et al., 1986). This
ability of the spectrin molecule to contract and expand has been attributed to the mod-
ular structure made of repeats, initially identified by Speicher and Marchesi (1984).
Moreover, this ability seems to be a key element for structures, also containing spec-
trin, that are regularly subjected to mechanical stresses in cellular complexes ranging
from muscle Z bands to stereocilia. Recent experiments have also demonstrated that
spectrin acts as a protein accumulator that traps and stabilizes proteins at specific points
on cell membranes (Hammarlund et al., 2000; Moorthy et al., 2000; Dubreuil et al.,
2000).

The basic constituent of spectrin chains is the repeat which typically has 106 amino
acids and is made of three antiparallel α-helices separated by two loops, folded into a
left-handed coiled-coil (Fig. 2) (Pascual et al., 1997; Djinovic-Carugo et al., 1999; Grum
et al., 1999). Grum et al. (1999) proposed a model for the flexibility of spectrin, based
on structural data.

It is rather difficult to deduce the mechanical response of the molecule under stress
from structural data, since the energy landscape of proteins is unknown. Mechanical
properties of proteins must be measured directly, because they depend on a particular
pathway along a preferred direction through the energy landscape. This can be done by
AFM.

Rief et al. (1999) studied the natural α-spectrin chain by AFM, which is composed of
homologous but not identical domains. When the chain is stretched, it is not possible to
know which domains unfold first. Hence, the study of engineered constructs consisting of
identical domains provides more insight into the mechanical stability and the unfolding
features of the spectrin repeat (Lenne et al., 2000).
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Fig. 2 Structure of the spectrin repeat: a left-handed antiparallel triple-helical coiled-coil (Protein Data
Bank ID 1AJ3).

B. Protein Engineering

Protein engineering is required to

1. Fix the protein to both a surface and the tip.

2. Construct polyproteins to amplify the features of unfolding of one domain. These
can be handled much more easily than single-domain proteins.

3. Construct mutants for a detailed study of the relation between structure and me-
chanical stability.

The application of AFM for protein unfolding has so far been restricted to a small group
of proteins. Most of published works were focused on natural or engineered proteins,
organized in linear arrays of globular domains. This is the case for natural spectrin, titin,
and fibronectin. To our knowledge, only two works dealt with nonmodular proteins,
namely, the bacteriorhodopsin (Oesterhelt et al., 2000) and the HPI protomer (Muller
et al., 1999).

Nonmodular proteins are difficult to handle in the AFM, as it is not easy to attach the
proteins at one end on a surface and at the other to the tip without affecting their structure.
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With modular proteins, even if the protein is not so ideally attached, the elements of the
chain, which are not directly attached to a solid surface, span the gap between the surface
and the tip and can contain one or few domains that lend themselves to forced unfolding.
In this case the force traces will exhibit a sawtooth-like pattern that gives a fingerprint
of the modular protein.

The changes introduced upon adsorption of proteins to a surface are still poorly un-
derstood. This process can be at least partially controlled by engineering specific ends.
The thiol group of cysteine allows proteins to be attached specifically onto a gold-coated
surface. The spectrin clones were therefore fused with a COOH Cys2 tag for immobi-
lization purposes. A cysteine residue could be as well engineered at the other (properly
oriented) terminus of the protein to enable specific attachment of the gold-coated AFM
tip to the cysteine (Oesterhelt et al., 2000). But the same trick cannot be used for the
surface and the tip at the same time.

Oesterhelt et al. (2000) used two-dimensional (2D) crystals of proteins that fix the
orientation the proteins. The specific interactions of the supporting lipid layer results
in the ordering of the proteins. In the case of bacteriorhodopsin, the proteins form 2D
crystals spontaneously. In the 2D lattice, the protein has a well-defined direction and only
a part of the protein is accessible to the tip. But it is a quite particular case of a protein
that forms large 2D crystal domains easily. Protein engineering also allows constructing
modular proteins from ones the are not naturally modular. Yang et al. (2000) used an
original strategy to polymerize lysosyme proteins by solid-state synthesis.

A system that would guarantee uniform orientation of the molecules is still needed.
To preserve the native states of the protein, few or no specific interactions are required.
A good candidate is the N-nitrilo-triacetic acid (NTA)/His tag system, which is widely
used in molecular biology to isolate and purify histidine–tagged fusion proteins. Here the
histidine tag acts as a high-affinity recognition site for the NTA chelator. Schmitt et al.
(2000) have shown that the binding forces between histidine–peptide and NTA chelator
are in the 50-pN range. The strength of such bonds is too small to prevent detachment
of the molecule before the total unfolding of a protein.

C. Preparation of Samples

One can use different surfaces to attach proteins. Glass and mica are suitable to non-
specifically adsorb proteins [compare Norde et al. (1986)]. It is preferable though to use
specific interactions to immobilize the protein and to forbid the detachment of it during
stretching. We used engineered proteins (see Section II,C) with a cysteine residue at
one end, which can form a specific bond with the gold-coated surfaces. The proteins
were suspended in PBS or another suitable buffer at a concentration ranging from
10 to 100 μg/ml. To prepare the working buffers, it is recommendable to use ultra-
pure water rather than double-distilled water. This guarantees that the salt concentra-
tions, which are very important for the adsorption characteristics, are well defined. A
small drop (20–50 μl) of the protein solution is deposited on the surface. Proteins were
absorbed during 10 min, and samples were washed with PBS (10 times with 100 μl)
afterwards.
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Osterhelt et al. (2000) proposed an alternative method, based on 2D protein crystal-
lization (see Section II,C).

D. Results

To get a better understanding of the mechanical properties of the spectrin repeat, we
constructed four identical repeats recombinant proteins consisting of multiple repeats
of the same domain. The unfolding features in the motif are thus multiplied and can be
compared within the frame of one repeat (Carrion-Vazquez et al., 1999). We chose the
16th repeat from the α chain of the chicken brain spectrin, because its tertiary structure
has been resolved by NMR and X-rays. Polyproteins consisting of 4 repeats were cloned
and expressed. Details can be found in Lenne et al. (2000). We will refer to these as
(R16)4 in the following.

Using AFM, we have shown that the single-spectrin domain can unfold either in an
all-or-none fashion or in a step-like fashion. The force–extension patterns are indeed
compatible with at least one intermediate between a folded and a totally unfolded state.
As documented in the Fig. 3, we detected two populations of events: elongations of
32 and 15 nm (±3 nm). The value of 32 nm corresponds to to the total unfolding of
a domain: it is obtained by considering that the polypeptide chain is extended to 90%
of maximum (0.34 nm per residue), and a folded domain has 106 residues and is 4 nm

Fig. 3 Unfolding traces of a spectrin construct made of four identical tandem domains (R16)4. As the
proteins are picked up at random, the maximum extension varies from one curve to the other but never exceeds
the total contour length of the protein. In the two lower curves, partial unfoldings are detected.
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long (32 nm ∼106 × 0.34–4). As two short elongation events (15 nm) are consecutive
in most cases, we think that the unfolding of one domain results from two transitions,
each producing a similar elongation. The corresponding unfolding forces were ranged
from 25 to 80 pN depending on the pulling speed.

III. Forced Unfolding

A. Atomic Force Microscopy: Force Spectroscopy Mode

AFM principally allows manipulation of the protein in the subnanometer range and
can generate and measure forces up to several nanonewtons with piconewton precision.
Most commercial AFM apparatus have a force spectroscopy mode. However, the possible
settings are in general restricted. We describe here general and necessary features of an
AFM to allow high-resolution forced unfolding measurements. More generally these
features are those required for force measurements.

First, the noise level of the detection system should be low enough to allow small
forces to be detected. So far, forced unfolding studies have been carried out on proteins
of high-mechanical stability, such as, e.g., titin, requiring decidedly more than 100-pN
unfolding forces. To extend these studies to a very large number of proteins that might
be less stable as spectrin, efforts must be made to construct an AFM with a high ratio of
signal over noise.

To study the dependence of speed on unfolding forces, a feedback with different
speeds for retract is required. The speeds that are generally used range from 0.1 to
10 nm/ms. To manipulate chains of different lengths a tuneable relative retract position
with respect to the surface as well as to any intermediate position is necessary. The details
of our instrument, which allows such precise control, are described in Section VII,A.
Levers were calibrated by thermal fluctuation analysis. The values were cross-checked
by stretching DNA as described in Section VII,B.

B. Force Curves

Generally the surface is brought into contact with the tip and is retracted away from
the surface. When a protein attaches to the tip, it is pulled away from the surface and
stretched. During extension, the protein undergoes structural transitions that lead at last
to the total stretching of the protein. These transitions are of two kinds: (i) elongation
of the polypeptide chain that requires an increasing force and (ii) unfolding events that
produce a relaxation of the chain (and drop of the force) under mechanical stress.

Figure 3 shows few force curves recorded during the unfolding of a spectrin molecule.
The last peak corresponds to the rupture of the bond between the protein and the tip.
Detachment from the surface is highly improbable as the protein is strongly attached
by cysteine-gold linkage but this cannot be excluded. This peak is generally of higher
amplitude than the previous ones because the strength of the bond formed by nonspecific
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adsorption with its large entropic contribution is typically much larger than the unfolding
forces measured for the proteins that have been the object of forced unfolding studies
thus far.

This eliminates the possibility of successive detachment from the surface. In such a
situation, one observes a large first force peak with consecutively decreasing force peaks
which are due to the gradual loss of interactions between the protein(s) and the surface
(Hemmerle et al., 1999).

Position and amplitude of force peaks were measured. The distance between peaks
reflects the gain of distance after unfolding and stretching of a folded structure in the
protein. An unfolding event occurring at a given extension is thus specified by both the
amplitude of the force peak at this extension and the distance from the same peak to
the next one. The collected data may be presented in histograms of force and distances.
These are fingerprints of the protein that could reveal different populations of unfolding
events.

C. Force-Clamp Experiments

In the AFM available so far, the force acting on the lever in contact drives the feedback.
When this latter is retracted and a protein is unfolded, this force drops to values of a few
piconewtons and fewer on which a stable force feedback cannot be run. Problems with
low-frequency noise, such as, e.g., drift, are therefore the most prominent among the
various reasons why so far exclusively dynamic force spectroscopy has been possible in
the low-force regime, which is particularly important for single-protein studies. With the
multiple sensor stabilization system (MSS system, Section VII,A) of our AFMs, we are
now able to unfold proteins in a new way that will for the first time give direct access to
the natural lifetime of the folded state. By retracting the tip in small steps with stalling
periods at constant distances to the surface in between, one can extend the unfolded
polymer content just far enough that the force transduced to the next folded domain is
not yet large enough to lead to an unfolding event that is dominated by the exponential
dependency on the applied force.

Because the extension of the polymer is kept at constant length during these stall
periods, the force applied to the folded domain is also constant (see Section IV,C). This
means that during a following period of constant distance and therefore constant length
one can measure the stability of the folded domain as a function of constant force. This
has not been possible in dynamic force spectroscopy. Using the MSS system, one can
now control the distance and therefore the applied force with the necessary temporal
(from milliseconds to hours) as well as spatial resolution (sub-nanometer) and therefore
high-force resolution (∼10 pN), depending only on the force constant of the lever, if the
noise level of the detection system is low enough.

It is of great importance to notice that it is only during such segments of the stretch-
ing process where force applied to the protein is constant that the induced unfold-
ing can start from an equilibrium state, as the external force is only kept constant
here.



15. Forced Unfolding of Single Proteins 319

Fig. 4 Forced unfolding of spectrin with 10-nm ramped steps.

In Fig. 5 we have extracted those parts from the MSS–force curve in Fig. 4 that shows
the force on the cantilever only while it is being moved because the D-lever setpoint
is being increased during these periods. This recreates the standard force curve as it is
known from dynamic force spectroscopy. The important difference is that some of the
unfolding events occurred after the distance was kept constant for some time. The large
difference in the noise on the curves is due to the fact that only the curve in Fig. 5 was
low-pass-filtered as it is commonly done.

In Fig. 6 we have now extracted those parts from the MSS–force curve in Fig. 4
that show the force on the cantilever while the D-lever’s setpoint is kept constant, and
therefore the extension length of the polymer content between the M-lever’s tip and the
surface is kept constant. As can be seen in Fig. 6, this leads to well-timed segments
during which the force applied to the unfolded segments of the protein is kept constant
for constant distance, as is expected from the worm-like chain model. In this particular
graph, unfolding happens at constant force during the second constant distance/force
segment.

D. Refolding

AFM is able to measure refolding of protein domains. After stretching the protein, it
can be relaxed by bringing the substrate close to the lever again. The protein can then be
extended again, and force curves will again display unfolding events if refolding were

Fig. 5 The MSS–force curve after extraction of only the dynamic force curve segments.
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Fig. 6 The MSS–force curve after extraction of the constant force segments.

to occur. This demonstrates the recovery of unfolded domains during relaxation. We
estimated the refolding rate in the range of 1 s−1 for spectrin domain.

Refolding experiments are very delicate and especially so for the small spectrin do-
main. We would like to insist on the fact that this cannot be done easily with the usual
atomic force microscope (AFM). Indeed after few cycles the extension of the molecule
is not known with good accuracy anymore as drift may occur in between.

We propose to process refolding with a multiple-pulse protocol (Fig. 7). Once the
protein is attached onto the tip it is necessary to prevent it from adhesion into the surface
by pressing the tip on the surface. The zero-length point is defined as the point where
the AFM cantilever contacts the surface.

Fig. 7 Schematic procedure for refolding. Signal fed to the piezo-actuator (upper trace) and force trace
(lower trace). The first approach brings the tip into contact with the surface and one single protein can then
be picked up. The protein is stretched up to a position before it breaks off from the tip. The protein is then
relaxed, but the sample is not brought again into contact to prevent any interaction with other proteins on the
surface. The cycle can be repeated many times.
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Fig. 8 Cycles of unfolding–refolding of a single molecule of spectrin.

Figure 8 shows few cycles of unfolding–relaxation. After reaching the extended state
and before rupturing the bond between the protein and the tip, the protein was relaxed
to an extension of 20 nm. This demonstrates that refolding occurs on a time scale of
seconds and is therefore significantly slower than the time scale for forced unfolding.

IV. Analysis

A. Sorting Data

The complexity of the fishing process, i.e., of the different types of interactions between
the tip, the protein, and the surface, leads to very different situations in one and the same
experiment: the tip can pick up none, one, or few molecules. Molecules can also lay
down on the surface and be detached gradually, leading to artifacts as already mentioned
earlier. Whenever only one protein is picked up, this will occur randomly at any position
along the chain. All these contributions lead to very different force curves carrying very
different information that needs to be sorted out. It is necessary to make a careful analysis
of the force curves. The statistical nature of the fishing process unavoidably leads to an
experimental situation where most of the force curves have to be discarded due to various
artifacts.
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Fig. 9 Multiple pickup lead to force curves presenting high forces and large off-set.

B. Multiple Pickup

One such artifact is the simultaneous pickup of multiple proteins. This creates a
situation of multiple parallel and therefore additive springs between tip and surface
and leads to higher forces and steep slopes to each peak (Fig. 9). Any force curves
displaying an off-set in the force indicate multiple parallel springs, i.e., multiple-molecule
pickup. These must be discarded from analysis to ensure single-molecule manipula-
tion.

We propose to analyze the magnitude and distances between successive force peaks.
The latter is known with nanometer or better accuracy. So far researchers in the field have
sorted their curves by using the criterion of distance. Misspellings led to the exclusion
of the curves from the data sets. We sorted our data by keeping curves where there
were none of the artifacts cited earlier, such as large adhesion peaks, high-force peaks
indicative of multiple pickups, but we did not use the criterion of distance. We should like
to emphasize that the distribution of the contour length increments that has been used in
the majority of work is based on fitting of force curves by the worm-like chain model.
This model relates the force to the extension of the chain with two free parameters:
the persistence length and the contour length of the chain (see Section IV,C). Fits of
our force curves based on the WLC model led to quite scattered persistence length.
Because these fits did not always match well at the rupture point (force peaks indicating
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unfolding in a single trace), we preferred to show the elongation distribution, i.e., the
distribution of peak spacings that can be determined with a resolution better than 1 nm.
The advantage of this procedure is that it is only a relative measurement which can be
carried out anywhere on the force curve and independent of prior processes, whereas
the criterion of distance uses absolute measurements depending strongly on the initial
starting point of the single-molecule unfolding process.

C. Fitting Procedures

To keep a polymer at a certain extension at constant temperature, it is necessary to
apply a force. The work done by stretching the polymer chain goes into the reduc-
tion of the conformational entropy. In other words, the polypeptide chain acts as an
entropic spring. This explains the ascending part of force curves. Once a folded struc-
ture has unfolded, an extra-length of the unfolded part of the chain is available for
stretching.

Each extension segment between force peaks on the sawtooth-like pattern of the curve
is well described by the WLC model. It relates the force F of the stretched chain to its
extension x using two characteristic parameters: the contour length of the chain Lc and
its persistence length Lp. Marko and Siggia (Bustamente et al., 1994) have proposed the
following interpolation formula that is commonly used:

F = kBT
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− 1
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This expression, improved by Bouchiat et al. (1999), can be useful for fitting experimental
data with better accuracy; for example,
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with a2 = −0.5164228, a3 = −2.737418, a4 = 16.07497, a5 = −38.87607, a6 =
39.499944, and a7 = −14.17718.

The application of these formulas to the force curves generally yields persistence
lengths equal to a few times the amino acid size that is 0.38 nm. This is somewhat
surprising, since the original model of Krafty and Porod (Fixman and Kovac, 1973)
leads asymptotically to the WLC only when the number of monomers per persistence
length is large. As Bouchiat et al. (1999) mentioned, the concept of effective persistence
length would be more appropriated in the case of protein stretching.

Fits of the spectrin unfolding force curve are shown in Fig. 10. Four peaks were fitted
with Bouchiat et al.’s formula (1999). We fixed the persistence at Lp = 0.58 nm and the
contour length was kept free. Lp was fixed to the average value obtained from the fits of
20 force peaks. It must be noted that some deviation from entropic behavior is evident
in some curves.
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Fig. 10 Fits of force curves by the WLC model, with Lp = 0.58 nm and increasing contour lengths.

V. Models

A. Questioning Unfolding Pathways

The folding energy landscape of protein is very complex. It is often represented as
a funnel through which the protein follows its pathway from unfolded to folded states
(Onuchic et al., 1997). The AFM may prove to be a very powerful tool to probe this
energy landscape.

Theoretical work (Klimov and Thirumalai, 1999) has shown that forced unfolding
could reveal folding processes. Proteins that fold in one step should be unfolded coop-
eratively, whereas those that fold in two or more steps should do so by the formation
of intermediates. Our results on spectrin show that different pathways may be followed
during unfolding.

Comparison between experiments and simulations can provide clues on unfolding
pathways. Marszalek et al. (1999) showed features that are compatible with intermedi-
ates. They found an abrupt extension of the titin domain by 7 Å before the first unfolding
event. This fast initial extension before a full unfolding event is considered by the au-
thors to produce a reversible “unfolding intermediate.” Steered molecular dynamics
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Fig. 11 Modeling unfolding into two states. Conceptual pathways in the energy landscape traversed under
force. By adding a mechanical potential, − f x , the external force tilts the landscape and lowers the barriers.
When the first barrier becomes lower than the thermal energy level, it can be crossed. In the model, a difference
in relative height of the first to the second barrier along two possible paths determines whether state 1 is
accessible.

simulations show that the rupture of a pair of hydrogen bonds near the amino terminus
of the protein domain causes an extension of about 6 Å, which is in good agreement
with their observations. Disruption of these hydrogen bonds by site-directed mutagenesis
eliminates the unfolding intermediate.

As demonstrated by this work, the combination of experiments and simulations could
lead to a better understanding of the unfolding pathways.

The work that is provided by the external force drives the protein from the folded to the
unfolded states. The free energy 
G is discounted by the mechanical energy F · x . This
results in a tilt of the energy profile as shown in Fig. 11. Energy barriers are effectively
lowered so that the system can cross them by thermal energy excitation.

B. A Single-Parameter Model for Forced Unfolding Using Three States

To explain our data, we refrain from an elaborate and potentially wrong modeling
based on a large number of parameters and rather propose a model consisting of only
two pathways for the protein unfolding under mechanical stress through the energy
landscape. These pathways are defined by the direction of pulling, where each pathway
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may be interpreted as to represent a projection of a large volume of configuration space
onto one of two preferred tracks. Paci and Karplus (1999) found two sets of unfolding
pathways for fibronectin-type 3 modules by molecular dynamics simulations, which are
analogous to those that we propose. The same authors have recently detected stable
intermediates during unfolding of a single-spectrin domain (Paci and Karplus, 2000).

Both tracks follow similar directions in real space, as defined by the direction of
the applied force; however, according to our model, they may lead to two different
unfolded states starting from the native folded state (Fig. 11). The intermediate state is
conceptually available along both pathways, but each pathway by itself either leads from
the native state 0 to the partially unfolded state 1 or the completely unfolded state 2.
The relative difference of the height of the free energy barrier along either of the two
pathways determines whether state 1 or state 2 is attained. The advantage of this strongly
simplified modeling is that only one free parameter is needed for differentiating between
the two averaged pathways. At the same time, we find this approach to be in good
agreement with our data from the experiment and from Monte Carlo (MC) simulations
(see following).

In the native folded state, the protein is in state 0 at the bottom of the potential well.
The directional mechanical stress applied by the AFM tip not only decreases the barrier
height to thermally activated unfolding but also reduces the options of the protein to
those of following either path 1 or path 2 during unfolding. The protein will follow only
one path leading to a bimodal probability distribution with 35 and 65% probabilities for
path 1 and path 2, respectively, according to our experimental data.

The external stretching force reduces the effective energy barriers so that the system
can cross them by thermal activation (Evans and Ritchie, 1997). As the applied force
increases, the height of the energy landscape is reduced linearly along the generalized
reaction coordinate. Along path 1 this reduction will lower the free energy barrier of the
partially unfolded state below the thermal energy level and thereby grant access to this
state. The remaining free energy difference of the totally unfolded state is too large, such
that this state cannot be reached. The protein will therefore unfold only partially. Along
path 2 the forced reduction will simultaneously lower the barriers of both states 1 and 2
below the thermal energy level, such that the barrier height of the intermediate state is
still the one dominating the kinetics of the unfolding pathway. Along this path though,
the barrier to the totally unfolded state is now lower than the barrier of the intermediate
state, and the protein will unfold completely and at most stay only intermittently in
the intermediate state, because the thermal energy will drive it immediately into the
completely unfolded state. A similar concept has been proposed by Merkel et al. (1999)
to explain the rupture of the streptavidin–biotin bond.

Since the free-energy barrier for the intermediate state is higher along path 2 and also
closer to the total unfolding barrier, a higher force is needed on average to reach the
completely unfolded state than to reach the only partially unfolded state. The difference
in free energy for state 1 along path 1 is lower than that along path 2. Because the height
of the barrier to complete unfolding in state 2 is roughly the same along the very similar
directions through the conformational space of the protein starting in the native folded
conformation, state 1 will be accessible to the protein well before state 2. The thermal
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energy will allow the protein to unfold partially into state 1, while state 2 is still hidden
behind a barrier that cannot be overcome by thermal activation. Because the free-energy
barrier to state 1 is lower along path 1, the average force needed to reach this state is
lower than that for state 2.

C. Monte Carlo Simulations

We have included these two scenarios in a simple MC simulation (See Section VII,D)
by testing the reaction kinetics simultaneously for the short and long elongation events.
The kinetics can be characterized by two parameters: the width of the first barrier and
an effective “attempt” frequency, which includes the barrier height as a multiplicative
exponential factor, normalized by the thermal energy. The width of the first barrier was
kept the same for both scenarios, while the attempt frequency was adjusted to agree
with the relative difference in barrier height. Figures 12a to 12c show the force and
elongation histograms obtained from 5000 consecutive runs of a Monte Carlo simulation.
The simulations reproduced well the general features of the experimental data with a
barrier width of 0.4 nm and an attempt frequency of 0.5 Hz along path 1 and 0.05 Hz
along path 2 (corresponding to about a 2-kT difference in barrier heights). The selected
pathway guides the folded domain either to a state where it is totally unfolded or to a
state where it is partially folded.

Fig. 12 Probability histograms of elongation (a) and unfolding forces for short elongation (b) and long
elongation events (c). These were obtained by 5000 Monte Carlo simulations of unfolding of four domains
placed in series. By testing the two reaction kinetics simultaneously associated with the two different pathways,
short and long elongation events were allowed. A barrier width of 0.4 nm and an attempt frequency of 0.5 Hz
along path 1 and 0.05 Hz along path 2 fitted best to the experimental data.
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VI. Conclusion and Prospects

Although the molecular complexity of unfolding pathways can be very high, force
spectroscopy of properly engineered single proteins can provide important clues to en-
ergy landscapes on time scales from milliseconds to seconds and larger (the stability of
the instrument permitting). In the future, we expect an increasing contribution by forced
unfolding measurements to the understanding of protein folding as, on the one hand,
proteins can be engineered to systematically perturb the unfolding pathways imposed
by the real-space directionality and, on the other hand, instrument developments as, e.g.,
outlined in this chapter, will enable new types of measurements.

This combination will be able to provide a more detailed understanding of the link
between mechanical stability and folding features of proteins. The comparison of exper-
imental results to increasingly available simulation results could offer a deeper insight
into unfolding pathways. In particular, as we have shown, this technique can reveal—
possibly functionally relevant—intermediates that were not detected thus far by other
techniques.

A. Biological Implications

Molecular elasticity is a physicomechanical property that is associated with a number
of proteins in both the muscle and the cytoskeleton. These new details about unfolding
of single domains revealed by precise AFM measurements show that force spectroscopy
can be used to not only determine forces that stabilize protein structures but also analyze
the energy landscape and the transition probabilities between different conformational
states. Applications of force spectroscopy on single molecules may thus lead to a better
understanding about molecular biophysics in both the muscle and the cytoskeleton.

VII. Appendices

A. The Double-Sensor-Stabilized AFM

We have designed a special AFM with a unique local stabilization system, which
lends ultrahigh positional accuracy to forced unfolding measurements. It is made of two
crossed, i.e., independent, optical detection systems (Figs. 13 and 14). The exact details
of this double-detection system will be described elsewhere.

In a normal AFM one lever is used simultaneously for the feedback that drives the
displacement of the piezo-tube and the force measurement. This technique is being used
with great success in various imaging applications of the AFM, but it has several serious
drawbacks in forced unfolding applications. Because the AFM only knows where the
surface is (as long as the lever is in sensory contact with it), the absolute distance between
the free position of the lever and the surface is not known when the lever is not in contact
with the surface. While the lever is out of contact, drifts and other low-frequency noise
changing the distance between the tip and the sample cannot be detected. On approaching
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Fig. 13 Our double-sensor atomic force microscope has two full crossed optical detection units.

or retracting from the sample one controls the extension of the piezo only and not the
distance between tip and sample. Compare the lower part of Fig. 15. This is why, in
conventional dynamic force spectroscopy, force curves must be done fast enough, such
that absolute and relative measurements on force curves can be carried out by basing
them on the distance the piezo surface traveled during this time according to the voltages
applied to it.
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Fig. 14 The two optical detection units are used to simultaneously detect the deflection signals from two
levers on the same substrate independently. (See Color Plate.)

The stabilization system we used in our instrument is based on the idea of using two
levers simultaneously. This allowed us to split the feedback control system off from
the one for the force measurements. In our double-sensor-stabilized AFM, (DSS-AFM)
two sensors mounted side by side with a distance of few hundred microns on the same
substrate carrier and slightly tilted with respect to the sample surface are used for this
purpose. Because of the latter, one of the two sensors will make contact with the surface
before the other. The distance between the second sensor and the sample surface can then
actively be controlled with subnanometer resolution. Thus, measurement and distance
controls are split up between the two levers. The first lever will detect all the noise that
would change the distance between sensor array and sample. This can be controlled by a
fast feedback. We eliminated all drift between the tip and sample by using a fast integral
feedback.

The second lever signal can be used to carry out measurements at any distance, mea-
sured by the first lever, from the surface from milliseconds to hours at forces determined
only by the sensitivity of the detection system (the thermal noise amplitude of the second
cantilever, which was about 10 pN in our case) and by the average statistical error (which
comes out to be about 4 at 30 pN according to the Gaussian law of error propagation),
if we assume angstrom resolution and 10% uncertainty in the determination of the force
constant of the cantilever by one of the calibration methods listed in the following.
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Fig. 15 Force curve representation of the principle of the double sensor stabilization system in our AFM.
After the first lever has contacted the surface, the distance between the second lever and the surface can be
controlled with the typical subnanometer resolution.

The distance between the sample and the second tip, which is used to do the actual
unfolding experiments, can be controlled with the subnanometer resolution typical for
AFM by selecting the proper setpoint, i.e., the normal force, of the first lever (Fig. 15).

With this control one can do what is called “force clamping” a protein between the
lever and the surface. As is shown in the Fig. 16, as long as the first lever is in contact
with the surface, it is possible to stop the retract of the second lever at any time (e.g., t01)
for any duration (t02 − t01) while keeping the distance (d0) and therefore the force (F0)
constant.

B. Data Acquisition and Evaluation Techniques

Data were acquired by a 32-bit PCI-M-I/O-16E-4 acquisition card (National Instru-
ments) with 16 single-ended analogue inputs with a 12-bit resolution. The maximal
speed of acquisition was 500 kSamples/s for single-channel acquisition. For most mea-
surements, we recorded multiple channels at 100 kSamples/s.

Force curves were recorded and saved on a Computer with a 266-MHz Intel Pentium II
CPU with 128-MByte RAM. We implemented programs for digitally controlling the
instrument and storing the data acquired with either Labview (National Instruments)
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Fig. 16 Force clamp based on the double sensor stabilization system. The force can be kept constant by
simply keeping the distance constant.

or Igor Pro using NI-DAQ tools (Wavemetrics). All force curves from an experiment
were continuously recorded using FIFO-buffering and saved without prior sorting. After
each experiment, data were separated, scaled, and sorted. A box-smoothing window (of
variable width depending on the acquisition rate) or a 2-kHz low-pass filter was applied to
reduce the laser noise and thermal noise on the force signals. This low-pass filtering does
not alter the curves acquired with Hz-scanning. Positions and force were then analyzed
manually with Igor Pro.

C. Calibration

1. Thermal

The analysis of the thermal fluctuations of the vibrating lever gives access to the
stiffness of the latter. It is based on the equipartition theorem and may be performed as
described in (Florin et al., 1995). However, this approach requires that no additional noise
is added to the thermal noise. This would lead to an overestimation of the displacement
of the lever and hence to an underestimation of the measured stiffness.

2. The B–S Transition of λ-Phage DNA

When a single λ-digest DNA molecule is stretched it goes into a highly cooperative
conformation transition (B–S). The well-pronounced transition force plateau provides
a valuable method for lever calibration. This plateau is observed at 65 pN at room
temperature of 20◦C (see Fig. 17) (Rief, Clausen-Schaumann et al., 1999; Clausen-
Schaumann et al., 2000). Practically, λ-BstE digest DNA was used (Sigma) (see (Rief,
Clausen-Schaumann et al., 1999) for methods). The procedure is easy and at the same
time constitutes a test for correct setup for force measurements.
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Fig. 17 The B–S transition of λ-phage DNA measured by AFM.

Fig. 18 Monte Carlo simulations of spectrin extension.
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D. Monte Carlo Simulations

Monte Carlo simulations (Fig. 18) were set up analogously to Rief et al. (1998) by
combining the WLC model to calculate the force with the kinetics governed by a two-
state model. The method was developed further to a three-state model with a choice
of two pathways. The unfolding rate νu of a folded structure is the product of a natural
vibration ν0 and the likelihood of reaching the transition state with an energy barrier 
Gu

discounting by mechanical energy F · xu, where xu is the width of the activation barrier
(Bell, 1978), νu(F) = ν0 exp(−(
Gu − F · xu)/kBT ) = νeff exp(F · xu/kBT ) (kBT =
4.1 pN · nm at room temperature). The effective frequency νeff represents the number of
attempts to cross the barrier of width xu.
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I. Introduction

The advantages of atomic force microscopy (AFM) for the study of biological speci-
mens are unique and are discussed in many of the accompanying chapters. The ability
to image at molecular resolution in three dimensions in any environment appropriate to
biology, including aqueous buffers and growth media, means that the observed structures
are close to those of biological relevance. The specimen must, of course, be immobilized
on a surface for a time scale that is comparable to the time to scan the image. This
is typically about 1 min, but can be reduced to currently a few seconds for imaging
small and flat areas. The use of staining or coating to increase image contrast is not
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usually necessary with AFM, and so the specimen is free to change with time. This
allows processes to be followed in situ. There are exciting developments to dramatically
increase AFM scan rates and these will be of great value in the study of biomolecular
processes.

To obtain a three-dimensional topographic image of the specimen surface, the force
between the tip and the specimen is usually maintained at a constant preset value by
moving the specimen (or the tip) toward or away from the tip (or specimen). The most
important parameter to control in AFM imaging of delicate biological specimens is the
force applied by the probe to the specimen to avoid either distortion of the structure
during imaging or, worse still, permanent damage to the specimen. An additional benefit
of using lower forces is that the strength of tethering the molecule to the surface can be
less, which again results in less distortion of the biomolecular structure.

The AFM can be operated in various modes. The highest resolution has been achieved
in contact mode (see, for example, Baker et al., 2000), but this is only possible on
sufficiently rigid specimens, as the lateral force on the specimen as the tip scans in
contact over the surface leads in many cases to specimen damage. Reduction of the
normal force applied by the tip to the specimen alleviates this lateral deformation. When
operating in air under ambient conditions, a thin layer of water exists on the specimen and
tip surfaces. Furthermore, at sufficiently high relative humidity, capillary condensation
may occur between the tip and the specimen resulting in a neck of water forming as the tip
approaches the specimen. The resultant surface-tension force will act to pull the tip of the
probe into the specimen, increasing the normal force to about 50 nN. The lateral force on
the specimen is proportionally increased. This capillary force can be virtually eliminated
by working in a liquid environment so that the liquid interface is moved above both tip
and cantilever. The normal force in this case is typically about 1 nN, so that lateral force,
although much reduced, is still sufficient to cause damage to many biological specimens.
It has been estimated that the normal force should be less than 100 pN to avoid damage
to most biological structures. Working in an aqueous environment, for example, may
have other advantages in terms of simulating physiological conditions appropriate to the
particular biological system.

The use of “tapping” or intermittent-contact mode of AFM reduces the lateral force
applied to the specimen by the tip, which spends considerably less time in contact
with the specimen as it scans over the specimen surface. The adsorbed water layer still
plays an important role in this process, as the tip may either oscillate within the water
layer if driven at low amplitudes or move in and out of the layer on each cycle at
higher amplitudes. In “tapping” mode operation, the cantilever is oscillated at or close
to its resonant frequency either by a small piezo-electric transducer at the fixed end
of the cantilever or by an oscillating magnetic field, in which case the cantilever must
be coated with a magnetic material. Again, it is often important to work in a liquid
environment not only to avoid instabilities caused by the presence of the water layer but
also because it is desirable to work in physiologically relevant conditions. It is therefore
necessary to oscillate the cantilever in the liquid environment. This can be achieved
by either driving the cantilever with an oscillating magnetic field as in the case of air
operation or acoustically coupling the oscillation of a piezo-electric transducer through
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the liquid and the liquid cell to the cantilever. This latter method is more complicated to
analyze, as the the transfer function of the cell and the liquid dominates the frequency
spectrum.

The damping of the cantilever oscillation by the surrounding liquid leads to a change
in the quality factor (Q) of the cantilever from, typically, 50–300 in air to between 1
and 5 in water. This has several serious consequences. First, the energy and the force
required to drive the cantilever are much greater than those for the same amplitude in
air. The force to excite the cantilever at resonance is given by

Force = (k A)/Q, [1]

where k is the spring constant of the cantilever and A is the amplitude of oscillation. The
forces applied to the specimen in intermittent contact mode in liquid are, in fact, about
an order of magnitude greater than those in simple contact mode in liquid, although the
lateral forces are less. This may account for the observed decrease in resolution compared
to that in contact mode imaging.

The resonant peak in the frequency spectrum is now so broad that any shift in frequency
due to the interaction between the tip and the specimen is essentially undetectable. Indeed,
there is a decrease in resonant frequency as the probe approaches the surface due to an
increase in the effective mass of the cantilever, which results from the hydrodynamic
interaction of the probe with the liquid and the surface. The probe essentially drags
liquid with it increasing its effective mass by between 10 and 50 times. This shift in
frequency is not usually noticed in the conventional setup, owing to the great width of
the resonant peak in liquid. At high values of quality factor Q, the cantilever oscillation
during intermittent contact can be regarded as harmonic due to the small effect of the
relatively small amount of energy lost in each contact of the surface compared to the
energy stored in the cantilever oscillating at resonance. However, at low values of Q
experienced in conventional tapping or intermittent contact mode in liquid, the energy
stored in the oscillating cantilever is much less so that intermittent contact with the
surface results in a nonsinusoidal motion of the cantilever; that is, the oscillation becomes
anharmonic and higher modes become significant.

The decrease in the quality factor of the cantilever in liquid has the consequence that
greater forces are applied to the specimen during the tapping process, which results in
distortion and lower resolution imaging of the specimen. It also gives incorrect values
for the heights of the specimens. Higher values of Q in liquid bring many benefits to
imaging. The simplest method of increasing the value of Q is by designing the cantilever
to present a low area in the direction of motion. An alternative method, applicable to any
cantilever, uses an active feedback system based on the time-dependent displacement
of the cantilever (Anczykowski et al., 1998; Tamayo et al., 2000). With this method
it is possible to increase the effective quality factor of the cantilever by up to three
orders to magnitude in liquid. This means that the forces imposed by the tip on the
specimen can be reduced, in practice by up to two orders of magnitude, that is, to about
10 pN. Several examples of imaging soft, delicate specimens with this active Q control
in operation will be described later, but first a brief description of the technique will be
given.
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II. Active Q Control

A. Background

The technique requires the addition of electronics that provide an additional drive
signal to the drive piezo or driving magnetic field. The input for the electronics is
derived from the displacement of the cantilever as measured by the split photo-diode.
This additional drive term can be used to essentially cancel the damping term due to the
liquid in the equation of motion of the cantilever. In practice, such an electronics unit
can be easily used with conventional commercial SPMs to increase the effective Q value
of cantilevers in liquid (see, for example, infinitesima Ltd, Bristol, UK)

To see how this works, consider

m
d2z

dt2
+ γ

dz

dt
+ kz = F0eiωt + Fint(z), [2]

the equation of motion of a damped oscillator. Where z is the displacement of the
cantilever, m is the effective mass, of the cantilever, γ is the damping constant, and k is
the spring constant. The second term on the left-hand side represents the damping force
due to the motion of the cantilever through the liquid environment. This force depends
on the velocity of the cantilever and the damping constant γ . The right-hand side of the
equation represents the sum of the time-dependent driving force and the DC interaction
force between the tip and the specimen. The resonant frequency of the cantilever is given
by ω0 = (k/m)1/2 and the quality factor by Q = mω0

γ
. To increase the effective Q of the

cantilever in liquid, a further driving term is added to the right-hand side of Eq. [2]:

m
d2z

dt2
+ γ

dz

dt
+ kz = F0eiωt + Fint(z) + Geiπ/2z(t). [3]

This term represents a positive feedback of the cantilever displacement with variable
gain (G) and phase shifted by π/2 so as to be in phase with the velocity rather than the
displacement of the cantilever. Equation [3] can be rewritten as

m
d2z

dt2
+ γeff

dz

dt
+ kz = F0eiωt + Fint(z), [4]

in terms of an effective damping constant, γeff, where γeff = γ − G/ω and Qeff = mω0
γeff

.
The effective damping constant, γeff, resulting from the feedback loop may be increased
or decreased depending on the value and sign of the gain G.

B. Practical Implementation of Active Q Control

In practice, information about the position and velocity of the tip or end of the cantilever
is most readily obtained from the difference output of the split-domain photodiode used
in association with an optical lever in most conventional AFM heads. This photo-diode
signal is proportional to the displacement of the cantilever. For control over the effective
value of the quality factor Q of the cantilever, this signal is amplified by a factor G and
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Fig. 1 A schematic diagram of a conventional AFM head with the addition of the feedback loop.

the phase of this oscillating signal shifted by π/2 so as to bring the signal in phase
with the velocity of the cantilever. In practice, the actual shift required to bring the
displacement in phase with the velocity will not be exactly π/2 owing to other phase
shifts in the system, particularly in the electronics. The resulting signal is then added
to the drive signal for the piezo-voltage or magnetic-field coil current. This feedback
arrangement is shown in relation to the cantilever drive and detector in Fig. 1. Another
practical consideration is that the effective mass of the cantilever is increased near the
specimen surface owing to the hydrodynamic interaction, so that the resonant frequency
will be lower, requiring the cantilever to be tuned near the surface, This effect can be
neglected for liquid tapping operation without feedback-enhanced Q because the great
breadth of the damped resonant peak results in this shift in resonant frequency being
practically unimportant.

We are concerned here with the use of positive feedback to increase the effective
value of the Q for the primary purpose of increasing the force sensitivity. It should be
mentioned that negative feedback to decrease the value of Q has been used in situations
where its value is particulary high, such as in vacuum, to decrease the energy stored in
the cantilever and to increase its response time to allow scan rates to be increased.

The dramatic increase in effective Q of the fundamental resonance of a cantilever in
a liquid environment as a result of the active feedback is shown in Fig. 2. This effect is
demonstrated using both the magnetic and the acoustic methods of driving the cantilever.
The initial breadth of the cantilever resonance in water is clearly seen in Fig. 2a, where
the cantilever is driven magnetically and the frequency–amplitude plot shows a broad
(asymmetric) resonant peak having a value of Q of about 1.6. In the case of the same
cantilever driven acoustically (Fig. 2b), other resonances associated with the liquid cell
dominate the spectrum making it impossible to identify the cantilever resonance.



Fig. 2 Frequency spectra of the system in conventional operation (a and b) and with quality factor enhancement (c and d). Acoustic (b and d) and magnetic
(a and c) methods were used to excite the cantilever. Insets show magnified region around resonance peak. All data sets were obtained with the same cantilever
with a nominal spring constant of 0.4 N/m. Arrow marks 16.05 kHz.
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Fig. 3 Transient response of cantilever after turn on of drive signal at time t = 0 in air. Comparison of a
conventionally driven cantilever (top trace) and quality enhanced (lower trace) with a true quality factor of 58
and effective quality factor of 291, respectively. Frequency spectra were recorded and fitted with the harmonic
oscillator to estimated the effective quality factors. Data sets are overlaid with the predicted transient response
(envelope line) using these fitted quality factors. The same cantilever was used for both measurements with a
resonant frequency of 32.1 kHz and nominal spring constant 0.1 N/m.

With the active-Q feedback enabled, the resonant peak in the magnetically driven case
(Fig. 2c) is seen to have considerably sharpened and now has an effective Q value of
280. A similar result is also seen for the accoustically driven cantilever (Fig. 2d). The
effective value of Q is dependent on the value of the feedback gain G. The response
of the cantilever is in most respects as if the true value of Q has been increased; for
example, the transient response time of the cantilever also increases. Figure 3 shows the
measured transient response of the cantilever (in air) without (upper) and with (lower) the
active-Q feedback enabled. The envelope of the increasing oscillation amplitudes with
time agrees well with the curve calculated for a harmonic oscillator having the same
values of Q as the experimental resonant peaks corresponding to the two cases, without
and with active-Q feedback. This is further evidence that the cantilever is behaving as
if its Q value were actually greater. A disadvantage of the increased values of Q is the
corresponding increase in the response time of the cantilever that results in an upper
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limit to scan rates. In practice, this is not a serious problem as the values of effective Q
obtained in liquid with the feedback are of the same order as the values of Q of the natural
resonance in air, and so scan speeds are similar to those of tapping mode in air, though
somewhat lower owing to the lower resonant frequency of the liquid tapping cantilevers.

III. Application of Active Q-Control AFM

A. Imaging

Some of the most difficult surfaces to image by AFM are the surfaces of swollen gels
and unfixed cells. These specimens are very soft and highly deformable and so provide
a severe test of the active-Q technique. Figure 4 shows liquid tapping mode images of

Fig. 4 A 30% isotactic polystyrene (iPS)/decahydronapthalene (dekalin) gel under dekalin, imaged with
(a and b) and without (c and d) Q control . Topography (a and c) is displayed with a z range of 80 nm and
phase contrast (b and d) with a range of 5 degrees. (See Color Plate.)
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an isotactic polystyrene/dekalin gel imaged in dekalin. The gel was not allowed to dry
out at the surface between its formation and the AFM imaging. Figures 4a and 4c are
topographic images of the same area of the gel using the same cantilever recorded with
and without active-Q enabled, respectively. Two significant improvements are clearly
seen in a comparison of these images. First, the resolution in Fig. 4a is considerably
higher than that in Fig. 4c; second, the deformation of the surface evident in the streaking
of the images is considerably reduced in Fig. 4a compared to that in Fig. 4c. This is a
result of the greater force sensitivity and thus of the ability to use lower imaging forces
with active Q enabled in Fig. 4a. An even more dramatic improvement is seen in the
phase images. The detailed phase image with active-Q enabled in Fig. 4b stands in
stark contrast to the almost featureless phase image of Fig. 4d. This results from the
increased phase sensitivity associated with the “sharper” resonant peak when active-
Q is enabled. A similar result is obtained from a 1% agarose gel in water (Fig. 5)
which was imaged under water and again never allowed to dry at the surface. The
resolution of the topographic images (Figs. 5a and 5c) and the contrast of the phase
images (Figs. 5b and 5d) are superior with the Q enhancement on Figs. 5b and 5d.
Line profiles across the images illustrate the higher spatial frequencies contained in the
image with active-Q enabled compared to the image without, and similarly the profiles
across the phase images show the greater phase contrast also obtained with the active-Q
feedback activated.

The difficulties encountered in imaging living cells are similar to those experienced
in imaging swollen gels. The thickness of cells combined with their low stiffness re-
sults in large deformations, so that the tip can distort the structure locally to such an
extent that lateral forces again become a problem and result in streaks in the image.
The value in using active-Q for imaging unfixed cells is apparent from the images pre-
sented in Fig. 6. The topographic image with active-Q enabled shown in Fig. 6 a reveals
little distortion of the cell as a result of the imaging process. Figure 6b is the corre-
sponding active-Q phase image. This image shows high-resolution contrast of various
structures of the cell, and in particular the cytoskeleton can be seen. This structure
is usually seen when large forces are applied by the tip to the cell surface to deform
the cell surface sufficiently to sense the more rigid structures beneath. However, in
this case the forces applied are relatively low, and the structure is revealed through
the dramatically increased sensitivity of the phase signal associated with the higher Q
resonance.

The lower imaging forces facilitated by active-Q tapping mode imaging also have bene-
fits for imaging single isolated molecules. The lower forces result in less compression of
single molecules, and this results in molecular heights closer to the values that might be
expected for the molecular structure. The molecules are also narrower in these images,
so that the lower deformation also results in improved molecular resolution. Figure 7 is
a comparison of the same doubled-stranded DNA molecule imaged under butanol with
(Fig. 7b) and without (Fig. 7a) active-Q control enabled. The lower forces also allow the
use of weaker adsorption to immobilize the molecule during imaging which results in a
further reduction in molecular distortion.
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Fig. 5 A 1% agarose gel under water, imaged with an effective quality factor of 300 (a and b) and with
conventional tapping mode (c and d). Topography (a and c) is displayed with a z range of 150 nm and phase
contrast (b and d) with a range of 5 degrees. (See Color Plate.)
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Fig. 6 A living rat kidney cell imaged in buffer with an effective quality factor of 300, height (a) z range
2.5 μm and phase (b) range 60◦. (See Color Plate.)

B. Dynamic Force Spectroscopy

1. Background

The measurement of force as a function of extension of a single molecule using AFM
force-sensing techniques has been named force spectroscopy. Some of the measurements
already reported involved the forces associated with the unfolding of protein structures
(Lenne et al., 2000; Oesterhelt et al., 2000; Rief et al., 1998, 1999) and it is hoped
that information on the nature of the folded structure can be extracted from these force
measurements. Such molecular processes are dynamic and energetic and exhibit both
conservative and dissipative forces. The use of the active-Q technique allows the mea-
surement of the complex meachanical properties of such a process in the appropriate
buffer environment (Humphris et al., 2000). The increase in the quality factor to over 300
in liquid facilitates the tracking of the resonant frequency and the separation of conser-
vative and dissipative forces. Tracking the resonant frequency via a phase-locked loop
is the approach that has been used here. Such information also allows the measurement
of the effective viscosity of a single molecule. The implementation of dynamic force
spectroscopy not only increases the sensitivity of the measurement but also decouples
the conservative (elastic) and dissipative (viscous) components of the force associated
with the molecular extension. One realization of the dynamic force spectroscopy experi-
ment is shown in Fig. 8. In the standard method of force spectroscopy, a molecule bound
at one end to the AFM tip and at the other end to a fixed surface is extended by the
displacement of the tip away from the surface. In the dynamic version of the experiment,
a small vertical oscillation is superimposed on the displacement of the tip, and the force
response to both the DC stretching and the AC displacement is recorded. The elastic
force of the molecule acting, on the tip acts as a spring changing the resonant frequency
of the cantilever by a factor (1 − f ′/k)1/2, where f ′ is the force gradient of the interaction
and k the spring constant of the cantilever. The dissipative force changes the effective
damping constant of the cantilever (γ ), and, therefore, the effective quality factor of the
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Fig. 7 DNA imaged under butanol with (b) and without (a) Q control, z range 3 nm. (See Color Plate.)

cantilever, Q = mω0/γ , where ω0 is the free resonant frequency of the cantilever. The
change in Q is reflected in the change of the amplitude at resonance, given by A = QF/k,
where F is the excitation force. The damping in liquid, resulting in a decrease in Q by
3 or more orders of magnitude, prevents the detection of changes in resonant frequency
and quality factor with high enough sensitivity to observe molecular processes. The
low Q is a result of the damping being dominated by the hydrodynamic interaction
of the cantilever with the surrounding liquid, such that the much smaller molecular
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Fig. 8 A schematic representation of the dynamic force spectroscopy technique, showing a molecule being
stretched by the linear motion of the AFM tip, but with a small oscillating displacement being added.

elastic and viscous forces are unobservable. The active-Q feedback technique effec-
tively counteracts the hydrodynamic damping and increases the effective Q of the can-
tilever to provide sufficient sensitivity to measure molecular processes during molecular
stretching.

Transient measurements (Fig. 3) have shown the motion of the cantilever to be es-
sentially harmonic in nature, and so it is straightforward to calculate the elastic force
gradient, f ′, from the observed frequency shift, 
ω, using the nominal spring constant
of the cantilever, k:

f ′ = k

(
1 −

(
ω + 
ω

ωo

)2)
. [5]

The damping constant γ is related to the observed change in the oscillation amplitude
by

γ ≈ k

ω0 Qeff

A0

A
. [6]

The intrinsic damping of the molecule, γm, can be evaluated by subtracting the damping
constant of the free system γsys; for example,

γm = γeff − γsys = k

Qeff

(
A0

ωA
− 1

ω0

)
. [7]
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2. Applications of Dynamic Force Spectroscopy

As an illustration of the application of active-Q force spectroscopy, measurements
on two polysaccharides, dextran and methyl cellulose, are shown in Fig. 9. The trace
shown in Fig. 9a is the conservative (elastic) component, Fig. 9b is the dissipative
component related to the effective damping constant of the dextran molecule, and Fig. 9c
is the total force derivative derived from the DC deflection of the cantilever. These
extension curves show a transition that has been previously reported for the dextran
molecule using conventional DC force spectroscopy and which has been explained by
the chair-to-boat transition of the glucose ring on molecular extension (Marszalek et al.,
1998). Dynamic differential force spectroscopy enables the separation of the elastic and
dissipative components of the force during the transition. The inflection in the DC force

Fig. 9 Dynamic force spectroscopy measurements of a dextran molecule and a molecule of methyl cellulose.
(a) and (d) are the dynamic elastic force gradient plots; (b) and (e) are the dynamic dissipative force gradient
plots; (c) and (f ) are the DC force plots.
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measurements (Fig. 9c) is seen to correspond to a broad maximum in the differential
elastic force response (Fig. 9a). This chair-to-boat transition is known not to occur for
the polysaccharide methyl cellulose, and the corresponding dynamic force spectroscopy
data shown in Figs. 9d and 9e do not show the features associated with the transition
seen for dextran.

IV. Transverse Dynamic Force Techniques

A. Transverse Dynamic Force Spectroscopy

Force spectroscopy in a conventional AFM has some undesirable aspects. For example,
as the molecule tethered between the cantilever tip and a suitable surface is stretched, the
force on the cantilever increases; therefore the amount that the cantilever is bent increases
(Fig. 10). This in turn, unfortunately, has the effect of changing the separation of the ends

Fig. 10 A series of diagrams illustrating some undesirable aspects of conventional force spectroscopy. (a) A
diagram illustrating the bending of a cantilever during the stretching of a molecule, resulting in an end-to-end
separation being different from the displacement of the piezo transducer. (b) and (c) Illustration of the sudden
jump in displacement of the cantilever tip during an unfolding process, and the consequent loss of information.
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Fig. 11 A diagram showing the transverse dynamic force arrangement with vertically mounted probe. The
stretched molecule provides part of the horizontal restoring force on the cantilever.

of the molecule so that there is not true control over the extension or the loading rate on
the molecule. There is another, perhaps more serious, drawback in using conventional
AFM for force spectroscopy. This involves the energy stored in the bent cantilever during
the observation of a molecular process such as unfolding. The bent cantilever stores elas-
tic energy that is released when the barrier to unfolding is overcome, causing a sudden
jump in tip position. Thus, no information is available on the unfolding process itself,
potentially the most interesting aspect of the extension process. This sudden jump could
be avoided if the force transducer had infinite stiffness parallel to the extension direction,
and this would also restore true extension and loading rates. Transverse dynamic force mi-
croscopy (TDFM) essentially provides a rigid force transducer as it employs a cantilever
mounted vertically to the specimen surface (Fig. 11). The TDFM cantilever is made to
oscillate laterally, usually by a few nanometres, at or near its resonant frequency, by either
a dither piezo or by a magnetic field (Antognozzi et al., 2000, 2001). The oscillations of
the end of the probe are monitored by a position-sensitive detector. One version of the
TDFM, known as the shear-force microscope (ShFM), is used to control the position of
the optical fiber probe in scanning near-field optical microscopy (SNOM) (Betzig et al.,
1992).

In TDFM, only the tip of the cantilever need be in the liquid, and so the damping is
much less than that in conventional AFM. The active-Q technique can be used to increase
the effective Q of the TDFM probe in liquid, but this is usually unnecessary.

With a molecule attached between the TDFM cantilever tip and the surface, an addi-
tional restoring force component on the cantilever due to the molecule exists (Fig. 11b).
Similarly, any dissipative component of the molecular force during extension will con-
tribute to the damping of the cantilever. As was the case with dynamic force spectroscopy
measurements with a conventional AFM, the additional restoring force shifts the resonant
frequency to higher values and the dissipative force causes a reduction in amplitude of
oscillation at resonance. As with the conventional AFM active-Q force spectroscopy, the
resonant frequency was again tracked. Quantitative values of both elastic and dissipative
components of the force exerted by the molecule during extension can be derived from
a continuum mechanics model of the oscillating probe. TDFM force spectroscopy is a
method that provides a rigid force transducer for controlled extension and loading rates,
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a means of avoiding “blind spots” in the data due to cantilever “snap back,” and also
simultaneous information on the elastic and dissipative components of the molecular
force during extension. Figure 11 shows the basic TDFM arrangement and its applica-
tion to force spectroscopy.

B. Application of Transverse Dynamic Force Spectroscopy and Microscopy

Results from the extension of a dextran molecule are shown in Fig. 12. The transition
during extension of the dextran described here is also observed in measurements of
the elastic (Fig. 12a) and dissipative (Fig. 12b) components recorded with transverse
dynamic force spectroscopy.

TDFM is essentially a non contact force microscopy and so is of particular impor-
tance in imaging easily deformable structures such as unfixed, living cells. Figure 13
shows a TDFM image of a living rat kidney cell in growth medium. The image is
similar to those obtained using active-Q tapping mode, but the TDFM images were
recorded without the tip contacting the surface of the cells. TDFM clearly has great
potential for imaging very soft specimens in liquid, but the current scan rates are rather

Fig. 12 Elastic (a) and dissipative (b) transverse dynamic force spectra of a dextran molecule.
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Fig. 13 A TDFM image of a living rat kidney cell imaged in growth medium. (See Color Plate.)

low, being limited by the resonant frequency of the probes and the associated lock-in
techniques.

V. Conclusions

The increase in the effective Q of the cantilever applied to the liquid tapping mode
is an important advance that will allow soft and delicate specimens to be imaged with
less deformation, higher resolution, and greater phase contrast. Some examples of these
advantages have been presented here. TDFM provides an alternative, essentially non-
contact, image technique, but is significantly slower in imaging. Both techniques provide
dynamic mechanical property measurements of single molecules with the high rigidity
of the TDFM probe offering further advantages, particularly when following sudden
transitions such as a protein unfolding process.
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I. Introduction

The study of DNA is crucial. Gerd Binnig, the Nobel Prize laureate and inventor of
both the scanning tunneling microscope (STM) (Binnig et al., 1982a,b) and the scanning
force microscope (SFM; atomic force microscope, AFM) (Binnig et al., 1986), was the
scientist who also initiated this field of research in 1984 by experimenting on DNA with
the STM (Binnig, 1992; Binnig and Rohrer, 1984). Soon after its invention, the SFM was
used for most of the DNA research that was begun with the STM because of its ability
to image nonconducting specimens, as DNA is normally considered,1 and because its
images could be interpreted straightforwardly in terms of surface topography.

The late Albrecht Weisenhorn and his collaborators, the pioneers of SFM imaging of
DNA (Weisenhorn et al., 1990, 1991) prepared the groundwork for both the studies at
the beginning of the 1990s and the annus mirabilis for this field. In 1992, many papers
appeared, marking the emergence of DNA imaging with the SFM as a field of research.
These papers focused on the methodologies used and stated that imaging had arrived,
finally, to the point of being termed “reproducible.” The turning point for making DNA
imaging reliable was the control of adsorption of DNA molecules from a solution onto
a surface adequate for SFM imaging. Since 1992, research groups found solutions for
this problem and led SFM studies on the structure and function of DNA.

Due to the importance of DNA and the many themes of research related to both its
structure and function, the studies on DNA led by SFM users soon became varied and
tackled many different problems. The utility of the scanning force microscope for struc-
tural biology soon became evident. In the past few years, researchers in the very young
field of nanotechnology are viewing DNA molecules, because of their peculiar physical

1Very interestingly, under particular conditions DNA has been found to be conductive and to function as a
molecular wire (Aich et al., 1999).
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characteristics, as construction bricks for nanostructures. It is certain that the SFM will
play a major role in the construction, function, and control of these new devices. In this
chapter, we present a mixed historical and conceptual review of the methods used with
the scanning force microscope to analyze the structure of nucleic acids, trying to provide
the reader with the elements for evaluating the most proper technique for his/her own
application.

II. The Control of Adsorption of DNA on Surfaces

Adsorption of DNA on surfaces has been, and still is to some extent, the primary
concern of researchers in this field for many years. In the early 1990s, the stress was
placed on the reproducibility and the efficiency of adsorption. A stable adsorption is
necessary to prevent the scanning probe from sweeping the molecules around on the
surface. Nowadays, attention is paid not only to the modulation and the specificity of
the adhesion of DNA but also to the possibility of using the mildest conditions, so that
fragile structures or complexes will not be altered or disrupted either in the deposition
on the surface or in any other part of the experiment.

A. Electrochemical Adsorption of DNA

Discharging DNA onto a gold electrode in a controlled fashion was one of the first
methods employed to adsorb DNA on a flat surface that could be suitable for imaging
(Lindsay et al., 1992). The development of STM (often fostered in the same laborato-
ries that made the transition to SFM) made possible methodologies for preparing flat
surfaces of gold (such as flat facelets on a small gold ball). This deposition method is
reversible (simply by inverting the potential) and suitable for STM experiments but did
not encounter much success since it both required a complex instrumental setup and
produced data whose biological relevance could be questioned.

B. The Inheritance of the Electron Microscope

In many cases, the early results of SFM of DNA are due to the experience of electron
microscopists. To cite one example, Yang and co-workers (Yang and Shao, 1993; Yang
et al., 1992) deposited the copolymer of DNA with cytochrome C on carbon-coated mica
and obtained images of a quality comparable to other protocols.

Other protocols for DNA spreading have been modified by electron microscopy.
The deposition assisted by benzyldimethylalkylammonium chloride (BAC) or similar
cationic detergents has proved successful (Pietrasanta et al., 1994; Schaper et al., 1993),
but the presence of the detergent might raise doubts over the possible alteration of struc-
turally relevant information on DNA or DNA–protein complexes.

The data coming from conventional and cryo-electron microscopy experiments on
DNA are always fruitfully compared to those produced by the SFM. Both techniques
have their pros and cons.
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C. Dehydration of Solutions of DNA on Mica

The most straightforward method for spreading DNA on a surface is to dry a dilute
solution of molecules on a suitable substrate. To promote the adsorption of polyelec-
trolytes, the substrate must be highly hydrophilic. To be amenable to SFM analysis, the
deposition substrate must be very flat and should not provide any structural features that
could be mistaken for the specimen: ideally, it should be featureless and very clean.
The need for a very reproducible substrate led to muscovite mica, which soon became
the most frequently used surface for the adsorption of biological macromolecules for the
SFM. This phyllosilicate can be easily cleaved to provide the microscopists with atomi-
cally flat and highly hydrophilic surfaces. In principle, every cleavage should expose a
surface which is chemically equivalent to all the others.

The choice of the solution conditions for deposition is crucial. While the pH must be
buffered to ensure both the chemical stability of the DNA and the biological relevance
of its structure, the chemicals used for the buffering present a serious problem at the
moment of dehydration, since they crystallize and precipitate on the surface as their
concentration is increased by dehydration. One solution was to dissolve the DNA in
ultrapure deionized water, checking that the pH was not too low, and to dehydrate a drop
of such a solution on freshly cleaved mica (Samorı̀ et al., 1993). The drawbacks of such
a protocol were the scarce efficiency of the adsorption and the fear that DNA would
assume undesired conformations in the extremely low-ionic-strength medium. A clever
means of avoiding these drawbacks was to use a low concentration of ammonium acetate
as a buffer (Henderson, 1992; Thundat, Allison et al., 1992; Thundat, Warmack et al.,
1992). This salt is volatile and it should evaporate completely in water, leaving only
the DNA on the surface. The method is reported as very efficient (using DNA solutions
as dilute as 0.3 μg/ml), but it does not allow a fine control of the ionic strength of the
solution as the water evaporates.

Alternatively, some researchers dried specimens that contained nonvolatile buffers
(such as Tris) and sometimes resorted to rinsing the spreads after dehydration (Murray
et al., 1993). A very high-electrolyte concentration near the surface could explain the very
condensed DNA shapes sometimes shown by the SFM images obtained with this method.

D. Silane Treatment of Mica

Yuri Lyubchenko and his collaborators obtained a very strong adhesion of DNA to
mica by treating the surface with a silane bearing an amino group, most commonly
amino-propyl triethoxy-silane (APTES) (Lyubchenko, Gall et al., 1992; Lyubchenko,
Jacobs et al., 1992). The amino group is sometimes methylated after binding the silane to
mica (Lyubchenko, Gall et al., 1992). In water, the positively charged ammonium groups
bind the negatively charged DNA (and RNA) and the adsorption allows SFM imaging.
Methylation of the amino group on the surface makes the positive charge independent
of solution pH and greatly increases the efficiency of DNA binding (Lyubchenko, Gall
et al., 1992). There are several available protocols for surface functionalization with
APTES: the freshly cleaved mica can be exposed to either APTES vapors (Lyubchenko,
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Gall et al., 1992; Lyubchenko, Jacobs et al., 1992) or to acetone (Karrasch et al., 1993)
toluene, dimethylformamide (Lyubchenko, Gall et al., 1992), and water solutions (Feng
et al., 2000). Some researchers prefer to use partly hydrolyzed silane solutions (Fang
and Hoh, 1998). The surface of mica functionalized in such a fashion is referred to as
AP-mica. The efficiency of AP-mica in adsorbing DNA is out of the question, as sup-
ported by the abundant evidence presented in the past (see, for instance, Feng et al., 2000;
Lyubchenko and Shlyakhtenko, 1997; Oussatcheva et al., 1999; Shlyakhtenko et al.,
2000). AP-mica can bind DNA under a variety of conditions, from 0 to 60◦C and under
different ionic strengths, and from very dilute DNA solutions (down to 0.01 μg/ml for
lambda DNA). In principle, it should be possible to modulate the strength of adsorption
by reducing the density of the aminopropyl groups on mica, but the experiments reported
in the literature all show that DNA is very strongly attached to the surface: at times too
strongly. As will be discussed in the following, presently, one of the main concerns in
SFM of DNA is both the control and the modulation of adhesion. Too strong an adhe-
sion that cannot be modulated will prevent surface equilibration of the DNA molecules
(Rivetti et al., 1996) and seriously limit the possibility of performing dynamic studies on
the adsorbed molecules. As shown by Lyubchenko and Shlyakhtenko (1997) AP-mica
is very effective even for SFM in aqueous environments, and its adhesion is so strong
and fast that molecules are frozen in the state they probably were in, in solution, but so
strong that the residual mobility of the long DNA molecules is very small, as the authors
demonstrate in their time-lapse experiments. Silane treatment could prove very useful
to image the dynamics of very small molecules, whose mobility on the surface would
be too high, unless their adsorption was very strong (Shlyakhtenko et al., 2000).

It must also be noted that most surface treatment operations are somewhat tricky and
often produce “dirty” surfaces, as not all the experimental parameters can be under strict
control. APTES treatment is not an exception, and impurities in the reactants, partial
polymerization or inhomogeneous treatments, can make a discontinuous surface, where
only portions of the surface area are flat enough to be amenable to SFM analysis (Fang
and Hoh, 1998; Lyubchenko, Gall et al., 1992).

One of the main concerns in using surfaces treated with APTES is its evidenced
ability to condense DNA (Lyubchenko, Gall et al., 1992). Plasmids adsorbed from low-
salt solutions can form rods and condensed amorphous structures (our unpublished data;
Fang and Hoh, 1998). In previously reported experiments, the treated surfaces were
carefully rinsed to ensure that unbound silanes were removed: the authors proposed that
the DNA molecules could recruit mobile bound silanes that then cause the molecules
to condense. Heat or vacuum treatments should reduce the presence of mobile silanes
and have proved efficient in eliminating DNA condensation on treated silicon substrates.
This post-treatment is strongly advisable when preparing surfaces for DNA adsorption.

E. Multivalent Cation Activation of Mica and the Control of Electrostatic Adsorption of DNA

In 1992 and later, another reliable method to adsorb DNA molecules to mica was
employed by several groups (Bustamante et al., 1992; Feng et al., 2000; Hansma et al.,
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1993; Hansma, Vesenka et al., 1992; Vesenka et al., 1992). It was found that substituting
the monovalent cations of mica with divalent cations from a solution (usually magnesium)
would make it bind the DNA molecules to which it was later exposed. These methods
are said to activate the mica for the adsorption. Glow discharge was also used to make
the magnesium-substituted surface more hydrophilic, even though it was considered
unnecessary (Hansma, Vesenka et al., 1992). To reduce the effects of the capillary forces
that lead to DNA damage, the images were produced under dry atmosphere using electron
beam-deposited “supertips” (EBD tips) as probes (Keller and Chih-Chung, 1992), even
though standard commercial probes can also be used. (Rabke et al., 1994). A trivalent
cation pretreatment of mica has also been shown to work (Weisenhorn et al., 1990).

It was also evidenced that the magnesium pretreatment was not necessarily a distinct
step from DNA adsorption (Hansma et al., 1993; Rabke et al., 1994), and solutions
containing both DNA and magnesium salt could be deposited on freshly cleaved mica.
The authors employing this protocol at the beginning would also dry the salt solution on
mica, thus promoting adsorption; and only later they would (at times) rinse the solution
to do away with the excess salt that could cause DNA structural artifacts (Henderson,
1992; Zenhausern, Adrian et al., 1992; Zenhausern, Adrian, Ten Heggeler-Bordier, Eng
et al., 1992; Zenhausern, Eng et al., 1992).

Rabke and co-workers made an effort to understand magnesium-promoted adsorp-
tion in depth (Rabke et al., 1994). They challenged the hypothesis that magnesium
would substitute potassium ions on mica, by measuring very little change in the quan-
tity of the present potassium in the various phases of the surface preparation and DNA
spreading. If an ion exchange takes place, it must be on a very limited number of
sites.

It must be noted that these protocols of adsorption generally employ relatively high
concentrations of DNA (especially those that deposit DNA on pretreated surfaces) rang-
ing from 10 to 100 μg/ml of plasmids.

1. Soluble Cations Promote the Adsorption of DNA

The realization that a millimolar concentration of multivalent cations in solution with
the DNA is enough to promote the adsorption of DNA to untreated freshly cleaved mica
has really changed the way DNA is imaged with the SFM. The adsorption survives both
a thorough rinsing step with deionized water and a subsequent drying of the salt-free
surface (Vesenka et al., 1993).

As a rule of thumb, multivalent cations in solution promote the adsorption of DNA to
mica, while monovalent cations decrease it (Bezanilla et al., 1995). As studied exper-
imentally by Rivetti and co-workers (1996), in magnesium-mediated DNA adsorption,
diffusion transports the DNA to the surface where it is irreversibly adsorbed. Under
proper conditions, the adsorbed molecules still maintain two-dimensional diffusional
freedom on the surface up to the moment the layer of water on the surface is dried.

Hansma and Laney studied the effect of the type and concentration of the cation
on DNA deposition (Hansma and Laney, 1996). Many divalent inorganic cations have
proved effective in promoting the adsorption of DNA on mica, if the adsorbed layer
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of DNA was dried prior to imaging. If, on the other hand, DNA is imaged in solution
without first dehydrating the solution, the researchers were able to produce, with only
a limited number of cations, stable images with good resolution of DNA molecules.
The authors conclude that Ni(II), Co(II), and Zn(II) are suitable for solution imaging
of DNA, either if used directly in solution with the DNA or if either Ni(II) or Co(II) is
used for pretreating the mica surface later exposed to a Mg(II) containing DNA solution.
Hansma and Laney also report that in Mg(II) solutions (those otherwise most commonly
employed) DNA does not bind strongly enough to mica to permit imaging without
dehydration. In our own experience, protocols for imaging DNA in solution are not
yet completely reproducible. We and others have reported successful experiments where
DNA molecules were imaged on untreated mica after being deposited from a solution
containing Mg(II) as the only divalent cation. The solution has never been dehydrated
(Rippe, Mücke et al., 1997; van Noort et al., 1998; Zuccheri et al., 1998). It seems that
the success of the experiment is a complex function of the experimental conditions and
mostly hinges on the quality of the probe. Our success rate is higher when employing
EBD probes, probably due to their hydrophobic nature, even though we also obtained
images with commercial Si3N4 probes, especially if the buffer solution was substituted
with deionized water after initial deposition and imaging (unpublished results). Also,
other groups have reported that commercially available tips can perform well in imaging
DNA in solutions containing Mg(II) (van Noort et al., 1998).

Even though certain metal cations are more efficient in depositing DNA on mica,
they could affect the structure of the nucleic acids by substituting the counterions they
physiologically bear; furthermore, this could be poisonous for proteins, practically limit-
ing the scope of the SFM protocols that employ them. It has been shown that, quite
interestingly, Zn ions cause kinking in DNA (Han, Dlakic et al., 1997; Han, Lindsay
et al., 1997); furthermore, Zn(II) is poorly soluble in water. Divalent cations can alter
the secondary structure of DNA and they have been known to affect the contour length
of DNA molecule images (Fang et al., 1998), probably by altering the winding of the
DNA helix (Xu and Bremer, 1997).

The optimization of protocols for depositing DNA on untreated mica from solutions
containing inorganic cations have made the observations of DNA routine. If a researcher
has a pure sample of DNA, he/she can certainly deposit it on untreated mica and produce
high-quality images by following these protocols.

2. Thermodynamic Equilibration of DNA on Mica

The structural analysis of DNA molecules requires a careful control of adhesion.
As pointed out by Rivetti and co-workers (1996) many protocols that produce efficient
DNA deposition on surfaces also lead to kinetic trapping of the molecules on the mica
substrate. Such trapped molecules, depending on the path they followed for landing on
the surface, display a global conformation that should represent the projection of the
shape they had in solution. On the other hand, if the conditions are properly adjusted,
adsorption would not completely hinder two-dimensional diffusion on the surface; thus
molecules can equilibrate thermodynamically and assume global conformations that are
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directed by their physicochemical nature (which can be studied from their imaging).
Many protocols for pretreatment of mica or direct deposition of DNA molecules can
lead to a strong adsorption and trapping (several are listed in Rivetti’s very important
paper) and should be avoided. If the deposition protocol only exploits the ionic-exchange
properties of mica, it seems sufficient to always keep a millimolar concentration of Mg(II)
in solution to avoid trapping. Other treatments that significantly alter the nature of mica
establishing covalent bonds with it or with DNA must be evaluated on an individual
basis analyzing the statistical global shape of the adsorbed molecules with the methods
described by Rivetti and co-workers (1996).

If the structural features of interest in DNA are more local, or are studied with meth-
ods that analyze local spatial parameters of the adsorbed DNA molecules, then the issue
of surface equilibration is expected to be less serious. Many fast local dynamics must
compose to change the global shape of a molecule. The local structural features (like
bending angles) could be faithfully responding to the molecular properties even if the
global shape is still not (see also Section VI,C). A stronger deposition protocol could
provide thermodynamically meaningful data on a smaller scale than others or for shorter
DNA molecules: for instance, on a comparable time scale, long DNA molecules dif-
fuse considerably less on the surface of AP-mica than shorter molecules (Lyubchenko
and Shlyakhtenko, 1997). (Shlyakhtenko et al., 2000). To harvest the greatest amount
of information from SFM experiments, researchers should employ deposition meth-
ods that can be tailored not only to their experiments but also to the other boundary
conditions. In the next sections, we will try to demonstrate one of our possible so-
lutions for this problem based only on the electrostatics of untreated mica; however,
the strength of many deposition techniques could certainly be modulated for particular
applications.

F. Other Charged Molecules in Solution Can Promote DNA Adsorption

Inorganic cations are not the only effective electrostatic means for adsorbing DNA
on mica. More complex organic charged molecules also proved effective. As men-
tioned earlier, Achim Schaper and collaborators, modifying protocols they had already
used for electron microscopy, successfully employed quaternary ammonium salts (ben-
zyldimethylalkylammonium chloride) to spread DNA (Pietrasanta et al., 1994; Schaper
et al., 1993). The concentration of the detergent used in the reported experiments
does not seem to affect protein–DNA interactions. A recent paper by Fang and Hoh
(1999) demonstrates that soluble silanes bearing two or three amino groups are ef-
fective in promoting the adsorption of a water solution of DNA to freshly cleaved
mica. The proposed method seems interesting, but the ability of the silanes to condense
the DNA must be kept under control, unless one wants to study DNA condensation
itself.

The interaction of these “artificial” complex molecules with biological macromole-
cules might be difficult to predict, and it would be advisable to reduce the factors that
could lead both to artifacts and to a difficult interpretation of the obtained data.
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G. Other Surface Treatments

It sometimes appears that the limitation for all possible surface treatments is only the
fantasy of researchers. With the fine control of surface chemistry presently attainable,
there are many possible modifications that would allow DNA depositions to be amenable
to SFM structural analyses. We will mention only one more: cationic bilayers have
been placed on the substrate and the DNA adsorbed onto them has been imaged at
unprecedented high resolution with the SFM (Mou et al., 1995). The authors report
a successful measure of DNA pitch and evidence for the visualization of DNA helix
chirality. With such a high resolution, very local structural variations of the DNA could
be directly visualized as the molecule interacts with proteins or other ligands.

H. Covalent DNA Anchoring for SFM Imaging

Since the beginning of force microscopy of DNA, researchers proposed to covalently
immobilize DNA molecules on a surface. Since gold was already in use as a STM
substrate, the immobilization of DNA on ultraflat gold via gold–sulfur bonds was im-
mediately realized (Hegner et al., 1993). Thiols bind readily to clean gold in aqueous
solutions, and a thiol group is easily introduced into the DNA molecules by means of
modified nucleotides (for example, by using thiolated primers in PCR). Other methods
have been developed in the following years, due to the developments of other techniques
(for instance DNA chip technology) to bind DNA reliably to surfaces. These methods
often employed self-assembled monolayers (SAM) of thiols on gold to present reactive
groups to the solutions so that DNA molecules could attach reliably and controllably.
Thiolated single-stranded oligonucleotides can be bound to a gold surface within a SAM,
so that they can bind double-stranded DNA equipped with a single-stranded “capture
tail” complementary to the surface-bound one, with the result of fishing them out of the
solution (Bamdad, 1998).

Very recently, Shlyakhtenko and co-workers (1999) presented a method to photocross-
link DNA to a properly modified mica surface. The proposed method is reported to
create homogeneous spreads of DNA on clean substrates, and thus is amenable to SFM
measures (even though the authors reported that DNA appears unexpectedly kinked when
deposited on this functionalized surface).

As in the previously mentioned studies by the group of Yuri Lyubchenko, other groups
employ some silanes to covalently attach nucleic acids to surfaces (glass or silicon):
these methods could be exploited for tailoring SFM protocols. Kumar and co-workers
synthesized silanized nucleic acids, for example, by coupling a mercaptosilane with a
thiolated oligonucleotide and then attaching them to the surface (Kumar et al., 2000). A
variety of heterobifunctional crosslinkers are commercially available to help in binding
oligonucleotides at surfaces, such as those utilized by Strother and co-workers (2000).
Methods are available to functionalize silicon surfaces and make them expose methyl,
chlorine, ester, acid, and even N-hydroxysuccinimidyl ester groups that could be used
for the attachment of properly prepared DNA or oligonucleotides (Strother et al., 2000;
Wagner et al., 1997, and references therein). The main (and well-evident) difference
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between this class of methods and that presented here is that the latter is designed to
specifically adsorb properly functionalized molecules. Often, the protocols also reduce
the non specific adsorption of other molecules in solution (Bamdad, 1998). Such careful
design makes the methods generally complex, involving multistep functionalizations,
and works on a properly designed and modified target molecule (with the exception of
that presented by Shlyakhtenko and co-workers (1999)). For the general application in
biology, a deposition method usually cannot modify the molecules it is interested in,
because it is practically too difficult not to alter their properties. Due to the widespread
interest of DNA attachment to surfaces for many techniques and uses (DNA chip tech-
nology, only to mention one), it is certain that these methods will continue to evolve.
The researcher will soon be offered a variety of methods to employ for the solution of
any research problem.

III. Air Imaging of DNA: Which Present, Which Future?

Imaging dehydrated specimens with the microscope operating in air is the easiest
of the SFM operations. This is, indeed, one of the reasons for the popularity of the
microscope and one of the advantages in its use with respect to the electron microscope,
which must always be used under high vacuum. In our experience, any new user can
master operations in ambient air reasonably well after a few hours of lecture in class
and some hours of hands-on experience with the microscope. In the last few years, the
stability of the microscopes operating, for instance, in tapping mode (see following) and
the constant quality of the commercial probes make imaging in air significantly easier
than it was in the past.

A. The Humidity Issue and SFM under Organic Solvents

The control of the interaction forces between the probe and the specimen is of funda-
mental importance in SFM, especially in contact-mode SFM, the first to be employed
during the years. In contact mode, the probe and the specimen are always in contact,
while the probe is dragged along the surface of the specimen. If the interaction forces are
not minimal, the shear forces generated by the motion are sufficient not only to seriously
damage the soft biological macromolecules irreversibly but also to produce bad quality
images.

Among the possible interactions between the sample and the probe, the most relevant
one in air imaging by contact mode is due to the hydration of the surfaces exposed to
humid air. The layer of water normally present on any hydrophilic surface exposed to
air creates a meniscus around the SFM probe, and this causes the onset of very high
capillary forces that pull the probe toward the specimen.

What is commonly thought in SFM is that the sharper the probe, the better is the
resolution of the images it produces. This concept takes a more subtle meaning in the
presence of capillary forces. Here, a probe with a larger surface entering the hydration
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layer would imply the onset of higher capillary forces (Israelachvili, 1992). This argument
in favor of very sharp probes could be balanced by the consideration that the residual
forces that attract the probe toward the specimen would produce higher pressures if they
were applied on the smaller area upon contact with a sharper probe and consequently
be more disruptive for a soft sample. The researchers preferred to use EBD probes in an
attempt to both reduce the effect of capillary forces and improve the resolution of the
early images of DNA. An EBD probe is more hydrophobic than an unmodified Si3N4

probe: this could help in reducing the capillary forces. The reduction of the source
of these forces took two possible paths. Some authors decided to reduce, by imaging
while keeping the microscope with the mounted sample in dry nitrogen, the relative
humidity of the environment in which the probe and the specimen were (Bustamante
et al., 1992; Thundat, Allison et al., 1992; Vesenka et al., 1992). Other authors eliminated
the air–water interface at which the meniscus would form, by submerging the sample
and the probe in propanol (Hansma et al., 1993; Hansma, Sinsheimer et al., 1992;
Hansma, Vesenka et al., 1992; Murray et al., 1993; Samorı̀ et al., 1993). For DNA,
this operation also has the side effect of improving the adhesion of the molecules to
the surface, since DNA is insoluble in propanol. At the time this protocol was used, a
stronger adsorption was certainly desired. The images obtained under propanol can still
rival newer techniques as far as resolution is concerned (Hansma et al., 1995).

Several authors studied the effect of both the relative humidity and the applied force
on imaging of DNA with the SFM (Bustamante et al., 1992; Ji et al., 1998; Thundat,
Allison et al., 1992; Thundat, Warmack et al., 1992; Thundat et al., 1993; Vesenka et al.,
1992; Vesenka et al., 1993; Yang et al., 1996; Yang and Shao, 1993) and they generally
found that a lower imaging force at the lowest possible relative humidity was the desired
working condition.

B. AC Modes

The emergence of tapping mode SFM, in which the cantilever is continuously oscil-
lated and in which it contacts the specimen only intermittently, has certainly represented
a great improvement for SFM imaging of DNA (Hansma et al., 1995). The lateral mo-
tion of the probe takes place almost totally when the probe is not in contact with the
sample, so shear forces are virtually eliminated. With this new technique, the control
of ambient humidity is still helpful but not normally necessary to produce high-quality
images. Specimens can be scanned repeatedly in air without any recognizable damage.
The instruments operating in tapping mode are generally very stable, and imaging has
become easier and quicker.

C. In Search of Sharper Probes

A constant theme of research in SFM has always been the search of sharper or more
specific probes. The report of the many advances of the field and the many varieties
of probes available on the market is beyond the scope of this paper. We simply want
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to highlight two important landmarks in the improvement of the probe quality. The
first major advance was the invention of EBD tips with an end radius of curvature on
the order of 10 nm or less for probes (Keller and Chih-Chung, 1992). A second major
advance was completed recently with the study of protocols attaching single carbon-
nanotubes on the commercial SFM probes (Cheung et al., 2000; Hafner et al., 1999)
[after other researchers previously resorted to manually attaching them to the apex of
the probes (Dai et al., 1996; Wong, Harper et al., 1998)]. With single or multiwalled
nanotubes pointing out from the probe, imaging tips with an end radius of 2–3 nm are
within reach; furthermore, nanotubes can be chemically functionalized to give probes
the ability either to measure specific properties or to manipulate molecules (Wong,
Joselevich et al., 1998).

D. The Interaction of DNA with Proteins and Other Ligands

Among the many research applications of the SFM in air, the structural studies of
protein–DNA complexes are certainly some of the most remarkable. The scanning force
microscope can visualize the complexes directly and under physiologically relevant
conditions. Studies of protein–DNA complexes performed on single molecules of DNA
demonstrated the advantages of distinctly showing specific versus nonspecific complexes
and comparing the structural features of the two kinds of complexes. While other methods
provide some information on the structure of specific complexes (X-ray diffraction, gel
electrophoresis, and many others), one should rely on microscopic techniques on single
molecules to learn something about the structural features of nonspecific complexes and
the nature of the DNA–protein interaction (Erie et al., 1994; Schepartz, 1995). A review
of DNA–protein interaction studies with the SFM is beyond the scope of this chapter,
but it seems useful to mention some of the important achievements. Bending angles and
the location of binding proteins on long DNAs are easily measured (Bustamante and
Rivetti, 1996; Jeltsch, 1998). The wrapping of DNA around proteins can be implied
indirectly from comparisons to the length of uncomplexed DNA (Rivetti et al., 1999).
Often dimers or multimers of the binding protein can be distinguished also by means
of volume measurements (Wyman et al., 1997); looping and other unusual structures
can be evidenced (Rippe, Guthold et al., 1997). Obviously, protein-induced structural
changes that interest the DNA can also be visualized when the individual proteins are
too small to be seen on the DNA (Dame et al., 2000).

Small DNA ligands cannot be seen with the SFM under normal conditions. Often the
SFM analysis needs to resort to the study of the structural alterations that the ligand
induces, as if the structure were a reporter of the binding or the activity (Coury et al.,
1996, 1997). Sometimes what the researchers are really interested in is the structural
alteration that the ligand induces and whether the structure is fundamentally connected
to the ligand activity. As an example, the coiling up of DNA plasmids in solution in
the presence of ethidium bromide has been followed in real-time on mica (Pope et al.,
1999).

Sometimes a bulky tag (like a protein) can be tethered to a small ligand to report its
location: as an example, by binding a bulky streptavidin to a biotinylated PNA probe
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Fig. 1 The complexes between PNA and DNA have been evidenced by tagging a biotinylated PNA with
streptavidin, which is seen as a globular object on the DNA strands. The formation of the complex should be
sequence specific. The streptavidins bound at the crossovers of the DNA strands could be crosslinking two
biotinylated PNA molecules through their multiple binding sites.

(unpublished results) (see Fig. 1) we verified the binding and imaged the location of
peptide nucleic acids–DNA duplexes (PNA–DNA) on a large DNA plasmid.

E. A or B? This is the Question: The Secondary Structure of DNA from SFM Data

Since the beginning of SFM of DNA, concerns were raised regarding the structural
alterations that dehydrating DNA molecules could imply (Bustamante et al., 1992).
Dehydration itself can drive the transition from B- to A-DNA, the average form
being present at a reduced relative humidity. In several instances, researchers found
that DNA molecules imaged after dehydration were somewhat shorter than expected for
B-DNA and they attributed such shortening to a partial B-to-A transition (Bustamante
et al., 1992; Hansma et al., 1996; Rivetti and Codeluppi, 2000). In our opinion, the
phenomena involved in dehydration of a DNA spread on mica are not completely under
control. The extent of such partial transition certainly depends on the time required for the
drying step, the total residual humidity on the sample, and the degree of adhesion of DNA
on the surface at the moment of dehydration. Even ethanol dehydration proved inefficient
in contracting DNA molecules adsorbed on mica under trapping conditions (Fang et al.,
1999). Some authors (us, among others) concluded that DNA retained its B structure on
mica (Fang et al., 1999; Hansma et al., 1993; Muzzalupo et al., 1995; Rippe, Mücke
et al., 1997). Plausibly, very long DNA molecules find more adhesion sites on the mica
and are more refractory to dehydration-driven contraction, conserving a higher fraction
of B-DNA along their length, even if thoroughly dehydrated (Hansma et al., 1996; Rivetti
and Codeluppi, 2000).

Considering the amount of structural results obtained from studying DNA and DNA–
protein interactions by operating the microscope in air and the degree of their general
accordance with data from other techniques, we would be willing to conclude that data
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collected on linear DNA in air do not seem to be heavily affected by this structural
transition.

F. Solid-State Sizing and Other Possible Futures for the Imaging of Dried Specimens

Although the scope of the alterations induced by sample drying could be limited, it is
certainly advisable to collect SFM data from DNA in solution when possible. With the
constant development of the technology and the protocols, we expect that SFM imaging
in solution will soon be as easy as imaging in air is now. In any case, it is our opinion
that there is still a future in SFM imaging of DNA on dehydrated specimens.

The speed, stability, and ease of SFM operations in air make them amenable to automa-
tion. With the available instruments, a sample can be scanned automatically to produce
hundreds of images in a day. Automatic image processing techniques are beginning to
tackle the problem of extracting structural data from the images (Spisz et al., 1998).
One of the future roles of SFM imaging of DNA will be that of complementing gel
electrophoresis in the sizing of DNA fragments or the measure of DNA damage (Fang
et al., 1998; Murakami et al., 2000). Such analysis will possibly be conducted automati-
cally, probably as one step in a multistep synthesis and characterization. The advantage,
beyond automation, is that the SFM can work on minute quantities of DNA and represent
a new level in sensitivity for DNA sizing (Fang et al., 1998). Another significant ad-
vantage of imaging dry specimens (obtained with carefully controlled protocols) is that
specimens can be stored for future observations; reactions can be stopped at particular
stages to enable kinetic studies that can parallel solution bulk analyses (Hansma et al.,
1999).

IV. Imaging DNA in Fluid

One of the main advantages of SFM over other high-resolution imaging techniques
(namely, EM) is that it can operate when both the probe and the specimen are submerged
in liquid. For the operation of the most widespread commercial microscopes, the liquid
needs to be transparent to the laser beam used for reporting the vertical position of the
probe on the surface. Less common cantilever and SFM detector types (piezo-resistive
cantilevers, for example) could allow imaging to take place in highly optically absorbing
or dispersing media.

A. Imaging under Water or Buffers

Even though more technically challenging, imaging was performed under fluid since
the emergence of SFM investigations of DNA (Hansma, Vesenka et al., 1992; Samorı̀
et al., 1993). As mentioned previously, submerging the probe and the DNA in propanol
(or butanol, or ethanol) increased its adhesion to the substrate and reduced the strong
capillary forces that could hamper imaging in air by contact-mode SFM. Although the
spatial resolution of the recorded images was very good (Hansma et al., 1995), imaging
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under organic solvents has been abandoned in the search for more native conditions,
such as imaging fully hydrated DNA under water.

In contact-mode imaging, the adhesion of DNA molecules to the surface needs to be
strong to prevent the scanning probe from scraping the DNA off the surface. The two
main solutions found were imaging DNA on AP-mica (Lyubchenko, Gall et al., 1992)
and imaging DNA that had been thoroughly dehydrated on untreated mica (Hansma
et al., 1993). As mentioned previously, the attachment of DNA to AP-mica is so strong
that it inhibits almost every motion, even though the sample has never been dehydrated.
The re-hydration of DNA does not allow it to move on the surface; furthermore, serious
doubts can be cast either on the structural relevance of rehydrated DNA molecules or on
the possible induced strand damage.

The next major advance was the introduction of tapping-mode SFM to the operations
under fluid. This advance, fostered in the labs of both Paul Hansma (Hansma et al., 1994)
and Jan Greve (Putman et al., 1994), allowed soft samples to be imaged under liquid
without being damaged and without being swept around by the scanning probe, even if
it was only weakly attached to the surface.

The most relevant problem for solving imaging under aqueous solutions, which we
discussed at length in the previous sections, is finding the proper conditions for DNA
adsorption. Further historical or methodological details go beyond the scope of this
chapter. The chapter written by Helen Hansma and her collaborators on the techniques
of imaging in fluid is certainly a very good source of information on the subject. In the
following sections, we will limit ourselves to describing a few contributions to the field
in which our lab had a relevant role.

B. The Modulation of DNA Mobility and the Imaging of DNA Dynamics in Solution

The success of experiments of DNA imaging in solution depends on the strength
of adhesion of the DNA to the surface, usually mica. The success of the experiments
designed to study the dynamics of DNA is mainly dependent on the ability to modulate
the adsorption of DNA on mica. A very strongly adsorbed molecule would be imaged
faithfully and at high resolution by the SFM probe but would not be interested by any
motion and the strong adsorption would likely hinder its interaction with either proteins
or other ligands (van Noort et al., 1998; Zuccheri et al., 1998). Molecules that were too
mobile would be difficult to image at high resolution, since the speed of the motion of the
DNA chains is comparable to that of the scanning probe. Technical improvements are
continuously speeding up image collection in solutions and will soon allow the imaging
of very fast dynamics with the SFM (Argaman et al., 1997; van Noort et al., 1998).

In our laboratory, we implemented a careful control of electrostatics to modulate
the adhesion of DNA on freshly cleaved mica. During the course of our experiments,
the specimen was never dehydrated. Surface charge screening has a significant effect
on the adhesion of charged polyelectrolytes on mica, and we chose to tinker with it
in order to continuously and reversibly change the degree of adhesion of DNA. Once
deposited from a solution containing magnesium cations, DNA will stay bound on the
mica for a long time, even if the solution in the SFM fluid cell is substituted with low-salt
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buffers without any magnesium or multivalent cations. It seems likely that the exchange
of the bound Mg(II) with the monovalent cations in solutions is very slow, while the
change in the charge screening guaranteed by solution cations not bound to the surface
is very quick and immediate after a change in the solution environment of the fluid cell
(Samorı̀ et al., 1996; Zuccheri et al., 1998). A gravity-driven injection system piped to the
fluid cell enables continuous changes in the ionic strength of the medium: as deionized
water is injected, the charge screening decreases, but the DNA molecules on the surface
do not desorb. On the contrary, they experience an increased electrostatic attraction to
the surface. When higher ionic strength buffers are injected, the charge screening is
reconstituted, the electrostatic interaction between the DNA molecules and the surface
can now be competed by all other cations, and the DNA molecules can diffuse two-
dimensionally on the surface shifting between binding sites: they appear more mobile.
It is conceivable that the scanning probe could influence such motion promoting local
adsorption/desorption reactions, but we expect that its effect will only superimpose to
other desorption/adsorption trends. No neat molecular motions in the direction of the
probe scan were recorded in our experiments. As shown in Fig. 2, this ability to switch
adhesion on and off in a reversible and controlled manner was used to visualize the
dynamics of supercoiled DNA molecules in solution (Zuccheri et al., 1998). In this
experiment, supercoiled pBR322 molecules were deposited on the surface of freshly
cleaved mica from a solution containing DNA at 1 μg/ml, 4 mM HEPES buffer (pH 6.8),
and 1 mM MgCl2. Conditions were such that molecules adsorbed on the surface but
conserved some diffusional freedom in two dimensions. When the adsorption is made
stronger by the reduction of surface charge screening, the SFM images are clearer and
DNA strands are observed at high resolution (see 5th and 7th frame). On the other hand,
when a higher ionic strength buffer is on the surface, the chain motions make the images
more blurred and the resolution poorer, but differential dynamics among DNA chains can
be evaluated (for example, 1st to 4th frame in Fig. 2). The dynamics of the supercoiled
molecules can be studied from the comparison of frames obtained before and after “on”
and “off ” states of chain mobility.

Most of the time we used EBD tips that we grew locally in a scanning electron micro-
scope (Keller and Chih-Chung, 1992), but we used commercial Si3N4 probes success-
fully, as also reported by other groups (van Noort et al., 1998). In our opinion, the chemi-
cal nature of the probes (their hydrophobicity), more than the end tip radius, can make an
observation successful. EBD tips are expected to be significantly more hydrophobic than
commercial Si3N4 ones. The success of the observation of DNA in buffer is strongly
dependent on the probe: some probes can only observe DNA deposited in buffer after
a water injection, while others can image the DNA chains distinctly in buffer, where
the mobility is higher. Obviously, a probe that interacts strongly with DNA can sweep
it around while scanning. As we have reported (Zuccheri et al., 1998), we frequently
observed transient adsorption states on freshly cleaved mica. With a time scale slower
than the charge screening changes induced by the operator (about 10 min), the DNA
molecules spontaneously regain their diffusional freedom after a deionized water injec-
tion has frozen them on the surface, without any further external change of the bulk of
the solution in contact with mica. This mobilization is reversible with a further injection



Fig. 2 SFM study of the dynamics of supercoiled DNA in solution. DNA molecules were deposited on freshly cleaved mica and a time-sequence of their
images was recorded. The ionic environment was changed as detailed in the figure to modulate the strength of adhesion on the substrate. Changes in the shape, in
the size of the loops, and in the adhesion can be clearly seen, especially for the molecules indicated by the arrows. Reproduced with permission from Zuccheri, G.,
Dame, R. T., Aquila, M., Muzzalupo, I., and Samorı̀, B. (1998). Conformational fluctuations of supercoiled DNA molecules observed in real time with a scanning
force microscope. Appl. Phys. A 66(suppl., pt. 1–2), S585–S589, courtesy of Springer–Verlag.
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of deionized water. After any water injection, DNA molecules stay trapped on the sur-
face for a longer time. After a few cycles of spontaneous remobilization/water-induced
immobilization, the DNA molecules can stay adsorbed on the surface for either a time
longer than the experiment or until an injection of buffer increases the charge screening.
We believe that this is not only a manifestation of the cation-exchange properties of mica
but also a result of slow release of cations from its basal plane. In the absence of cations
in the bulk, there is a slow release of the cations from the mica (K+) that exchanges
with the H+ present in solution (Nishimura et al., 1995). The departure of K+ and the
diffusion of H+ could cause an increase in the concentration of K+ in the layers of solu-
tion in contact with the solid–liquid interface. This increase in K+ concentration might
not be too small, due to the small thickness of the layer interested by the adsorption of
DNA. After several injections of water, all the mica is H-exchanged and there cannot
be any net changes in the electrolyte concentrations, unless the solution is opportunely
changed. As also reported by Rivetti et al., (1996) the H+-exchanged mica is stickier
than the freshly cleaved mica for DNA. There is evidence that the kinetics of ion release
from mica could be on the observed time scale (Paige et al., 1992).

It could be argued that since DNA was deposited from a solution that contains salts,
the remobilization after a water injection could be due to mixing problems in the fluid
cell during the injection. Residual salts that have not flowed away with the water could
diffuse to the surface and cause the increased charge screening. In our opinion, this is
not the case. Injections in the SFM cell always use an abundant volume of fluid: in
10–15 s, several milliliters of deionized water or buffer are flowed through a cell whose
volume is around 30 μl. Under these conditions, we believe that the buffer substitution
in the cell is complete, although we have never performed accurate measures of the type
of flow. SFM imaging of DNA can also be made with a constant flow in the cell, if no
vibrations are transmitted to the scanning probe. This is a better technique to allow the
probe to function at thermal equilibrium. In experiments performed with a constant buffer
or water flow, we never observed the transient adsorption states described previously.

As also shown in Fig. 2, we also tried to implement a pH-based method for the
electrostatic control of DNA adsorption on mica, but the results were less encouraging.
One of the problems in controlling the adsorption by playing with the ionic strength is
that many biological processes and the structure of DNA itself are very sensitive to the
ionic strength of the medium. For a change in the ionic strength of the medium, not only
the degree of adsorption of DNA on the surface changes. We verified this possibility in
the experiment shown in Fig. 3. A covalently closed circular DNA molecule coils up
during the experiment because of the increase of the ionic strength of the medium. Later,
the increased ionic strength allows the motion of the molecules with a speed that was
not compatible with imaging. (Only their “ghosts” are visualized.)

C. Movies of Molecular Motion

With the current technical development in SFM and the fine control of DNA adsorption,
it is presently possible to record true movies of the DNA motion on the surface. To
compose a movie, a great number of frames are necessary to show gradual changes in



Fig. 3 Time sequence of DNA molecules imaged in fluid with the SFM as the ionic strength is increased. The molecule marked by the
arrow coils up during imaging as a result of the change in the ionic environment. In the last frame, the high ionic strength of the medium
is responsible for an increased mobility of the molecules on the surface that makes imaging impossible. Reproduced with permission from
Zuccheri, G., Dame, R. T., Aquila, M., Muzzalupo, I., and Samorı̀, B. (1998). Conformational fluctuations of supercoiled DNA molecules
observed in real time with a scanning force microscope. Appl. Phys. A 66(suppl., pt. 1–2), S585–S589, courtesy of Springer–Verlag.
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the shape of the molecules. The frame rate of tapping-mode SFM imaging in fluid is still
fairly low, even if there have recently been important technical improvements (Argaman
et al., 1997; van Noort et al., 1998, 1999). The current limit in the frame rate seems to
be around 10 s/frame, which is a reasonably high scan rate but still much slower than
what is attainable with optical microscopy (the other family of microscopy techniques
that can record dynamics).

One of the most severe limitations intrinsic to the SFM is that it must operate on
specimens adsorbed on a surface. All those interesting biological processes that take
place in solution are outside the realm of the SFM. This limitation turns out to be a
valuable advantage for the study of DNA. The dynamics that would interest the DNA
molecules in solution would have time scales well beyond the possibilities of a SFM
experiment. The adsorption on the surface tremendously slows the motion of the DNA
chains. If the adsorption sites on the surface are isotropically distributed and they do not
impose preferential motion paths to the DNA chains, then the effect of the adsorption
is only to slow down the kinetics of the processes. We believe that for the case of DNA
adsorbed on mica, the system could be considered as an isotropic distribution of binding
sites, and the DNA segments can shift from site to site without a preferential direction
determined by the surface structure. The distance between charged sites on mica should
be 0.5 nm (Hansma and Laney, 1996; Nishimura et al., 1994, 1995). It seems plausible
that this is dense enough to allow a DNA phosphate to shift from one site to another
without imposing significant strain on the rest of the molecule.

The quest for thermodynamic data obtained from conformational fluctuations of single
molecules in real-time requires the ergodicity of the system (see Section VI,C). A sample
constituted of a single molecule is also the maximally homogeneous specimen that can
be obtained, and dynamic behaviors that are different from one molecule to the other
can be picked up during the observation [as could be the case for RNA polymerase
(Davenport et al., 2000)]. Such classes of different behaviors would be lost in a method
that deals with a large population of molecules. Processes like DNA transcription have
already been followed by SFM (Kasas et al., 1997); transcription pausing and arrest
could be studied by SFM in solution on single molecules having both a structural and a
kinetic characterization at the same time.

Surface-bound enzymatic systems are very common in biology: true two-dimensional
enzyme factories work on biological membranes and take advantage of the reduced
dimensionality of the system. It is very likely that a good deal of the future work in
scanning force microscopy will be devoted to surface structural biology and enzymology.

D. DNA–Protein Interaction on Stage

Many applications of the SFM in solutions have already appeared in the literature in
the last few years. Besides the exciting observation of RNA polymerase moving on a
DNA template (Bustamante et al., 1999; Guthold et al., 1999; Kasas et al., 1997), the
complexes between DNA and photolyase have been observed (van Noort et al., 1998).
The effects on nuclease digestion have been observed in real-time (Bezanilla et al., 1994).
The structure of chromatin has been imaged in solution (for example, on glass, in the
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absence of divalent cations) and SFM studies of the dynamics of chromatin fibers may
be on their way (Bustamante et al., 1997; Fritzsche et al., 1995).

V. DNA Manipulation with the SFM: The Controlled Dissection
of DNA

To produce an image of a nano-object, the AFM scans a solid probe in its proximity.
A probe that touches a macromolecule has the potential of doing much more than simply
imaging it. There already are several examples in the literature where peculiar SFM
probes, or particular motions applied to the probe, function as nanoscalpels, a nano-
brooms, nanotweezers, or other similar tools (Baur et al., 1997; Ramachandran et al.,
1998, and references therein).

A. Dissection of Single Molecules

From the very beginning of SFM of DNA, the researchers realized that the DNA was
easy to damage if the imaging conditions were not perfect for imaging. By scanning only
one line of the sample with an increased imaging force, researchers could cut the DNA
double chain and see the incision, often a wide gap in the molecule (Hansma, Vesenka
et al., 1992; Henderson, 1992; Vesenka et al., 1992; Yang et al., 1996).

The novel potentiality of the SFM to image DNA dynamics in solution was em-
ployed in our laboratory to experiment with DNA dissection in solution (Samorı̀, 1998).
Always working in solution allows the DNA to stay in its native conformation, so that
it can still be subjected to enzymatic reactions. SFM-induced dissection can be used for
physically mapping the DNA: a section of interest can first be localized with the SFM
in its imaging mode (or coupling the SFM with optical or confocal microscopes); then it
can be abstracted with opportune techniques and handled as desired. In the experiment
presented in Fig. 4, a single hydrated DNA molecule is precisely cut at a single point by
increasing the force applied by the scanning probe. The cut produced after the first frame
creates a linear double-stranded DNA molecule from a previously circular one. If the
imaging conditions are completely under control, the mobility of the DNA molecules on
the mica surface can be opportunely tuned (see Section IV,B). As shown in Fig. 4, after
being cut, the new linear DNA molecule rearranges on the surface on which it is weakly
bound. As time passes, thermal motion drives a conformational transition in which the
DNA molecule starts from the initial conformation at zero end-to-end distance and then
assumes states with increasing end-to-end distance (see the frames after the first). The
mobility on the surface controls the kinetics of the transition, but it is the probe-induced
cut that starts it when the operator wants. The same probe is used not only to image the
scene before and after the incision but also to make the incision and start the confor-
mational rearrangement. After a survey of a large portion of the surface, the operator
chooses which molecule he/she wants to subject to the strand cut; the other molecule
in the time sequence (the coiled one in the lower part of the frames) was not subjected
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Fig. 4 Single-molecule microsurgery performed with the SFM probe on a DNA molecule in fluid. The probe
induces a single cut in the molecule on the top of the first frame at t = 0. The molecules are adsorbed under
conditions that do not prevent them from diffusing two-dimensionally; thus, the newly created linear molecule
starts opening after the cut. The supercoiled molecule in the bottom part of the time-sequence frames had
not been cut and it maintains its shape unaltered, except for diffusional motions. Reproduced with permission
from Samorı̀, B. (1998). Stretching, tearing, and dissecting single molecules of DNA. Angew. Chem. Int. Ed.
37(16), 2198–2200, courtesy of Wiley–VCH.

to any dissection and it maintained its shape during the entire lapse of the sequence.
Since it shares the same portion of surface of the relaxed molecule that is cut, the coiled
molecule experiences the same conditions of adhesion on the surface; thus, it appears
blurred when the other molecule is also blurred (since they both are weakly bound).

The success rate of these experiments is still low. Often the increase of applied force
that is necessary to cut a DNA molecule is enough to ruin the SFM probe, for instance,
by making it pick up something from the surface. The resulting loss of resolution is
sometimes enough to prevent further imaging.

The reported experiment is really the inverse path of a DNA cyclization experiment
(Crothers et al., 1992), and many useful pieces of information could be gathered on
DNA by the careful study of the kinetics of the process. The advantage with respect to
solution cyclization experiments is that the high-resolution structure of the molecules
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can be studied at the same time, and the sequence elements responsible for the conforma-
tional change can be easily pinpointed. A similar experiment was modeled for circular
oligopeptides (Steinberg, 1994).

B. The Ablation of Fragments of DNA

A further step forward on the road to single-molecule analysis and DNA nanotechnol-
ogy is the possibility of using the SFM tip as either a nanopipette or a nano-tweezer and
abstracting one carefully selected piece of DNA from a population of available fragments
that have been adsorbed on a surface. The chosen fragment could already be the result
of previous nanotechnological operations, such as a probe-induced cuts. The fragment
withdrawn from the surface could then be subjected to PCR or other molecular biological
techniques, after having been solubilized again. This single-molecule biochemistry is
not the optimistic forecast for the future improvement of probe technologies. Xu and
Ikai (1998) already obtained a fine control over the adhesion of DNA to the SFM probe,
so that adhesion could be “switched on and off ” to image DNA and then attach it strongly
to the tip and remove it from the surface. Xu and Ikai then successfully subjected the
resuspended DNA molecule to PCR to amplify it.

These types of experiments were also performed on chromosomes (Heckl, 1998;
Thalhammer et al., 1997), from which the probe could scrape fragments of DNA from
locations chosen during the imaging phase of the experiment (also with the aid of other
imaging techniques) (Thalhammer et al., 1997).

VI. The Study of DNA Conformations and Mechanics:
Curvature and Flexibility

Many biophysical techniques are presently available to study the physical chemistry
of nucleic acids. Among the EM studies of DNA, a certain number of studies were obvi-
ously devoted to the investigation of DNA’s physical characteristics, such as elasticity or
intrinsic curvature (Bettini et al., 1980; Frontali et al., 1979, 1988; Joanicot and Revet,
1987; Muzard et al., 1990). The emergence of the SFM gave new impulse to these studies
due to the simplicity of preparing DNA spreads for the SFM and to the higher biological
relevance of observing a partially or completely hydrated specimen (with respect to the
vacuum-dehydrated ones) without the need of any staining or any coating that could
alter the properties of the nucleic acids. In the past few years, cryo-electron microscopy
(cryo-EM) has become a new and interesting method for biophysical chemistry measure-
ments. Some very interesting studies were performed, taking advantage of the cryo-EM
three-dimensional imaging of macromolecules in solution to study nucleic acids (Adrian
et al., 1990; Bednar et al., 1995; Dubochet et al., 1992; Dustin et al., 1991; Furrer
et al., 1997). Some concerns have been raised in the past about the validity of cryo-EM
data: some authors fear that the very low temperatures used in freezing can force the
molecules into unusual conformations, that the evaporation of the thin layer of solution
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in the moments preceding vitrification could uncontrollably increase the salt concentra-
tions, and that the vitrified layer could still be too thin and force molecules into unusual
conformations due to the presence of the nearby interfaces (Gebe et al., 1996).

A. Global Measures of DNA Curvature and Flexibility

A number of experimental techniques can measure observables dependent on the
global conformation of DNA molecules and gather physicochemical data from them.
For instance, in DNA cyclization experiments, the global conformation of the molecule
causes an increased or reduced probability that the two ends of a molecule could come
together properly to enable ring closure. In hydrodynamic techniques, the global shape
of a molecule determines its behavior when subjected to a flow. For DNA, all these global
characters are determined by the base sequence and consequently by the composition of
the local conformations along the contour of a molecule.

The microscopy determinations of the global shape of DNA molecules have relied on
the distance of the ends (eed ) after the molecules have been adsorbed on a flat substrate
(Bettini et al., 1980). Such an observable is related to the global shape and condensation
state of the population of molecules. The statistical physics of polymers can relate this
observable not only to the solution state of DNA but also to other observables measurable
with different techniques. The statistical values of the eed can be rationalized in terms of
the mean intrinsic curvature or flexibility of DNA, and comparisons between the results
of different sequences can single out the differential effect of short sequences or of other
factors, such as self-avoiding effects. The shortcoming of this approach is that local
effects are spread out over the entire length of the molecule, and the longer the molecule,
the more difficult it is to pick up the origin of a “perturbation.” Theoretical efforts have
been devoted to squeezing out most of the information contained in a global parameter,
such as the eed, and localize, for instance, single pronounced curvatures (Rivetti et al.,
1998). These types of determinations have also been performed with the SFM and have
the advantage of being able to accurately control both the environmental conditions and
the adhesion to the substrate to obtain thermodynamically relevant data (Rivetti et al.,
1996, 1998). Most of the interesting data on the flexibility and curvature of DNA have
been obtained for particular DNA molecules with tracts of anomalous flexibility, due to
the facility of studying the differential behavior with respect to a “standard” DNA.

B. A More Local Approach to DNA Curvature and Flexibility

If complex and multiple local contributions can compose, add, or cancel out to give
the mean conformation of a DNA molecule, and the effect of a single tract of sequence is,
at the very least, blurred over a long molecule, then the most natural direction for a study
would be to make it local, i.e., exploit the high-resolution imaging capabilities of the
electron and the probe microscopes. Using the transmission electron microscope, Muzard
and collaborators mapped the local curvatures on the segments of pBR322 double-
stranded DNA (Muzard et al., 1990). What they found was in accordance with other well-
established techniques that localized significant curvatures along that DNA sequence.



17. SFM of Single DNA Molecules 381

The SFM makes this type of experiment even easier to perform. The molecules are
supposed to be in a more biologically relevant environment, and the specimen prepa-
ration is easier with SFM than with EM. If operating under stable conditions, the SFM
can record images automatically, so that several hundred high-resolution images can be
collected in a day.

The resolution of the micrographs is an issue to be considered for the conformational
analyses. The length scale of DNA curvature is that of the double-helical turn, since the
origin of curvature is frequently the phased composition of small base-step contributions.
The best spatial resolution routinely attained with the SFM operating on DNA is in the
order of nanometers, so it seems that one can effectively study the local curvature of
DNA with the SFM. A DNA molecule is usually considered a very rigid polymer, but
on the scale of the thermal fluctuations, a long DNA molecule is truly a quite flexible
chain. A kilobase-sized DNA molecule enjoys a relatively high conformational free-
dom and can assume a surprising variety of shapes, apparently unrelated to the intrinsic
curvature directed by its sequence (see Fig. 5), thanks to a high number of almost negli-
gible angular deflections from the minimum energy states. It is only from the statistical
analysis of the shapes that the intrinsic curvature of DNA can be obtained from a set
of molecule conformation profiles derived from the micrographs. If the molecules are
thermodynamically equilibrated on the surface, the conformational data should reliably
give information about the intrinsic curvature.

The results shown in Figure 6 are from the analysis of the profiles of more than
2000 double-stranded DNA molecules (Zuccheri et al., 2001). We constructed long
palindromic dimers of DNA by joining two segments in either the head-to-head or the
tail-to-tail configuration. We cut the 937-bp fragment between the EcoR V and the Pst I
sites in pBR322 and dimerized it around either site to get an EcoR V–EcoR V and a

Fig. 5 A sampling of the conformational variability of the 1874-bp dimeric molecules deposited on mica
and imaged with the SFM after dehydration (EcoR V–Pst I–EcoR V dimers in this figure).
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Fig. 6 Diagrams of the position-dependent curvature of the 1874-bp dimeric molecules. (A) Averaged exper-
imental curvature profile (solid line) and experimental curvature standard deviation profile (off-scale, dashed
line) for more than 1000 Pst I–EcoR V–Pst I dimers. In this configuration, the significant curvatures are expected
and found in the central part of the molecules. The standard deviation profile shows the modulations of the
standard deviations that seem to correlate with the magnitude of the curvatures. (B) Symmetrized averaged ex-
perimental curvature profile (solid line) and computed theoretical curvature profile (off-scale, thin dashed line)
for more than 1000 EcoR V–Pst I–EcoR V dimers. The plot has been symmetrized to double the data on each
half of the molecule and to compare to the inherently symmetric computed curvature (thin dashed line). The
significant curvatures are found near the ends of the molecules as expected, and their location matches the
computational prediction very well.

Pst I–Pst I dimer. We have chosen this region since it comprises regions of both high
curvature and low curvature, as determined experimentally (Muzard et al., 1990). The
EcoR V–EcoR V dimer should display significant curvatures near its ends, while in
the Pst I–Pst I dimer, the same curvatures should be located in the central portion. The
contour length distributions of the imaged molecules is shown in Fig. 7; their average
length is very close to that of the theoretical B-DNA and, as expected, it is very similar
between the two populations. From this result, we conclude that no significant B-to-A
transition seems to have occurred in our depositions. Analyses of the angular distri-
butions on the populations [with the methods described also by Rivetti et al. (1996)]
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Fig. 7 Distributions of the contour lengths of the populations of dimeric molecules (whose curvature is
reported in Fig. 6). The solid gray vertical lines are the average contour lengths, the dashed vertical lines are
the theoretical contour lengths for a 1874-bp ds-DNA in the A form (the lower) or in the B form (the higher).
Molecules longer than the B form might be the result of errors in the determination of the length or possibly
of local overstretching of the DNA.

demonstrated that the data come from an equilibrated and complete population of ad-
sorbed molecules.

Having thus verified the validity of the data set, we computed the curvature of the DNA
molecules. All the traces of the molecular profiles were divided into an equal number of
segments of equal length. The angles between adjacent segments were computed and ave-
raged with the angles from the other molecules to give a plot of the position-dependent
average curvature. The curvature value is algebraic, having defined as positive the angles
between segments, where the second segment is rotated counterclockwise with respect
to the first. The binary symmetry of the molecule helps to avoid a constant problem in
microscopy of DNA: the orientational uncertainty. No one can tell the beginning from
the end of a DNA molecule imaged by EM or SFM, just because they lack any distinctive
feature. In the past, the beginning and the end of a sequence had been identified as a
result of properly introduced tags. With a biotin–streptavidin bond, a bulky protein was
bound to the only biotinylated end of a DNA molecule (Theveny and Revet, 1987). The
problem with this approach is that the conformation of the tagged end could be altered
by the presence of a bulky object. Furthermore, if we are interested in the dynamics
of the DNA molecule, the different composition of one of the ends is very likely to
impart a different mobility to that terminus, especially if the molecule is adsorbed on
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a surface. It sometimes occurs that proteins bind strongly to the surfaces: the tagged
end could act as an anchor for the DNA molecule. As can be seen from the traces in
Fig. 6, the curvature profile resulting from the averaging of approximately 1000 molecules
is quite symmetric, as expected from the symmetry in the DNA sequence. It could be
expected that the profile will turn out symmetric even if the sequence of the DNA, and
so the physical properties, were not symmetric. The operator who records the profiles
of the molecules (in a semiautomatic way (Rivetti et al., 1996)) cannot distinguish the
ends of the molecules, so he/she chooses each terminus at the initial 50% of the time.
Summing up the average curvature plots of two such subpopulations, a symmetric plot
would result, even if the two plots were not symmetric. The difference from what we
obtained is that neither the positions nor the magnitude of the curvature peaks would
make any sense. The number of peaks would generally be doubled. As also shown in
Fig. 6, the positions of the peaks we obtained match very well that which can be pre-
dicted by computational methods derived from experimental data (Anselmi et al., 1999;
Shpigelman et al., 1993) and it is also is in agreement with experimental data on the
same DNA (Muzard et al., 1990). The advantage of using the symmetric molecules is
that no labels are necessary to distinguish the ends, and a direct correlation of the base
sequence with the position on the molecule can be made. The binary symmetry practi-
cally doubles up the data about the structure of one of the dimerized fragments, so it is
justifiable to make the plots symmetric by summing one-half with the other and using
only this symmetrized curvature plot.

These curvature profiles demonstrate that the SFM can be used to directly evaluate
the intrinsic curvature of a natural “random” sequence of DNA, without the need of any
comparison with other DNA fragments of either known curvature or tracts of reference
curvature. The surprising structural variability of the studied long DNA molecules is the
result of their flexibility. The sequence-dependent flexibility of DNA is a very interesting
subject on which there are many contradictory opinions (Crothers, 1998). The origin of
curvature and its coupling with flexibility are not yet clear. We are proposing a new
experimental technique to directly investigate the sequence-related DNA flexibility, by
studying the local conformation of DNA. In a population of molecular shapes, the stan-
dard deviation of the local molecular curvature is a measure of flexibility. In Fig. 6, we
also report the experimental averaged profile of the standard deviation of DNA curvature:
the plot represents the local modulations of flexibility along a generally flexible chain.
This plot is also symmetric. The correlation of the differential flexibility with curvature
is such that highly curved parts seem to also be very flexible. This result might be in
disagreement with some of the results obtained from X-ray diffraction, which seem to
associate chain rigidity with the sequence elements which are also primarily responsible
for DNA curvature (Crothers, 1998; and references therein.)

C. Ergodicity in SFM Studies of DNA

The ergodic principle also applies to the SFM imaging of DNA. The ensemble of
the profiles of all the molecules with a given sequence at a given time is statistically
identical to the ensemble of the profiles assumed with time by only one single molecule
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with the same sequence. We have seen that the sequence-directed mechanical properties
of a DNA chain can be extracted from the profiles of a sample of molecules. Provided
that this ensemble of molecules are sufficiently large and that they are well equilibrated
on mica, these properties are equivalent to those we can obtain from the ensemble of
profiles of only one molecule thermally fluctuating for a period of time long enough
to allow it to sample all its conformational space. To reach the latter condition, the
observation in fluid of a relatively well-adsorbed molecule must be protracted for a very
long time. Alternatively, the molecule must be very mobile on the surface under the
conditions of observation. An SFM experiment usually lies somewhere in between these
two cases, for an experiment cannot be protracted for too long, and adsorption must
be strong enough to enable the observation. Meaningful data can be still gathered if the
ensemble is not ergodic (Diau et al., 1998), for example, information about transient
scarcely populated states coming from an incomplete statistical redistribution in the
conformational space of the process under investigation. Natural selection may rely
on nonergodic paths and single-molecule experiments are crucial for exploring these
paths.

VII. An Interesting Issue: The Shape of Supercoiled DNA

In the early days of SFM of DNA, plasmids were chosen as specimens because they
were easily recognizable in the images, and all the doubts about possible SFM artifacts
could be erased with one image. Being circular is not the only virtue of plasmids:
all the molecules have the same sequence and length, and they can be obtained in
large quantities with simple and cheap protocols that can be followed by any normally
equipped biology lab. However, there is more to plasmids than this. In their native state,
plasmids are supercoiled, as all natural ds-DNA is. Supercoiling turns out to be a very
important biological phenomenon and relevant for a number of processes (Bates and
Maxwell, 1993); for example, supercoiling has a tremendous effect on the shape and
the compaction of DNA molecules. Supercoiling, which originates from a topological
constriction (generally from the underwinding of the two DNA chains), translates into
geometric effects. The twisting and writhing of the chains in space are altered. Referring
the readers to the many good sources of information about DNA supercoiling (Bates and
Maxwell, 1993; Boles et al., 1990; Calladine and Drew, 1992; Cozzarelli et al., 1990;
Vologodskii, 1992; White, 1989), we only need to state that free supercoiled DNA in
solution is expected to have an interwound shape, named “plectonemic,” that can be
explained (and modeled) considering the DNA as an elastic chain.

A. Is All DNA Relaxed? Salt and Surface Effects

The physiologic supercoiling of DNA is constant in the cell. DNA has a native su-
perhelical density of −0.03 to −0.09 (Vologodskii, 1992). This means that pBR322, a
4.4-kbp plasmid, could have a linking deficit of 25, of which at least 75% is expected
to be allocated to the writhing of the helical axis. The helical axis should cross over
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itself approximately 18 times on average. When not complexed with proteins (like in
nucleosomes), the supercoiled DNA should be in the interwound form, which is called
“plectonemic.”

What is almost constantly found in the SFM literature is the imaging of DNA plasmids
that simply do not appear plectonemic, even if the authors describe them as supercoiled.
Among other researchers, we have seen and reported plasmids that appeared too loosely
coiled for their native superhelical density. A comparison between theoretical and com-
putational evaluations would also suggest that plasmids with a native superhelical density
should be significantly more coiled under the conditions of SFM imaging (Vologodskii,
1992; Vologodskii and Cozzarelli, 1994). The shape of supercoiled plasmids in SFM
images is often very open, with only one or two apparent crossovers. Sometimes it is dif-
ficult to distinguish the loosely coiled plasmids from the relaxed plasmids that can have
“random flops,” especially if they are very long. At times, strange looking supercoiled
plasmids have been presented. The superhelical density should be spread homogeneously
along the entire length of the molecule, where no extended sections have a significantly
looser appearance. On the contrary, many reports show plasmids with apparently highly
coiled sections and other sections which are completely loose (Pope et al., 2000). It is our
understanding that this could be due to local condensation conditions, which can drive
some strand-to-strand contacts not only due to supercoiling. Under the conditions of
DNA deposition and dehydration adopted for SFM imaging, some condensation could
occur, especially if enabled by the superhelical tension. These conditions could even
drive the molecules toward unnatural shapes. A seriously limited number of EM studies
demonstrate nicely interwound plectonemic plasmids; among them, the cryo-EM studies
demonstrate the nicest ones (Adrian et al., 1990). As mentioned earlier, the cryo-EM pic-
tures generated much criticism (Gebe et al., 1996). Theoretical evaluations suggest that
the motivation of the highly coiled forms is due to the very low temperature equilibration
of the plasmids (Gebe et al., 1996). Evidence is building toward the idea that under the
normal conditions of imaging the observed shapes are normally fairly loose. If the ionic
strength of the solution to deposit is very high, then the deposited plasmids can appear
as highly coiled. A good example is that of Lyubchenko and Shlyakhtenko (1997), who
produced very nice images by depositing on AP-mica a plasmid solution with a very
high concentration of NaCl. Supercoiled plasmids deposited on freshly cleaved mica are
normally loosely coiled, unless uranyl-acetate is used in the dehydration phase to pre-
serve the structure of the molecules (Cherny et al., 1998; F. Nagami et al., unpublished
results). In this case (see Fig. 8), the plasmids can be highly coiled, and it is very easy
to distinguish between relaxed and supercoiled plasmids in which case, the statistical
evaluation of the two populations is very similar to the quantitative analysis by agarose
gel electrophoresis. On the other hand, in a few cases, very coiled plasmids were imaged
at low ionic strength on either freshly cleaved mica or oxidized silicon (Hansma et al.,
1996; Yoshimura et al., 2000).

Under high ionic strength conditions, plasmids are extremely coiled and can be seen
as coiled on the surfaces especially if the experimental conditions (AP-mica or uranyl
acetate) can limit their mobility before the ionic conditions are changed (e.g., in a rinsing
step). Uranyl acetate might have the dual role of limiting the mobility and increasing the
ionic strength. (Not all salts would work in this way.)
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Fig. 8 SFM image of plasmid DNA deposited on freshly cleaved mica and dehydrated from a solution
containing uranyl acetate. Highly supercoiled, completely relaxed, and fragmented linear DNA molecules
are very easy to distinguish from the images under these conditions. Courtesy of Fuji Nagami (F. Nagami,
G. Zuccheri, B. Samorı̀, and R. Kuroda (2002). Time-lapse imaging of conformational changes in supercoiled
DNA by scanning force microscopy. Anal. Biochem. 300, 170–176).

Thus, why are the same plasmids so loosely coiled under conditions that should still
preserve their coiling? We presently believe that the electrostatic interactions with the
surface and the statistical effects of being confined in a very thin layer of solution strongly
increase the intramolecular strand-to-strand repulsion. The electrostatic repulsion should
keep the DNA strands apart, and thus uncoil them, except in the presence of a high con-
centration of salt that screens the charges. The natural partition of a linking deficit in DNA
between writhing and twisting of the chain might be altered in favor of twisting under
these conditions. We are not aware of computer simulations that consider these factors
to determine the partition of supercoiling under strongly spatially confined conditions.

A partial B-to-A transition has been known to occur on DNA on the surface of mica
(see Section III,E). Under these conditions, the superhelical tension should be greatly
reduced (Krylov et al., 1990) and might help to bring the supercoiled DNA to a low
state of coiling. It appears to us that the shape of supercoiled DNA evidenced from
SFM images could be the result of multiple factors and further evidences are awaited to
completely clarify the issue.

Imaging supercoiled DNA in fluid at high ionic strength seems to be the only safe
method to have nice plectonemic DNA on freshly cleaved mica under completely con-
trolled conditions and without the aid of extraneous molecules. To image plectonemic
DNA in air, strongly adhesive surfaces (like AP-mica) need to be coupled to the high-
ionic-strength environment. Nicked plasmids appear open on freshly cleaved mica since
they have the mobility to respond to the high electrostatic repulsion between strands.
This same repulsion that opens them up like circles is also responsible for the self-
avoiding that causes DNA strands to never overlap if imaged on mica under nontrapping
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conditions (Rivetti et al., 1996). When imaged under trapping conditions, supercoiled
DNA might appear more nicely plectonemic. Unfortunately, under the same conditions,
nicked plasmids might display many chain crossovers, due to their random adsorption and
trapping on the surface (such as for the many rosette-like shapes shown by Lyubchenko
and Shlyakhlenko, 1997), and they will be more difficult to visualize and characterize.

VIII. Conclusions and Perspectives

After several years of SFM experiments on DNA, there are many questions that micro-
scopists would still like to answer. Newer techniques and instruments are still emerging,
often from the close collaboration of chemists and biologists with physicists. Newer
technologies and interdisciplinary approaches will certainly expand the knowledge on
the structure and behavior of DNA in the following years.

A. SFM Single-Molecule Stretching Experiments on DNA: Only a Brief Note
on a Booming Issue

The last few years have seen the emergence of force spectroscopy as a new field of
research. Using several kinds of force transducers, measured small forces can be applied
to properly selected parts of a molecule in order to study its behavior and the forces
that hold its structure together. The SFM cantilever is one of the most frequently used
force transducers for force spectroscopy. Many groups are already working in SFM force
spectroscopy of DNA, studying the forces that not only keep the double helix together
but also might determine its behavior in the interaction with proteins or other molecules
(Clausen-Schaumann et al., 2000; Lee et al., 1994; Noy et al., 1997; Strunz et al., 2000;
Strunz et al., 1999).

B. The Structure of ss-DNA

Relatively few SFM studies have been done on single-stranded nucleic acids. Some
possible reasons are the variability, complexity, and fragility of their structures. Recent
studies have shown that some useful information can also be gathered from single-
stranded DNA (Zuccheri et al., 2000). It can be easily predicted that some of the numerous
interesting questions regarding single-stranded DNA and RNA will find answers as a
result of SFM studies.
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