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Dedication to Ivano Bertini

Ivano Bertini passed away untimely on July 7, 2012, at the age of 71. With him the
Bioinorganic Community lost one of its giants. Ivano left his traces all the way from
Inorganic Chemistry through Magnetic Resonance and Biochemistry to the Medical
Sciences with more than 650 papers. He and his group in Florence, known for their
pioneering NMR work, solved over 150 protein structures. Thanks to his enthusiasm,
driving personality, and the way he viewed international relationships, he was
initiator and cofounder of the International Conferences on Bioinorganic Chemistry
(ICBICs), the European Biological Inorganic Chemistry Conferences (EuroBICs),
the Eurasia Conferences on Chemical Sciences (EuAsC2S), the European
Conferences on Chemistry for Life Sciences (ECCLS), the Chianti Workshops, and
more. [vano was also one of the founders of the Society for Biological Inorganic
Chemistry (SBIC) and the first Editor of the Journal of Biological Inorganic Chemistry



vi

(JBIC). To name just a few of his initiatives and impacts, which last but not least
included also the foundation of CERM, the Magnetic Resonance Center of the
University of Florence.

This volume Metallomics and the Cell is devoted to Ivano, who coauthored
Chapter 1 of this book, and who was fascinated by the “omics” sciences and the
possibilities they offer for understanding life. It is thus no surprise to read in the
mentioned chapter ...” It is the duty of the bioinorganic chemistry community to
convince funding agencies that the research on metallomes and metallomics deserves
attention” and support. He was a true protagonist of new ideas!

There is no way to list here all the achievements of Ivano Bertini and therefore, we
simply close by saying: THANK YOU, Ivano, for what you did for us, the chemical
sciences and the scientific community in general — you will never be forgotten!

Sesto Fiorentino (Florence), Italy Lucia Banci
Basel, Switzerland Astrid Sigel
Basel, Switzerland Helmut Sigel

Ziirich, Switzerland Roland K.O. Sigel



Historical Development and Perspectives
of the Series

Metal Ions in Life Sciences*

It is an old wisdom that metals are indispensable for life. Indeed, several of them,
like sodium, potassium, and calcium, are easily discovered in living matter. However,
the role of metals and their impact on life remained largely hidden until inorganic
chemistry and coordination chemistry experienced a pronounced revival in the
1950s. The experimental and theoretical tools created in this period and their appli-
cation to biochemical problems led to the development of the field or discipline now
known as Bioinorganic Chemistry, Inorganic Biochemistry, or more recently also
often addressed as Biological Inorganic Chemistry.

By 1970 Bioinorganic Chemistry was established and further promoted by the
book series Metal lons in Biological Systems founded in 1973 (edited by H.S., who
was soon joined by A.S.) and published by Marcel Dekker, Inc., New York, for
more than 30 years. After this company ceased to be a family endeavor and its
acquisition by another company, we decided, after having edited 44 volumes of the
MIBS series (the last two together with R.K.O.S.) to launch a new and broader
minded series to cover today’s needs in the Life Sciences. Therefore, the Sigels new
series is entitled

Metal Ions in Life Sciences.

After publication of the first four volumes (2006-2008) with John Wiley & Sons,
Ltd., Chichester, UK, and the next five volumes (2009-2011) with the Royal Society
of Chemistry, Cambridge, UK, we are happy to join forces now in this still new
endeavor with Springer Science & Business Media B.V., Dordrecht, The Netherlands;
a most experienced Publisher in the Sciences.

*Reproduced with some alterations by permission of John Wiley & Sons, Ltd., Chichester, UK
(copyright 2006) from pages v and vi of Volume 1 of the series Metal Ions in Life Sciences (MILS-1).

vii



viii Historical Development and Perspectives of the Series

The development of Biological Inorganic Chemistry during the past 40 years
was and still is driven by several factors; among these are (i) the attempts to reveal
the interplay between metal ions and peptides, nucleotides, hormones or vitamins,
etc., (ii) the efforts regarding the understanding of accumulation, transport, metabo-
lism and toxicity of metal ions, (iii) the development and application of metal-based
drugs, (iv) biomimetic syntheses with the aim to understand biological processes as
well as to create efficient catalysts, (v) the determination of high-resolution structures
of proteins, nucleic acids, and other biomolecules, (vi) the utilization of powerful
spectros-copic tools allowing studies of structures and dynamics, and (vii), more
recently, the widespread use of macromolecular engineering to create new biologi-
cally relevant structures at will. All this and more is and will be reflected in the
volumes of the series Metal lons in Life Sciences.

The importance of metal ions to the vital functions of living organisms, hence, to
their health and well-being, is nowadays well accepted. However, in spite of all the
progress made, we are still only at the brink of understanding these processes.
Therefore, the series Metal lons in Life Sciences will endeavor to link coordination
chemistry and biochemistry in their widest sense. Despite the evident expectation
that a great deal of future outstanding discoveries will be made in the interdisciplinary
areas of science, there are still “language” barriers between the historically separate
spheres of chemistry, biology, medicine, and physics. Thus, it is one of the aims of
this series to catalyze mutual “understanding”.

It is our hope that Metal Ions in Life Sciences proves a stimulus for new activities
in the fascinating “field” of Biological Inorganic Chemistry. If so, it will well serve
its purpose and be a rewarding result for the efforts spent by the authors.

Astrid Sigel and Helmut Sigel
Department of Chemistry, Inorganic Chemistry,
University of Basel, CH-4056 Basel, Switzerland

Roland K.O. Sigel
Institute of Inorganic Chemistry,
Unversity of Ziirich, CH-8057 Ziirich, Switzerland

October 2005,
October 2008,
and August 2011



Preface to Volume 12

Metallomics and the Cell

In this volume of the Metal lons in Life Sciences series a broad and complete coverage
of the “omics” approach to the field of metal ions in biological systems is presented
and discussed in a cellular context, i.e., in the frame of a cell or of living systems,
underlining the complexity of the interactions between living systems and inorganic
elements.

In Chapter 1 general concepts are elaborated and the definition of the metallome
is provided, as the ensemble of all the biomolecules in a system which bind a given
metal ion or an inorganic element in general, or are affected by that element. The
metallome is therefore a dynamic property which depends on the conditions of the
system. Metallomics is the systematic study of a metallome and of the functional
connections and interactions of the metal ion with the genome, proteome, metabo-
lome, and other biomolecules in an organism. The role of bioinformatics and infor-
mation technology are also discussed, and this knowledge framed in a cellular
context. The need of this perspective is required in order to describe the functional
processes. The ultimate goal of reaching a systems biology vision from the know-
ledge of the interlinks and connections among the various pathways and processes
involving metal ions in the cell is discussed.

Chapter 2 presents an overview of the most suitable methods for the analysis of
metal distributions in a cell, and how this distribution is affected by the cellular
status and conditions.

In the following, from Chapter 3 through 15, the metallome relative to various
metal ions is described, limited to the essential metal ions for at least one domain
of life. So the chapters encompass sodium and potassium and range to magnesium,
calcium, and then to manganese, iron, cobalt, nickel, copper, zinc, as well as molyb-
denum and tungsten. When needed and/or enough knowledge is available, the metal-
lome description has been subdivided based on the type of organism, i.e., bacteria and
eukaryotic ones, as well on the type of cofactors, e.g., heme for iron. An overview
of the most relevant biomolecules (mostly proteins) functionally interacting with

ix



X Preface to Volume 12

each of the selected metal ions is provided for the analyzed metals, together with
data on their metal binding mode, structural and functional properties, and cellular
localization.

Finally, Chapter 16 presents recent work on comparative genome analysis,
through bioinformatics tools, with respect to metal-dependent proteins and metal
utilization in general. This type of analysis provides insights on the evolution of the
metal utilization, and on the general features of metal handling by organisms in the
various domains of life. The distribution and relevance of each individual metal ion
along evolution is also evaluated, analyzed, and presented.

Lucia Banci

CERM and Department of Chemistry
University of Florence

1-50019 Sesto Fiorentino (Florence)
Italy
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Chapter 1
Metallomics and the Cell: Some Definitions
and General Comments

Lucia Banci and Ivano Bertini
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Abstract In this chapter we aim at underlining the complexity of the interactions
between living systems and inorganic elements. Attempts are made to move this
field towards an “omics” approach through bioinfomatics and information technology.
The metallome can be defined as the ensemble of all the biomolecules in a system
which bind a given metal ion or an inorganic element at broad, or are affected by
that element. A number of subsets of a metallome can then be defined based on the
nature of the biomolecules interacting with the metal ions and the inorganic
elements in general. The most relevant and most studied subset is the metallopro-
teome. This field now needs to be framed in a cellular context. The interlinks and
connections among the various pathways and processes involving metal ions in the
cell have to be described in an integrated way so to reach a systems biology vision.
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1 Introduction

In the year 1995 Craig Venter and coworkers sequenced the first genome, that of
Haemophilus influenzae [1]. A new era started. In the year 2000 the human genome
was sequenced [2,3]. The US President and the British Prime Minister met to
discuss the consequences in terms of intellectual property and bioethical problems.
Thereafter, projects of structural genomics started in various countries worldwide
with the goal of determining the 3D structure of the products of genomes. Already
in 2005, funding agencies implemented postgenomic programs and finally, the old
term Systems Biology was reused in the new frame of modeling an entire system
with the structural, thermodynamic, and kinetic information regarding all the players
of a system, as identified from the knowledge of the genome [4].

As a consequence of these developments, the study of expression of the genes
became a must, and thus proteomics and transcriptomics florished. Then the
realization that some bases of DNA could be modified as a result of exposure to
environmental factors prompted the epigenomics development. Finally, the com-
plete coverage of the metabolites of an organism initiated the field of metabolomics.
This new approach, collectively referred to as “omics” approach, completely
changed the methods and ways to study biological molecules and their interactions
and functional processes.

The word “omics” does not have a unique origin and meaning but now it is
accepted to mean the coverage and study of a complete ensemble of biological enti-
ties, e.g., of genes, proteins, metabolites, etc. A complete ensemble is full of informa-
tion, which goes beyond the sum of the single entities. Indeed, knowledge at the
“omics” level provides, for an organism, the knowledge of all metabolic pathways
and allows comparisons and correlations among them and among various organisms.
The amount of data obtained from experimental analyses is increasing exponentially,
and requires the organization and curation of databases and of tools for data brows-
ing, analysis, and comparison. Bioinformatics is more and more an essential tool for
any research in the field of Life Science with an “omics” approach.

Of course, metal ions are part of this world, but have rarely been conjugated with
the omics world. Bioinorganic chemistry has tended to characterize the structure
and function of metalloproteins, to design and study metal-based drugs, and to study
single aspects, such as synthesizing models of metal binding sites in biomolecules.
And this has consequences on our contribution to the development of science and
on our position with respect to the frontiers of science.

In the frame of the genomic revolution, first, and of the other “omics” sciences
later, we need to introduce metal ions (or bioinorganic chemistry) to the “omics”
world. And for this the new “omics” field, metallomics and metallome, have been
proposed and established. A shared definition of metallome is difficult to reach by
itself, for the special complexity of the matter. Indeed, the definition of “metallome”
is still an open question and extensive debate is on going [5—10]. Metals in the
metallome could, at a first glance, be taken as the inorganic elements which interact
with living systems. According to this definition, most metals enter this pool. Other
inorganic elements could also be taken into account, such as selenium, phospho-
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rus, iodine, etc. Of all these inorganic elements, some are necessary for life, i.e.,
they are essential elements, some are toxic, some could be used for metal-based
drugs, and some occur only in traces. The metallome therefore deals with the
molecular mechanisms and the metabolic pathways of metal-dependent life pro-
cesses and the entirety of metals and inorganic species at broad in cells and in living
organisms, and metallomics is related to the study of these aspects.

Metallomics addresses various aspects and components, such as metal-induced
proteomic and metabolomic profiles and their metal-dependent alterations.
Therefore, the concept of the metallome is expansive, and is generally subdivided
in various classes, depending on the nature of the biomolecules interacting with the
metal ion or the inorganic element. The most common subset is that of the metal-
loproteome, i.e., the complete set of proteins or the subset of the proteome that
interacts or is affected by a metal ion. Also the extracellular metal ions need to be
taken into account, as well as their interactions with extracellular biomolecules and
cellular receptors on the cell surface. Metal-based drugs interact with a subset of all
biomolecules at the cellular and extracellular levels. These interactions obviously
affect the metabolic pathways which need to be understood in order to have a com-
plete picture of the metallome in a living organism.

The aim of this volume is to present a critical and detailed analysis of the cellular
location, role and function of metal ions and the proteins and biomolecules they are
bound to, in an “omics” perspective, i.e., a comprehensive and complete (as much
as possible) coverage of the metal-related biomolecules, in a cellular context, by
taking into account the compartment(s) of the metal-binding biomolecules and of
the process(es) in which they are involved. These two pieces of information are the
basis on which, through their integration, a description of processes at the system
level can be elaborated. Indeed, in order to describe and understand the various
cellular processes and metabolic pathways involving metal ions, we need to know
not only all the players involved in a process, but also how the processes intercon-
nect, and therefore, are affected, by one another.

The following chapters in this volume of the Metal Ions in Life Sciences series
enlighten connections between different metal ions, their metabolism, and how the
various metal ion homeostasis affect each other, towards a systems biology description
of the metal handling by living organisms.

2 The “Omics” Perspective

The goal is now to frame the chemistry and biology of metal ions in an omics
perspective. In this context, the omics perspective is defined as a view of the ensem-
bles of metal ions and other inorganic elements in living organisms, i.e., the metal-
lome. The term “metallome” was initially proposed by R. J. P. Williams, who
defined it as “an element distribution” in a cell [11]. The first question is therefore,
already addressed: How do we define a metallome? The concept of metallome goes
beyond its links to the genome and the proteome, as indeed all the molecules in a
system which bind a given metal ion or an inorganic element at broad, or are affected
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by that element, should be taken into account. Therefore, the metallome is dynamic,
as it is affected by changes in living organisms, such as changes in the metabolome
and/or in the proteome. From this definition it is clear that we can define a metal-
lome for each metal ion or inorganic element, even if they do not exist in isolation but
are tightly interlinked and affected by one another (see later).

Most of the studies reported up to now, and also most of what is reported and
discussed in the following chapters, is devoted to metalloproteomes, i.e., the
ensemble of proteins which bind a specific metal ion. A following question is then,
whether and how it is possible to define the metalloproteome for each metal for
each living organism? There have been attempts on some bacteria to define, at the
proteomic level, the metalloproteome of some, most relevant metal ions [7,12—-14].
However, the problem is that any experimental approach is limited in one aspect or
another because they are affected by experimental and/or accidental variability due
to the environment, sample conditions, sensitivity of the approach, detectability
levels of the experiments, and so on [7,9,10]. Outcomes of experimental analyses
can be affected by both false positive and false negative results. Among the experi-
mental problems, one is related to the metalation status of a given protein in vitro
or in heterologous cells. This experimental condition could lead to the acquisition
of the wrong metal as, outside the correct cellular environment, selection for metal
binding by a biomolecule is simply driven by the highest affinity. Also challenging
is the maintainance of non-denaturating conditions throughout the entire duration
of the experiment.

On the other hand, if we learn from the other omics, a fundamental role is played
by bioinformatics. Browsing databases such as those of genomes, proteomic data,
interactomics, protein structures, and so on, is indeed an invaluable source of infor-
mation. Of course, the data archived there come from experiments which must be
properly controlled. This is one of the reasons for investing efforts in defining stan-
dard operating procedures and ontologies, i.e., a standard and unified definition of
nomenclature. The best source of data for the analysis of metal-binding biomole-
cules is the Protein Data Bank (PDB). Most of the attempts to define the ensembles
of the metal-binding proteins indeed started from the PDB, possibly after a reevalu-
ation and analysis of the data. The PDB, particularly after the structural genomics
projets, is enough representative of all metalloproteins, and starts to structurally
cover a significant part of the proteomes and of the fold types. Thus, the PDB can
constitute an effective starting point for the analysis of metalloproteomes. From the
identification of the metal coordination environment in the PDB, metal binding pat-
terns, which can include also residues in the sorrounding of the metal-binding resi-
dues, can be identified in the gene sequence [15]. By combining this knowledge
with metal-binding domain classification, as defined in the Pfam library, which
identifies protein domains classified as potential metal-binding domains [16], com-
plete genomes can be screened for potential metal-binding protein sequences. From
this type of analysis we have learned that the use of the various metal ions differs
among the various species and the various kingdoms of life. It appears that the share
of the proteome that binds zinc, i.e., the number of zinc-binding proteins with
respect to the total number of proteins, steadily increases from bacteria to archaea to
eukaryotes, and, among them, with the complexity of the organism, humans being
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the largest of these organisms [17,18]. The opposite is true for other metal ions, such
as iron [19,20] and manganese [21].

From this type of analysis we can also learn how many metalloproteins are
enzymes, and how they work. Indeed, exploiting a bioinformatic approach, a data-
base has been developed for metalloenzymes, Metal-MACIE [22], which reports
also on the mechanism of action of the enzymes. So, we learn that about half of the
known enzymatic reactions involve metal ions, and that 13 different metal ions,
even with quite different levels of occurrence, are involved in catalysis. The metal
ion present in the largest set of enzymes is magnesium, although it is often loosely
interacting with phosphate-containing molecules such as ATP and with nucleic
acids, followed by zinc and iron. In terms of types of catalytic reactions, magne-
sium, calcium, zinc, and manganese are mostly used for substrate activation and
electrostatic stabilization, iron and copper are present as redox centers. Cobalt and
molydenum perform their function in association with organic cofactors.

Contributions to the description of the involvement of metal ions in biological
processes can also come from the analysis of large datasets derived from experi-
mental proteomics or DNA or RNA levels as a function of the addiction or restric-
tion of a given metal ion [12,23,24]. Obviously, through this type of analysis all
proteins involved in pathways and networks requiring one or more metal-binding
proteins are altered, and therefore the knowledge on the metalloproteome, or of its
interaction with nucleic acids, is neither direct nor simple.

From all these types of studies, we can make comparative genetics or genomics
analyses and try to compare the whole metalloproteome from one living organism
with another [25]. The omic approach also allows researchers to develop general
criteria for correlations between sequences and the metal-binding ability of the pro-
tein scaffold and to propose evolution patterns regarding binding and functions of
metal ions [21,25,26]. Indeed, metal specificity for proteins and other biomolecules
has been influenced during evolution by metal availability in the environment and in
the habitat and by living conditions, such as anaerobic environments versus aerobic
atmosphere [21,27]. Some functions and proteins evolved to adapt to the new
environment and are now performed by different protein scaffolds and different
metal ions with respect to ancient times [28,29].

However, while through these approaches, a broad, somehow complete, picture
is available for the metalloproteomes, the situation is worse for the rest of the metal-
lome, i.e., all the other molecules which interact with metal ions in living systems.
In this context, we have to address processes and pathways, such as trafficking of
metal ions into, out, and within the cell. Are there small ligands which accompany
metal ions through membranes? Is there a pool of metal ions in the matrix of mito-
chondria? Metal ions are either necessary or toxic and even used as drugs. What are
the selection rules both for essential metal ions and for trace metal ions? How is
metal regulation performed by metal sensors? Too many data are still missing regarding
expression and regulation of proteins involved in metal trafficking, and too many
questions are still without answer. It appears that the omics perspective for metal
ions is quite broad and fragmented and requires many more reflection: This is why
several chapters here start with “metallome” and eventually end with “metalloproteome”.



6 Banci and Bertini
3 The “Cellular” Perspective

The cellular perspective in molecular studies is a frontier field which is not limited
to metal ions. The cell is a complex entity that a “classical” bioinorganic chemist
may not fully appreciate. In a cell there are many compartments and organelles,
which are dynamic entities. So cellular organization is not something static. Within
this frame, metal ions need to enter the cell and to move from one compartment or
organelle to another, in most cases after binding to proteins, essentially all expressed
in the nucleus. Mechanisms are now discovered for these trafficking processes
which are organelle-specific [30]. For mitochondria, for example, metal carrier
proteins are often unfolded in order to pass a membrane, then they fold to be trapped
in a given compartment [31-34].

Metal selectivity is an essential aspect for life. Thermodynamically, following
the Irving-Williams series for divalent metal ions [35], copper and zinc form the
most stable complexes with respect to the other divalent metal ions. So, in an ideal,
isolated solution, all the biomolecules, if presented with equal amounts of metal
ions, would preferentially bind copper or zinc. However, in real life, metal uptake
occurs in cells, where kinetic factors can concur with thermodynamics for the selec-
tion of a particular reaction and where different compartments provide different
levels of metal availability, as well as the presence of other necessary molecules,
thus favoring the binding of the right metal to the right biomolecule.

Furthermore, metal transfer from a protein to its partner occurs through an asso-
ciative mechanism (Figure 1), so molecular recognition between the two interacting
biomolecules is fundamental to the correct route of metal handling and to the selec-
tivity of metal uptake, preventing the binding of the wrong metal ion to the wrong
biomolecule [36,37]. It has been also shown that the cellular compartment where
protein folding and metal uptake occur, which defines the availability of metal ions,
can overcome the opposite, “incorrect” thermodynamic properties [30]. To achieve
these thightly controlled metal levels in the various cellular compartments, living
organisms have developed complex systems of metal importers, metal exporters, and
metal sensors which maintain the correct metal homeostasis [38].

¥ 2 -€d

Protein Am:‘
Figure 1 Copper transfer from a donor to an acceptor protein occurs through an associative mech-
anism: The coordination by ligands of the acceptor protein weakens the interaction with the accep-
tor, thus leading to the metal transfer. Protein-protein recognition occurs only in the presence of the
metal ion and is modulated by a fine tuning of the interactions between the two proteins facing
surfaces.
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Experimental tools have been developed and are under development to characterize,
at atomic resolution, the metal distribution in cells and the processes involving metal
ions [9,10]. For example, fluorescent probes and correlative microscopy have pro-
vided valuable data on the localization of metalloproteins during their maturation
from unfolded polypetide to the complete metalloproteins [39—41]. Synchrotrones
are developing beam lines optimized to detect specific metal ions in cellular organ-
elles [42-45]. In-cell NMR is also exploited to monitor metal uptake processes and
their effects on the protein properties directly in living cells [46]. This is a very
difficult challenge, which requires overexpression of the proteins of interest, possi-
bly in homologous cells, to overcome sensitivity problems, and major advance-
ments in NMR methodology.

4 Towards Systems Biology

Systems biology aims at describing the functional processes of biological systems
based on the knowledge of their molecular constituents, their patterns of interac-
tions, and the thermodynamics and kinetics parameters of the processes. Systems
biology, therefore, requires the integration of various types of knowledge at the
“omics” level, i.e., genome-, proteome-, and transcriptome-wide data, which pro-
vide a potentially complete list of the molecular components of a given organism,
with data on the mode, pattern and properties of their interactions, and with infor-
mation on their cellular localization. Processes can be localized to a single cellular
compartment or can occur within more than one. So, in order to have a complete
description of the system, all these cellular aspects need to be taken into account.
When we have all the players, i.e., all the biomolecules, we can locate them in their
cellular context.

A systems-wide approach is clearly needed for the comprehension of the mecha-
nisms exploited by cells to overcome the simple coordinating properties and
affinities of biomolecules for metal ions, so to place the correct metal to the correct
biomolecule at the correct time in the cell life cycle. Too few studies are available
with this approach and within this perspective to elaborate a comprehensive descrip-
tion of metal-dependent processes. The need of this type of approach is evident
from the few studies where metallochaperones or other metal-binding proteins have
been systematically knocked out. The results showed that several proteins and pro-
cesses are affected, thus indicating the interlinks among the various processes,
which therefore cannot meaningfully be studied in isolation [24,47,48].

For the metal transport processes, several studies have addressed the issue of
protein-protein recognition. One protein carries the metal ion and delivers it to a
partner through molecular recognition, as the metal transfer occurs through an asso-
ciative mechanism. Of course, the transfer is thermodynamically allowed but may
not be favored. The affinity constants of copper for a large number of copper pro-
teins have been determined in conditions of pH, ionic strength, presence of small
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ligands, and redox conditions so to match as closely as possible the physiological
ones, and in a consistent, coherent way that they can be meaningfully compared
[49]. From these values, we learn that the processes of copper transfer are driven by
gradients in affinity between the metal transporters and the metal-receiving pro-
teins. But it is the kinetics of the process which determines its occurrence. From a
molecular characterization of these metal transfer processes, it appears that the
protein-protein interaction is metal-mediated, as already anticipated. This means
that the two proteins interact only when the metal is coordinated and that they inter-
act with each other through the metal ion, which shares ligands from the two proteins.
Metal transfer occurs with an associative process where the metal-receiving protein
invades the coordination sphere of the metal-transporting protein, weakens the latter
bonds, thus inducing the transfer of the metal ion (Figure 1).

A large share of copper transport proteins coordinates the metal ion through
cysteine ligands which have to be in the reduced state in order to bind the metal.
A number of proteins, depending on the cellular compartment where the metal
transfer process takes place, are responsible for maintaining the metal-transporting
proteins in the reduced, functional state. This indicates that these copper transport
processes are interconnected with those modulating the cellular redox properties
and therefore they need to be taken into account simultaneously to the copper transfer
process. Also, some of the copper-transporting proteins have a different folding
state depending on the cellular compartment. Reaching the correct fold requires
other players and other pathways. Among the various systems, we have shown that
in the inter membrane space (IMS) of mitochondria, copper is delivered to cyto-
chrome c oxidase (CcO), the terminal oxidase of the respiratory chain, through a
series of transfers from Cox17 to Scol/Sco2, to subunit II of CcO [50-57]. Cox17,
which contains three cysteine pairs, two structural ones and one for copper binding,
is unfolded in the cytoplasm but acquires a CHCH fold in the IMS, through interac-
tion and oxidation of the two structural cysteine pairs by the oxidoreductase Mia40
[58]. Only folded Cox17 is able to bind copper and to transfer it to its partner pro-
teins. After Cox17 oxidation, Mia40 is reduced and therefore needs to transfer
the extra electrons to acquire again its functional state. This occurs through reduc-
tion of its partner ALR, which in turn transfers electrons to cytochrome ¢ [59-61].
The latter also exchanges electrons with CcO, thus indicating how several processes
are interlinked with each other and cannot be analyzed isolated and independently
from one another (Figure 2).

Furthermore, import and transport of a given metal ion, and the regulation of these
processes, can be interlinked and dependent on the homeostasis processes of another
metal ion. This is clearly evident for iron and copper. Iron import in the cell is strictly
copper-dependent, as iron is imported in the 3+ oxidation state and, to reach it, it is
oxidized by a multicopper oxidase (ceruloplasmin in humans and Fet3 in yeast).
Consistently with these tight links, the copper chaperones to the multicopper oxidase
are regulated in the nucleus by iron-binding proteins [62,63]. This is an example
which indicates that not only biomolecules interacting with a metal ion cannot be
studied in isolation, thus requiring a description at the metallome level, but also that
the metallome of one given element is interlinked with that of another one.
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Mitochondria

InterMembrane Space

Cu(l)Cox17

Figure 2 A schematic representation of the connection between the copper incorporation process
in the CuA site of CcO (from Cox17 to Scol/2 to CuA) and that responsible for Cox17 import
in the IMS and its oxidation and folding. Cox17 is reduced in the cytoplasm. Once entered in the
IMS, it interacts with Mia40 oxidizing it, thus inducing Cox17 folding and its trapping in the IMS.
Cox17 then binds copper(I) and transfers it to CcO through Scol/2 and Cox11. On another route,
Mia40, which is now reduced, is oxidized back to its functional state through a series of redox
reactions with ALR, cytochrome ¢, to CcO.

5 Concluding Remarks

The discussed interactions and interconnections among the metallomes of various
metal ions make our field of research even more exciting and intriguing. It is the duty
of the bioinorganic chemistry community to convince funding agencies that the
research on metallomes and metallomics deserves attention as any frontier field of
research.

Abbreviations

ALR augmenter of liver regeneration
ATP adenosine 5'-triphosphate
CcO cytochrome ¢ oxidase
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CHCH coil-helix-coil-helix fold
IMS inter-membrane space
Mia40 mitochondrial import and assembly

Metal- MACiE  Metal Mechanism, Annotation and Classification in Enzymes
PDB Protein Data Bank

References

1. R. D. Fleischmann, M. D. Adams, O. White, R. A. Clayton, E. F. Kirkness, A. R. Kerlavage,
C. J. Bult, J. F. Tomb, B. A. Dougherty, J. M. Merrick, K. McKenney, G. G. Sutton,
W. FitzHugh, C. Fields, J. D. Gocayne, J. Scott, R. Shirley, L.-I. Liu, J. C. Venter, Science
1995, 269, 496-512.

2. E. S. Lander, L. M. Linton, B. Birren, C. Nusbaum, M. C. Zody, J. Baldwin, K. Devon,
K. Dewar, M. Doyle, W. FitzHugh, R. Funke, D. Gage, K. Harris, A. Heaford, J. Howland,
L. Kann, J. Lehoczky, R. Levine, P. McEwan, K. McKernan, J. Meldrim, J. P. Mesirov,
C. Miranda, W. Morris, J. Naylor, C. Raymond, M. Rosetti, R. Santos, A. Sheridan, C. Sougnez,
N. Stange-Thomann, N. Stojanovic, A. Subramanian, D. Wyman, J. Rogers, J. Sulston,
R. Ainscough, S. Beck, D. Bentley, J. Burton, C. Clee, N. Carter, A. Coulson, R. Deadman,
P. Deloukas, A. Dunham, I. Dunham, R. Durbin, L. French, D. Graftham, S. Gregory,
T. Hubbard, S. Humphray, A. Hunt, M. Jones, C. Lloyd, A. McMurray, L. Matthews, S. Mercer,
S. Milne, J. C. Mullikin, A. Mungall, R. Plumb, M. Ross, R. Shownkeen, S. Sims, R. H. Waterston,
R. K. Wilson, L. W. Hillier, J. D. McPherson, M. A. Marra, E. R. Mardis, L. A. Fulton,
A. T. Chinwalla, K. H. Pepin, W. R. Gish, S. L. Chissoe, M. C. Wendl, K. D. Delehaunty,
T. L. Miner, A. Delehaunty, J. B. Kramer, L. L. Cook, R. S. Fulton, D. L. Johnson, P. J. Minx,
S. W. Clifton, T. Hawkins, E. Branscomb, P. Predki, P. Richardson, S. Wenning, T. Slezak,
N. Doggett, J. F. Cheng, A. Olsen, S. Lucas, C. Elkin, E. Uberbacher, M. Frazier, R. A. Gibbs,
D. M. Muzny, S. E. Scherer, J. B. Bouck, E. J. Sodergren, K. C. Worley, C. M. Rives, J. H. Gorrell,
M. L. Metzker, S. L. Naylor, R. S. Kucherlapati, D. L. Nelson, G. M. Weinstock, Y. Sakaki,
A. Fujiyama, M. Hattori, T. Yada, A. Toyoda, T. Itoh, C. Kawagoe, H. Watanabe, Y. Totoki,
T. Taylor, J. Weissenbach, R. Heilig, W. Saurin, F. Artiguenave, P. Brottier, T. Bruls, E. Pelletier,
C. Robert, P. Wincker, A. Rosenthal, M. Platzer, G. Nyakatura, S. Taudien, A. Rump, H. M. Yang,
J. Yu, J. Wang, G. Y. Huang, J. Gu, L. Hood, L. Rowen, A. Madan, S. Z. Qin, R. W. Davis,
N. A. Federspiel, A. P. Abola, M. J. Proctor, R. M. Myers, J. Schmutz, M. Dickson,
J. Grimwood, D. R. Cox, M. V. Olson, R. Kaul, C. Raymond, N. Shimizu, K. Kawasaki,
S. Minoshima, G. A. Evans, M. Athanasiou, R. Schultz, B. A. Roe, F. Chen, H. Q. Pan, J. Ramser,
H. Lehrach, R. Reinhardt, W. R. McCombie, M. de la Bastide, N. Dedhia, H. Blocker,
K. Hornischer, G. Nordsiek, R. Agarwala, L. Aravind, J. A. Bailey, A. Bateman, S. Batzoglou,
E. Birney, P. Bork, D. G. Brown, C. B. Burge, L. Cerutti, H. C. Chen, D. Church, M. Clamp,
R. R. Copley, T. Doerks, S. R. Eddy, E. E. Eichler, T. S. Furey, J. Galagan, J. G. R. Gilbert,
C. Harmon, Y. Hayashizaki, D. Haussler, H. Hermjakob, K. Hokamp, W. H. Jang, L. S. Johnson,
T. A. Jones, S. Kasif, A. Kaspryzk, S. Kennedy, W. J. Kent, P. Kitts, E. V. Koonin, I. Korf,
D. Kulp, D. Lancet, T. M. Lowe, A. McLysaght, T. Mikkelsen, J. V. Moran, N. Mulder, V. J. Pollara,
C. P. Ponting, G. Schuler, J. R. Schultz, G. Slater, A. F. A. Smit, E. Stupka, J. Szustakowki,
D. Thierry-Mieg, J. Thierry-Mieg, L. Wagner, J. Wallis, R. Wheeler, A. Williams, Y. I. Wolf,
K.H. Wolfe, S.P. Yang, R. F. Yeh, E Collins, M. S. Guyer, J. Peterson, A. Felsenfeld, K. A. Wetterstrand,
A. Patrinos, M. J. Morgan, Nature 2001, 409, 860-921.

3. J. C. Venter, M. D. Adams, E. W. Myers, P. W. Li, R. J. Mural, G. G. Sutton, H. O. Smith,
M. Yandell, C. A. Evans, R. A. Holt, J. D. Gocayne, P. Amanatides, R. M. Ballew, D. H. Huson,
J.R. Wortman, Q. Zhang, C. D. Kodira, X. H. Zheng, L. Chen, M. Skupski, G. Subramanian,
P. D. Thomas, J. Zhang, G. L. Gabor Miklos, C. Nelson, S. Broder, A. G. Clark, J. Nadeau,



1

15.
16.

17.
18.
19.
20.

Metallomics and the Cell: Some Definitions and General Comments 11

V. A. McKusick, N. Zinder, A.J. Levine, R. J. Roberts, M. Simon, C. Slayman, M. Hunkapiller,
R. Bolanos, A. Delcher, I. Dew, D. Fasulo, M. Flanigan, L. Florea, A. Halpern, S. Hannenhalli,
S. Kravitz, S. Levy, C. Mobarry, K. Reinert, K. Remington, J. Abu-Threideh, E. Beasley,
K. Biddick, V. Bonazzi, R. Brandon, M. Cargill, I. Chandramouliswaran, R. Charlab,
K. Chaturvedi, Z. Deng, V. Di Francesco, P. Dunn, K. Eilbeck, C. Evangelista, A. E. Gabrielian,
W. Gan, W. Ge, FE. Gong, Z. Gu, P. Guan, T. J. Heiman, M. E. Higgins, R. R. Ji, Z. Ke, K. A. Ketchum,
Z.Lai, Y. Lei, Z. Li, J.Li, Y. Liang, X. Lin, F. Lu, G. V. Merkulov, N. Milshina, H. M. Moore,
A. K. Naik, V. A. Narayan, B. Neelam, D. Nusskern, D. B. Rusch, S. Salzberg, W. Shao,
B. Shue, J. Sun, Z. Wang, A. Wang, X. Wang, J. Wang, M.Wei, R. Wides, C. Xiao, C. Yan, A. Yao,
J. Ye, M. Zhan, W. Zhang, H. Zhang, Q. Zhao, L. Zheng, F. Zhong, W. Zhong, S. Zhu, S. Zhao,
D. Gilbert, S. Baumhueter, G. Spier, C. Carter, A. Cravchik, T. Woodage, F. Ali, H. An, A. Awe,
D. Baldwin, H. Baden, M. Barnstead, I. Barrow, K. Beeson, D. Busam, A. Carver, A., Center,
M. L. Cheng, L. Curry, S. Danaher, L. Davenport, R. Desilets, S. Dietz, K. Dodson, L. Doup,
S. Ferriera, N. Garg, A. Gluecksmann, B. Hart, J. Haynes, C. Haynes, C. Heiner, S. Hladun,
D. Hostin, J. Houck, T. Howland, C. Ibegwam, J. Johnson, F. Kalush, L. Kline, S. Koduru,
A. Love, F. Mann, D. May, S. McCawley, T. McIntosh, I. McMullen, M. Moy, L. Moy, B. Murphy,
K. Nelson, C. Pfannkoch, E. Pratts, V. Puri, H. Qureshi, M. Reardon, R. Rodriguez, Y. H. Rogers,
D. Romblad, B. Ruhfel, R. Scott, C. Sitter, M. Smallwood, E. Stewart, R. Strong, E. Suh,
R. Thomas, N. N. Tint, S. Tse, C.Vech, G. Wang, J. Wetter, S. Williams, M. Williams, S. Windsor,
E. Winn-Deen, K. Wolfe, J. Zaveri, K. Zaveri, J. F. Abril, R. Guigo, M. J. Campbell, K. V. Sjolander,
B. Karlak, A. Kejariwal, H. Mi, B. Lazareva, T. Hatton, A. Narechania, K. Diemer,
A. Muruganujan, N. Guo, S. Sato, V. Bafna, S. Istrail, R. Lippert, R. Schwartz, B. Walenz,
S. Yooseph, D. Allen, A. Basu, J. Baxendale, L. Blick, M. Caminha, J. Carnes-Stine, P. Caulk,
Y. H. Chiang, M. Coyne, C. Dahlke, A. Mays, M. Dombroski, M. Donnelly, D. Ely,
S. Esparham, C. Fosler, H. Gire, S. Glanowski, K. Glasser, A. Glodek, M. Gorokhov, K. Graham,
B. Gropman, M. Harris, J. Heil, S. Henderson, J. Hoover, D. Jennings, C. Jordan, J. Jordan,
J. Kasha, L. Kagan, C. Kraft, A. Levitsky, M. Lewis, X. Liu, J. Lopez, D. Ma, W. Majoros,
J. McDaniel, S. Murphy, M. Newman, T. Nguyen, N. Nguyen, M. Nodell, S. Pan, J. Peck,
M. Peterson, W. Rowe, R. Sanders, J. Scott, M. Simpson, T. Smith, A. Sprague, T. Stockwell,
R. Turner, E. Venter, M. Wang, M. Wen, D. Wu, M. Wu, A. Xia, A. Zandieh, X. Zhu, Science
2001, 291, 1305-1351.

. T. Ideker, T. Galitski, L. Hood, Annu. Rev. Genomics Hum.Genet. 2001, 2, 343-372.

. H. Haraguchi, J. Anal. At. Spectrom. 2004, 19, 5-14.

. J. Lopez-Barea, J. L. Gomez-Ariza, Proteomics 2006, 6, Suppl 1, S51-S62.

. W. Shi, M. R. Chance, Cell Mol. Life Sci. 2008, 65, 3040-3048.

. D. W. Koppenaal, G. M. Hieftje, J. Anal. At. Spectrom. 2007, 22, 855-855

. S. Mounicou, J. Szpunar, R. Lobinski, Chem. Soc. Rev.s 2009, 38, 1119-1138.

. H. Sun, Z.-F. Chai, Annu. Rep. Prog. Chem.: Inorg. Chem. 2010, 106, 20-38.

. R. J. P. Williams, Coord. Chem. Rev. 2001, 583, 216-217.

. A. M. Sevcenco, M. W. H. Pinkse, H. T. Wolterbeek, P. D. E. M. Verhaert, W. R. Hagen, P. L.

Hagedoorn, Metallomics 2011, 3, 1324-1330.

. W. Shi, M. R. Chance, Curr. Opin. Chem. Biol. 2011, 15, 144—-148.
. A. Cvetkovic, A. L. Menon, M. P. Thorgersen, J. W. Scott, F. L. Poole, F. E. Jenney, Jr., W. A.

Lancaster, J. L. Praissman, S. Shanmukh, B. J. Vaccaro, S. A. Trauger, E. Kalisiak, J. V. Apon,
G. Siuzdak, S. M. Yannone, J. A. Tainer, M. W. Adams, Nature 2010, 466, 779-782.

C. Andreini, I. Bertini, A. Rosato, Bioinformatics 2004, 20, 1373-1380.

R. D. Finn, J. Mistry, B. Schuster-Bockler, S. Griffiths-Jones, V. Hollich, T. Lassmann, S. Moxon,
M. Marshall, A. Khanna, R. Durbin, S. R. Eddy, E. L. Sonnhammer, A. Bateman, Nucleic
Acids Res. 2006, 34, D247-D251.

C. Andreini, L. Banci, I. Bertini, A. Rosato, J. Proteome Res. 2006, 5, 196-201.

C. Andreini, L. Banci, I. Bertini, A. Rosato, J. Proteome Res. 2006, 5, 3173-3178.

1. Bertini, G. Cavallaro, J. Biol. Inorg. Chem. 2008, 13, 3—14.

C. Andreini, L. Banci, I. Bertini, S. Elmi, A. Rosato, Proteins-Structure Function and
Bioinformatics 2007, 67, 317-324.



12

21

22.

23.
24.

25.
26.

27.
28.
29.

31.
32.
33.
34.
35.
36.
37.

38.
39.
40.
41.

42.

43

44.
45.

46.
47.
48.
49.
50.
51.
52.
53.
54.
55.

56.
57.

Banci and Bertini

. C. L. Dupont, S. Yang, B. Palenik, P. E. Bourne, Proc. Natl. Acad. Sci. USA 2006, 103,
17822-17827.

C. Andreini, I. Bertini, G. Cavallaro, G. L. Holliday, J. M. Thornton, J. Biol. Inorg. Chem.
2008, /3, 1205-1218.

J. Szpunar, Anal. Bioanal. Chem. 2004, 378, 54-56.

L. Banci, I. Bertini, S. Ciofi-Baffoni, A. D’Alessandro, D. Jaiswal, V. Marzano, S. Neri,
M. Ronci, A. Urbani, J. Proteomics 2011, 74, 2522-2535.

I. Bertini, L. Decaria, R. J. P. Williams, Metallomics 2010, 2, 706-709.

A. Y. Mulkidjanian, A. Y. Bychkov, D. V. Dibrova, M. Y. Galperin, E. V. Koonin, Proc. Natl.
Acad. Sci. USA 2012, 109, E821-E830.

K. J. Waldron, N. J. Robinson, Nat. Rev. Microbiol. 2009, 7, 25-35.

M. H. Saier, Jr., R. Tam, A. Reizer, J. Reizer, Mol. Microbiol. 1994, 11, 841-847.

A. Anton, C. Grosse, J. Reissman, T. Probyl, D. H. Nies, J. Bacteriol. 1999, 181, 6876-6881.
. S. Tottey, K. J. Waldron, S. J. Firbank, B. Reale, C. Bessant, K. Sato, T. R. Cheek, J. Gray,
M. J. Banfield, C. Dennison, N. J. Robinson, Nature 2008, 455, 1138-1142.

L. Banci, I. Bertini, F. Cantini, S. Ciofi-Baffoni, Cell. Mol. Life Sci. 2010, 67, 2563-2589.

A. Atkinson, D. R. Winge, Chem. Rev. 2009, 109, 4708-4721.

P. A. Cobine, F. Pierrel, D. R. Winge, Biochim. Biophys. Acta 2006, 1763, 759-772.

W. Neupert, J. M. Herrmann, Annu. Rev. Biochem. 2007, 76, 723-749.

H. Irving, R. J. P. Williams, Nature 1948, 162, 746-747.

L. Banci, I. Bertini, K. S. McGreevy, A. Rosato, Nat. Prod. Rep. 2010, 27, 695-710.

L. Banci, I. Bertini, F. Cantini, I. C. Felli, L. Gonnelli, N. Hadjiliadis, R. Pierattelli, A. Rosato,
P. Voulgaris, Nat. Chem. Biol. 2006, 2, 367-368.

K. J. Waldron, J. C. Rutherford, D. Ford, N. J. Robinson, Nature 2009, 460, 823-830.

T. Terai, T. Nagano, Curr. Opin. Chem. Biol. 2008, 12, 515-521.

D. W. Domaille, E. L. Que, S. J. Chang, Nat. Chem. Biol. 2008, 4, 168—175.

D. O’Malley, in Biophysical Tools for Biologists, Vol. 2: In vivo Techniques, Eds J. J. Correia,
H. W. Detrich, Elsevier Academic Press, Amsterdam, Boston, 2008, pp 95.

R. Ortega, P. Cloetens, G. Deves, A. Carmona, S. Bohic, Plos ONE 2007, 9, €925.

. E. Kosior, S. Bohic, H. Suhonen, R. Ortega, G. Deves, A. Carmona, F. Marchi, J. F. Guillet,
P. Cloetens, J. Struct. Biol. 2012, 177, 239-247.

H. M. Kim, B. R. Cho, Acc. Chem. Res. 2009, 42, 863-872.

L. Yang, R. McRae, M. M. Henary, R. Patel, B. Lai, S. Vogt, C. J. Fahrni, Proc. Natl. Acad. Sci.
USA 2005, 102, 11179-11184.

L. Banci, L. Barbieri, I. Bertini, F. Cantini, E. Luchinat, Plos ONE 2011, 6, e23561.

R. Lill, U. Muhlenhoff, Annu. Rev. Biochem. 2008, 77, 669-700.

S. C. Leary, Antioxid. Redox. Signal. 2010, 13, 1403-1416.

L. Banci, I. Bertini, S. Ciofi-Baffoni, T. Kozyreva, K. Zovo, P. Palumaa, Nature 2010, 465,
645-6438.

L. Banci, I. Bertini, V. Calderone, S. Ciofi-Baffoni, S. Mangani, M. Martinelli, P. Palumaa,
S. Wang, Proc. Natl. Acad. Sci. USA 2006, 103, 8595-8600.

L. Banci, I. Bertini, S. Ciofi-Baffoni, I. Leontari, M. Martinelli, P. Palumaa, R. Sillard,
S. Wang, Proc. Natl. Acad. Sci. USA 2007, 104, 15-20.

L. Banci, L. Bertini, S. Ciofi-Baffoni, T. Hadjiloi, M. Martinelli, P. Palumaa, Proc. Natl. Acad.
Sci. USA 2008, 105, 6803-6808.

L. Banci, I. Bertini, S. Ciofi-Baffoni, R. Boelens, A. M. Bonvin, A. D. J. van Dijk, J. Proteome
Res. 2007, 6, 1530-1539.

Y. C. Horng, S. C. Leary, P. A. Cobine, F. B. Young, G. N. George, E. A. Shoubridge, D. R. Winge,
J. Biol. Chem. 2005, 280, 34113-34122.

A. B. Maxfield, D. N. Heaton, D. R. Winge, J. Biol. Chem. 2004, 279, 5072-5080.

T. Nittis, G. N. George, D. R. Winge, J. Biol. Chem. 2001, 276, 42520-42526.

K. Rigby, P. A. Cobine, O. Khalimonchuk, D. R. Winge, J. Biol. Chem. 2008, 283,
15015-15022.



1 Metallomics and the Cell: Some Definitions and General Comments 13

58. L. Banci, I. Bertini, C. Cefaro, L. Cenacchi, S. Ciofi-Baffoni, I. C. Felli, A. Gallo, L. Gonnelli,
E. Luchinat, D. P. Sideris, K. Tokatlidis, Proc. Natl. Acad. Sci. USA 2010, 107,
20190-20195.

59. L. Banci, L. Bertini, V. Calderone, C. Cefaro, S. Ciofi-Baffoni, A. Gallo, E. Kallergi, E. Lionaki,
C. Pozidis, K. Tokatlidis, Proc. Natl. Acad. Sci. USA 2011, 108, 4811-4816.

60. S. Allen, V. Balabanidou, D. P. Sideris, T. Lisowsky, K. Tokatlidis, J. Mol. Biol. 2005, 353,
937-944.

61. K. Bihlmaier, N. Mesecke, N. Terziyska, M. Bien, K. Hell, J. M. Herrmann, J. Cell Biol. 2007,
179, 389-395.

62. S. J. Lin, R. Pufahl, A. Dancis, T. V. O’Halloran, V. C. Culotta, J. Biol. Chem. 1997, 272,
9215-9220.

63. Y. Yamaguchi-Iwai, R. Stearman, A. Dancis, R. D. Klausner, EMBO J. 1996, 15, 3377-3384.



Chapter 2
Technologies for Detecting Metals in Single Cells

James E. Penner-Hahn

Contents

ABSTRACT ...t

1

5

INTRODUCTION AND SCOPE..............
1.1 General Issues for Metal Detection ............ccccceceeveiinneiiicinnnnne.
1.2 Importance of Single Cell and Spatially Resolved Measurement ..............cccceueuene
1.3 Sample Preparation ...........cceoveieiiiiininienieieieieee ettt
MASS SPECTROMETRY
2.1 Secondary Ion Mass SPECIIOMELIY .......cccouevueiiieiiiiiiiiinieeiisiesie et
2.2 Laser Ablation Mass SPeCtrOMELIY........cccoueruerieieieiriininienienierie et
2.3 Related MethOdS .......c.coiiiiiiiiiiiiiiiiiciee e
24 EXAMPIES...oouiiiiiiiiiiiiieictc ettt
VISIBLE LIGHT
3.1 Design Considerations for Metal-Specific Fluorophores.........c..c.ccocceveevecinincenennens

3.1.1 Metal-Binding EqQUilibria..........cccccoueiiiiiiiiniiiiiiiiiieicceccce,

3.1.2  Other Considerations ........

3.1.3 Exogenous Fluorophores .....

3.1.4 Endogenous Fluorophores
3.2 Two-Photon EXCIAtION ....c.ccveuerieuiirieinieiiieiiieeiecieeesee e
3.3 EXAMPIES...etiiiiiiiiitete ettt ettt
INTRINSIC X-RAY FLUORESCENCE..
4.1 Particle Excitation..........cccoeceevennene.
4.2 X-ray Excitation....
4.3 EXAMPIES...uiiiiiiiiiiicicicct e

4.3.1  Metal SPECIAtION ....eviuiinienieiieiieiieierietetee ettt
CONCLUDING REMARKS AND FUTURE DIRECTIONS

ABBREVIATIONS AND DEFINITIONS ......ccoocoiiiiiiiiiiiiiiciccccc

ACKNOWLEDGMENTS.......ocooiiiiiiiiiiiicc s
REFERENCES .......cooiiiiiiiiii s

J.E. Penner-Hahn (D<)

Departments of Chemistry and Biophysics, University of Michigan,
930 N. University Avenue, Ann Arbor, MI 48109-1055, USA
e-mail: jeph@umich.edu

L. Banci (ed.), Metallomics and the Cell, Metal Ions in Life Sciences 12,
DOI 10.1007/978-94-007-5561-1_2, © Springer Science+Business Media Dordrecht 2013

15



16 Penner-Hahn

Abstract In order to fully understand the metallomics of an organism, it is essential
to know how much metal is present in each cell and, ideally, to know both the spatial
and chemical distributions of each metal (i.e., where within the cell is a metal found,
and in what chemical form). No single technique provides all of this information.
This chapter reviews the various methods that can be used and the strengths and
weaknesses of each.

Keywords fluorophore ¢ laser ablation ® mass spectrometry ¢ nanoprobe ¢ PIXE
* secondary ion ® SIMS ¢ X-ray fluorescence

Please cite as: Met. lons Life Sci. 12 (2013) 15-40

1 Introduction and Scope

The goal of this chapter is to present an overview of the methods that are in common
use for detecting, quantitating, and characterizing metal ions in cells. The ideal tech-
nique would be able to determine the three-dimensional distribution of all of the metal
ions in a cell with molecular resolution and would be able to distinguish between dif-
ferent chemical environments — at a minimum this would involve distinguishing
between free and protein-bound metals, but would ideally include the ability to distin-
guish between the different chemical and/or biological environments of each metal. In
the ideal world, this method would also be non-destructive, allowing measurements to
be made on a single cell over a period of time, following the evolution of the cells’
metallome over a period of time — for example, in response to a toxin or a nutrient, or
as a function of the cell cycle. No single technique can provide all of these capabili-
ties, although each of these ideals is approached by at least one method.

In the short length of this chapter, it is not possible to do justice to even one of
the techniques used for cellular metal detection. Rather, I will attempt to present an
overview of the physical principles behind the three main physical methods that are
used to image and, sometimes, to quantitate metal ions in cells: mass spectrometric
imaging, microscopy coupled to metal-specific fluorophores, and intrinsic X-ray
fluorescence. Importantly, this chapter will also attempt to highlight both the advan-
tages and some of the limitations of the different analytical tools.

Detailed discussion of the various applications of each of these methods is left
for subsequent chapters. In addition, there are a variety of other methods that can be
used for metal analysis that will not be discussed. Classically, metals have long been
identified by colorimetric methods [1]. These rely on the fact that many inorganic
complexes are distinguished by their intense visible absorption spectrum, and indeed
many histochemical methods rely on such changes (see, for example, [2] for a dis-
cussion of various metal-specific histochemical stains). Although useful for study-
ing metal distributions in tissue, these methods do not generally have sufficient
sensitivity for single-cell studies. Similarly, radioactive tracers have long been used
to follow the uptake and distribution of various substances, including trace metals,
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in biological samples (for a list of relevant isotopes, see [2]). One attraction of
radiotracer studies is that they can, at least in principle, be done in vivo. Although
autoradiography has recently been extended to single-cell studies (e.g., [3]), it has not,
to date, been used in studies of cellular-level metal distributions.

1.1 General Issues for Metal Detection

It is impossible to understand in detail the metallome of a cell if you do not have
some way to measure what metals are present in the cell. This can most readily be
accomplished either by converting the metals to ions which can then be counted
using some form of mass spectrometry or by causing the metal to absorb or emit
some sort of light, with emission being much more sensitive. The most useful light
emissions are either in the visible region or in the X-ray region. Since visible
light emission is seldom metal-specific, at least under cellular conditions, visible
light methods generally rely on the presence of a metal-specific fluorophore that
emits light (ideally, light of a specific wavelength) only when the fluorophore is
bound to a particular metal. In contrast, X-ray emission methods generally have
intrinsic metal specificity — the X-ray that is emitted is characteristic of the metal
ion that is present. Emissive methods differ in the way that the metal ion is excited,
but all need some method to create an excited state. It is possible to learn about met-
als using other wavelengths. For example, perturbations of radiowave absorption,
more commonly known as magnetic resonance imaging (MRI), can be used to
localize paramagnetic metals in a sample. However, such techniques do not, at least
at present, have sufficient sensitivity to permit cellular imaging.

The key concerns in any metal detection/imaging scheme are specificity and sen-
sitivity — that is, how do you know that only the metal(s) of interest are being
detected and how much of the metal (and in what chemical form) must be present in
order to be detected. These are discussed below. Other concerns include the achiev-
able spatial resolution (for imaging studies), the ability to compare more than one
metal simultaneously, the ability to study living samples, and the ability to correlate
metal concentrations with other biological properties.

1.2 Importance of Single Cell and Spatially Resolved
Measurement

Until relatively recently, most of the available data for cellular metallomes has been
limited to bulk studies of millions (or more) cells. Such experiments determine how
much metal is present on average in an ensemble of cells and show how metal compo-
sition changes as a function of chemical and/or biological treatment. However, it has
long been known that biological populations are heterogeneous and thus that it is much
better to obtain information about individual cells, rather than settling for average
information [4-6]. Thus, for example, if the average Zn concentration is found to dou-
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ble following a particular treatment, is this because all of the cells have doubled their
Zn, or is it because 10% of the cells have increased their Zn 11-fold while the remaining
cells are unaffected? That is, as with virtually all measurements, the average value
alone provides only part of the story; details of the population distribution are often as
important as the mean value. One of the exciting recent developments in metallome
studies has been the range of new methods that can provide cell-specific metal quantita-
tion, and thus can begin to probe details of the population distribution. For this reason,
the present chapter focused on methods that can be applied to single cells.

In many cases, it is possible to obtain details not only about the cell-specific
metal composition, but also about the subcellular distribution of metals. It is unlikely
that metal ions would be uniformly distributed within a cell and, indeed, where
evidence is available, it seems likely that metal ions are highly compartmentalized.
As with any advance in microscopy, the ability to “see” more has led to better
understanding (and also, often, to new questions). In the case of metallome studies,
the ability to study the distribution of metals across different cellular compartments
and to follow the evolution of intracellular concentration gradients has provided
exciting new insights into the roles played by metals in biology.

1.3 Sample Preparation

Although the focus of this chapter is on the physical principles of metal determination
rather than the details of particular experiments, it is important to note a few details on
sample preparation. The ideal method would require no sample preparation and would
thus permit study of living systems. Some methods do so. Others, particularly those
measurements that are made under vacuum conditions, require some sort of sample
fixation prior to measurement. Although chemical fixation is occasionally used,
cryofixation, in which a sample is cooled very rapidly (perhaps 10° degrees/second) is
often preferred. To achieve such rapid cooling, samples (often living samples) are
plunged into a cryogenic liquid such as liquid propane held at liquid nitrogen tempera-
ture. Freezing in this way generally seems to preserve internal structure [7], including
the location of mobile ions [8], as detected by electron microscopy. In some cases,
samples are vacuum-dehydrated after freezing. This has the advantage of allowing
subsequent measurements to be made at room temperature, but has at least the poten-
tial of disrupting metal distributions. While some techniques (see below) provide
three-dimensional resolution, in others, three-dimensional metal distributions are
determined by preparing thin slices of the frozen sample using a cryomicrotome.

2 Mass Spectrometry

Conceptually, mass spectrometry (MS) is relatively straightforward — one needs
some way to isolate a small portion of sample, some way to ionize the sample,
and some way to separate and detect the resulting ions [9]. Since modern mass



2 Technologies for Detecting Metals in Single Cells 19

spectrometers generally have excellent mass resolution, MS is not only able to
provide unique elemental identification, but even to resolve different isotopes of
each element (a feature that can be useful in, for example, tracer studies of metal
uptake). Given this resolution, there is seldom any question regarding the specificity
of MS measurements. Mass spectrometry has exceptional detection limits, being
able to detect even single ions, and generally has a wide dynamic range, which can
be important for studies of very heterogeneous samples [10]. These mean that MS
generally has good sensitivity, although this depends on the efficiency with which a
sample can be converted into ions. In practice, observed detection limits range from
ug/g to pg/g.

For cellular studies, intense ion or laser beams are the most useful methods for
removing a small amount of sample (see Sections 2.1 and 2.2, respectively), although
other techniques such as electrospray ionization have also been used. Spatial resolu-
tion can be as good as 50 nm for ion beam imaging, while laser beam imaging gener-
ally gives much lower resolution of a few pm to hundreds of pum [11-13]. Although
most studies have been done in probe mode, where the spatial resolution results from
the use of a small probe beam (see Sections 2.1 and 2.2), it is also possible to do MS
in microscope mode using ion optics to image the emitted ions [14].

Much of the recent work on MS imaging has focused on “metabolomics”, where
the emphasis is on identifying intact cellular metabolites. Such studies generally
strive for gentle ionization in order to ensure that the metabolite remains intact. For
metallome studies the focus instead is on energetic ionization methods that remove
metal ions completely from any surrounding protein environment.

2.1 Secondary Ion Mass Spectrometry

In secondary ion mass spectrometry (SIMS), an ion beam strikes the sample. If the
energy of this beam is sufficiently high, it will be able both to eject a portion of the
sample and to ionize and fragment the ejected sample, releasing atoms, molecules,
and molecular fragments. The ions formed in this way are secondary ions, as
distinct from the primary ions that make up the initial beam. Ionization is a
relatively rare process, with most of the ejected material being neutral and thus
undetectable by MS [15].

Since ions are not able to penetrate more than a few monolayers of a sample,
SIMS is inherently surface-sensitive and, for the same reason, requires that mea-
surements be performed in vacuum. Since the material ejection process, known as
“sputtering”, removes a layer of material from the sample, it is possible to do depth
profiling by making successive scans over an area. Although SIMS is a key tool for
surface analysis and is widely used in studies of inorganic materials, it is just now
being adopted for biological samples. This is in part because of the requirement that
SIMS studies be performed under vacuum, thus preventing in vivo studies, but is
perhaps more strongly driven by the fact that until recently there were no commercial
spectrometers for nm-scale SIMS imaging.
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One of the limitations of SIMS is that it can suffer from strong “matrix” effects,
meaning that secondary ion yield can vary by orders of magnitude depending on the
chemical environment, or “matrix”, that contains the metal [13]. Since the ejected
ions need to make their way into the mass spectrometer, SIMS yields can also be
sensitive to the sample “topography” [16]. Finally, since biological samples are gen-
erally insulating, it is possible for the ion beam to cause a build-up of charge on the
sample, interfering with secondary ion ejection and detection. All of these can, in
principle, be addressed experimentally: calibration curves can be prepared by spik-
ing a sample of the same material with known amounts of metal of interest [17]; a
microtome can be used to prepare completely flat samples; and samples can be
treated to avoid charging effects, for example by applying a thin layer of metal to the
surface [18]. Nevertheless, these effects can make it difficult to determine absolute
metal concentrations using SIMS and it is possible that chemical variations within
a cell (e.g., between metal that is tightly bound to a protein and metal that is “free”
in the cytosol) could make certain metal populations effectively invisible to SIMS.

The primary ion beam can be focused electrostatically to a spot size well under
1 um [18], and in some cases as small as 50 nm [9,12,13,18], making SIMS ideal
for imaging subcellular structures. However, since higher spatial resolution comes
at the expense of a smaller volume of ejected ions and thus lower sensitivity, mea-
surements are not always made at the highest possible resolution. For imaging
experiments, the incident ion beam can be rastered across the sample so that there is
no need to change the sample position (this is not the case for most other methods —
the resulting need to physically position samples with high precision can substan-
tially complicate an experiment).

The mass spectrometry field distinguishes between “static” and “dynamic” SIMS
measurements. The former refers to conditions in which the primary ion dose is
kept lower than ~10'3 impacts/cm? [18]. At this dose, less than ~1% of the surface is
impacted and there is, in principle, no change to the surface, hence the name “static”.
At higher doses, the entire surface begins to erode, giving greater fragmentation and
a higher yield of ions but with significant sample damage.

The fact that an entire layer of sample is removed in dynamic SIMS opens the
possibility of depth profiling without the need to cut successive sections using a
microtome. In this approach, successive dynamic SIMS scans across the same area
allow one to sample successively lower areas of the sample. This has worked better
for inorganic materials than for softer biological samples because of the damage
that the ion beam can cause to underlying layers. However, recent work with poly-
atomic ion beams such as C;, have shown better ion ejection and less sample dam-
age for biological samples [16].

Static SIMS would not seem compatible with this sort of depth profiling since,
by definition, in static SIMS there is no significant change in the sample surface.
One variant is to use two ion beams — one for the SIMS measurements (typically a
pulsed beam for TOF-SIMS — see below) and a second high-intensity continuous
beam of, for example, C;, to remove a layer of sample between successive image
measurements [12]. Alternatively, one can use a focused beam of ions directed tan-
gentially to mill off a defined layer of a cell [19] or to do high-resolution sectioning
of a sample [20] between static SIMS measurements.
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The ions produced in SIMS can be resolved in one of two ways. The simplest
is to use a magnetic field to bend the beam of ejected ions. The radius of curvature
depends on the charge/mass ratio (m/q) of an ion and thus by adjusting the posi-
tion of the detector one can tune which m/qg is detected. In this so-called “magnetic
sector” mass spectrometer, the user predetermines which elements, or more pre-
cisely which m/q values, will be detected by selecting the position (or positions)
of the detector(s). This is the method that is used with dynamic SIMS, and the
development of a commercial high-spatial resolution magnetic sector SIMS
instrument (the NanoSIMS from CAMECA) has done much to popularize this
method [9].

In static SIMS the incident ion beam is generally pulsed, permitting use of a
time-of-flight (TOF) mass spectrometer. In TOF, each pulse of secondary ions is
accelerated by an electric field and the time required for the ions to cover a fixed
distance is measured. Since the kinetic energy, and thus the velocity, of each ion
depends on its m/g, time of arrival can be used to determine mass. One of the advan-
tages of TOF measurements is that they permit simultaneous resolution of all of the
ions in a sample. Static TOF-SIMS thus has the advantage of permitting simultane-
ous mapping of not only all of the metal ions in a sample but also other (e.g., organic)
molecular ions that may be helpful in understanding cellular structure. In contrast,
dynamic SIMS is limited to a relatively small number of pre-selected elements, but
gives much better sensitivity and thus allows better spatial resolution [12].

2.2 Laser Ablation Mass Spectrometry

In laser-based methods, an intense laser rather than an ion beam is used to remove
sample material. One common variant involves adding an organic “matrix” to the
sample, with the matrix chosen so that it will strongly absorb the laser light (typically
in the UV), causing a layer of both matrix and sample to be ejected and ionized. This
matrix-assisted laser desorption/ionization, or MALDI, has been widely used in
metabolomic studies because it is a “soft” ionization method and is thus able to cre-
ate large molecular ions without significant fragmentation. This is essential if one
needs information about protein distribution within a cell, but is not especially useful
for metallome studies, where the goal is to obtain the free metal ion. An alternative
that works well for wet samples is to use an intense IR laser for the irradiation,
although the laser power that is required is much higher than with MALDI.

Infrared radiation excites the O-H vibrations in the water molecules, with the
resulting rapid heating causing a small explosion that ejects particles from the sur-
face. The ejected material then needs to be ionized since, in contrast with UV or ion
beam excitation, the IR laser typically lacks sufficient energy to ionize molecules.
Much of the work on laser ablation MS imaging has used electrospray ionization
since this is, again, a relatively soft ionization method appropriate for studies of
intact metabolites. For metallome studies a harder ionization is needed, for example
an inductively coupled plasma (ICP). In laser ablation ICP-MS, the ablated molecules
are pulled into a high-temperature ionized plasma that is able to completely ionize
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the sample, thus permitting the detection of metals independent of their initial
protein environment.

The sampling depth of the ablating laser is typically a few to tens of
micrometers depending on the intensity of the laser and the absorption coefficient
of the material [10]. As with SIMS, it is possible to make successive scans in
order to analyze successively deeper layers of the sample. The spatial resolution
is generally limited by the size of the laser spot, although it may be worse, depending
on the size of the ablation pit. State of the art spatial resolution is 1-2 pm [21],
although reported resolution is often 30—50 um or worse [12,15]. At this resolu-
tion, it is not possible to determine sub-cellular distributions. However, laser abla-
tion can be used to analyze single cells that are, for example, chosen for analysis
based on videomicroscopy of the sample. This allows one to pick out a single cell
from a complex mixture such as a natural population of bacteria or a tissue sample
[5,22-27]. Most of this work, to date, has focused on identification of metabolites
rather than ions.

One promising improvement in spatial resolution is to use near-field optical
methods [13]. In this approach, an object such as a silver needle is placed immedi-
ately adjacent to the sample and used to enhance the local laser ablation field. This
has been reported to give ablation craters as small as 200 nm to 2 pum [13].

Quantitation of ICP-MS requires suitable reference materials, since the probabil-
ity of ICP ionization is different for each element and depends somewhat on the
chemical environment. One way to accomplish this is to homogenize a sample of
biologically equivalent tissue and add well-defined amounts of the metals of interest
[17]. This gives reported limits of detection ranging from 1 ng/g to 1 pg/g.

2.3 Related Methods

There is a wide variety of other ways in which mass spectrometry can potentially be
used to interrogate biological samples. For example, a flow-cytometer can be cou-
pled to an ICP-MS for high-throughput multiplex detection [28] of the elemental
composition of millions of cells. This lacks the imaging capability of the methods
discussed above, but has the advantage of allowing study of a large population of
cells. To date, the focus of flow-cytometry has been on non-biological lanthanide
tags that have been used to label antibodies, but this could be applied to study, for
example, metal uptake using isotopically labeled samples.

2.4 Examples

One example that illustrates the sort of information that can be obtained from SIMS
imaging is a study by Smart et al. looking at metal distributions in the leaf tissue of
Alyssum lesbiacum, a plant known to accumulate high concentrations of Ni [29].



2 Technologies for Detecting Metals in Single Cells 23

Figure 1 NanoSIMS images of a cross-section of a nickel-rich Alyssum lesbiacum leaf (a) Image
obtained using a Cs* primary ion beam (b) Image obtained using an O~ primary ion beam.
A complementary image of secondary electron (SE) is shown in the upper left of (b). Scale bar:
10 um. Reproduced from [68] with permission from John Wiley & Sons; copyright (2010).

These data (Figure 1) show images measured both with a Cs* primary beam to
generate anionic secondary ions and an O primary beam to generate positive ions
mode (the former has higher resolution). These data show that nickel tends to be
sequestered within epidermal cell vacuoles and to be excluded from the protoplast
of stomatal cells. Nickel and phosphorus show rather striking inverse correlations,
as shown by the red-green overlay in (a). There is an increasing flood of applications
of SIMS to various aspects of cellular composition, and many more studies like this
are to be expected in the future [9]. Although absolute quantitation may be challenging,
work such as this provide unprecedented detail about the local distribution of metals
in cells.

Laser ablation MS has also been used in metallomics, particularly a series of
studies by Becker and coworkers imaging metals in the brain [11,13,17]. An intrigu-
ing application of laser ablation to explore metal trafficking was a study looking at
otoliths from salmon and using the imaging capability of laser ablation to track the
changes in Sr:Ca ratios through the life of the fish in order to tell when an individual
fish had lived in fresh versus sea water, taking advantage of the fact that Sr concen-
tration depends on salinity. As with SIMS, there is every reason to expect an explosion
of similar studies in the future.
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3 Visible Light

Since its invention, microscopy has been providing important new insights into
biological structure, with better and better spatial resolution as microscopy methods
have improved. A challenge for many biological samples is finding a contrast mech-
anism that is sensitive to the structure of interest. One of the most powerful solu-
tions to the contrast problem has been the use of fluorescence probes to label the
site(s) of interest, which can then be studied using fluorescence microscopy.
Although there have been exciting recent developments in improving the resolution
of microscopy beyond the so-called diffraction limit (i.e., to resolutions better than
the wavelength of the probe light, typically ~500 nm) [30], in general fluorescence
microscopy can be described as a mature technology. The conventional resolution
limit of 500 nm — 1 pm is sufficient for a wide range of cellular studies, as evidenced
by the enormous literature on using fluorescence microscopy to investigate cellular
function. With regard to metallomic studies, current interest lies in the development
of new metal-responsive fluorescent probes [31-35].

In comparison with the other methods discussed in this chapter, fluorescence
microscopy has two key advantages for studies of biological samples. This first is that
it is the only method that can truly be used to probe living samples, and thus to follow
the evolution of metal concentrations and localization over time. There are some caveats
— depending on the wavelength and power of the illumination, even visible light
microscopy can cause damage, as can the added fluorophore. Nevertheless, the ability
to study living samples is a unique advantage in comparison with mass spectrometry
and X-ray methods. Secondly, the use of confocal microscopy (again, a mature tech-
nique) permits relatively straightforward extension of fluorescence microscopy into
three-dimensional measurements [36]. Confocal microscopy takes advantage of the
fact that light (unlike ions) is readily transmitted, at least for some depth, through
biological samples. It is thus possible to probe more than just the surface of the sam-
ple. With appropriate optics, visible light (although not X-rays) is easily focused,
allowing collection of fluorescence signals from just one portion of the sample.

3.1 Design Considerations for Metal-Specific Fluorophores

Although a few inorganic complexes are strongly luminescent (for example, zinc
porphyrins), this is not generally the case. Consequently, in order to create a system in
which the visible fluorescence is metal specific, it is generally necessary to add a metal-
specific fluorophore. In the most general sense, this is a metal chelator with fluorescent
properties that are modulated when the metal binds. The metal may change either the
electronic structure, for example, turning on or turning off a relaxation mechanism, or
it may change the molecular structure, for example, changing the distance between a
donor-acceptor pair (see, for example, [33,34,37,38] for more details on the different
photophysical mechanisms relevant to the design of metal-specific fluorophores).
Binding of a paramagnetic metal may enhance intersystem crossing and quench
the emission from a fluorophore (a “turn-off” sensor), while in a different design,
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metal binding may lower the energy of a lone-pair that would otherwise quench
emission via photoinduced electron transfer, leading to an increase in emission
(a “turn-on” sensor). Ideally, metal binding would change not only the intensity but
also the wavelength of the emission. This can happen if metal binding causes a
conformational change that brings a donor and an acceptor fluorophore close
together such that Forster (or fluorescence) resonance energy transfer (FRET)
occurs only when the metal is bound. In this case, the metal-bound sensor will
fluoresce at the lower-energy acceptor wavelength while the metal-free sensor will
fluoresce at the higher-energy donor wavelength.

Although the term “fluorophore” is used throughout this chapter to refer to any
emissive molecule, it is not necessarily the case that the molecule must fluoresce in
order to be a useful sensor. Thus, Lippard et al. have recently demonstrated that
chelators that emit by phosphorescence rather than fluorescence can give improved
rejection of background signals [39]. The advantage of a phosphorescent sensor is
that the emissive lifetime is much longer, allowing photoluminescence lifetime
measurements to better distinguish different emitters.

The ideal fluorophore would have a large molar absorption coefficient so that it
could be readily excited, a high quantum efficiency for fluorescence so that it would
give an as high as possible signal-to-noise ratio, and excellent specificity, so that only
the metal of interest is able to modulate its emission properties. Unfortunately, these
properties alone may not be sufficient for quantitative studies. If the fluorophore
emits only in the presence of the metal, then it can be challenging to interpret observed
changes in fluorescence intensity: has the intensity increased because more metal is
bound to the fluorophore or because more fluorophore is present in the cell (or in a
particular compartment within the cell)? For this reason, “ratioable” fluorophores are
preferred, when possible. These are fluorophores that emit light at one wavelength
when metal-free and at a second, ideally non-overlapping, wavelength when the
metal is bound. This might be, for example, a FRET-based sensor where donor emis-
sion is seen in the absence of metal, while metal binding causes a conformational
change that favors FRET, resulting in acceptor emission. Much of the recent work on
metal-specific fluorophores has focused on development of ratioable sensors.

3.1.1 Metal-Binding Equilibria

It is relatively straightforward to describe metal binding to a metal chelator in vitro.
For a 1:1 metal-chelator complex (ML, equation 1), the concentration of metal is, at
least in principle, simply related to the metal-ligand dissociation constant (K,) and
the ratio of metal-bound to metal-free chelator (equation 2).

ML=M+L (D
M] = k, IMLI 2
M] =K, ] 2

Equation 2 illustrates the value of a ratioable fluorophore. The concentration of
chelator complex, [ML], is determined directly from the intensity of the emission.
However, it is impossible to use this to determine the metal concentration unless one



26 Penner-Hahn

knows either the free chelator concentration, [L] or the total chelator concentration,
[ML]+[L] (since the latter can be used to determine [L] by difference). With a ratioable
fluorophore one has a way to measure [L] directly. Without this, the best that one
can do is to make some plausible assumption about the total amount of chelator that
is present. This is fine for many qualitative assessments, but is not adequate for
quantitative determinations.

If [M] << K, most of the fluorophore will be in the metal-free form, while if
[M] >> K, most of the metal will be bound to the fluorophore and the signal will be
saturated. This means that the range of metal concentrations that a fluorophore can
sense is determined by K . For this reason, there is a great deal of effort devoted to
constructing families of fluorophores with ranges of K values; if K is too small, the
fluorophore will be saturated under most conditions, while if K f is too large, the
fluorophore will bind metal too weakly to be useful.

In the discussion above, it was implicitly assumed that there is only one relevant
equilibrium, between ML and M + L, and that this equilibrium is fast. Unfortunately,
neither assumption is necessarily true. In addition to binding to the fluorophore, the
metal is likely to also bind to proteins, nucleic acids, and various small molecules
present in the cell, and at least some metals may be physically sequestered within a
cell. If the fluorophore cannot get to the cellular compartment that contains the
metal, it will not be able to report on metal concentration.

Many of the fluorophores that have been developed bind the metal of interest
quite tightly (i.e., have a small K ). In contrast, many cellular binding sites, particu-
larly those related to endogenous small molecules, have relatively weak binding. As
long as an endogenous site has a dissociation constant larger than the K for the
fluorophore, it should release metal to the fluorophore. Other sites, particularly
those associated with protein-specific metal binding, may have K, values smaller
than that for the fluorophore. This metal will be invisible to the fluorophore. For this
reason, the fluorophore-detected metal concentration is often referred to as the
“free”, or “loosely bound” pool of metal. It is important to remember that there may
be other pools in which a metal is tightly bound (or slowly exchanging). This metal
cannot generally be detected using metal-specific fluorophores.

Given that sensors are often designed to bind metals tightly, one needs to be
certain that the sensor does not alter the cell, particularly for studies that are attempt-
ing to follow the evolution of metal concentrations in a living cell. It is possible that
an added fluorophore could decrease the availability of essential metals. Thus, it has
been shown in at least one case that changes in fluorophore concentration from 2 to
20 uM could change the calculated “free” zinc concentration in the cell by a factor
of two [40]. This sort of change could, at least in principle, affect cell physiology.

3.1.2 Other Considerations

Even an ideal fluorophore will be useless if it cannot be delivered to the appropriate
location in a cell. If the fluorophore is permeable (typically, this means neutral) it may
be possible to simply add it to the cellular medium. If the metal-fluorophore complex
is charged, this should limit the ability of the fluorophore to diffuse out of the cell. The
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process can be made more rigorous by using a fluorophore that is made membrane
permeable by esterification of carboxylate groups; when the esters are cleaved by
intracellular esterases, the fluorophore is trapped in the cell [41]. It is possible to inject
fluorophores directly by microinjection, although this is difficult to implement in a
high-throughput model. An alternative is to genetically encode a protein-based sensor
such that the cell is programmed to synthesize its own sensor (see Section 3.1.4).

Although fluorescence is often a highly probable process, it is never the only way
in which the excited state of the fluorophore can return to the ground state. It is
always possible for the excited state to react rather than undergoing fluorescence.
Depending on the details of the reaction, this usually results in either temporary or
permanent photobleaching. This means that after some period of time, most
fluorophores stop responding and it can therefore be difficult to collect high resolu-
tion images for some samples. It is important to guard against this and other sorts of
photodamage when making measurements.

3.1.3 Exogenous Fluorophores

There is a large literature on the design of metal-specific fluorophores. The current
state of the art for design of different metal-specific probes has been reviewed by
many authors [31,32,34,35,37] and is further illustrated by other chapters in this
volume. The best sensors are those that combine careful control of the photophysi-
cal properties that determine the sensor’s emission with the classic coordination
chemistry that determines the specificity of metal binding. The most progress has
been made on sensors for diamagnetic metals (Ca**, Zn?**, Cu*), since these lend
themselves to turn-on sensors. Paramagnetic metals (Fe*, Mn?*) are generally lim-
ited to turn-off sensors, which are more susceptible to background signals. Weakly
bound metals (Na*, K*) remain a challenge. Many sensors show a pH dependence
which may interfere with measurements, particularly in certain cellular compart-
ments. All sensors have at least some susceptibility to interference from other met-
als, and this can be severe given the relatively high concentrations of Ca** and Mg?*
compared to the concentration of trace elements. This and other concerns have led
some groups to explore protein-based sensors.

3.1.4 Endogenous Fluorophores

In some cases, it is possible to engineer a cell so that it produces a fluorophoric
sensor endogenously, avoiding the need to add an exogenous fluorophore. This
approach avoids some of the difficulties associated with exogenous sensors. There
is no need to worry about the permeability of a sensor, although this may be replaced
by concerns over the stability of the protein and the level of expression of the mature
protein. The metal-sensing component of such sensors is often a naturally occurring
metal-binding protein. This has the significant advantage of often providing much
better metal specificity than can be obtained using small molecule chelators.
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One such example is carbonic anhydrase, a natural metal-binding protein that
has both high affinity and high specificity for Zn?**. When Zn?* is bound to carbonic
anhydrase, the protein will bind a variety of ligands, including in particular aryl
sulfonamides. If carbonic anhydrase is modified to add a fluorophore, either by
covalent attachment [42], or by fusing it with a naturally fluorescent protein [43],
FRET between the sulfonamide and the fluorophore can be used as a ratioable zinc
sensor, since sulfonamide binding only occurs if Zn?* is bound.

Although the carbonic anhydrase example involves endogenous production of
the sensor protein, it still requires addition of the sulfonamide. An alternative
approach is to incorporate both the donor and the acceptor function as part of the
protein, for example as cyan fluorescent protein and yellow fluorescent protein [44],
thus avoiding the need to add a fluorescent molecule. A variety of metal sensors can
be combined with these fluorescent protein domains to produce an overall sensor
[37,44-46]. One attraction of genetically encoded endogenous sensors is that they
can be combined with fairly traditional cell-biology methods for targeting particular
subcellular regions, thus giving greater control over intracellular localization [47].

3.2 Two-Photon Excitation

Two-photon excitation refers to the non-linear phenomenon in which two
low-energy photons can effectively be absorbed simultaneously, exciting a transi-
tion equal to twice their energy [48]. For excited states that emit in the visible, this
means using an excitation source in the near-IR. Since IR light penetrates better
than visible light in most biological samples, this allows in vivo studies at significant
depth (up to hundreds of microns, see Figure 2). A second advantage is that two-
photon photo-absorption depends quadratically on photon flux, and thus two-photon
absorption occurs in a very small focal volume, allowing precise optical sectioning of
a sample [36]. Finally, the low energy (IR) of two-photon probes generally cause less
photodamage and is less likely to stimulate tissue autofluorescence. The develop-
ment of two-photon probes for metal ions has recently been reviewed [49] and
has shown the utility of these for studying metal distributions within brain tissue,
providing cell-specific information by virtual sectioning.

3.3 Examples

There are literally thousands of examples of metal-specific fluorophores being used
to probe the distribution and evolution of metal concentrations in cells, a few of
which are noted in this section, and many more of which are described elsewhere in
this volume, and in numerous other reviews [2,31-34,37,50]. It is not an exaggera-
tion to say that metal-specific fluorophores have revolutionized our understanding
of the distribution of “free” metal in a cell. However, in contrast with mass
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Figure 2 Two-photon images of a mouse hippocampal slice stained with a magnesium-specific
fluorophore showing CA 1pyramidal neurons at a depth of <150 pum. Scale bar is 30 pm. Reproduced
with permission from [49]; copyright (2009) American Chemical Society.

spectrometry (Section 2) and X-ray methods (Section 4), fluorophoric methods will
always be limited by the need to move the metal from its initial site to the fluorophore
in order to detect the metal.

4 Intrinsic X-Ray Fluorescence

High energy excitation can be used to eject an electron from a core shell (typically
Ls, although occasionally 2s or 2p) of an atom. The resulting highly excited state
rapidly relaxes, typically via X-ray fluorescence (XRF). For 1s excitation, the domi-
nant relaxation pathway is 2p — 1s, which is accompanied by emission of a so-
called Ka X-ray. To an excellent approximation, the Ko X-ray energy and quantum
yield are purely atomic phenomena, and are unaffected by the chemical environ-
ment of the excited atom. This atomic-like character makes X-ray emission an ideal
tool for determining the total amount of an element in a sample, since it is not neces-
sary to prepare the sample in any way, and no exogenous fluorophore is needed. As
a bonus, the technique is largely insensitive to matrix effects.

Although all elements show X-ray fluorescence, practical applications are largely
limited to phosphorus and heavier elements since for lighter elements the emitted
X-rays fall in the soft X-ray region (< 2 keV), which is difficult experimentally due
to the lack of windows that are transparent to low energy X-rays. A major challenge
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to the wider application of XRF in biology is its relatively low sensitivity — in
comparison with visible light, X-rays interact relatively weakly with matter and
thus have relatively low molar absorption coefficients. The typical concentration
detection limits for X-ray fluorescence are in the micromolar range. On the other
hand, it is possible to use very tightly focused excitation sources for XRF, giving the
technique mass detection limits as low as a few hundred atoms, thus making XRF
compatible with MS detection limits (as noted above, detection limits have a some-
what different meaning for fluorophore studies). By using a focused excitation
source, it is relatively straightforward to measure spatially resolved metal distribu-
tions. All elements are detectable in an XRF experiment, providing the excitation
source is sufficiently energetic to excite the characteristic X-ray emission line. This
intrinsic multichannel capability can be particularly important in studies of the
interaction between different metal ions.

X-ray excited states can be generated using either particle beam excitation
(typically electrons, although protons can also be used) or X-ray excitation. The
energy of the emitted Ko X-ray increases monotonically with increasing atomic
number. For metallome studies, the relevant energies start at a low of ~1 keV for
sodium and magnesium or 2-3 keV for phosphorus through chlorine. The former
requires a vacuum environment, while the latter can be studied at atmospheric pres-
sure. The energies for the heavier metals run from 3.3 keV for potassium to 17.5
keV for Mo. Higher atomic number elements are generally studied using “L” rather
than K emission lines (2s or 2p core hole initial states rather than 1s) which also fall
in the experimentally more accessible ~2 keV to ~20 keV window. For X-rays in
this energy range, biological samples are relatively transparent, with the absorption
path length (the thickness required to absorb 1/e of the incident beam) ranging from
~20 pm at 2 keV to>1 cm at 20 keV. This relative transparency means that XRF
measurements lack the intrinsic surface sensitivity of mass spectrometry and, as
noted above, because X-rays are not easily focused there is no X-ray equivalent of
a high-resolution confocal microscope. As a consequence, XRF imaging typically
gives only a two-dimensional projection of the three-dimensional distribution of
metal ions unless a surface sensitive excitation is used (see Section 4.1) or complex
tomographic imaging is undertaken (see Section 4.3).

XRF measurements are typically made on dried cells, as described in Section
1.3. This is required for particle beam excitation and is often preferred for X-ray
excitation. Like mass spectrometry, XRF imaging is destructive. While the elemen-
tal distribution in the sample will generally survive irradiation (particularly when
the sample is dried), the intense beam of ionizing radiation is not compatible with
measurements on living samples.

4.1 Particle Excitation

Particle beams, particularly electrons, can be focused to an extremely small spot
size, and thus provide the best possible resolution for XRF studies. As noted in
Section 2, ion beams are strongly scattered on passing through matter, including
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gas, and therefore particle excitation requires the use of vacuum, which in turn
generally requires the use of dried samples. An electron microscope is a convenient
source of focused electron beams, and most electron microscopes are equipped with
energy dispersive X-ray detectors. A wide range of names have been used for elec-
tron-excited XRF, with electron probe microanalysis (EPMA) being one of the more
common. It is also sometimes referred to as energy dispersive spectroscopy (EDS)
although this is not a particularly informative name, since electron, proton, and
X-ray excited XRF all use energy dispersive spectrometers. A third name that is
sometimes used is PIXE which, in some accounts, stands for particle induced X-ray
emission. Unfortunately, the PIXE label is also used to represent proton induced
X-ray emission, and that is the sense in which it is used here (see below).

When using an electron beam, the spatial resolution can be as good a 1 nm and
thus better than any of the other techniques discussed in this chapter. However, the
resolution is often degraded by scattering of the electrons, particularly if the sample
is thick [2]. Because electrons do not penetrate far into the sample, only a small num-
ber of atoms can be excited. In addition, there can be significant background for
particle-excited EPMA due to the electron excited Brehmstrahlung background
[51-53]. As a consequence, the detection limits for EPMA are typically 100-1000 pg/g.
This is worse than can be achieved with proton or X-ray excitation; however, electron
excitation is often better than X-ray excitation for lower atomic number elements.

Proton microprobe beams cannot be focused as tightly as electron beams, with
the result that resolution in PIXE is typically ~1 um although it may be as good as
a few hundred nm in the best case [52]. Proton beams are more effective than elec-
tron beams at exciting core-electron excited states, and thus PIXE is generally more
sensitive than electron microprobe with a sensitivity for transition metal
(and heavier) elements of 1-10 pg/g.

In addition to measuring the particle-excited XREF, it is also possible to measure
the transmitted and scattered particles. With electron excitation, and with a thin
enough sample, one can measure energy dependence of transmitted absorption, a
spectroscopy known as electron energy loss spectroscopy (EELS) [54], which can
give insight into the chemical environment of the metal. With proton excitation one
can measure both the back-scattered proton beam and the transmitted proton beam.
Proton back-scattering gives direct information about the organic composition of
the sample, while proton absorption gives the density of the sample. The two
together can be used to determine the absolute thickness of a sample [52]. This is
important because, without this, XRF measurements (see below) can only be used
to determine so-called areal concentration — that is, the “concentration” in g/cm?. If
the absolute thickness is known, the areal concentration can be converted to ppm.

4.2 X-ray Excitation

Although X-ray fluorescence has been measured for over 100 years, the practical
application of XRF as a tool for studying biological samples required the develop-
ment of very intense synchrotron X-ray sources, which has increased by many
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orders of magnitude the available X-ray flux density, and thus the sensitivity of
the XRF measurement. A second advantage of synchrotron excitation, in com-
parison with a conventional X-ray tube, is that all of the X-ray power can be
concentrated in a single narrow band of energies. This dramatically reduces the
X-ray scattering background. Synchrotron excited XRF is sometimes referred to
by the acronym SXRF for synchrotron-excited X-ray fluorescence. This is a
largely unnecessary acronym since it is irrelevant whether the incident X-ray
beam arises from a synchrotron or another X-ray source, although there is some
value in distinguishing X-ray excited XRF from proton or electron-excited XRF.
A third abbreviation, used in some of the literature, is X-ray fluorescence micros-
copy (XFM), reflecting the micrometer to nanometer resolution that is possible
with modern synchrotron sources and distinguishing XRF imaging from more
conventional XRF quantitative analysis.

With synchrotron excitation, detection limits can be as good as 1078 g in a spot
size of 90 nm [11,55]. The physics of X-ray excitation and emission are well known
and the only matrix effects arise from background X-ray absorption which, for most
biological samples, is negligible. Consequently, given a standard reference material
with well-defined composition, XRF can provide absolute metal composition. None
of the other methods discussed in this chapter can provide absolute composition as
easily. However, as noted above, XRF “concentrations” are limited to areal concen-
trations, or the mass of metal per cm? of sample that is illuminated. Areal concentra-
tions are fine for comparing relative concentrations of different metals in an area
(or, more accurately, within a projected volume), but do not directly allow determi-
nation of the chemically more useful molar concentration. If one assumes a thick-
ness for the sample, it is possible to estimate the concentration. As noted above,
absolute concentrations can be obtained by combining XRF with proton scattering.
Alternatively, it has recently been shown that X-ray phase contrast microscopy can
be used to measure the thickness of a sample [56]. This relies on the fact that at high
X-ray energy, the real part of the refractive index of a biological sample is domi-
nated by the C, H, N, and O in the sample, and is approximately proportional to the
density of the object. Thus, the phase change is proportional to sample thickness.

4.3 Examples

The relatively limited availability of intense proton beam sources and intense
synchrotron nanoprobe sources means that XRF has seen far fewer applications
than fluorescence microscopy in metallome studies. There have, nevertheless, been
hundreds of biological XRF and XFM studies. These have been reviewed recently,
for example in [2,11,53,57-59] and will not be rehearsed here. One representative
study is the use of XRF to investigate the localization of Fe in rat PC12 cells
(Figure 3). Iron has been implicated in the selective loss of dopaminergic neurons in
Parkinson’s disease, and Fe has been shown to accumulate in the substantia nigra of
Parkinson’s patients. By combining XFM with conventional epifluorescence imaging
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Figure 3 Dopamine and iron localization in a neurovesicles. Visible light and epifluoresence
images of freeze-dried cells are shown in (A) and (B), respectively. High resolution comparisons
of dopamine and Fe distributions are shown for regions (C) and (D) (white boxes in (B) show the
regions used for high resolution scans; white boxes in (C) and (D) mark the regions scanned by Fe
XFM). Reproduced with permission from [55] doi:info:doi/10.1371/journal.pone.0000925.g005.

to localize dopamine, the authors were able to show that Fe and dopamine are
colocalized, presumably in dopamine neurovesicles [55]. This report used an X-ray
beam with 90 nm resolution, which was sufficient for detailed subcellular localiza-
tion. Although not shown here, this study compared distributions of Fe, Zn, and K
and found that only the Fe showed the unusual distribution pattern seen in Figure 3.
This multielement capability, together with the ability to correlate element distribu-
tions with conventional visible-light fluorescence microscopy, is one of the advan-
tages of XFM. It is important to note, however, that from the data in Figure 3 it is
impossible to determine the relative three-dimensional arrangement of the different
metals (see below, however).


http://dx.doi.org/10.1371/journal.pone.0000925.g005
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Figure 4 Chemical composition for three different mouse eggs. Total Zn and Fe (top two rows)
were measured by XRF. Labile Zn was detected by confocal microscopy (images ¢ and f) using
two different fluorophores and shown by overlay either with different DNA markers (Syto 64 and
Hoechst 33342) at the vegetal pole away from the meiotic spindle. Reproduced with permission
from [60]; copyright (2011) American Chemical Society.

The difference between sensitivity to total metal (MS and XRF) and “free” metal
(visible-light fluorescence microscopy) is important. However, it is not clear which
of these measures is most important biologically. If the goal is to understand the
available metal stores, total metal is more useful, and XRF, with its ability to probe
the complete cell depth in one experiment, is likely to be more useful than MS,
unless one is able to complete a full three-dimensional depth profiling of a sample.
On the other hand, if the goal is to understand processes that are controlled by metal
binding to metal-responsive receptors, “free” metal is more relevant. The ideal may
be to combine the two measurements. One example of this is shown in Figure 4,
where total Zn and Fe (by XRF) is compared with “free” Zn in mouse oocytes.
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This study revealed that substantial amounts of Zn are released from mouse oocytes
shortly after fertilization [60], raising the question of how the Zn was stored
initially. The XFM images revealed that although Fe is uniformly distributed, Zn is
cortically polarized. Of particular interest for this chapter is the value of combining
measurements of total Zn (XFM) with measurements of free Zn (fluorophores, pan-
els ¢ and f of Figure 4). These showed that although the free zinc occupies the half
of the oocyte that has elevated total Zn, the detailed distribution of “free” Zn is
much more punctate than that for total Zn.

As noted above, one of the limitations of SXRF is that it provides only a two-
dimensional projection of the three-dimensional distribution of metals, as compared
to MS and microscopy, which can both give the full three-dimensional distribution.
One way around this limitation is to measure XRF images for a series of different
orientations of a sample, and use these via computed tomography to reconstruct the
three dimensional distribution. An early example of this capability is shown in
Figure 5, where XRF computed tomography was used to determine the localiza-
tion of Fe in a single seed [61] with a resolution of ~5 pum, allowing resolution of
subcellular structure, albeit for a fairly large cell. This work demonstrated that the
iron localization depends on a vacuolar iron uptake transporter known as Vitl.
Although Vitl mutants showed no change in foral iron, XRF imaging revealed a
dramatic change in metal localization. More recent work on sperm at a so-called
third-generation synchrotron demonstrates even better resolution [62] allowing, for
example, localization of Co within a single human keratinocyte [63].

4.3.1 Metal Speciation

As noted in Section 1, the ideal metal analysis would include an ability to determine
metal speciation. That is — is the metal bound to a protein or “free” in solution? If it
is bound to a protein, which protein and with what ligands? What is the oxidation
state of the metal? In general, none of the methods discussed to date are able to
provide any direct information regarding the chemical environment of a metal ion.
To some extent, it may be possible to infer chemical environment from some MS
methods, particularly if softer ionization is used to limit protein fragmentation,
although even this would provide only indirect information.

The combination of metal-specific fluorphores with XFM can distinguish the
labile pool of metal from the tightly-bound or otherwise inaccessible pool of metal,
but does not provide direct information on speciation. The traditional bioinorganic
spectroscopies (UV-visible, electron paramagnetic resonance, nuclear magnetic
resonance, etc.) are often used to determine metal speciation, but generally lack
sufficient sensitivity to be used on single cells. One exception is XRF which can, at
least in principle, provide direct insight into the chemical speciation of a metal. This
is based on the fact that the X-ray absorption spectrum (XAS) for an element
depends on energy of the incident beam.

A particularly straightforward example is to use X-ray absorption near-edge
structure (XANES) imaging to image different oxidation states of an element
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Figure 5 Tomographic reconstructions of the distribution of Fe, Mn, and Zn in single arabadopi-
sis seeds. Images on the left are for the wild-type seed; images on the right is for a mutant lacking
Vitl, a putative vacuolar iron transporter. Top: slices through the reconstructed distributions;
middle: overlay of all three elements; bottom: three-dimensional rendering of iron distributions.
Reproduced with permission from [61]; copyright (2006) The American Association for the
Advancement of Science.
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Figure 6 Chemical mapping of cells following exposure to particulate PbCrO,. Potassium and
total Cr were obtained by exciting at 6020 eV, Cr(VI) was obtained by exciting at 5993 eV. Optical
micrograph shown for comparison. Reproduced with permission from [66]; copyright (2005)
American Chemical Society.

[64,65]. This relies on the fact that the XANES spectrum of carcinogenic Cr® has
an intense pre-edge peak at 5993.5 eV while Cr** has negligible absorption at this
energy. Both oxidation states are uniformly excited by a higher energy X-ray beam
(e.g., 6020 eV). Consequently, if XRF is measured with excitation at 5993.5 eV and
at 6020 eV, it is possible to distinguish the fluorescence due to Cr®* and thus, by dif-
ference, the signal due to Cr**. As shown in Figure 6, the XANES-XRF images
allowed the authors to show that after cells were exposed to the insoluble PbCrO,
the Cr® was found in particles on the cell surface while Cr** was uniformly distrib-
uted in the cytosol [66].

It is possible to use the X-ray nanoprobe beam coupled with traditional XAS
measurements to measure the full XANES spectrum, and maybe even the full XAS
spectrum of a sample in order to determine the local structural details. However,
such measurements remain extremely challenging, not only as a consequence of
low signal/noise, but also because of concerns about radiation damage [67].

5 Concluding Remarks and Future Directions

Perhaps the key conclusion is that there is no one method that can answer all of
the questions that one would like to ask about cellular metallomes. Where possi-
ble, the combination of two or more methods is probably ideal. Among the factors
to consider are what element(s) need(s) to be measured, whether one needs to
know “free” metal or total metal, what resolution is needed, whether three-
dimensional data is needed, and whether measurements need to be made on living
samples. Rapid experimental progress is being made on all three of the major
techniques, and there is every reason to believe that the next decade will see
increasingly detailed characterization of the distribution, quantitation, and specia-
tion of metals in cells.
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Abbreviations and Definitions

EDS
EELS
EPMA
ESI
FRET
ICp

IR

MS
MALDI
MRI
PIXE
SE
SIMS
SXRF
TOF
XANES
XAS
XFM
XRF

electron dispersive spectroscopy

electron energy loss spectroscopy

electron probe microanalysis

electrospray ionization

Forster resonance energy transfer
inductively coupled plasma

infrared

mass spectrometry

matrix-assisted laser desorption/ionization
magnetic resonance imaging

proton induced X-ray emission (sometimes particle instead of proton)
secondary electron

secondary ion mass spectrometry
synchrotron induced X-ray fluorescence
time-of-flight

X-ray absorption near edge structure
X-ray absorption spectroscopy

X-ray fluorescence microscopy

X-ray fluorescence
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Abstract All animals are characterized by steep gradients of Na* and K* across the
plasma membrane, and in spite of their highly similar chemical properties, the ions
can be distinguished by numerous channels and transporters. The gradients are gen-
erated by the Na*,K*-ATPase, or sodium pump, which pumps out Na* and takes up
K* at the expense of the chemical energy from ATP. Because the membrane is more
permeable to K* than to Na*, the uneven ion distribution causes a transmembrane
voltage difference, and this membrane potential forms the basis for the action potential
and for much of the neuronal signaling in general. The potential energy stored in the
concentration gradients is also used to drive a large number of the secondary trans-
porters responsible for transmembrane carriage of solutes ranging from sugars,
amino acids, and neurotransmitters to inorganic ions such as chloride, inorganic
phosphate, and bicarbonate. Furthermore, Na* and K* themselves are important
enzymatic cofactors that typically lower the energy barrier of substrate binding.

In this chapter, we describe the roles of Na* and K* in the animal cell with empha-
sis on the creation and usage of the steep gradients across the membrane. More than
50 years of Na*,K*-ATPase research has revealed many details of the molecular
machinery and offered insights into how the pump is regulated by post-translational
modifications and specific drugs.
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1 Introduction

Studies of the ionic gradients in animals have been fundamental for the develop-
ment of modern day molecular biology. Already in the 18th century, Luigi Galvani
recognized that electrical currents can activate the muscles in a frog leg [1], and in
1902 Ernest Overton found that muscles lose their ability to contract after incuba-
tion in an isotonic solution of sucrose, but regain excitability upon addition of
sodium. At this time it was already recognized that muscles leak some of their
potassium content when stimulated, and after discovering the requirement of extra-
cellular sodium, Ernest Overton very cleverly noted that some counter mechanism
that restores these ion gradients must exist [2]. During the Second World War, blood
stored cold for transfusions was found to gradually lose potassium, a process that
could be reverted by the addition of glucose to restore cellular ATP [3,4]. In 1953,
the constant regeneration of the sodium and potassium gradients were found to be
sensitive to the cardiotonic glycoside strophanthin [5], and in 1957 the ratio of the
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energy dependent transport was found to be two K* for three Na* [6]. In 1957, Jens
Christian Skou finally demonstrated that the Na*/K* exchange is due to a Mg**-
dependent ATPase, now recognized as the Na*,K*-ATPase or simply the sodium
pump [7], a discovery awarded the Nobel prize in 1997.

The sodium pump is responsible for the steep ionic gradients across the plasma
membrane with high concentrations of intracellular potassium and extracellular
sodium (~140 mM) and low concentrations of intracellular sodium and extracellular
potassium (~10 mM). A fascinating hypothesis is that the high intracellular potas-
sium concentration is a remnant of the very first proto-cells that evolved on Earth [8].
These cells had neither ion-tight membranes nor membrane pumps, so their
intracellular environment would resemble that of the surroundings. The early, most
basic cellular machineries thus evolved under ionic conditions similar to those in
the primordial pond, but as life spread to different environments, cells evolved
sophisticated pumps and transporters that allowed the maintenance of an intracel-
lular solution similar to that found where life originated [8]. This theory also
explains why it is a common trait across the kingdoms of life to have an intracellular
concentration of potassium much higher than that of sodium.

Life thrives on Earth under exceedingly varying ionic conditions; even in the
Dead Sea with NaCl concentrations approaching saturation, archaea, bacteria, and
fungi have been described. Organisms that tolerate extreme salt concentration
(>2.5 M NaCl) are known as halophilic microorganisms, and they rely on halophilic
proteins to cope with the unusual ionic concentrations [9]. To maintain the osmotic
balance, some of the microbes synthesize small molecules, e.g., glycerol and amino
acids [10]. Others build up high cytosolic levels of K* [11] and have evolved highly
acidic halophilic proteins with an increased number of small hydrophobic residues
to favor a negative surface [12].

2 Sodium and Potassium as Enzymatic Cofactors

2.1 Ionic Properties

Sodium and potassium both belong to the group 1 (previously named IA) metals
and have similar chemical properties with a relatively small ionic radius and a single
valence electron in the s-orbital that is easily lost. In solution, Na* interacts with
three or four water molecules, while the slightly larger K* optimally coordinates
four or five water molecules, but less strongly [13]. An illustrative example of how
this difference is utilized in biological systems is the K*-channel, which is highly
selective for K* over Na* even though Na* is the smaller ion (Figure 1). The selectivity
is achieved by the pore having carbonyl oxygen atoms perfectly substituting for the
waters that coordinate free K* [14] (Figure 1).

When bound within proteins, Na* and K* are mostly coordinated by oxygen
atoms from amino acid side chains or the backbone, but cases of cation-m interac-
tions with Tyr, Phe or Trp have also been reported (Figure 2a) [15].
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extracellular

Figure 1 The structure of Na* and K* selective channels. At the top, the topology within the
membrane of a single subunit of a tetrameric bacterial Na_ is shown. In mammals, Na channels are
expressed as a single polypeptide with four repeats of structurally similar domains. The selectivity
filter is green with the central glutamate shown in stick, and the voltage sensor is purple with
arginines shown in sticks. In the middle, an extracellular view of the sodium channel in surface
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The cellular Na* and K* have their lead roles in transmembrane transport and
signalling rather than as enzyme regulators. Nonetheless, there are examples of
them serving as important facilitators of substrate binding by lowering energy barriers,
and there is a strong correlation between the localization of an enzyme and its
preferred monovalent ion; intracellular enzymes generally use K*, extracellular
enzymes use Na* [16].

2.2 Sodium- and Potassium-Dependent Enzymes

The chemical properties of Na* and K* are utilized by several enzymes. In diol and
glycerol dehydratases, K* is coordinated by five enzyme oxygens and directly inter-
acts with two oxygens from the substrate (Figure 2b). In accordance with the tight
substrate-ion interaction, these enzymes are functionally dependent on K*, and in
the apo state, the ion remains bound with two water molecules substituting for sub-
strate [17]. Glycerol dehydrogenase is gaining increased interest from the industry
because of its crucial role in the production of 1,3-propanediol from fermentation of
glycerol. 1,3-propanediol has a potential use in the fabrication of, e.g., polyesters,
cosmetics, and lubricants, and glycerol is readily available, since it is a by-product
of biodiesel extraction [18].

The phosphoryl transfer enzymes, e.g., pyruvate kinase, also depend on K* for
optimal substrate binding. Together with K*, the enzyme binds a divalent cation,
usually Mg?*, and the ions are located at the substrate binding site where they create
an optimal docking pocket for phosphoenolpyruvate (Figure 2c). Pyruvate kinases
catalyse the final reaction of glycolysis where phosphoenolpyruvate and ADP are
converted into pyruvate and ATP. The phosphate part of the substrate couples elec-
trostatically to R49 and K240, but is also stabilized by the positively charged cat-
ions. When the phosphate group from the substrate is transferred to ADP, the enzyme
uses R49, K240, Mn?*, and K* as activators [16]. Pyruvate kinases can use Na* as a
substitute for K*, but only with an 8% activity, even though the structures of K* and
Na* bound enzyme are indistinguishable, emphasizing the importance of their
different electrostatic contributions [19].

Dialkylglycine decarboxylase is an example of an enzyme that requires K*, but
not in the direct coordination of the substrate. The enzyme catalyzes two coupled

F“igure 1 (continued) representation. Ions pass through the central pore, and the four voltage-sensing
domains are on the rim of the channel ring. At the bottom, the selectivity filter of the sodium channel is
overlayed with that of the potassium channel K 1.2 (grey). For both channels, only two of the four
subunits are shown. In K 1.2, the potassium-coordinating oxygens are indicated with sticks, and the
potassium ions are indicated with red spheres. Within the selectivity filter, there are four potassium binding
sites of which 1 and 3 or 2 and 4 will be occupied in a conducting channel. The Na_ selectivity filter is shorter
with a central glutamate compensating sodium dehydration. The figure was made with pymol
(www.pymol.org) using PDB IDs 3RVY (Arcobacter butzleri Na ) and 2A79 (Rattus norvegicus K 1.2).
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Figure 2 Coordination of Na* and K* in enzymes. (a) Tagatose-1,6-bisphosphate aldolase
coordinates a Na* (yellow sphere) with four oxygen ligands (dashed green lines) and a « interaction
(dashed red line) with a tyrosine. PGH: Phosphoglycolohydroxamic acid. PDB code 1GVE. (b)
Diol dehydratase uses five enzyme oxygens to coordinate K* which is then used to capture the
substrate propanediol (PGO) via coordination to the two hydroxyl oxygen atoms. PDB code 1DIO.
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half-reactions: the decarboxylation of 2,2-dialkylglycine to CO, and dialkyl ketone,
and the formation of L-alanine from pyruvate. The enzyme is a tetrameric homodi-
mer of dimers with two alkali metal ion binding sites, one at the surface where Na*
binds, and one near the active site where various alkali metals can bind, but the
activity is only optimal with K* [20]. When K* is bound at the site close to the active
site, it is coordinated by five oxygens from amino acids and a single water molecule
(Figure 2d), while a Na* bound at the same site lacks the interactions with T303 and
S80. The smaller ionic radius of Na* therefore leads to a steric clash between S80
and Y301, which reduces enzyme activity.

As many other serine proteases [16], the clotting protease thrombin requires Na*
for activation. Na* binds in the vicinity of the substrate-binding pocket where it is
coordinated by backbone oxygens of K224 and R221 together with four water
molecules (Figure 2e). From this location the positive charge of the ion orients
D189 for correct engagement with the substrate, and the catalytic S195 is affected
through a network of buried water molecules [21].

3 The Membrane Potential

The plasma membrane is practically impermeable to charged solutes such as K*,
Na*, and CI', but it contains a multitude of protein channels and transporters that
allow specific ions to pass under certain conditions. In general, the membrane is
most permeable to K* because of the “two-pore domain” potassium channels that
allow a K* leak through the plasma membrane [14,22,23]. This outward flow of
positively charged ions polarizes the membrane, making the inside negative with
respect to the outside, until a resting potential is reached, where the chemical driv-
ing force of the ion gradient is exactly counterbalanced by the force of the electric
field. The equilibrium between the chemical energy associated with movement of
ions in a concentration gradient and the electrical energy associated with movement
of a charged particle in an electric field is described by the Nernst equation:

p=RT %]
F o [X,]

where E is the membrane potential required to counterbalance the driving force of
the chemical concentration gradient between [X ] and [X,]. R, T. z, and F are the gas

<
<

Figure 2 (continued) (¢) Pyruvate kinase coordinates K* (red sphere) with three oxygen ligands
from protein residues and one from the substrate PGA, 2-phosphoglycolic acid (dashed green
lines). There is also a Mn?* ion (green sphere) in the active site. PDB code 1A3W. (d) Dialkylglycine
decarboxylase coordinates K* with five oxygens from amino acids and a single water molecule
(dashed green lines). The ion is not directly coordinated by the substrate pyridoxal-5’-phosphate
(PLP), but the potassium ion is required for the structure of the active site. PDB code 1DKA. (e)
Thrombin coordinates Na* (yellow sphere) with two oxygen ligands from protein residues and four
water molecules (dashed green lines). PDB code 1SGS.
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constant, the temperature, the valence of the charged particle, and the Faraday number,
respectively. If R and F are constant and T is room temperature, the Nernst equation
simplifies to:

58 [Xl ]

E=——log——=
z [X,]

with E in mV.

The Nernst equation shows that the equilibrium potential of an ion depends on
the concentration ratio of its chemical gradient and on its valence. The equilibrium
potentials for K* and Na* differ between cell types, but they are typically around —80
to —100 mV and +40 to +60 mV, respectively. In addition to K*, the membrane of
most cells is also slightly permeable to Na*, and in some instances also to Cl". The
relationship between the membrane potential and the chemical gradients of these
ions, when their respective permeabilities are considered, is described in a modified
Nernst equation known as the Goldman equation:

P (K, 1+ Py [Na, |+ P [Cl, ]

E = -58log
P K, ]+P[Na, ]+P,[CL ]

out out

where P, is the membrane permeability to that ion. The Goldman equation
predicts that the resting membrane potential of a cell depends on the ionic gradients
and on the ionic permeabilities, and since the plasma membrane is more permeable
to K*, the resting potential is close to the equilibrium potential of K*, resulting in a
membrane potential of =50 to —90 mV in most cells.

3.1 The Action Potential

One of the most illustrative examples of how the cells can utilize the steep gradients
of sodium and potassium is the action potential. In neuronal networks, fast intercel-
lular communication occurs via electrical signals made possible by the action of the
Na*,K*-ATPase, and the majority of ATP hydrolyzed in the brain is used to fuel the
sodium pump.

Neurons are not directly connected to each other, but communicate over struc-
tures know as synapses. A synapse has two terminals separated by the synaptic
cleft; the transmitting cell signals via the pre-synaptic terminal, and the target cell
receives the signal at the post-synaptic terminal. The typical neuron receives the
majority of electrical inputs via synapses localized at subcellular domains called
spines. Neuronal spines are confined compartments connected to the dendritic shaft
via a narrow spine neck. Due to diffusion limitations through the neck, spines are
relatively isolated chemically, allowing ion gradients to exist between the spine
head and the dendritic shaft [24]. A synapse can be either inhibitory (hyperpolarizing
the membrane potential) or excitatory (depolarizing the membrane potential).
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Inhibitory synapses increase CI- permeability, causing an influx of negative charge,
while excitatory synapses typically increase Na* permeability to allow an inward
flow of Na*, and the Na* concentration within a spine may rise dramatically during
periods of intense activity to levels around 100 mM [25].

The approximately —70 mV resting potential of a neuron is constantly influenced
by excitatory and inhibitory signals from other neurons. If the membrane potential
becomes depolarized to a certain threshold, an action potential is initiated (Figure 3).
The threshold potential is defined by voltage-sensitive channels that are closed at
the resting potential, but open when the membrane becomes sufficiently depolar-
ized. Voltage-gated Na* channels (Na,) open first, so the initial phase is dominated
by increased Na* permeability and thereby further depolarization towards E_
(cf. Figure 3), initiating a positive feedback loop where Na* permeability increases
progressively. The time spent near E_ is limited by two other voltage-dependent
events, namely inactivation of Na_ and opening of voltage-gated K* channels (K )
that let K* flow out of the cell. The re-polarization phase of an action potential may
drive the membrane voltage below the resting potential because the increased K*
permeability does not return to the resting state immediately (Figure 3).

60
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301
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potential
=301
Threshold
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Figure 3 An action potential is initiated when the threshold voltage is reached. This causes a
rapid increase in the Na* permeability because Na s open with fast kinetics and in a positive feed-
back loop. Before the voltage reaches the equilibrium potential for Na* the Na s are inactivated in
a voltage-dependent manner immediately reducing the Na* permeability. K s open and close with
slower kinetics than Na s, and therefore allow the voltage to depolarize before the increased K*
permeability hyperpolarizes the membrane to near the equilibrium potential of K*.
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The phenomenon where the membrane hyperpolarizes with respect to the resting
potential is known as after-hyperpolarization and is functionally implicated in the
regulation of action potential firing patterns. Recently, two independent studies have
linked the after-hyperpolarization that follows a period of high frequency stimula-
tion to the activity of the Na*,K*-ATPase. The calyces of Held are large pre-synaptic
terminals that fire with high precision at 1 kHz. In rats, large quantities of the sodium
pump a3 isoform in the terminals cause hyperpolarization after a period of high
activity, which may function to increase firing reliability [26]. A similar discovery
was made in Drosophila melanogaster larval motor neurons, where Na*,K*-ATPase
activity mediated long lasting hyperpolarization following a train of action poten-
tials, and this was speculated to be involved in a novel short term cellular memory
mechanism [27].

The crucial feature of the action potential is the ability of Na and K to sense
changes in the membrane potential and respond accordingly. The molecular architec-
ture of the channels is comparable, but while K is a homotetramer of subunits with
six transmembrane helices (TMs), Na_ is a single polypeptide with four similar 6TM
domains (Figure 1). The fourth TM helix of a subunit or domain contains several
positively charged residues that respond to changes in the membrane potential by
moving within the membrane, making TM4 the voltage-sensing domain. Selectivity
between K* and Na* is obtained by a filter towards the extracellular side, where dehy-
drated ions are optimally coordinated. Since this compensation is structurally tight,
only ions of an exact size fit perfectly and are efficiently allowed to pass.

4 Na'and K* Gradients and Secondary Transporters

The potential energy stored in the Na* gradient is also used to drive a multitude of
secondary transporters that translocate solute molecules across the membrane
against their concentration gradients. By coupling transport to the Na* gradient,
solute flux can occur at rates 10° times faster than passive diffusion and against
concentration gradients up to 10° [28,29]. The Na* gradient is therefore essential for
household cellular tasks like uptake of nutrients as well as for specialized uptake,
e.g., in the nervous system. Several atomic structures of members from the different
transporter families have now been solved, so we are starting to glimpse the mecha-
nism for how the transporters can be energized by sodium co-transport as described
in the following.

4.1 Uptake of Amino Acids, Sugars, and Transmitters

Communication between neurons occurs when an action potential from a transmit-
ting cell reaches a presynaptic terminal and triggers release of neurotransmitters
that bind receptors in the post synaptic terminal of the receiving cell. Termination of
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the signal is facilitated by fast re-uptake of released neurotransmitters by neuronal
and glial cells. The majority of transport proteins involved in neurotransmitter
re-uptake utilizes energy from the electrochemical Na* gradient and belong to the
family of neurotransmitter sodium symporters (NSSs), which includes GABA, gly-
cine, noradrenaline, serotonin, and dopamine transporters. Malfunctions of these
transport systems are linked to disorders like depression, schizophrenia, epilepsy,
and Parkinson’s disease [30]. Norepinephrine and serotonin transporters are targets
for several antidepressants, including the rather non-selective tricyclic agents and
more modern selective serotonin re-uptake inhibitors (SSRIs), as well as psycho-
stimulants like cocaine and amphetamine that also target dopamine transporters [30].

The dominant excitatory neurotransmitter of the central nervous system is the
amino acid glutamate, and its re-uptake is carried out by a family of transporters,
excitatory amino acid transporters (EAATS), that are structurally distinct from the
NSSs, but also couple to the ionic gradients with co-import of three Na* and a H*
and export of a K+ [31].

Uptake of ions and nutrients is carried out by polarized epithelial cells with an
apical membrane that faces the lumen and a basolateral membrane oriented toward
the tissue fluid. For instance, in kidney, colon, and small intestine, Na*,K*-ATPases
are found exclusively in the basolateral membrane, where they vigorously keep the
intracellular Na* concentration low, while the counter imported K* rapidly diffuses
out of the cells through inwardly rectifying K* channels, either basolaterally
(e.g., Kird.1/5.1) [32] or apically (e.g., ROMK/Kirl.1) [33].

Nutrient uptake in the small intestine and re-uptake in the kidney are largely car-
ried out by transporters that are structurally and mechanistically similar to the NSSs.
Following digestion, peptides and amino acids are absorbed by enterocytes lining
the small intestine [34], and in the kidney, the proximal tubule is responsible for the
re-absorption of approximately 95-99% of amino acids. Rather than having specific
transporters for each amino acid, more general and partly overlapping systems han-
dle uptake of neutral, cationic, and anionic groups. Such redundancy provides
backup in case of mutational inactivation of a transport system [35].

In the small intestine and the proximal tubules of the kidneys, sodium-dependent
glucose transporters (SGLTs) situated in the apical membrane drive simultaneous
uptake of Na* and glucose from the lumen at the expense of energy stored in the elec-
trochemical Na* gradient [36], and in the basolateral membrane, facilitative transporters
(GLUTS) use the diffusion gradient of glucose to transport sugars into the blood.

X-ray crystal structures of Na*-coupled transporters have revealed common
structural architecture, even between transporters with no identifiable sequence
conservation. For example, the structures of sugar, amino acid, and the NSSs are
evolutionary conserved from bacteria to higher eukaryotes with a characteristic core
of two sets of STM helices that are interwoven in a 10TM domain with the subdo-
mains related by a pseudo-two-fold axis of symmetry along the plane of the mem-
brane. Structural information about NSSs comes to a large part from studies of a
bacterial leucine transporter (LeuT) for which structures of several conformations
in the catalytic cycle have been solved, and this has provided unprecedented insight
into the molecular details of how the NSS family members work [37,38].
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In LeuT, the two subdomains with an inverted topology in the plane of the
membrane are comprised by TM1-TMS5 and TM6-TM10. The transporter operates
in an alternating access fashion, where the open to the outside conformation first
binds two Na* and then the substrate leucine. Upon substrate binding, the access
tunnel to the extracellular solution closes, and the transporter transiently adopts an
occluded conformation, where Na* and leucine are shielded from both internal and
external solutions, before an internal gate opens to allow the two Na* and leucine to
diffuse into the cell. The transitions from outward over occluded to inward open
states and back again require large scale conformational changes, and the energy to
drive this process comes solely from the electrochemical Na* gradient. In some
NSSs, the charge transferred during the translocation cycle is partly compensated
by co-import of CI-, and in Cl-independent transporters, H* antiport presumably
has a similar role [39]. The inverted topology has suggested a ‘rocking-bundle’
theory, where symmetrical movement of the two subdomains during the cycle provides
alternating access to either the cytoplasm or the extracellular space [40].

4.2 Co-transporters in Cell Volume and Ilon Balances

4.2.1 Cell Volume

The volume of a mammalian cell is relentlessly confronted by changes in extracel-
lular tonicity, transmembrane transfer of osmotically active substances and con-
struction or withdrawal of intracellular osmoles [41]. Since alterations of cell
volume can interfere with the structural integrity and the intracellular environment
of cells, complex mechanisms continuously operate to maintain the required influx
or efflux of water.

Most cells are water-permeable because of specialized water channels known as
aquaporins that selectively allow water molecules to cross in single file while
charged species, including protons, are impermeable. Since the water flow passively
follows the net movement of ions, cell volume regulation is mediated primarily by
ion transport systems that affect the overall osmolarity of the intracellular solution.

The gradients of Na* and K* drive import and export of Cl- via cation-chloride
co-transporters (CCCs), including K*-coupled CI- exporters (KCCs), Na*-coupled
CI" importers (NCCs), and Na*-coupled K* and CI- importers (NKCCs) [42]. Two
isoforms of NKCC have been described, NKCC1, which is found in almost all
mammalian cells, and NKCC2, which is restricted to the apical membrane of epi-
thelial cells of the thick ascending loop of the kidney [43]. Recent data suggest that
while NKCC?2 is a dedicated ion transporter, NKCC1 may additionally co-import
water along with ions, even against the osmotic gradient [44].

Cell swelling activates a process known as regulatory volume decrease, where
the activation of KCCs [45] relieves pressure by exporting K+ and CI~. Conversely,
shrinkage results in activation of regulatory volume increase by Na*/H* exchang-
ers, NKCCs, and Na* channels. A specific mechanism in cell volume is regulation
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of transporters by phosphorylation to activate NKCC1 and inhibit KCC [46]. The
consensus within the field is that Cl/volume sensitive kinases regulate the
phosphorylation state of KCC and NKCC1 and hence control the fluxes of water
and CI- [47].

4.2.2 Inhibitory or Excitatory Action of y-Aminobutyric Acid

In neurons, KCC2 and NKCCI1 play important roles in the tuning of the chloride
gradient. During development, the expression of NKCC1 decreases, and that of
KCC?2 increases, effectively resulting in a reversion of the chloride gradient from
being highest intracellularly to being lowest. The effects of neurotransmitters like
GABA and glycine that open chloride channels are therefore reversed during devel-
opment from excitatory during pre-natal development to inhibitory in adulthood.

4.2.3 Re-uptake of Inorganic Solutes

CCC:s play a pivotal role in the reabsorption of salts from renal corpuscle filtrate in
the renal tubules. Nephrons, the functional units of kidneys, include a tubular sys-
tem that starts with the proximal convoluted tubule which is followed by the loop of
Henle that contains a descending and an ascending limp that continues to the distal
convoluted tubule and finally the collecting duct. Figure 4 gives an overview of
some specialized epithelial cell types along the renal tubules and highlights some of
the transport systems that are involved in the reabsorption of inorganic solutes and
that are associated with the gradients of Na* and K*.
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Figure 4 The renal tubular system contains several specialized epithelial cell types that expresses
different transporters and utilize the cell polarity with an apical and a basolateral membrane to
reabsorb a huge amount of solutes from the tubular filtrate. The Na,K-ATPase in the basolateral
membrane creates chemical and electrical gradients of Na* and K* that drive numerous secondary
transporters, some of which are exemplified in this figure.
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Phosphate is the most abundant anion in the human body and is implicated in
numerous biological functions as bone mineralization, signaling, nucleotide and
energy metabolism, and preservation of membrane integrity [48]. In the kidney, re-uptake
of inorganic phosphate (P,) depends on Na*-coupled symporters (NaPi) that are
located in the apical membrane of proximal tubule epithelial cells [49].

Sodium-coupled bicarbonate transporters (NCBTs) are important regulators of
intra- and extracellular pH, and exist as both electrogenic (NBCel and NCBe2) and
electroneutral (NBCn1, NBCn2, and NDCBE) forms. In the proximal tubule of the
kidney nephrons, NCBel is localized in the basolateral membrane where it couples
with apically localized Na*-coupled H* exporters (NHEs) and aquaporins to drive
the reabsorption of approximately 80% of the filtered HCOs which is of crucial
importance for maintenance of, e.g., blood pH. The remaining 20% is reabsorbed in
more distal parts of the renal tubules so virtually no HCOs escapes with the urine.
HCOs that in the filtrate is titrated to CO, and H,O by H* that is secreted by NHEs. Both
CO, and H,0O then enter the proximal tubule epithelium at the apical membrane
via aquaporins and are converted into HCOs3 by the enzyme carbonic anhydrase
before it is exported by the basolateral NCBel together with Na*in a 3:1 ratio [50].
Since NCBel is co-exporting Na* against the electrochemical gradient, the driving
force of this transporter is partly the membrane potential [51].

The proximal convoluted tubule is connected to the distal convoluted tubule via
the loop of Henle which encompasses a descending and an ascending loop that dives
into the medulla of the kidney where the interstitial fluid has a high concentration of
solutes. Since water permeability in the descending limp is high, massive amount of
water is drawn out of the tubular fluid and into the interstitium, while solutes remain
due to a low population of transporters in the descending limp epithelium. The fluid
that reaches the ascending limp is consequently highly concentrated and, because
the epithelia that line this part of the tubular system does not express aquaporins,
only salts are re-absorbed via, e.g., NKCCs and NHEs. In the distal convoluted
tubule NCCs are responsible for the reabsorption of approximately 5% of the renal
corpuscle filtrate [52].

Electroneutral cation-chloride co-transporters are targets for some of the most
prescribed drugs in the world, and are used to treat hypertension and heart failure
because they inhibit salt re-uptake, and hence increase water output through urina-
tion. NCC represents the major target site for thiazide-type diuretics that are used to
treat hypertension, extracellular fluid volume overload, and renal stones. Furosemide
is an inhibitor of NKCC and is primarily used in the treatment of hypertension and
edema, but has also been the center of some controversy due to its usage on race
horses. Fast or intense exercise often causes pulmonary hemorrhage in race horses
due to the combination of capillary and alveolar pressure increments. The hemor-
rhage in the lungs is often seen after a race as bleeding from the nostrils, and the
condition results in poor athletic performance. Pre-race administration of furo-
semide is known to increase performance because it decreases the incidence and
severity of exercise-induced pulmonary hemorrhage [53].
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5 Homeostasis of the Na* and K+ Gradients
by the Na*,K*-ATPase

5.1 The Subunits of the Na*,K*-ATPase

The Na*,K*-ATPase is an oligomeric protein that, as a minimum, contains an
a-subunit with ten transmembrane spanning helixes and a 1TM type II glycosy-
lated B-subunit [54]. All principal ion pump activity is managed by the a-subunit,
which contains the translocation channel with ion-binding sites, the ATP hydrolysis
core, and the target site for the specific Na*,K*-ATPase inhibitors cardiotonic
glycosides. The B-subunit associates with the a-subunit in the endoplasmic retic-
ulum (ER) and is required for stability and sorting to the plasma membrane
[55-57]. In addition to the essential a- and B-subunits, the Na*,K*-ATPase may also
associate with a 1TM regulatory subunit of the FXYD family of membrane
proteins (Figure 5) [58].

Animal cells depend strongly on the large gradients of Na* and K* that Na*,K*-
ATPases create and maintain, and the great diversity of cell types within the animal
kingdom call for an assortment of various sodium pump subtypes. To fulfill the
different requirements, multiple isoforms of the Na*,K*-ATPase subunits have
evolved, in mammals there are four different types of a-, three of -, and seven of
FXYD-subunits. Since all isoform combinations yield functional pumps, the potential
number of different Na*,K*-ATPases in mammals is 84.

The subunit isoforms of the Na*,K*-ATPase display very distinct expression
profiles depending on cell type, tissue and developmental state. The ol isoform is
ubiquitously expressed, o2 is found predominantly in muscle, adipose, heart and
lung tissues, and in glial cells [59], the a3 isoform is mostly found in neurons [60],
but has also been detected in other tissues, including the developing rat cardiac
ventricle [61] and erythroid cells [62]. The most restricted Na*,K*-ATPase isoform
is a4, which is only expressed in sperm cells [63,64]. Both - and FXYD- subunits
are viewed as regulators of the principal a-subunit, and their complex expression
profiles further illustrate the fine-tuning of pump function required for different cell
types [65].

Diverse subunit compositions yield Na*,K*-ATPases optimized to operate under
different cellular conditions. The a3 isoform for example is associated with low
affinity for intracellular Na* and high affinity for ATP [65]. In essence, this gives a
pump that remains relatively dormant under basal conditions where the level of
intracellular Na* is approximately 10 mM, but in neurons, o3 accumulates in den-
dritic spines, and the concentration of Na* increases dramatically during high
neuronal activity and will not be limiting. The high affinity for intracellular ATP
further ensures that o3 remains active even when energy is low. Another adaptive
technique is seen for the a2-subunit isoform, which is the isoform most sensitive to
the membrane potential, being inhibited by hyperpolarization.
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Figure 5 Structural overview of the sodium pump in the membrane. In the o-subunit, the trans-
membrane part is brown, the phosphorylation (P) domain is light blue, the actuator (A) domain is
light brown, and the nucleotide (N) domain is red. The -subunit is in purple and the y-subunit is
in green. The two occluded K* and the cytoplasmic regulatory K* are indicated with red spheres.
The phosphorylation is mimicked by magnesium fluoride shown as green and light blue spheres.
PDB code 2ZXE.

5.2 The Structure of the Na*,K*-ATPase

The Na*,K*-ATPase belongs to a family of membrane proteins known as the P-type
ATPases, where the defining term “P-type” comes from the notion that all members
are phosphorylated and dephosphorylated at a conserved aspartate during the reac-
tion cycle (Figure 6) [66]. All P-type ATPases have three intracellular domains that
together constitute the engine of the pump, transforming energy in the form of ATP
into mechanical energy that opens and closes the enzyme toward the cytoplasm and
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the extracellular solution in an alternating fashion. The three intracellular domains
are named the actuator domain (A-domain), the nucleotide binding domain
(N-domain) and the phosphorylation domain (P-domain) [67]. The transmembrane
part of the Na*,K*-ATPase a-subunit contains three ion-binding sites within the lipid
bilayer. Two of these sites are shared between Na* and K*, while the third site
binds only Na*. The C-terminal tail of the Na*,K*-ATPase is implanted within the
transmembrane part of the pump in proximity to the exclusive Na*-binding site.
On the extracellularly exposed part of the o-subunit, a cavity serves as an ion
entrance/exit vestibule and as a binding site for the specific Na*,K*-ATPase inhibitors
cardiotonic glycosides (cf. Figures 7 and 8 in Section 5.5.1).

The B-subunit is glycosylated and provides the majority of the extracellular
architecture. It plays an important role in cell-cell adhesion because two opposing
[B-subunits can interact [68].

5.3 The Mechanism of the Na*,K*-ATPase

Since the discovery of the Na*,K*-ATPase, much has been learned about the cycle
of conformational shifts required to translocate both Na* and K* against their respec-
tive chemical gradients, and for Na* also against the electrical potential of the cell.
The reaction scheme is named “The Post-Albers Model” after two of the pioneers in
its formulation, and it is based on a cycle where the pump alternates between two
major states; an E1 state open to the inside of the cell with high affinity for Na*, and
an E2 state open to the outside with a high K* affinity (Figure 6) [69,70]. From the
combined biochemical, structural, and electrophysiological data, much of the
mechanics driving the pump have been elucidated. High resolution crystal struc-
tures of both the Na*,K*-ATPase [71,72] and the closely related sarcoplasmic reticu-
lum Ca**-ATPase SERCA [73-79], the latter in several conformational states, have

Extracellular

E1-ATP E1-P

2 P
E1-ATP 3Na [3Na]

Intracellular

Figure 6 The catalytic cycle of the sodium pump. The Na*,K*-ATPase exists in two principal
conformations; E1 with high Na* affinity and opened inwards, and E2 with high K* affinity and
opened outward. Each complete cycle results in the export of three Na*, import of two K* and the
hydrolysis of a single molecule of ATP. Recent speculations suggest that a cytoplasmic proton
enters the pump and stabilizes it in the K* bound state, and then returns to the cytoplasm when K*
is released [104].
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given astonishing insight into how the different domains of the pumps move as the
cycle progresses.

The N-domain promotes the E2 to E1 conformational shift by binding of ATP.
For the sodium pump, this means intracellular release of two K* and binding of
three Na*. The N-domain then phosphorylates the P-domain, whereby the three
bound Na* are occluded within the pump. Release of Na* is presumably initiated by
protonation of a membrane-embedded aspartate by an intracellular proton, and the
opening of the structure to the external side is forced by a 90° rotation of the
A-domain. In relation to the P-domain, the A-domain rotation situates it in a favor-
able position for acting as a phosphatase, and dephosphorylation induces occlusion
of the two newly bound K* (Figure 6).

The activity of a membrane-embedded molecular engine such as the Na*,K*-
ATPase that catalyzes an electrogenic reaction will be influenced by the transmem-
brane potential. Energetically, the transport of positive charge against the electrical
potential becomes increasingly expensive with hyperpolarization, and since the 3:2
stoichiometry is maintained at all investigated potentials, the pump’s turnover rate
will cease if the electrochemical energetic cost of the ion transport approaches the
energy of ATP hydrolysis [80].

5.4 Regulation of the Na*,K*-ATPase

The activity of the Na*,K*-ATPase can be regulated by cellular interaction partners
and by posttranslational modifications that affect the pump’s kinetic properties or its
cellular distribution.

5.4.1 Posttranslational Modifications

The best-studied posttranslational modifications are phosphorylations. In particular,
phosphorylation of FXYDI in heart and skeletal muscle increases pump activity,
probably because unphosphorylated FXYD1 lowers sodium and potassium affinities,
and phosphorylation releases the inhibitory effect [81]. PKA and PKC target the
C-terminal part of FXYDI, and as indicated by its alternative name, phospholem-
man, it is phosphorylated to a large extent [82].

The o-subunit is also phosphorylated. The most conserved site is a serine in the
cytoplasm/membrane interface, which is targeted by PKA. With the use of
phosphospecific antibodies, the site has been shown to be phosphorylated in response
to activation of a number of G-protein coupled receptors, and the phosphorylation
generally leads to inhibition of the pump without affecting the level of pumps at the
plasma membrane, suggesting direct inactivation [83]. The o isoforms can all be
phosphorylated by PKA; for example, mouse studies showed that a2 phosphorylation
levels respond to morphine administration [84]. Yet a detailed knowledge of the
cellular pathways and roles of the phosphorylation remain uncertain.
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Recently, the sodium pump has also been shown to be subjected to glutathionyla-
tion. In cardiac cells experiencing oxidative stress, a cysteine in the transmembrane
part of B1 is modified by glutathione, which inhibits the pump [85], but FXYD pro-
teins can reverse the inhibition [86]. During, e.g., heart failure, it may be an impor-
tant pathophysiological consideration that oxidative stress inhibits the sodium
pump, but since it is reversible, pump glutathionylation could in general serve a
signaling role.

5.4.2 Cellular Interactions

A rapidly increasing number of protein interaction partners are being described for
the sodium pump. In many cases, the interaction is believed to control pump activity
by regulating, e.g., its subcellular localization [87,88], but intriguingly, there is also
emerging evidence that the pump interacts with channels that functionally couple
directly to the ion clearance, so far mainly sodium-selective channels.

The atypical Na_channels are expressed in glia cells in parts of the brain that
control salt intake. The Na_channels open in response to high extracellular sodium
levels, which leads to increased lactate production in the cell, and lactate functions
as a signal to GABAergic neurons. The channel was shown to interact with the
P-domains of al and a2, but not a3. The interaction was required for elevated
sodium levels causing upregulated glucose intake and thereby lactate signalling.
Tight coupling of Na_with the Na*,K*-ATPase secures efficient pump activation,
since the substrate is directly loaded to the pump, but a direct physical interaction
may serve additional functions [89].

The a1 sodium pump subunit was also shown to co-immunoprecipitate with AMPA
receptor subunits GluR1 and 4 in lysates from rat cerebellum [90] and with GluR1 and
2 in rat cortical lysates [91]. The majority of excitatory neurotransmission in the CNS
is attributable to the AMPA subgroup of the glutamate receptors. The channels are
heterotetramers of the GluR1-4 subunits that allow influx of sodium upon activation
and thus depend strongly on sodium pump activity. In cortical neurons, inactivation of
the sodium pump by ouabain caused up to 80% of the AMPAR subunits to be internal-
ized and subsequently degraded. Like the Na_channel, AMPAR function depends on
the sodium gradient created by the Na,K-ATPase, and the interaction study further
indicated that the sodium pump may play an active part at the synapse by determining
the number of AMPARSs and thereby the strength of the synapse [91].

In neuromuscular junctions, the Na*,K*-ATPase interacts with the nicotinic
acetylcholine receptor (nAchR) at the postsynapse. The nAchRs are ligand-gated
cation channels, so agonist binding leads to an influx of sodium, but also to potassium
release. In mammals, the sodium pump o2 colocalizes and copurifies with nAchR,
and the desensitized channel enhances pump activity [92]. In Caenorhabditis elegans,
the Na*,K*-ATPase (EAT-6) is required for proper neuromuscular localization of the
nAchR, again suggesting a critical role for the pump in synaptic organization [93].

It thus seems a recurring theme that the sodium pump associates with some of the
channels that depend on it in a regulatory network. We are only now beginning to
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glimpse the higher-order complexes, but they will undoubtedly be in the focus for a
fuller understanding of how the cell maintains and utilizes sodium and potassium gradients.

5.5 Na',K*-ATPase Toxins

5.5.1 Cardiotonic Glycosides

Inhibitors of the Na*,K*-ATPase are produced by both plants and animals, and for
centuries it has been recognized that low doses of the toxins can be used to treat
cardiac insufficiency, hence their name, cardiotonic glycosides (Figures 7 and 8).
Na*,K*-ATPase inhibition leads to higher intracellular sodium levels and, via the
sodium-calcium exchangers, to higher calcium levels, which increases the force of
myocardial contractions. However, the therapeutic index is quite narrow, and higher
doses are lethal. Apart from accidental intake, human poisoning has mainly been
fictional (e.g., in Agatha Cristie novels and a James Bond movie), but African hunt-
ers have used extracts with cardiotonic glycosides as arrow poison [94,95].

At least 14 different plant species and nine Bufo toads produce cardiotonic
steroids. Furthermore, the larvae of the Monarch butterfly live solely on a plant that

extracellular

intracellular

Figure 7 Membrane view of a low-affinity Na*,K*-ATPase-ouabain complex. Indicated are ouabain,
the occluded potassium ions, and the loop between TM1 and TM2, the M1-M2 loop. Surface
representations of the subunits o (brown), B (purple), and y (green). The figure was made with
pymol using PDB ID 3A3Y (a shark Na,K-ATPase). In the high-affinity complex, ouabain most
likely binds similarly, but helix movements are expected to close the binding site further.
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Figure 8 Extracellular view of the structure shown in Figure 7 with similar color coding and with
indication of the loop between TM1 and TM2, the M1-M2 loop. The two residues known to be
important for ouabain binding are indicated.

produces cardiotonic steroids, and both the larvae and the butterfly retain sufficient
amounts of poison for it to serve as a defense against predators [96]. Similarly, two
species of the leaf beetles Chrysochus eat plants that produce cardiotonic steroids,
making the beetles toxic to predators [97]. Plants energize their membranes with a
proton gradient and are therefore not affected by sodium pump inhibitors, but the
animals that produce or retain the poison need to protect their own pumps. They
avoid inhibition by having mutations in the extracellular part of their o subunits
where the cardiotonic steroids otherwise bind (Figure 9).

The cardiotonic glycosides inhibit the Na*,K*-ATPase by locking it in an E2P
state, thus putting a break in the catalytic cycle. Surprisingly, the cardiotonic steroid
ouabain is also being recognized to function as a hormone at very low concentra-
tions (nM), causing intracellular signalling events to change gene expression and
cell survival. There is no measurable effect on the Na*,K*-ATPase activity at these
concentrations, but it is suggested that locking of a sub-portion of the pumps in the
E2P state causes release of a Src kinase interacting with the pump, thus allowing it
to start the signaling cascade via phosphorylations [98].

5.5.2 Palytoxin

While cardiotonic glycosides block the Na*,K*-ATPase, palytoxin transforms the
pump into a cation channel with an open probability of around 90%. Compared to
the normal pump, the palytoxin bound pump therefore allows sodium and potas-
sium to flow in the opposite directions at speeds many thousandfold higher than
pumping, so the ionic gradients are destroyed. Loss of the ionic gradients is
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+ M1-M2loop ¢

HsATP1A1 EcEEANSEQA ATEEEPQNBN 136
HsATP1A2 ECEEANMGEHQA AMEBEPSNBN 134  ouapain
HsATP1A3 ECEEANGHQA GTEBBPSGBN 126 oo sitive
GgATP1A1 ECEEANGETS VWMEGEPNSBN 134
XtATP1A1 EcEEANGETA ATEEEPTNBN 136

RnATP1A1 ECEEANGHERS ATEEEPPNBB 136

DjATP1A ECEEANARQS GAMEBPPKBN 135 .. ..
BmATP1A ECEEANGIHEK ASDEEPBNBN 136 . it
DpATP1A ECENANMGHYA STUEEPSBDH 200 MSenstve
CaATP1A ECENANANYY STVEEASDDH

HaATP1A EcENRNGEBKE EN---- - - BN 114

Figure 9 Alignment of residues involved in ouabain binding. Arrows indicate residues known to
affect ouabain affinity at the end of TM1 (corresponding to Gln118 in Figure 8) and at the begin-
ning of TM2 (corresponding to Asnl129 in Figure 8). The extracellular loop between TM1 and
TM2, the M1-M2 loop, is indicated. Abbreviations used are Homo sapiens (Hs), Gallus gallus
(Gg), Xenopus tropicalis (Xt), Rattus norvegicus (Rn), Dugesia japonica (Dj), Bufo marinus (Bm),
Danaus plexippus (Dp), Chrysochus auratus (Ca), and Heterosigma akashiwo (Ha). In rodents, o1
is insensitive to ouabain. Cardiotonic glycosides are used for protection by Bufo toads. The mon-
arch butterfly (Dp) and a leaf beetle (Ca) take up cardiotonic glycosides produced by the plants
they feed on. Sequences of Na*,K*-ATPases from non-animal species, e.g., a marine algae (Ha),
suggest that they are not sensitive to ouabain.

extremely lethal, causing rapid heart failure upon intravenous exposure, and paly-
toxin is the second deadliest non-peptide molecule known with an LD, in mice of
less than 50 ng/kg [99].

Palytoxin was first isolated in 1971 from the Hawaiian coral Palythoa toxica. The
molecule is huge with 64 stereogenic centers, and the mechanism of action remains
for the most part mysterious, but somehow palytoxin recognizes the extracellular
part of the pump and causes opening of both intracellular and extracellular ion
pathways at the same time [99].

6 Pathophysiology of Na*,K*-ATPase Disturbance

Maintaining the sodium and potassium gradients is essential to all animal cells, so
deleterious mutations in the gene for the ubiquitous a1 subunit are not compatible
with life. For a2 and o3, haploinsufficiency is tolerated, but can cause the rare
human diseases familial hemeplegic migraine 2 (FHM2 [100]) and rapid-onset
dystonia parkinsonism (RDP [101]), respectively. FHM2 patients suffer from attacks
of migraine with aura and hemiparesis, and the attacks can be accompanied by other
symptoms such as ataxia, epilepsy/seizure, and loss of consciousness. In some
FHM2 families, there are also reports of, e.g., weakened cognitive functions and
psychiatric disorders [102].
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Similar symptoms are described for patients with mutations in genes encoding
the voltage-gated calcium channel Ca 2.1 (causing FHM1) or the voltage-gated
sodium channel Na 1.1 al subunit (causing FHM3), which suggests that the
phenotype reflects an at least partly common mechanism where the ionic balances
in the brain are misregulated.

RDP patients very abruptly (within hours to weeks) develop dystonia, where the
muscles remain involuntarily contracted, causing twisting of the body, but there
are also parkinsonian symptoms, e.g., slow movements and postural instability. The
severity of the symptoms follows a rostro-caudal gradient with the face affected
the most and the legs the least, and typical medications for parkinsonism have no effect.
The onset is triggered by physical or emotional stress, often involving alcohol.

36 persons with RDP from ten families have been identified to have mutations in
the ATP1A3 gene, while maybe an order of magnitude more have been identified
with FHM2. For both syndromes, healthy family members carrying a disease-causing
mutation have been identified, so there is incomplete penetration of the phenotype,
and whether a mutation causes disease will depend on other genetic and environ-
mental variations.

7 Concluding Remarks and Future Directions

The sodium and potassium gradients are absolutely required for animal life, since
they form the basis for numerous essential cellular processes, and the sodium pump
is required to regulate osmolarity, which is vital to the animal cells that, in contrast
to, e.g., plant cells, are not protected by a cell wall. Although a Na*,K*-ATPase was
probably not the primoridal P-type ATPase [103], it has been essential for metazoan
evolution. The original Na*,K*-ATPase may have depended on a single subunit, and
in, e.g., algae and archaea, genes predicted to encode the a- and not the B-subunit
have been identified, but the B-subunit’s role in cell-cell interactions combined with
the ionic gradients created by the a-subunit have likely been prerequisites for the
earliest assemblies of polarized cells that evolved into animals.

The studies of sodium and potassium gradients began centuries ago, and the
sodium pump has been known for more than fifty years. Nonetheless, there are still
many unanswered questions regarding the mechanism, ion pathways and regula-
tion, and the coming years will undoubtedly bring new perspectives on the sodium
pump’s role in cellular networks.

Abbreviations

A-domain actuator domain
ADP adenosine 5'-diphosphate
AMPA 2-amino-3-(5-methyl-3-oxo-1,2-oxazol-4-yl)propanoic acid
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subfamily of voltage-gated sodium channels (formerly Nav2.1 in humans)

ATP adenosine 5'-triphosphate

CCCs cation-chloride co-transporters

CNS central nervous system

EAATs excitatory amino acid transporters
ER endoplasmic reticulum

FHM2 familial hemeplegic migraine 2
GABA y-aminobutyric acid

GLUTs glucose transporters

KCCs K*-coupled CI” exporters

K, voltage-gated K* channels

LD, lethal dose, 50%

LeuT leucine transporter

nAchR nicotinic acetylcholine receptor
NaPi Na*-coupled P, symporter

Na, voltage-gated Na* channels

Na_

NCBTs sodium-coupled bicarbonate transporters
NCCs Na*-coupled CI” importers
N-domain nucleotide-binding domain

NHEs Na*-coupled H* exporters

NKCCs Na*-coupled K* and CI” importers
NSSs neurotransmitter sodium symporters
P-domain  phosphorylation domain

P, inorganic phosphate

PKA protein kinase A

PKC protein kinase C

RDP rapid-onset dystonia parkinsonism
SGLTs sodium-dependent glucose transporters
SSRIs selective serotonin re-uptake inhibitors
TMs transmembrane helices
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Abstract Magnesium, the second most abundant cation within the cell, plays an
important role in numerous biological functions. Experimental evidence indicates
that mammalian cells tightly regulate cellular magnesium ion content through
specific mechanisms controlling Mg?* entry and efflux across the cell membrane
and the membrane of various cellular organelles as well as intracellular Mg?* buffering
under resting conditions and following hormonal and metabolic stimuli. This chap-
ter will provide an assessment of the various mechanisms controlling cellular Mg
homeostasis and transport, and the implications changes in cellular Mg** content
play under physiological and pathological conditions.

Keywords cell membrane ® cytoplasm ¢ endoplasmic reticulum * Mg?* homeostasis
» Mg?* transport ¢ mitochondria

Please cite as: Met. lons Life Sci. 12 (2013) 69-118

1 Introduction

Magnesium is the second most abundant cellular cation after potassium. Total
magnesium ion concentrations ranging between 16 to 20 mM have been consistenly
measured within mammalian cells by various techniques [1]. These Mg** levels
regulate numerous cellular functions and enzymes, including ion channels, meta-
bolic cycles, and signaling pathways. Despite significant progress, our understanding
of how cells regulate Mg* homeostasis still remains incomplete for conceptual and
methodological reasons. The slow turn-over rate for Mg* movement across the
plasma membrane or other biological membranes in the absence of metabolic and
hormonal stimuli, the absolute abundance of total and free Mg?* within the cell, and
the limited changes in free [Mg?*] have fostered the assumption that cellular Mg
concentration does not undergo significant changes over time as its level is more than
adequate for acting as a cofactor for various cellular enzymes. As a consequence,
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there has been limited or not interest in developing techniques and methodologies
able to rapidly and accurately measure changes in cellular Mg?* content.

In the last twenty-five years, however, an increasing number of experimental and
clinical observations have challenged this assumption. More than one thousand
entries in the literature indicate the occurrence of major fluxes of Mg* in either
direction across the plasma membrane of mammalian cells following metabolic or
hormonal stimuli, and point at Mg?* as a key regulatory cation for a variety of cellular
functions. In turn, the movement of Mg?* across the cell membrane has resulted in
appreciable changes in total and free Mg?* level within the cell and specific cellular
organelles. Genetic and electrophysiological approaches have identified several Mg
transport mechanisms that operate in the plasma membrane or in the membrane of
cellular organelles such as mitochondria and Golgi. The increased interest in Mg?* as
aregulator of biological functions has advanced the development of new methodolo-
gies able to detect and measure changes in cellular Mg?* content under specific phys-
iologic and pathologic conditions in both animal models and human patients.

2 Cellular Mg** Distribution

Determinations of cellular Mg?* content by electron probe X-rays microanalysis
(EPXMA), *'P NMR, selective Mg?*-electrode, '3*C NMR citrate/isocitrate ratio or
fluorescent indicators (Table I in ref. [1], and [3]) consistently indicate that total
Mg?* concentration ranges between 16 to 20 mM within mammalian cells [1,2],
equivalent Mg?* concentrations being localized within nucleus, mitochondria, and
endo-(sarco)-plasmic reticulum. The presence of such a high Mg>* concentration
within the organelles has been explained with the tendency of Mg?* to bind to phos-
pholipids, proteins, nucleic acids, chromatin and nucleotides within the organelles.
Consequently, between 0.8 to 1.2 mM, or 15% to 22% of the cellular Mg?* content,
is free within the cytoplasm and the lumen of organelles such as cardiac and liver
mitochondria [4,5]. These values are not too different from the level of Mg?* present
as free in the extracellular space [1-3].

Similar free Mg?* concentrations are postulated to be present within the nucleus
and the lumen of the endo-(sarco)-plasmic reticulum although no direct determina-
tions have been successfully carried out due to technical limitations. In the case of
the nucleus, this assumption is based upon the porous structure of the nuclear enve-
lope, which does not support the presence of an ionic gradient between cytoplasm
and intranuclear environment. In the case of the endoplasmic (sarcoplasmic) reticu-
lum, the luminal free [Mg?*] cannot be reliably measured because of the competing
effect of elevated millimolar Ca’* concentration present within the organelle [6],
and the high affinity of this cation (~50 uM) as compared to the affinity of Mg
(~1.5 mM) for Mag-Fura and Mag-Indo fluorescent dyes [7]. Cytoplasmic Mg
represents the last large and well detectable cellular Mg?* pool. The majority of this
Mg?* pool (~4-5 mM) forms a complex with ATP, phosphonucleotides, and phos-
phometabolites [8]. Because of its abundance (~5 mM) and Mg**-binding affinity
(K, ~78 uM), ATP represents the largest metabolic pool able to bind Mg** within the
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cytoplasm or the mitochondrial matrix [9], and maintain cytosolic free [Mg*]
between 0.5-1 mM within these compartments [1]. Hence, it would appear that
there is a very limited chemical gradient for Mg?* between intracellular and extra-
cellular environment, and between cytoplasm and the lumen of cellular organelles.

In cells devoid of cellular compartmentation (e.g., erythrocytes), Mg?* buffering
depends exclusively on ATP, phosphonucleotides and phosphometabolites, proteins,
and metabolic pools. Three kinetically distinct Mg?** binding pools have been
observed in erythrocytes [10]: one low-capacity, high-affinity pool represented by
cell proteins, including hemoglobin, and two pools that correspond reasonably well
to ATP and 2,3-diphosphoglycerate (2,3-DPG) content, respectively [11]. Clearly,
small changes in binding distribution can occur based upon the oxygenated or not
oxygenated state of hemoglobin within the erythrocytes [12].

As for Mg? binding by other cellular proteins little information is available. Aside
from hemoglobin [12], consensus sequence for Mg?* binding has been observed in
calmodulin [13], troponin C [14], parvalbumin [15], and S100 protein [16]. It is pres-
ently undefined whether other cytosolic or intra-organelle proteins bind Mg>* and
contribute to the total Mg?* concentrations measured within mitochondria or specific
regions of endoplasmic or sarcoplasmic reticulum. Bogucka and Wojtczak [17] have
suggested the presence of two proteins in the inter-membraneous space of the mito-
chondrion binding Mg?* with high affinity/low capacity and high capacity/low
affinity, respectively. However, neither of these proteins has been identified. The
presence of Mg?*-binding sites has been reported for other cellular proteins, but we
lack information about the actual role of these proteins in binding Mg?* under physi-
ological or pathological conditions. We also lack evidence for a consistent Mg?*-
binding sequence in these proteins. The basic assumption has been that asparagine
and glutamate residues are the most likely amino acids able to form coordination
bonds with Mg?*. Lastly, the physiological relevance of Mg?* binding by proteins has
been challenged by the observation that parvalbumin null mice do not present hypo-
magnesemia or detectable changes in tissue Mg?* homeostasis [18].

Finally, Mg?* concentration in plasma and extracellular fluid is approximately
1.2-1.4 mM, one third of which is bound to proteins (e.g., albumin) or other bio-
chemical moieties [ 19]. The comparison between this concentration and those reported
within the cell supports the notion that chemical free [Mg*"] across any mammalian
biological membrane is at, or near zero trans condition. Because the electrochemical
equilibrium potential for cellular free [Mg?*] is ~50 mM under resting conditions [20],
it is evident that mechanisms must operate in the cell membrane to maintain cytosolic
free Mg** and total cellular Mg?* content within the measured levels.

3 Mg* Transport Mechanisms

Many mammalian cells cultured in the presence of low or virtual zero [Mg**], do not
present a significant decrease in total or free Mg?* content despite the large Mg
gradient imposed across the cell membrane [2,21]. Turnover rates ranging from
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1 hour in adipocytes to several days in lymphocytes have been observed and attributed
to structural and functional cellular differences [21]. Discrepancies can also be
observed in the same cell types depending on experimental conditions or modality
of isolation (e.g., in situ versus in culture, or freshly isolated). For example, Mg
equilibrium in cardiac ventricular myocytes can vary from 3 hours in the whole
animal to 72—80 hours in dispersed cells incubated at 37 °C, to even longer periods
of time for cells maintained at 20 °C [22-24], consistent with the notion that hor-
monal or humoral factors can influence Mg?* transport, and the transport mecha-
nisms have a specific Q10. Similar differences have been observed in freshly isolated
[25] versus cultured [26] lymphocytes.

Clearly, the occurrence of slow Mg?* turn-over in various cells has generated the
erroneous impression that cellular Mg?* content does not change, or changes at such
a slow pace that it has no physiological relevance. This impression has been chal-
lenged and completely reversed by a large body of experimental evidence docu-
menting the occurrence of large fluxes of Mg?*" across the plasma membrane of
mammalian cells within minutes from the application of a metabolic or hormonal
stimulus [21,27-29]. For example, lymphocytes [25,30], erythrocytes [31], cardiac
myocytes [32,33], and liver cells [34-36] are several of the mammalian cells able to
extrude a significant percentage (between 10% to 20%) of their total cellular Mg
content in less than 10 min from the application of an adrenergic stimulus. The flux
amplitude and its rate support the presence and operation of powerful Mg?* trans-
port mechanisms in the cell membrane (see [29] for a list of cells). Surprisingly,
these fluxes while large, have resulted in relatively small changes in free [Mg*'], in
the majority of cells examined, suggesting that the operation of these Mg?* transport
mechanisms is tightly coupled with the ability of the cell to rapidly buffering the
amount of Mg?* extruded or accumulated [37,38].

These Mg** transport mechanisms can be cursorily divided into channels, which
allow Mg?* accumulation, and exchange mechanisms, which allow Mg?* extrusion.
The majority of the Mg?* entry mechanisms are located at the cell membrane level.
Two of the entry mechanisms favor Mg?* accumulation into mitochondria and Golgi
cisternae, respectively. Most of these entry mechanisms show modest selectivity for
Mg?* over other divalent cations. No information is available about the mechanisms
favoring Mg?* entry in the endoplasmic or sarcoplasmic reticulum, or Mg** extru-
sion across the cell membrane or the membrane of cellular organelles.

3.1 Channels

Mg?* entry through channels was first observed in prokaryotes [39,40] and proto-
zoan [41]. More recently, Mg?* entry through channels or channel-like features has
been observed in eukaryotic cells. The characterization of these Mg?* channels,
however, is far from being complete, and information about their regulation is still
fragmentary, limiting our understanding of their relative contribution in regulating
Mg entry in specific cells or physio-pathological conditions.
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3.1.1 TRPM Channels

TRPM?7 [42] and TRPM6 [43] were the first Mg?* channels identified in mammalian
cells. While TRPM?7 is ubiquitous and more in control of Mg?* homeostasis in indi-
vidual cells, TRMP®6 is localized in the colon and the distal convolute tubule of the
nephron, a distribution that emphasizes the role of this channel in controlling whole
body Mg?* homeostasis through intestinal absorption and renal resorption.

These two channels share several similarities in terms of structure and operation.
Yet, they differ in various aspects ranging from location to hormonal modulation.

3.1.1.1 TRPMT:

Fleig’s group was the first to report the involvement of TRPM7 in Mg?* accumula-
tion and cell growth [42]. Originally identified as LTRPC?7, or long TRP channel 7,
owing to the presence of a long amino acid extension outside the channel sequence
[44], this channel was already known as CHAK (channel kinase 1) [45] because of
the presence of an a-kinase domain at its C-terminus [45], and its functional homol-
ogy to eEF2-kinase [46]. Shortly after the original report [42], Runnels et al. [47]
confirmed that TRPM7 combines a channel structure with an a-kinase domain at
the C-terminus.

Located at the locus 1521 of the human chromosome 15, TRPM?7 is formed by
1865 amino acids arranged in 10 trans-membrane domains with both the C- and
N-termini internalized. Ubiquitously expressed, the channel would carry preferen-
tially Mg?* and Ca®* [42], but also divalent cations such as Ni** and Zn** [48,49]. The
functional structure of the protein is supposed to be a tetramer, but it is unclear
whether the channel is a homotetramer or a hetero-tetramer with varying stoichiom-
etry combination of TRPM7 and TRPM6 monomers. Voets and colleagues [50], for
example, reported the functional expression of TRPM6 channels in HEK-293 cells
with electrophysiological properties similar to those of TRPM7. In contrast,
Chubanov et al. [51] reported no electrical conductance through TRPM6 when this
channel is expressed by itself in HEK-293 cells or in X. laevis oocytes, and suggested
that TRPM7 needs to be co-expressed with TRPMS6 for the latter to be incorporated
into channel complexes in the cell membrane. Although the association of TRPM6
and TRPM?7 channel proteins in a functional structure has been confirmed by Schmitz
et al. [52], the functional characterization of TRPM6/TRPM7 chimeras has remained
controversial [53] until Yue’s group demonstrated that (i) TRPM6 and TRPM7 do
form a heterotetramer, and (ii) pure TRPM6, pure TRPM7, and TRPM6/TRPM7
chimeras constitute three distinct ion channel entities with different divalent cation
permeability, pH sensitivity, and unique single channel conductance [54,55]. This
group also reported that the activities of TRPM6, TRPM7, and TRPM6/TRPM7 can
be differentiated by using 2-2-aminoethoxydiphenyl-borate (2-APB), which mark-
edly increases Mg?* and Ca** entry through TRPM6 [54]. These results support the
notion that TRPM6 can form functional homotetrameric channels but also heterote-
trameric channels with TRPM?7 [56]. As the tissue distribution of these channels is
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still incomplete, it is possible that homotetrameric TRPM6, homotetrameric TRPM7,
and heterotetrameric TRPM6/TRPM?7 channels play different roles in diverse tissues
under physiological or pathological conditions.

Recently, our understanding of TRPM7 regulation has registered some progress.
Protons markedly enhance TRPM?7 inward current by competing with Ca?* and
Mg?* for binding sites within the channel pore, releasing the blockade of inward
monovalent currents by divalent cations [48,49]. At physiological pH, Ca** or Mg
bind to TRPM?7 and inhibit monovalent cation currents. At higher H* concentra-
tions, instead, the protons decrease the affinity of TRPM7 for Ca?* and Mg?*, allow-
ing monovalent cations to permeate the channel [57]. Another level of regulation is
provided by PIP2. Initially reported by Clapham’s group [58], this regulation has
been confirmed by other groups [59-61], which have established that addition of
exogenous PIP2 decreases TRPM7 run-down whereas activation of phospholipase
C (PLC) by phenylephrine accelerates it [60]. TRPM7 activity is also modulated by
ATP [61] and non-hydrolyzable GTP analogs [60], most likely through the forma-
tion of Mg(ATP)?> [61] and accelerated PLC-mediated channel run-down, respec-
tively [60]. Bradykinin or angiotensin-II, which also activates PLC, exhibit a similar
PIP2-mediated modulation of TRPM7 [59,62]. Activation of TRPM7, however,
only occurs in the presence of a physiological cellular [Mg**], any reduction in this
concentration resulting in inactivation of TRPM?7 activity via PIP2 depletion [59].
All together, these results suggest that PLC-activation accelerates TRPM7 ‘run-
down’ via PIP2 depletion. Alternatively, PIP2 depletion would play a feed-back
regulation on TRPM?7 activation by PLC [59].

A functional TRPM?7 is required for a sustained phosphoinositide-3-kinase
(PI3K)-mediated signaling in lymphocytes to the point that TRPM7-deficient cells
rapidly down-regulate their rate of growth as a result of signaling deactivation
downstream PI3-Kinase even in the presence of physiological [Mg*] [63].
Furthermore, TRPM?7 regulates the transition of lymphocytes from quiescent to pro-
liferative metabolic state [64]. In contrast, TRPM7-deficient cells upregulate p27,
exit cell cycle, and enter quiescence [64]. Because TRPM7 is widely expressed in
immuno-competent cells, these results suggest that TRPM?7 is essential to regulate
rapid cell proliferation and possibly malignancy development.

TRPMT7 has originally been identified based on the a-kinase activity present at
its C-terminus [45], which phosphorylates serine and threonine residues within an
a-helix [65]. Initially, this kinase domain was considered to be essential to modu-
late TRPM7 activity and gating [58]. Subsequent studies, however, indicated that
TRPM?7 channels lacking the kinase domain could still be activated by internal Mg?*
depletion [66]. Presently, it is undefined which signaling components induce chan-
nel opening and/or modulate the a-kinase domain. It is however, clear that kinase
autophosphorylation plays a significant role in target recognition by this domain
[67]. Massive autophosphorylation of the TRPM?7 kinase domain in a region rich in
serine and threonine residues located immediately upstream the kinase catalytic
domain increases the rate of substrate phosphorylation [68]. Deletion of this region
does not affect the intrinsic catalytic activity of the kinase but prevents substrate
phosphorylation, supporting the role of this region in substrate recognition [68].
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This Ser/Thr region is poorly conserved in TRPM®6 in terms of amino acid sequence.
However, the kinase domain of TRPMG6 appears to require a similar autophosphory-
lation of its Ser/Thr residues for proper recognition and efficient phosphorylation of
the substrates [68].

One obvious consequence of generating TRPM7 lacking the kinase domain is
the inability of TRPM?7 to properly phosphorylate and activate downstream cellular
targets. In support of this notion, homozygous TRPM7-deficient mice carrying the
deletion of the kinase domain (TRPM72Kina<) presented early embryonic lethality
[69,70]. The heterozygous mice, instead, were viable but presented defective intes-
tinal Mg+ absorption and hypomagnesemia. Cells derived from these heterozygous
mice presented reduced TRPM7 currents with an increased sensitivity to inhibition
by Mg** [70]. Embryonic stem cells lacking the TRPM7 kinase domain showed
arrest in proliferation and could be rescued by Mg?* supplementation, validating the
report by Scharenberg’s group [64]. The relevance of the kinase domain in mediat-
ing TRPM?7 signaling is confirmed by a recent publication by Perraud et al. [70].
These authors reported a role of TRPM7 in regulating the rate of protein synthesis
based upon Mg?* availability, and observed that phosphorylation of Thr® residue on
eEF2, which inhibits the protein activity, increases under hypomagnesemia. These
authors also indicated that Mg?** regulation requires an active and viable kinase
domain in the TRPM?7 protein [70]. The regulation of eEF2 by TRPM?7 is indirect,
occurring through eEF2 cognate kinase (eEF2-k), which becomes phosphorylated
by TRPM7 kinase on Ser”” [70].

At the substrate level, myosin IIA heavy chain [69,71], calpain [72], and annexin
I [73,74] have been identified as targets phosphorylated by the TRPM7 kinase
domain. Thus, it appears that TRPM7 plays an important role in regulating cell
adhesion, contractility or inflammation in different cells, in addition to its role in
Mg?* homeostasis. For example, TRPM7 regulates neuronal function and survival
under hypoxia or ischemia-reperfusion conditions. Because it can transport either
Ca? or Mg?*, TRPM7 exhibits an ambivalent role based upon the permeating cat-
ion. Following activation by reactive oxygen/nitrogen species and prolonged oxy-
gen and glucose deprivation, TRPM7 favors Ca*" fluxes that result in a toxic event
for neurons [75]. In contrast, Mg>* permeation enhances anti-apoptotic and cell sur-
vival mechanisms, preventing anoxic death of the neurons [67,76]. Following 1
hour occlusion of middle cerebral artery, TRPM7 expression in ipsilateral hip-
pocampus is enhanced, with deleterious consequences for the neurons [77]. Pre-
treatment of neurons with nerve growth factor activated the TrkA pathway and
counteracted both the increase in TRPM7 expression and its harmful consequences
[77]. Cell death can be prevented by blocking TRPM7 current via 5-lipoxygenase
inhibitors [78]. This block occurs without changes in protein expression and cell
membrane concentration [78]. TRPM?7 also promotes the specific secretion of ace-
tylcholine at the synaptic level by favoring the fusion of cholinergic vesicles with
the pre-synaptic membrane of parasympathetic fibers without any effect on dense
core vesicle secretion [79].

The effect of TRPM7 on cell proliferation and differentiation as observed in
endothelial cells [76] also extends to osteoblasts [80,81]. Expression of TRPM7
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increases during osteoblast differentiation, suggesting a role of cellular Mg>* on cell
differentiation. Culturing osteoblasts in low extracellular Mg** or Ca** significantly
reduces their differentiation [82]. Matrix mineralization is also reduced under these
conditions while expression of collagen type I, predominant in the extracellular
matrix, increases [80,81]. Osteoblastic differentiation and extracellular matrix min-
eralization are affected to a comparable extent by TRPM7 silencing during the dif-
ferentiation stage, further connecting cellular Mg* homeostasis with TRPM7
expression and activity. Expression of the osteoblastic transcription factor Runx2
was also reduced in cells maintained in the presence of low [Mg**] , or by TRPM7
silencing [80]. All together, these results indicate that cellular Mg+ and Ca’* homeo-
stasis via TRPM7 are important for osteoblastic differentiation. It remains to be
determined to which extent Mg deficiency in the general population, which is more
common than anticipated, associates with altered osteoblastic differentiation and
inadequate bone formation and osteoporosis development.

Data by the Clapham’s group, however, have casted some doubts about the
effective role of TRPM7 in regulating Mg>* entry and homeostasis [82]. This group
has observed altered embryonic development and tissue specific deletion of the
channel in T cell lineage in TRPM7 null mouse, with disrupted thymopoiesis
and progressive depletion of thymic medullary cells in the absence of significant
changes in acute Mg?* accumulation or total Mg?* content in the T cells. Absence
of TRPM7, however, significantly dysregulated the synthesis of several growth
factors altering thymic epithelial cells differentiation [82]. Hence, it appears that
TRPM7 is the first TRP channel with an essential, non-redundant role in embryo-
genesis and thymopoiesis. It is still unclear, however, how TRPM7 absence alters
T cells differentiation.

3.1.1.2 TRPMé6:

The TRPM6 channel is uniquely localized in the colon and the renal distal
convolute tubule, two epithelia highly impermeable to salt re-absorption. This
specific localization supports the specific role of this channel in controlling
whole-body Mg?* homeostasis by regulating intestinal Mg>* absorption and
renal Mg?* reabsorption.

The TRPM6 gene was originally identified by genetic analysis as the site of vari-
ous mutations responsible for Hypomagnesemia with Secondary Hypocalcemia
(HSH, OMIM 602014). A rare autosomal recessive disease, HSH is characterized
by Mg?* and Ca?* wasting, a serum Mg?* level around 0.5-0.6 mmol/L, or half the
physiological level despite massive intravenous and oral Mg?* administration [43].
Because the primary defect is at the level of the TRPM6 channels expressed in the
intestine [43], any excess in Mg?* supplementation is rapidly filtered at the glomerular
level and results in increased passive renal absorption via paracellin-1 (see
Section 3.1.2). Transcellular absorption via apical TRPM6 channels in the renal
epithelium, however, remains depressed and unable to restore physiological serum
Mg* level [43].
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Experimental evidence suggests that TRPM6 also forms a functional tetramer
at the plasma membrane level [54]. Several point mutations in the TRPM6 amino
acid sequence have been identified [83], which result in the expression of a trun-
cated and non-functional channel [83]. The missense mutation S'*'L, for exam-
ple, which occurs at the N-terminus of the channel, prevents the correct assembly
of TRPM6 as a homotetramer, or a heterotetramer with TRPM?7 [83]. The mis-
sense mutation P!®’R, instead, occurs in the pore region of the channel, but
affects negatively and more significantly TRPM7 when it is co-expressed with
TRPM6 [83]. TRPM6 null mice have also been developed [84]. Aside for low
Mg?** level in plasma (~0.67 versus 0.75 mM), heterozygous Trpm6*~ mice pres-
ent normal electrolyte levels, whereas the majority of the homozygous Trpm6~"
mice die by embryonic day 12.5 [84,85]. Few animals survive to term, and the
majority of them present exencephaly, spina bifida occulta, and other significant
neural tube defects. Administration of a high Mg diet to dams allows for off-
spring survival to weaning [86], althought this aspect has not been confirmed in
a more recent study [87].

Similarly to TRPM7, TRPM6 presents an o-kinase domain at the C-terminus
with functional homology to eEF2-kinase, whereby the protein was originally
termed CHAK?2 (channel kinase 2) [46]. This kinase domain phosphorylates serine
and threonine residues located within an a-helix [45,46,65]. Owing to their dual
function as a channel and a kinase, TRPM6 and TRPM?7 are referred to as chan-
zymes. As for TRPM7, removal of the kinase domain does not abolish TRPM6
activity but modulates the extent to which the channel is regulated by intracellular
free Mg or Mg(ATP)> complex [51-54,86], and affects the ability of the chan-
zyme to phosphorylate downstream targets. At variance of what was reported for
TRPM7, no specific substrate phosphorylated by TRPMS6 kinase has been identified,
with the exception of TRPMY7 itself. While the TRPM6 kinase domain can phospho-
rylate residues on the TRPM7 channel within a heterotetramer structure, TRPM7
kinase cannot phosphorylate residues on TRPM6 [52]. Hence, it remains to be
clarified whether the TRPMS6 kinase domain phosphorylates substrates similar to, or
different from those associated with the TRPM7 kinase domain.

At variance with TRPM7, TRPM6 appears to be sensitive to changes in estrogen
level and dietary Mg?* intake. Estrogens (17B-estradiol) selectively up-regulate
TRPM6 mRNA in both colon and kidney, leaving unaffected TRPM7 mRNA in
other tissues [87,88]. In the absence of estrogen, the repressor of estrogen receptor
activity (REA) binds to the 6th, 7th, and 8th B-sheets of the TRPM®6 kinase domain
in a phosphorylation-dependent manner, and inhibits its activity [90]. Estrogen
administration rapidly dissociates REA binding, resulting in increased TRPM6
activity [90]. Dietary Mg?* restriction also up-regulates TRPM6 mRNA in both
colon and kidney, but it has no effect on TRPM7 mRNA [88,89]. In contrast, expo-
sure to Mg**-enriched diet up-regulates TRPM6 mRNA only in the colon, consis-
tent with increased intestinal absorption [88]. These changes in TRPM6 expression
and Mg** levels do not occur in mice exhibiting normal or high erythrocyte and
plasma Mg** levels [89]. Therefore, it is becoming progressively apparent that
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genetic factors control TRPM6 expression and activity, and that dietary Mg?* restriction
promotes a compensatory increase in Mg?* absorption and reabsorption by enhancing
TRPMG6 expression in intestine and kidney, respectively [88,89].

Cellular ATP decreases TRPM6 current [51-54], as observed also for TRPM7.
The site of inhibition resides in the conserved ATP-binding motif GxG(A)xxG
within the a-kinase domain [89]. Full deletion of the kinase domain and point muta-
tions within the ATP-binding motif (G'***D) completely abolish the inhibitory effect
of ATP. The effect of ATP, however, is independent of a-kinase autophosphoryla-
tion activity [86].

TRPM6 activity is modulated by cellular signaling molecules. Over-expression
of RACKI1 (receptor for activated protein kinase C) directly binds to the a-kinase
domain of TRPMS6, and possibly TRPM7 due to the >84% homology between the
two kinase domains [90]. RACK1 binding site is located in the region correspond-
ing to the 6th, 7th, and 8th 3 sheets, the same sheets involved in REA regulation
[87]. Following RACK1 binding, TRPM6 (and possibly TRPM7) activity is inhib-
ited. Channel activity is not suppressed when RACKI1 is co-expressed with the
a-kinase deleted TRPM6 mutant. The inhibitory effect of RACK1 depends on the
autophosphorylation of threonine 1851 (T'®"), which is localized at the end of the
4th a-helix adjacent to the RACK1 binding site. Mutating T'#'! to alanine (T'%'A)
or aspartate (T'3'D) decreases TRPM6 autophosphorylation but does not affect
RACKI1 binding. The inhibitory effect of RACK1 on channel activity is abolished
by T!'A mutation, while it is unaffected by T'®'D mutation [90]. The latter
mutation renders the kinase autophosphorylation directly proportional to the Mg?*
concentration, with a steady increase in the 0.1 to 1 mM range. The T'*'A mutant,
instead, is less sensitive to intracellular Mg?* concentrations as compared to the
wild-type (IC,; ~0.7 versus 0.5 mM, respectively). Activation of protein kinase C
(PKC) by phorbol-myristate acetate (PMA) prevents the inhibitory effect of
RACKI on channel activity [90] whereas the PKC inhibitor chelerythrine restores
the inhibition [90]. All together, these results suggest a competing effect of PKC
for RACKI.

The epidermal growth factor (EGF) also acts as an autocrine/paracrine magne-
siotropic hormone [91]. Following the receptor engagement in the basolateral
domain of the distal convolute tubule, EGF activates TRPM6 at the cellular apical
domain and promotes cellular Mg?* accumulation. Point mutation in the pro-EGF
sequence (P'°L) retains EGF to the apical membrane of the cell and inhibits Mg?*
accumulation, resulting in Mg?* wasting (isolated recessive renal hypomagnesemia
or IRH syndrome, OMIM 611718). The axis EGF/TRPM6/Mg** reabsorption
becomes altered in cancer patients undergoing treatment with antibodies anti-EGFR
[92,93] as the block of the EGF receptor prevents TRPM6 activation and results in
renal Mg?* wasting [92,93]. EGF promotes TRPM6 activity and/or expression via
ERK1/2 phosphorylation [94] and adaptin protein-1 (AP-1) signaling [95]. The pro-
cess is prevented by antagonists for integrin o 33 and MEK1/MEK2 activity, or
siRNA for TRPM6 [94]. It is undefined whether this signaling axis releases RACK1-
mediated inhibition of TRPMS6 activity through PKC activation [90].
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As TRPMBG is located in the apical domain of the intestinal and renal epithelium,
it is unresolved how apically accumulated Mg?* is transported across the cytoplasm
to be delivered to the basolateral domain and be extruded into the blood stream.
The general consensus is that baso-lateral Mg?* extrusion occurs via a Na*/Mg?
exchanger (see Section 3.2.1). Uncertain is also as to whether Mg?* is transported
through the cytoplasm bound to proteins or diffuses freely. Parvalbumin and
calbindin-D,, , two proteins abundantly present within the cells of the distal convo-
lute tubule of the nephron, could mediate trans-cellular Mg?* transport, accelerating
the delivery rate of the cation to the basolateral domain. However, no detectable
defects in Mg?* excretion or homeostasis are observed in parvalbumin null mice
[17], raising some doubts on whether parvalbumin does play a role in transporting
Mg?* under physiological conditions, or other proteins can compensate for its
absence in the null model.

3.1.2 Claudins

Genetic analysis of patients affected by Familial Hypomagnesaemia with Hyper-
calciuria and Nephrocalcinosis (FHHNC, OMIM 248250) identified paracellin-1 as
the first mammalian protein able to transport Mg [96]. FHHNC is characterized by
massive renal Mg?* and Ca** wasting that leads rapidly and irreversibly to renal failure
[96] as symptoms and renal deterioration are not ameliorated by Mg+ supplementa-
tion [96]. The gene responsible for the disease was termed Paracellin-1 (PCLN-1)
[96], which encodes for paracellin-1 (PCLN-1), a protein now renamed claudin-16.
This protein is in fact a member of the claudin family [97], a group of tight junction
proteins with 4 trans-membrane spans coordinated by 2 extracellular loops, and with
both C- and N-termini on the cytoplasm side. More than 20 mutations affecting
trafficking or permeability of claudin-16 have been currently identified [98].

Claudin-16 mediates paracellular Ca* and Mg** fluxes throughout the nephron.
Yet, the modality by which these fluxes are generated is still controversial. Data
obtained in LLC-PK1 (a renal cell line of porcine origin) indicate that claudin-16
mediates paracellular Na* permeation which, in turn, generates a positive potential
within the lumen of the nephron that acts as driving force for Mg?* and Ca** reab-
sorption [99]. Data in MDCK cells, instead, point to an increase in Mg* and a
decrease in Na* permeability [100]. It is unclear whether these discrepancies reflect
a different modus operandi in cell lines of differing origin, or depend on the experi-
mental conditions utilized in the two studies. Either study, however, support the
evidence that PCLN-1 expression is modulated by [Mg*], [101].

To properly function, claudin-16 has to be delivered to the tight junction where
it interacts with the scaffolding protein ZO-1 [102]. Claudin-16.Z0O-1 association
and dissociation are regulated via PKA-mediated phosphorylation of Ser?'” within
claudin-16 sequence [102]. Activation of the Calcium Sensing Receptor (CaSR)
dephosphorylates this residue [103], whereby claudin- 16 dissociates from ZO-1 and
accumulates within the lysosomal compartment [100]. Mutations of Ser?'” acceler-
ate claudin-16 turn-over and modulate its function. Mutation of Thr?* (T?**R) also
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impairs the claudin-16/Z0-1 interaction, and favors claudin-16 accumulation into
lysosomes [100,102].

Recent evidence indicates the involvement of claudin-19 isoform in mediating
Mg?* and Ca?* reabsorption [104]. Claudin-19 forms a head-to-head complex with
claudin-16 at the level of the tight junction, increasing cation selectivity. While claudin-16
function as a channel does not appear to depend on its association with claudin-19,
claudin-19 is necessary to recruit claudin-16 and form a co-polymer at the tight
junction level of the nephron and to switch channel selectivity from anion to cation
[104]. The heteromeric association between claudin-16 and claudin-19 is affected
by point mutations in claudin-16 (L'*P, L'>'F, G'R, A?*®T, and F**’C) and clau-
din-19 (L°P and G'*’R). Each of these mutations abolishes the physiological syner-
gism between the two proteins, and results in FHHNC development.

3.1.3 MagT1

Human epithelial cells up-regulate MagT1 encoding gene following exposure to
low [Mg**]; [105]. This protein has an estimated molecular weight of 38 KDa and 5
trans-membrane domains in its immature form. Following the cleavage of the first
trans-membrane segment located near the C-terminus, the mature protein contains
only 4 trans-membrane spans. At variance of SLC41 (Section 3.3.1) and Mrs2 (dis-
cussed in the next Section), MagT1 does not present any significant degree of
homology to prokaryotic Mg?* transporters, but it exhibits some similarities with the
oligosaccharide transferase complex OST3/OST6 that regulates protein glycosyla-
tion in the endoplasmic reticulum of yeast [106]. The murine orthologue of MagT|1
is highly expressed in liver, heart, kidney, and colon, with detectable levels in lung,
brain, and spleen [105]. For the most part, MagT1 levels in these tissues are consis-
tent with the mRNA levels, the only exception being the liver in which a low protein
levelis detected [105]. MagT1 appears to be highly specific for Mg* (K_=0.23 mM),
and the Mg**-elicited currents are inhibited by Ni*, Zn**, and Mn?* but not Ca?*,
although the inhibiting concentrations of any of these cations are >0.2 mM, thus
exceeding the physiological concentration present in extra-cellular fluids.
Nitrendipine at a concentration of ~10 pM, but not nifedipine, inhibits MagT1-
mediated Mg?* current [105]. Limited information is available about N33, a second
member of the MagT family. Although able to transport Mg?*, N33 exhibits a much
lower specificity for Mg?* than MagT 1. In addition, N33 can also transport Fe?*,
Mn?*, and Cu?* [105].

MagT1 appears to possess channel-like characteristics and high selectivity for
Mg?*, suggesting that this transporter is essential to regulate Mg** homeostasis in
mammalian cells. This hypothesis is supported by the observation that knocking out
of MagT1 and its human homolog TUSC3 in HEK-293 cells markedly reduces cel-
lular Mg?* content [106]. Either MagT1 or TUSC3 can complement the yeast Mg
transporter ALR1 [106]. Exposure of HEK-293 cells to low [Mg*], for 1-2 days
increases the mRNA level of MagT1 but not TUSC3, whereas incubation in high
[Mg*], does not affect the expression of either protein [106].



82 Romani

3.14 Mrs2

Mrs2 was identified during a screening aimed at isolating nuclear genes suppressing
RNA splicing defects in yeast mitochondrial introns [107]. Mrs2-deficient yeasts
present: (i) a splicing phenotype, (ii) a significant reduction in cytochromes content,
and (iii) a deficit in mitochondria respiration to the point that the yeasts become
unable to grow on non-fermentable substrates [108].

Structurally, Mrs2 shows short regions of homology to the bacterial transporter
CorA [109], and a similar membrane topology with 2 trans-membrane domains.
Mutant yeasts lacking Mrs2 present a decrease in total mitochondrial and matrix
free Mg?* content [110], and can be rescued by mitochondrial targeted CorA. In
contrast, Mrs2 over-expression results in a marked increase in matrix free Mg
[110]. Hence, suggestion is there for an essential role of Mrs2 in regulating mito-
chondrial Mg?* homeostasis acting as a channel modulated by mitochondrial mem-
brane potential (Ay). Inhibitors of FO-F1-ATPase or ANT also modulate Mrs2
activity, decreasing the amplitude of Mg** influx. Highly conserved motifs in the
coiled-coil middle region of the channel are essential to gate it and form a functional
unit. Knocking out Mrs in HEK-293 cells impairs mitochondrial complex I expres-
sion, reduces the level of mitochondrial Mg?, affects cell morphology and promotes
apoptosis [111], to the point that cell viability is completely lost within 2 weeks
[111]. Tt is unclear whether the decrease in mitochondrial Mg?* depends on the
absence of Mrs2, or is related to complex I absence, which affects mitochondrial Ay
and consequently Mg?* retention within the organelle [112].

A single Mrs2 orthologue is expressed in mammalian cells, in which it mediates
mitochondrial Mg?* entry as the yeast homologue [113]. Under conditions in which
Mrs2p is absent or not functional, an alternative but much slower mitochondrial
Mg?* entry mechanism becomes operative in restoring or maintaining Mg?* homeo-
stasis, ensuring the survival of Mrs2-deficient yeast. The identity, abundance, and
regulation of this alternative transporter in mitochondria are presently unknown. All
together, these data suggest that Mrs2 is essential but not indispensable to regulate
mitochondrial Mg?* level which, in turn, plays an essential role in modulating mito-
chondrial dehydrogenases and oxygen consumption [114,115].

3.1.5 MMgTs

This gene family comprehends two proteins termed MMgT1 and MMgT2 (for
membrane Mg?* transporter 1 and 2) [116]. The chromosomal locations of these
proteins are XAS5 for MMgT1 and 11B2 for MMgT?2 in the mouse, and Xq36, and
10923, respectively, in the rat. The human MMgT 1 orthologue is located on Xq26.3
[117]. MMgT1 and MMgT2 are located in the Golgi complex and post-Golgi
vesicles, in which they contribute to regulate Mg?*-dependent enzymes involved in
protein assembly and glycosylation [117]. The localization in the Golgi system,
however, does not exclude that these proteins may be transported to the cell mem-
brane or to other destinations downstream the Golgi network, where they can play a
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role in modulating Mg homeostasis. These proteins are formed by 131 (MMgT1)
and 123 (MMgT?2) amino acids, assembled into two trans-membrane domains in a
wide variety of tissues.

The small size of these proteins suggests that they form homo- and/or hetero-
oligomeric channels to favor Mg?* permeation. MMgT-mediated Mg?* uptake exhib-
itsa K_=~1.5 mM for MMgT1, and =~0.6 mM for MMgT2, and these values do not
vary with voltage. Both MMgT1 and MMgT?2 are not specific for Mg?* as they can
transport other cations with some slight differences in cation permeation. In addi-
tion to Mg, MMgT1 transports Sr**, Fe?*, Co*, and Cu?*, while MMgT?2 transports
Sr?*, Co?*, Cu?**, Ba**, and Mn?* [116].

Limited information is currently available about the specifics of MMgT 1 expres-
sion and operation, which can be summarized as follows: (i) Mg>*-generated cur-
rents in MMgT 1 are inhibited by Mn?** (~0.2 mM) but not Gd** or Ni** [116], and
(i) MMgT1 mRNA increases ~2.5 fold in the kidney cortex of mice on low-Mg*
diet and ~3.5 fold in MDCT epithelial cells culture in low Mg? medium whereas
MMgT2 mRNA increases ~1.5-fold in kidney cortex and ~3-fold in MDCT cells
under similar experimental conditions [116]. These changes in expression are not
specific for these transport mechanism as similar increases have been observed for
other Mg?* entry mechanisms.

The audience interested in a more detailed description of the intrinsic character-
istics of the various Mg?* entry mechanisms described in this section is referred to
recent reviews by Touyz et al. [62], Schmitz et al. [117], Bindels et al. [118], and
Quamme [119].

3.2 Exchangers

While Mg?* entry is mediated by channels or channel-like mechanisms, Mg?* extru-
sion is mediated by two exchange mechanisms. The specific electrochemical
requirements favoring Mg?* extrusion indicate that these mechanisms operate as a
Na*-dependent and Na*-independent Mg>* exchanger, respectively. Most of the
information about the operation, abundance and tissue specificity of these mecha-
nisms is largely circumstantially or indirectly based upon experimental conditions
or pharmacological inhibition.

3.2.1 Na*-Dependent Exchanger (Na*/Mg** Exchanger)

Giinther, Vormann, and Forster provided the first evidence for the presence and
operation of a Mg?* transport mechanism in erythrocytes [120], and indicated that
this transport mechanism elicits Mg?** extrusion in a Na*-dependent, amiloride-
inhibited manner [121]. The operation of such a mechanism has been subsequently
confirmed by other groups in a large variety of mammalian cells and tissues [12,122—
126] (see also [29] for a list). Several laboratories [25,33,127,128] including ours
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[32,34,129-134] have provided compelling evidence that this Na*-dependent,
amiloride-inhibited Mg?* extrusion mechanisms is specifically activated by cAMP,
irrespective of the modality by which the cAMP level is increased. Stimulation of
B-adrenergic, glucagon, or PGE2 receptors, or administration of forskolin or cell-
permeant cAMP analogs all results in Mg?* extrusion via cAMP-mediated phospho-
rylation of the Na*-dependent mechanism [127—-134]. Inhibition of adenylyl cyclase
by Rp-cAMP or PKA by PKI, instead, blocks Mg** extrusion irrespective of the
receptor or the modality utilized to increase cAMP level [25].

To mediate Mg** extrusion this exchanger requires a physiological concentration
of Na* in the extracellular milieu [129,131], suggesting that the mechanism occurs
through a Na*/Mg** exchanger. A recent report [135] infers that this Na*/Mg*
exchanger is the SLC41 transporter identified by Wabakken et al. [136] and dis-
cussed in detail in one of the next sections. However, no detailed information about
membrane abundance, proximity to and interaction with other cellular transporters,
and stoichiometry of this transporter is currently available. Giinther, Vormann, and
Forster suggested that this exchanger operates on electroneutral basis (2Na} :1 Mg.*)
at least in chicken or turkey erythrocytes [120,121]. Data obtained in mammalian
erythrocytes including human red blood cells have confuted this hypothesis, support-
ing an electrogenic operation (INa :1 Mg ) [123-125]. The reason behind this
discrepancy is not apparent, although it is possible that experimental models (i.e.,
cell isolation versus cultured cells), incubation medium composition, or modality of
cellular Mg?* loading can all contribute. Recently, we have reported that Mg?* extru-
sion via the Na*/Mg*" exchanger is coupled to the outward movement of Cl- ions
[137]. In the absence of CI, the exchanger switches from electrogenic (INa? :1 Mg)
to electroneutral (2Na? :1 Mg2* ) [137]. Interestingly, only inhibitors of the Na*/
Mg* exchanger block Cl- extrusion while specific inhibitors of CI- transporters (e.g.,
flufenamic acid, DNDS, or DIDS) are ineffective. A role of cellular Cl- in stimulating
the Na*/Mg* exchanger in erythrocytes has been reported by Ebel and Giinther
[138]. Moreover, Rasgado-Flores and collaborators have observed CI transport fol-
lowing reverse activation of the Na*/Mg** exchanger in dialyzed squid axon [139].
Hence, the extrusion of CI" can be interpreted as an attempt to equilibrate charge
movement across the hepatocyte or the axon membrane. However, it is unclear whether
CI- extrusion occurs through the Na*/Mg** exchanger directly, or through CI~ channels
present in the hepatocyte membrane [140] and activated by the exchanger.

Irrespective of the stoichiometry of exchange and the experimental model uti-
lized, the results obtained by the various groups consistently indicate a K for Na*
between 15 to 20 mM [141-143]. In terms of pharmacological inhibition, amiloride,
imipramine, and quinidine represent the three most commonly utilized inhibitors of
the Na*-dependent Mg?* extrusion [120,127,144]. Because of their limited specificity,
however, it is unclear as to whether they inhibit the Na*/Mg?>* exchanger directly, or
indirectly by blocking other transport mechanisms including Na* and K* channels,
and altering the cell membrane potential and driving force for Mg?* transport across
the plasma membrane.

Using a hybridoma screening procedure, the group of Schweigel, Vormann, and
Martens has generated inhibiting monoclonal antibodies against the Na*/Mg?*
exchanger present in porcine red blood cells. Western Blot analysis using these
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antibodies has evidenced a ~70 KDa protein band [145]. This is the first time that
information about the molecular size of the elusive Na*/Mg?* exchanger has been
obtained. Hence, these antibodies could represent an ideal tool to identify and
recognize this transporter in mammalian tissue.

3.2.2 Na*-Independent Exchanger

In the absence of extracellular Na* to support the operation of the Na*/Mg*
exchanger, or in the presence of amiloride, imipramine or quinidine, which block
the exchanger, Mg** extrusion occurs via an alternative, Na*-independent mecha-
nism. The specificity of this mechanism, however, is not defined. Cations such as
Ca” or Mn?*, and anions such as HCO 3, CI-, or choline [146,147], have all been
observed to promote Mg?* extrusion through this mechanism. Hence, it is unclear
whether we are in the presence of a transporter that can operate as an antiporter for
cations or a sinporter for cations and anions based upon the experimental condi-
tions. Ebel and collaborators [147] have suggested that this Na*-independent Mg
extrusion mechanism is the choline transporter based upon its inhibitability by cin-
chona alkaloids [147]. It is also unclear whether the Na*-independent pathway is
activated by hormonal stimulation. Stimulation of liver cells by epinephrine, a
mixed adrenergic agonist, elicits an extrusion of Mg?* that is equivalent to the sum
of the amounts of Mg** mobilized by the separate stimulation of a. - and f-adrenergic
receptors [131,132,148]. The stimulation of o -adrenergic receptors by phenyleph-
rine requires the presence of physiological concentrations of both Na* and Ca** in
the extracellular medium to elicit Mg?* extrusion from liver cells [131,132]. Since
phenylephrine stimulation would activate Ca**-CaM signaling and capacitative Ca*
entry to induce Mg?* extrusion [132], it might be possible that the Ca?*-CaM signaling
pathway represents an alternative modality of activation of the Na*/Mg?>* exchanger.
Alternatively, it is possible that it activates a different Mg?* extrusion mechanism
identifiable with the Na*-independent mechanism.

It is also controversial whether ATP is required for the operation of the Na*-
independent and Na*-dependent mechanisms. Reports by Giinther and collaborators
[149,150] indicate a dependence of the Na*/Mg?>* exchanger on the presence of a
physiological concentration of cellular ATP to the point that cellular Mg?* efflux is
reduced under conditions that markedly decrease cellular ATP level [149,150]. In
the case of red blood cells, Mg?* homeostasis and transport are affected by changes
in both ATP and 2,3-diphosphoglycerate levels [11]. The absence of a regulatory
effect of ATP on Mg?* extrusion has been confirmed in purified liver plasma mem-
brane vesicles [143].

3.2.3 Mg*/H* Exchange

This exchange mechanism, originally identified in A. thaliana and termed AtMHX,
is ubiquitous in plants [151]. It presents 11 putative trans-membrane domains, it is
exclusively localized in the plant vacuolar membrane, and it electrogenically
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exchanges Mg** or Zn** for protons. Following ectopic over-expression of the
transporter, tobacco plants become able to grow in the presence of elevated con-
centrations of Mg?* (or Zn**) [151]. Presently, no corresponding gene and encoded
protein has been identified in mammalian cells, although some experimental evi-
dence suggests direct or indirect exchange of Mg?* for H* under well defined con-
ditions [152]. An enhanced extrusion of cellular Mg?* has been reported to occur in
cells incubated in the presence of an acidic extracellular environment, which
imposes an inwardly oriented H* gradient, as long as extracellular Na* is present
[152,153]. Amiloride derivates, which inhibit the Na*/H* exchanger with high
affinity, are ineffective at blocking Mg?* extrusion under these experimental condi-
tions [154], thus excluding the involvement of the Na*/H* exchanger in mediating
Mg?** extrusion either directly or indirectly through a coupling of this exchanger
with the Na*/Mg** antiporter.

3.3 Carriers

Several novel Mg?* transport mechanisms of murine or human origin have been
identified as a result of exposure to low Mg?* in the diet (diet restriction) or in the
culture medium (medium restriction). The modus operandi of these transport mech-
anisms is plagued by limited information. For practical reasons, these transport
mechanisms are non-descriptively classified here as carriers.

3.3.1 SLC41 (Solute Carrier Family 41)

This family of Mg?* transport mechanisms includes three members (A1, A2, and
A3), all distantly related to prokaryotic MgtE channel [155]. Because no study has
addressed function and structure of the SLC41A3 isoform, all the available infor-
mation provided here refers to the SLC41A1 and A2 isoforms.

SLC41A1 was the first member of this family to be identified [136]. The hydro-
phobic profile of this protein (~56 kDa Mr) predicts the presence of 10 trans-
membrane domains, two of which presenting a discrete level of homology with
MgtE [136]. Northern blot analysis indicates a broad distribution of the SLC41A1
gene, but its abundance varies markedly among tissues, the highest expression being
in heart and testis and the lowest being in hematopoietic tissues and cells [136]. The
expression of this gene is modest under basal conditions, but becomes markedly
up-regulated in the renal cortex of mice fed low Mg?** diet for several days [156].
Functional expression of mouse SLC41Al in X. laevis oocyte indicates that this
protein can transport Mg?* but also Fe**, Cu?*, Zn?*, and Cd**. In contrast, Ca*" is not
transported nor does it inhibit Mg?* transport [156]. The initial observation sug-
gested the presence of a Mg?**-generated current, which would be consistent with
SLC41A1 operating as a channel [156], or alternatively as an electrogenic anti-
porter. A recent report [157], however, strongly suggests that SLC41A1 operates as
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a carrier in promoting Mg?* efflux. This hypothesis is supported by another recent
report [135] indicating this transporter as the putative Na*/Mg?* exchanger previ-
ously described.

Incubation of HEK-293 cells in Mg?**-free media resulted in a significant reduc-
tion of total Mg** content and free cellular Mg** concentration ([Mg?*],), the ampli-
tude of Mg** loss depending on the number of SLC41A1 molecules expressed in
the membrane and the induction time. Lastly, the changes in [Mg?>*]. were sensitive
to the experimental temperature but insensitive to the Mg>* channel blocker
CoHexamine [157]. Kolisek and collaborators also suggested that SLC41A1 forms
high-molecular-weight complexes within the cell membrane with molecular masses
ranging between 720 and 1236 kDa [157]. Addition of SDS resulted in the progres-
sive degradation of the complexes in a step-wise manner until a protein band of
~56 kDa is obtained, which corresponds to the molecular mass of the SLC41A1
monomer [157]. It is presently undefined whether the SLC41A1 monomer aggre-
gates to form large multimeric complexes or interacts with auxiliary proteins. The
reason for the absence of Mg?**-generated currents in this study as compared to the
original observation by Goytain and Quamme [156] is also not clear. One possibil-
ity could be that the murine [156] and human orthologs [157] operate differently
although they are expected to operate in a similar manner based upon their high
degree (>90%) of homology. Yet, the possibility that point mutations can dramati-
cally alter SLC41A1 ion specificity and modality of function cannot be completely
dismissed. Another point of difference is that while Goytain and Quamme did not
report a dependency of SLC41A1 operation on Na* or other cations or anions fol-
lowing expression in X. laevis oocytes [156], Kolisek and collaborators reported a
marked CI- conductance following expression in HEK-293 cells, which was abol-
ished by DIDS [157]. Whether this reflects the operation of additional transport
mechanisms or the presence of structural differences in the cell membrane of HEK-
293 cells [157] as compared to X. laevis oocyte [156] are possibilities that need
further investigation.

A second isoform labeled SLC41A2 has been identified in both humans and
mice. SLC41A2 transports Mg?* as well as other divalent cations albeit with a dif-
ferent selectivity and inhibition profile than SLC41A1 [158]. In addition to Mg?*,
SLC41A2 can carry Ba*, Ni%*, Co*, Fe?*, and Mn** but not Ca**, Cu* or Zn*". At
variance of SLC41A1, Mg** transport via SLC41A2 is inhibited by Ca** [158]. Both
SLC41A1 and SLC41A2 generate Mg?* currents in X. laevis oocyte, and the ionic
uptake is voltage-dependent with an apparent affinity of 0.75 mM and 0.31 mM,
respectively [156,158]. SLC41A2 is also widely expressed in mammalian tissues,
but its expression is not affected by low Mg?* diet [158]. At the structural level,
SLC41A2 shares >70% homology with SLC41A1 and it is supposed to present 10
trans-membrane domains as well. A recent study by Scharenberg’s group, however,
suggests a structural arrangement in 2 spans of five trans-membrane motifs each
linked together by a supplementary spanning motif [159]. Hydrophobicity analysis
indicates that the C- and N- termini are located on different sites of the cell mem-
brane [159], a configuration that will be consistent with a total of 11 trans-membrane
segments.
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3.3.2 ACDP2

The human ACDP gene family was identified by Wang and collaborators [160] as a
possible candidate of the urofacial syndrome. Mapped to the 10g23-10g24 chromo-
some, this gene family comprises 4 isoforms differentially located in human tissues.
ACDP1 is essentially restricted to the brain. ACDP2 is more widely expressed, but
still retains the highest expression in the brain while being absent in skeletal mus-
cles. ACDP3 and ACDP4 are both ubiquitous, but have the highest expression in the
heart [161]. The murine distribution of ACDP isoforms is very similar to that
observed for the human orthologues [162]. Termed ancient conserved domain pro-
tein because all isoforms share one domain phylogenetically conserved from bacte-
ria to man [160], these proteins are >50% homologous to the CorC transporter,
which together with CorB and CorD plays a role in Mg?*" efflux in prokaryotes
[163]. Over-expression of ACDP2 in X. laevis oocytes indicates that this protein can
transport a variety of divalent cations including Mg?, Co*, Mn*, Sr**, Ba?, Cu?*,
and Fe?*, whereas Zn?* inhibits its activity [164]. Mg?* transport via ACDP2 is volt-
age-dependent, occurs with a K_ of ~0.5 mM, and does not require the presence of
extracellular Na* or C1- [164]. Similarly to SLC41A1, ACDP2 gene becomes over-
expressed following exposure to Mg**-deficient diet [164].

3.3.3 NIPA

Located in the SPG6 locus of chromosome 15q11-q13, the NIPAI gene is so called
for ‘non-imprinted in Prader-Willi/Angelman syndrome, a disease characterized by
a complex developmental disorder that affects numerous organs and systems [165].
Located among a set of approximately 30 genes linked to the disease [165], NIPA1
has also been implicated in autosomal dominant hereditary spastic paraplegia (HSP,
OMIM 182600). The human and mouse genomes contain four members of the
NIPA family, termed NIPA1 through NIPA4, with an overall similarity of ~40%.
Homology between human and mice proteins is ~98%. NIPA1 [166] and NIPA2
[167] can both operate as Mg?* transporters. Presenting a sequence of 323 (NIPA1)
and 359 amino acids (NIPA2) arranged to form 9 and 8 trans-membrane spans,
respectively, these two proteins transport Mg?* in a saturable fashion, with different
K and specificity. NIPA1 has a K_~0.66 mM for Mg** [166], but can also transport
Sr?, Fe?* or Co*, albeit to a lesser extent [166]. NIPA2, instead, is highly specific
for Mg* with K ~0.31 mM [167]. Neither NIPA3 nor NIPA4 transports Mg**;
NIPA3 transports Sr**, Ba?*, Fe?*, and Cu** while NIPA4 transport Sr>* and Ba**.
The insurgence of autosomal dominant HSP is based on specific point mutations
in NIPA1 (i.e., G!R or T*R) [168]. Both glycine and threonine residues are con-
served among ortholog NIPA1 channels in different species. There are no similar
consensus sites in NIPA2, NIPA3, and NIPA4 paralogs, implying that the folding of
these proteins might be different. In HSP patients, NIPA2 appears to be normal but it
cannot functionally replace NIPA1 to ameliorate HSP symptoms, nor can NIPA3 or
NIPA4 substitute for the defective NIPA1. This is surprising for NIPA2 as the encoding
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gene is part of the 30 genes cluster associated with the Prader-Willi/Angelman
syndrome together with NIPAI. Presently, there is no indication as to whether the
Prader-Willi/Angelman syndrome presents alteration in Mg?* homeostasis.

3.3.4 Huntingtin

Huntingtin-interacting protein 14 (HIP14) and its related protein HIP14-like
(HIP14L) are significantly up-regulated (~3-fold) by low extracellular Mg** [169].
Formed by ~532 amino acids arranged in 6 trans-membrane spans, HIP14 presents
69% homology to HIP14L and a strong sequence similarity to the ankyrin repeat
protein Akrlp [170]. HIP14 also possesses a cytoplasmic DHHC cysteine-rich
domain. Defined by an Asp-His-His-Cys sequence motif this domain confers palm-
itoyl-acyltransferase activity to the protein, and gives it the ability to palmitoylate
membrane components whereby modulating their structure. Mg?* accumulation via
HIP14 and HIP14L appears to be electrogenic, voltage-dependent, and saturable,
with K ~0.87 and ~0.74 mM, respectively [169]. Inhibition of palmitoylation activ-
ity by 2-Br-palmitate, or deletion of the DHHC domain decreases HIP14-mediated
Mg?** accumulation by ~50%, suggesting that palmitoylation is not required for
basal Mg?* transport.

The widespread tissue distribution and intracellular localization of HIP14
(nuclear and perinuclear regions, Golgi complex, mitochondria, microtubules,
endosomes, clathrin-coated and non-coated vesicles, and plasma membrane [171])
implicates this protein in numerous cellular processes including transcriptional reg-
ulation, mitochondrial bioenergetics, structural scaffolding, vesicle trafficking,
endocytosis, and dendrite formation [171]. Golgi and post-Golgi vesicles, however,
appear to be the primary location of HIP14 [169,171]. Hence, it can be hypothesized
that Mg?* accumulation via this protein is associated with the role HIP14 plays in
the physiological functioning of the cellular compartments in which the protein is
located. The neuropathological manifestation of Huntington disease is character-
ized by progressive neurodegenerative disorders, cognitive deficits, and choreic
movements. All these manifestations are linked to the abnormal expansion of glu-
tamine residues from less than 34 to more than 37 at the 18th amino acid position
[170]. Presently, the mechanism responsible for the insurgence of these defects is
unknown [170]. Similarly unknown is whether the poly-glutamine expansion alters
Mg?* transport, and whether perturbation of Mg homeostasis plays any role in the
insurgence of the neuronal defects typical of Huntington disease.

3.4 Mg* Transport in Purified Plasma Membrane Vesicles

Several laboratories including ours have used plasma membrane vesicles to better
characterize how different Mg?* extrusion mechanisms operate in particular cell
types. The plasma membrane model presents several advantages including: (i) a
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well defined ionic extra- and intra-vesicular milieu composition to determine the
modality of operation of the various Mg?* transporters under rigorous experimental
conditions, and (ii) the ability to investigate the operation of different Mg** extru-
sion mechanisms in the absence of Mg?* buffering by ATP, proteins or other cytoso-
lic components, and partitioning within intracellular organelles. By purifying total
liver plasma membrane or cardiac sarcolemmal vesicles as well as specific sub-
populations enriched in basolateral or apical domains, our laboratory has been able
to provide a better understanding of the selective location and specificity of opera-
tion of the Na*-dependent and Na*-independent Mg?* extrusion mechanisms in liver
cells and cardiac myocytes.

In the hepatocyte, the Na*-dependent extrusion mechanism is specifically located
in the basolateral domain [143], is selectively activated by Na* [143,172], and is
inhibited only by imipramine [172], and not by amiloride and amiloride derivates
[172]. Moreover, the operation of the exchanger is completely abolished by pre-
treatment of basolateral vesicles with alkaline phosphatase, but it can be restored by
loading the vesicles with ATP and PKA-catalytic subunit [133,134], leaning further
support to the notion that the Na*/Mg?* exchanger is activated upon phosphorylation
by cAMP. As this exchanger continues to operate in the presence of zero trans Mg
across the plasma membrane (i.e., 20 mM Mg?** inside and outside the vesicles)
[143], indication is there that Mg?*" extrusion strictly depends on the Na* trans-
membrane gradient, with a K_<20 mM [143], in good agreement with kinetic data
obtained in isolated hepatocytes [130] and other cell types [141]. Experiments based
on TPP* distribution have confirmed the electrogenicity of this exchange mecha-
nism in plasma membrane vesicles, supporting a INa* :1Mg? exchange ratio under
the majority of experimental conditions tested [133,143,172]. Upon removal of
intravesicular CI-, the stoichiometry ratio of the exchanger switches from electro-
genic to electroneutral (i.e. 2Na? :1MgZ* ) [137]. Interestingly, in the presence of
intravesicular Cl-, a Cl- extrusion is observed in concomitance with the extrusion of
Mg?* and the accumulation of external Na* into the vesicles [137]. This CI- extru-
sion is not inhibited by inhibitors of anion transport (e.g., DNDS, DIDS, or niflumic
acid), of the Na/K/Cl1 cotransporter NKCCl1 (e.g., bumetanide or furosemide) [137],
excluding that CI movement occurs via one of these mechanisms. The only agent
able to block CI- extrusion is imipramine [137], which specifically blocks the opera-
tion of the Na*/Mg** exchanger in the basolateral domain of the hepatocyte [172].
Hence, it would appear that CI- is extruded via the Na*/Mg?>* exchanger or, alterna-
tively, via Cl- channels for partial charge compensation [137]. The possibility that
CI- is extruded via the Na*/Mg?* exchanger has been suggested by Rasgado-Flores
et al. [139] in dialyzed squid axons, and it would be in good agreement with the
observation by Ebel and Giinther that intracellular CI- has a stimulatory role on the
activity of the Na*/Mg?* antiport in red blood cells [138].

Experiments carried out in liver plasma membrane vesicles enriched in apical
domain indicate the presence of two apparently distinct and unidirectional Mg
transport mechanisms, which extrude intravesicular Mg** for extravesicular Na*
and Ca*, respectively [172]. The apical Na*-dependent Mg?* transporter presents
several similarities to the basolateral transporter: (i) its K_for Na*is comparable
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at ~15-20 mM; (ii) it selectively uses Na* over other monovalent cations; (iii) it
electrogenically exchanges 1Na* :1Mg2* [172]. This apical exchanger can be phar-
macologically distinguished from the basolateral one due to its specific inhibition
by amiloride [172], although it retains a significant level of inhibition by imip-
ramine. In contrast, imipramine only blocks the basolateral antiport [172]. The
apical exchanger can also be distinguished from the basolateral antiport based on its
inability to operate in reverse mode [172] and the non-requirement for cAMP-
mediated phosphorylation to become active [133]. Based on preliminary observation,
it would appear that this apical antiport does not transport CI- as part of its operation
(A. M. P. Romani, personal observation).

The apical domain of the hepatocyte also possesses a Ca?*-dependent Mg?* extru-
sion mechanism [133]. Specifically located in this domain, this exchanger is acti-
vated by micromolar Ca*" concentrations (K _>50 uM), and is insensitive to alkaline
phosphatase pre-treatment [133,134]. The Mg** extrusion through this antiport
occurs on electroneutral basis (i.e., 1Ca}":1 Mgi:{) [133]. This exchanger is not
Ca?*-specific, as Mg?* extrusion can occur following the extravesicular addition of
micromolar concentrations of various divalent cations (Ca?** >>Co*=Mn**>Sr**
>>Ba%*>Cu? >>Cd?**) [172]. Similarly to the apical Na*/Mg** antiport, the Ca?*-
dependent mechanism is inhibited by amiloride or imipramine [172]. This observa-
tion raises the question as to whether we are in the presence of two distinct apical
mechanisms, modulated by Na* and cations, respectively. Several lines of evidence,
however, do not fully support this possibility. First, the co-addition of Na* and Ca?
to a purified subpopulation of apical plasma membrane vesicles does not appear to
enlarge Mg?* extrusion to a significant extent (A. M. P. Romani, personal observa-
tion). Second, amiloride inhibits both Na*- and Ca**-dependent Mg** extrusion pro-
cesses to a comparable extent at a similar concentration [172]. Third, alkaline
phosphatase treatment does not affect the Mg?* extrusion elicited by either exchanger
in apical liver plasma membrane vesicles [133]. Fourth, neither of these exchangers
can operate in reverse at variance of the basolateral Na*/Mg?** antiport. Taken
together, these observations suggest the operation of a non-selective exchange
mechanism able to utilize monovalent or divalent cations to promote Mg?* extru-
sion. At the present time, the physiological implication for the operation of such an
exchanger in the apical domain of the hepatocyte is not clear.

The operation of functionally similar Na*- and Ca’*-dependent Mg>* extrusion
mechanisms has also been observed in cardiac sarcolemma vesicles [134]. As in the
case of liver plasma membrane vesicles, cardiac sarcolemma vesicles do not require
intravesicular ATP to support the operation of Mg?* transporters [134], and pretreat-
ment of the vesicles with alkaline phosphatase specifically inhibits the reversible
Na*-dependent Mg?* extrusion mechanism but not the Ca’**-dependent Mg** extru-
sion pathway [134]. For technical reasons, it is presently undefined whether cardiac
myocytes also possess two distinct Na*-dependent Mg?*-extrusion mechanisms in
the sarcolemma, and whether the Ca?*/Mg?* exchanger in sarcolemmal vesicles can
also utilize Na* to promote Mg?* extrusion.

The operation of specific Mg?* transport mechanisms has been observed in plasma
membrane vesicles from brush border cells of rabbit ileum [173] and from rat
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duodenum and jejunum [174]. In these models, however, Mg* accumulation rather
than extrusion has been observed. By using membrane vesicles from rabbit ileum
and cell permeant and non-permeant Mag-Fura, Juttner and Ebel have observed the
operation of a saturable Mg?* uptake mechanism when the intracellular Na* concen-
tration is higher than the extracellular concentration [173]. The process becomes
inoperative when the Na* gradient is reversed (i.e., [Na*],<[Na*] ), the vesicles are in
zero trans condition for Na*, or external Na* is removed. At variance with the
Na*-Mg?* antiporter operating in liver plasma membrane vesicles, the pathway in
ileum vesicles is not reversible and appears to be electroneutral. Yet, it possesses a
K_for Na* of 16 mM, a value similar to the K calculated in liver plasma membranes
[143], in smooth muscle cells from guinea pig tenia caecum [141], and in chicken
erythrocytes [175]. Another similarity with the transporter operating in basolateral
liver plasma membranes is the lack of inhibition by amiloride analogs [173]. In good
agreement with other reports [138], the transporter characterized by Juttner and Ebel
is modulated by intravesicular anions, especially ClI- and SCN-, and is markedly
stimulated by antagonists of anion transport (e.g., H,-DIDS) [173].

The main difference between plasma membrane vesicles from duodenum and
jejunum [174,175] is that a single Mg?* uptake mechanism operates in the duode-
num with a K ~0.8 mM, whereas two transporters operate in the jejunum with K_
values of 0.15 mM and 2.4 mM, respectively. In both these experimental models,
Mg?* but not Ca** accumulation is reduced in the presence of alkaline phosphatase
inhibitors [176], suggesting that Ca?* and Mg>* are transported via distinct path-
ways. This hypothesis is further supported by the observation that Mg?* accumula-
tion is inhibited by amiloride but not by Ca?* channel antagonists. Consistent with
the report by Juttner and Ebel [173], Mg?* accumulation is stimulated by an intrave-
sicular electronegative potential or an alkaline pH_[174]. The effect of external pH,
however, is lost when [Mg*] >1 mM [174]. Under the latter condition (i.e.
[Mg*],>1 mM), Mg** accumulation is enhanced by the presence of Na* or K* but
it is inhibited by the presence of divalent cations (Co**>Mn?*>Ca*" >Ni* >Ba>
Sr?*) in the extravesicular space [174]. The molecular aspects of these processes,
however, have not been elucidated and remain highly speculative.

4 Regulation of Mg?* Transport and Homeostasis

The majority of mammalian cells retains their basal Mg?* content virtually
unchanged under resting conditions even when a major trans-membrane gradient is
artificially imposed [1-3]. At the same time, compelling evidence supports the
notion that different hormones induce the movement of large amounts of Mg?* in
either direction across eukaryotic cell membranes. As a result of these movements,
changes in serum, total and — to a lesser extent — free Mg?* content have been
observed. These changes have resulted in detectable variations in Mg?* level within
organelles, especially mitochondria, with significant repercussions on cellular
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bioenergetics. Hence, a picture is slowly emerging, which relates changes in total
Mg?** content to energetic substrate utilization (e.g., glucose), cell cycle progres-
sion [64] or meaningful changes in Mg?* content within discrete portions of the cell
or cellular organelles with consequent modulation of the activity of specific
enzymes located therein.

4.1 Mg** Extrusion

Hormones like catecholamine or glucagon induce Mg** extrusion from various cell
types or perfused tissues. The majority of these hormones have in common their
ability to increase cellular cAMP level. While the Mg?* extrusion elicited by these
hormones depletes to a varying extent the Mg?* pools present within the cytoplasm
and the cellular compartments, the physical outward transport of Mg?* across the
cell membrane primarily occurs via the Na*/Mg>* exchanger previously described.
Magnesium extrusion has also been observed following metabolic treatments that
decrease cellular ATP content, the main Mg** buffering component. Interestingly,
several of the hormones that induce Mg?* extrusion from liver cells also elicit glucose
output from the hepatocyte. Conversely, hormones that promote glycogen synthesis
stimulate Mg?* accumulation rather than extrusion (discussed in Section 4.2). Hence,
it would appear that at least in liver cells Mg?* extrusion is functionally associated
with glucose transport and utilization.

4.1.1 Cyclic AMP-Dependent Mg?* Extrusion

Elliot and Rizack were the first to report Mg?* transport across the plasma mem-
brane of adipocytes stimulated by adrenocorticotrophic hormone [177], but the
authors did not elucidate the modality of transport or the mechanism involved. The
first extensive characterization of hormone-induced Mg?* transport was provided by
Maguire and colleagues in S49 lymphoma cells and primary lymphocytes stimu-
lated by B-adrenergic receptor agonist or PGE1 [178-181]. Maguire and Erdos
[182] also provided the first observation that protein kinase C (PKC) activation
enhances Mg?* influx in S49 cells at variance of 3-adrenergic receptor stimulation,
which inhibits the process. Observation carried out in S49 cells lacking protein
kinase A (PKA) or adenylyl cyclase (AC), however, indicated that the inhibitory
effect of B-adrenergic agonists was not mediated by cAMP [183,184]. At variance
of what was reported for primary lymphocytes [25], Mg?* transport in S49 cells
appears to be independent of extracellular Na* concentration or membrane potential
(Maguire, unpublished observation). Further, Mg?* turnover in S49 requires more
than 40 hours as compared to the much faster Ca?* turnover, which is completed in
less than 3 hours [184].
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These initial observations were followed by a long series of reports all supporting
the notion that 3-adrenergic agonists and other hormones control Mg?* homeostasis
in mammalian cells. In the majority of eukaryotic cells, hormones or agents that
increase cellular cAMP level elicit a significant extrusion of Mg?* into the extracel-
lular space or the circulation [32-34]. This effect has been observed in cardiac ven-
tricular myocytes [32,33,129,185], liver cells [34,35,130-132], red blood cells [31],
lymphocytes [30], and Ehrlich ascites cells [186] among other cells (see [27] for a
more comprehensive list), as well as in anesthetized animals [187,188]. In all these
cell types, Mg?* extrusion is a fast process that reaches the maximum within 8 min
from the application of the stimulus irrespective of the hormone (catecholamine,
isoproterenol, glucagon, PGE1, or arachidonic acid) [30-35,185,186] or agent (i.e.,
forskolin or cell permeant cyclic AMP analogs) [30-34,130-132] utilized to increase
cellular cAMP level. The key role of cAMP in modulating Mg?* extrusion is further
corroborated by the observation that pre-treatment of cells with hormones or agents
that decrease cAMP production (e.g., carbachol [30-34,130—132], insulin [189]) or
prevent PKA activation (e.g., Rp-cAMP [25]) completely prevents cellular Mg
mobilization. In an open perfusion system, the amount of Mg?* extruded from the
organ (i.e. heart or liver) returns towards baseline level within 8 min from the appli-
cation of the agonist irrespective of its dose or persistence in the perfusate [32,34].
This temporally limited extrusion suggests that Mg?* is rapidly mobilized from a
well defined cellular pool(s) that is (are) rapidly depleted. This notion is supported
by the observation that sub-maximal doses of agonist sequentially infused within a
few minutes from each other elicit Mg?* extrusions of progressively decreasing
amplitudes [30].

Under all these conditions, limited changes in cytosolic free [Mg?>*]. have been
observed [37,190], suggesting that Mg** is rapidly released from binding and
buffering sites within the cytoplasm or cellular organelle(s) and extruded across
the cell membrane. Irrespective of the hormone utilized, cAMP-mediated Mg?*
extrusion occurs via the putative Na*/Mg** exchanger described previously. In
fact, either the removal of extra-cellular Na* [142] or the cell pre-treatment with
non-selective Na* transport inhibitors like amiloride or imipramine [33,142],
abolishes the Mg?* extrusion almost completely. Under either inhibitory condition
the reduced Mg?* extrusion across the cell membrane originates a more sustained
rise in cytosolic free [Mg**]. [37,190], suggestive of the concept that blocking the
Na*-dependent transport mechanism prevents Mg?** from being extruded across
the cell membrane but not from being released from binding/buffering sites such
as ATP or proteins, and/or from cellular organelles (i.e., mitochondria and endo-
plasmic reticulum) into the cytoplasm. Two corollaries of this observation are
that: (i) cAMP operates on at least two different levels (i.e., cellular organelle(s)
and plasma membrane) to mobilize Mg?* from the cell, and (ii) only Mg?* trans-
port across the cell membrane is Na*-dependent whereas the mobilization from
cellular organelle(s) is largely Na*-independent. Alternatively, it has to be postu-
lated that cytosolic Na* concentration, which ranges between 15 to 20 mM in most
cell types) is more than sufficient to favor Mg?* transport across the membrane of
cellular organelles.
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4.1.2 Cyclic AMP-Independent Mg** Extrusion

In 1989, Jakob and collaborators reported that phenylephrine administration also
promotes Mg** extrusion from liver cells via o, -adrenergic stimulation [36]. In
addition to confirming this observation, our laboratory has provided the first evi-
dence that co-stimulation of o - and B-adrenergic receptor are additive and comple-
mentary processes to induce Mg?* extrusion from liver cells [131,148]. This event is
of particular relevance especially when the two classes of adrenergic receptors are
stimulated by mix-adrenergic agonists such as epinephrine or norepinephrine
[131,148]. Pre-infusion of insulin only abolishes B-adrenergic receptor mediated
Mg?* extrusion from liver cells, leaving unaffected the mobilization of Mg?* medi-
ated via a -adrenergic receptors [148]. The inhibitory effect of insulin persists even
in cells treated with cell-permeant cAMP analogs [148]. A similar inhibitory effect
of insulin on B-adrenergic receptor mediated, cAMP-modulated, Mg?* extrusion has
been observed in cardiac myocytes [189]. These results have been attributed to an
inhibitory effect of insulin on -adrenergic receptor activation [191], and a stimula-
tory effect of the hormone on the cytosolic phosphodiesterase that degrades cAMP
[192]. Experimental evidence also suggests a direct modulating effect of insulin on
the Na*/Mg?* exchanger, at least in erythrocytes [193].

Fagan and Romani [131,132] further investigated the modality of Mg?* extrusion
following o -adrenergic receptor stimulation in liver cells. Their results indicate
that phenylephrine-induced Mg>* extrusion strictly depends on the activation of
capacitative Ca’* entry [132]. Inhibition of IP3-induced Ca** release from the endo-
plasmic reticulum, chelating of cytosolic Ca*, or inhibition of Ca* entry at the
plasma membrane level all result in the complete inhibition of Mg?* extrusion from
the hepatocyte [132]. The scant information available about possible binding of
Mg?** by cellular proteins prevented the authors from ascertaining whether Mg
extruded from the hepatocyte was mobilized from the ER, or displaced from cyto-
solic binding sites following the massive entry of Ca** across the cell membrane
([132] and refs. therein). Interestingly, extracellular Na* and Ca?* are both required
for the phenylephrine-induced Mg?* extrusion to occur [132]. In the absence of
extracellular Ca**, in fact, the amplitude of Mg?** extrusion is decreased by ~15% to
20% whereas extracellular Na* is responsible for the remaining 80%—-85% of the
extrusion. It is presently unclear whether Mg?* extrusion occurs via the Ca?-
activated, Na*-dependent mechanism observed in the apical domain of the hepato-
cyte, or whether Na* is required to maintain membrane potential and facilitate Ca?*
entry across the hepatocyte cell membrane. In the absence of receptor activation,
thapsigargin administration can mimic phenylephrine stimulation and elicit Mg
extrusion from the hepatocyte, even in the absence of extracellular Ca** [132],
although to a lesser extent. Hence, it would appear that an optimal level of cytosolic
Ca?" has to be attained in order for Mg?* extrusion to occur via displacement from
cellular binding sites or via a Ca*-calmodulin-activated mechanism [132].
Interestingly, the group of Schweyen has provided evidence that in yeast Mg
deprivation accelerates Ca** accumulation. In turn, this translates into a more rapid
activation of Ca*-mediated signaling [194].
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4.1.3 Mg** Homeostasis and Glucose

The presence of redundant Mg?* extrusion mechanisms or modalities of activation
of a common Mg?>* extrusion pathway raises the question: What is the physiological
significance of Mg?* mobilization in mammalian cells?

The general answer is that Mg?* extrusion can have a different significance in dif-
ferent cells due to the physiological differentiation and function of the various cell
types. In the case of cardiac myocytes, an increase in extracellular Mg?* level has been
associated with a modulating effect on the open probability of the L-type Ca**-channels
[195] and a temporary decrease in sino-atrial node action potential [185]. In the case of
liver cells, instead, Mg?* transport appears to be associated with a regulatory role on
glucose transport and utilization. Catecholamine [131,148] or glucagon [131], and
adrenergic agonists like isoproterenol or phenylephrine [131,148], which elicit Mg**
extrusion from liver cells, all activate glycogenolysis and promote release of hepatic
glucose into the blood-stream within a similar time frame [131]. Interestingly, the
presence of amiloride or imipramine inhibits both Mg?* extrusion and hepatic glucose
output [131]. The converse is also true. Inhibition of glucose transporter activity by
phlorethin results in a qualitatively similar inhibition of Mg?* extrusion from liver cells
[131]. The presence of a close functional ‘link” between glucose and Mg* homeostasis
is corroborated by the observation that overnight starvation completely depletes hepatic
glycogen and glucose, and concomitantly decreases to a significant extent (minus 15%)
total hepatic Mg?* content as a consequence of pro-glycemic hormones (i.e., cate-
cholamine and glucagon) activation [196]. Noteworthy, this decrease in hepatic Mg
content is equivalent in amplitude to that elicited via in vitro stimulation of perfused
livers by the same hormones [196], or that observed to occur in livers of type-I diabetic
animals [197], which are markedly depleted in cellular glycogen. This functional link
between glucose and Mg homeostasis can also be observed under conditions in which
glucose accumulation and glycogen synthesis are stimulated by insulin administration
to cardiac ventricular myocytes [189] or pancreatic [3 cells [198]. In both experimental
models, the amount of Mg?* accumulated within the cells is directly proportional to
the amplitude of glucose accumulation. Conversely, decreasing extracellular Mg
concentration directly reduces the amount of glucose accumulated within the cells
[131,189]. A role of Mg** in regulating glucose homeostasis is underlined by the
observation that several glycolytic enzymes, including hexokinase, phosphofructoki-
nase, phosphoglycerate mutase, phosphoglycerate kinase, enolase and pyruvate kinase,
show activation at low, and inhibition at high Mg?* concentrations [199,200].

4.1.4 Mg* Homeostasis and ATP

Mg?* extrusion also occurs following exposure to various agents or conditions that
markedly decrease cellular ATP content and production including cyanide
[153,201], mitochondrial uncouplers [38,112], fructose [202], ethanol [203], or
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hypoxia [204]. All these agents, in fact, decrease ATP content by preventing the
mitochondrial electron chain from generating ATP (cyanide or uncouplers), by act-
ing as an ATP trap (fructose), or by altering the redox state of pyridine nucleotide
within the cytoplasm and the mitochondrion (ethanol). Because ATP represents the
major Mg* buffering component within the cell [8,9], a decrease in its content or
its degradation into ADP or AMP results in an increased dissociation of Mg?* from
the binding and an increase in cytosolic free [Mg?**]. Ultimately, such an increase
in cytosolic Mg?* level originates in a detectable Mg** extrusion from the cell
[153,201-204].

Such an extrusion can be observed in erythrocytes, which possess limited
cellular buffering capacity for Mg?* and no compartmentation [205], as well as
in cells that possess additional Mg?* buffering due to the presence of proteins
or cellular organelles in addition to ATP and phosphonucleotides [153,201—
204]. In several cases, such as fructose addition [202], the changes in cytosolic
[Mg*'], can elicit glycogenolysis via activation of glycogen phosphorylase and
glucose utilization to restore cellular ATP levels [202]. The majority of these
experimental conditions promote a modest increase in cytosolic free [Mg**],
which is considerably lower than the increase expected to occur based upon the
corresponding decrease in ATP level. This observation strongly supports the
notion that the majority of Mg?* released from ATP and other binding sites is
extruded from the cell. Furthermore, because the ATP level decreases follow-
ing changes in pyrimidine nucleotide ratio or mitochondria poisoning, it would
appear that not phosphorylation but the rise in cytosolic Mg?*, even if modest,
is sufficient to activate Mg?* extrusion and limit the rise in cytosolic free Mg*
concentration to approximately 100-200 uM at the most [201]. Hence, it can
be presumed that such an increase is sufficient to activate enzymes and meta-
bolic reactions controlled by Mg?*.

On the other hand, cellular ATP regulates Mg?* extrusion in ways other than
acting as a buffering component. Evidence for an additional role of ATP has been
provided by experiments in giant squid axon [206], mammalian hepatocytes [207]
or erythrocytes [11]. In squid axon, the Na*-dependent Mg?* extrusion requires a
physiological level of ATP to operate, and as the level of ATP decreases so does the
amplitude of Mg** extrusion [207]. In erythrocytes and hepatocytes, instead, ATP
appears to regulate the Na*-independent Mg?** extrusion process [11,207]. The
modality by which ATP regulates the Mg?** extrusion process is unclear, but it
appears to be unrelated to the operation of an ATPase mechanism. This notion is
supported by the observation that a decrease in cellular ATP level as it occurs for
example under diabetic or alcoholic conditions paradoxically results in an increased
extrusion of Mg?* via the Na*-dependent mechanism in a manner directly propor-
tional to the decrease in ATP level [197,203]. Because ATP predominantly acts as a
ligand for Mg?* both in the cytoplasm and the mitochondrial matrix [8,9], any
decrease in ATP level will result in an increase in free Mg?** and the consequent
extrusion of Mg?* from the cell.
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4.2 Mg** Accumulation

The identification of several Mg?* entry mechanisms strongly support the hypothesis
that cellular Mg?* is dynamically maintained through the operation of entry and exit
mechanisms that are differentially regulated by hormones and metabolic conditions.
A striking difference is there, however, between the Mg?* exit and the Mg?* entry
mechanisms. In the case of Mg?* extrusion mechanisms we have a good understand-
ing of the signaling activating their operation but we lack any information about the
structure of the mechanisms themselves. In the case of Mg?* entry mechanisms,
instead, we do have structural information about several of these mechanisms but
for the most part we lack detailed information about their individual activation by
hormones or second messenger, and their possible cooperation under specific
conditions.

4.2.1 Role of Protein Kinase C

Experimental evidence indicates that mammalian cells can accumulate large
amounts of Mg?* as a result of hormonal stimulation. Administration of hormones
like carbachol, vasopressin, angiotensin-II, or insulin to various cell types results in
the inhibition of cAMP-mediated Mg?* extrusion and/or the reversal of Mg?* extru-
sion into Mg** accumulation [32,189]. The list of cells that respond to hormonal
stimulation by accumulating Mg?* is quite long (see [29] for a list), and includes
cardiac myocytes [32,189], smooth muscle cells [208], hepatocytes [34,209], plate-
lets [210], lymphocytes [211], fibroblasts [212], and pancreatic 3 cells [198]. In
addition to inhibiting cAMP production, several of the hormones indicated above
activate protein kinase C (PKC) as part of their cellular signaling. Evidence support-
ing a role of PKC in mediating Mg** accumulation has been provided by several
laboratories. Maguire and collaborators have reported that administration of phor-
bol-myristate acetate (PMA), which directly activates PKC, elicits a marked accu-
mulation of Mg? in S49 lymphoma cells [180]. A similar effect of PMA has been
reported in thymocytes [213], cardiac myocytes [209] and hepatocytes [209].

Furthermore, our group has reported that down-regulation of PKC by exposure
to a large dose of PMA for 3 hours completely abolishes the ability of cardiac and
liver cells to accumulate Mg?* while leaving unaffected the responsiveness of these
cells to adrenergic agonists [209]. A similar inhibition of Mg?** accumulation has
been observed following treatment of cells with the PKC inhibitors calphostin [208]
or staurosporine [214]. Alteration in PKC distribution and activity associated with a
defective accumulation of Mg?* have been observed in arterial smooth muscle cells
[215] and hepatocytes [216] isolated from animals exposed to alcohol, or in liver
cells of diabetic animals [217].

Protein kinase C activation is only part of the integral response of hormones
like angiotensin-II or vasopressin. The interaction of these hormones with their
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receptor, in fact, activates phospholipase C which, in turn hydrolyses PIP2 to
generate diacyl-glycerol (DAG) and IP3. These two molecules would then acti-
vate PKC and IP3 receptor in the ER, respectively. Activation of IP3 receptor
results in a marked but transient increase in cytosolic Ca** followed by a more
sustained Ca®* entry across the plasma membrane through store-operated chan-
nels (SOC). Thus, Ca?* signaling is an integral component of the cellular response
elicited by these hormones. Yet, the contribution of Ca** increase and signaling in
mediating Mg?* accumulation is poorly defined. Liver cells loaded with Bapta-AM,
which chelates cytosolic Ca?*, are unable to extrude and accumulate Mg?* follow-
ing stimulation by phenylephrine and PMA, respectively [130]. Administration of
thapsigargin, which inhibits the SRCA pumps and increases cytosolic Ca** by
favoring its release from the endoplasmic reticulum, also prevents Mg?** accumu-
lation [130] and actually induces a Mg?* extrusion from the liver cell if applied for
more than 3-5 min [130,131]. Because of the different time-scale and amplitude
of the changes in cellular Ca?* and Mg?* content [130], it is difficult to properly
correlate these variations. Cytosolic free Ca** transiently increases several orders
of magnitude above its resting level. In contrast, cytosolic free Mg*, which is
already in the millimolar or sub-millimolar range, increases by 10% to 15% [37]
at the most, although in absolute terms this amount far exceeds the overall change
in cytosolic Ca** mass.

An unresolved point of inconsistency in the role of Ca’* and PKC signaling in
regulating Mg?* accumulation is provided by the reports that the administration of
phenylephrine, which activates PKC signaling in addition to inositol 1,4,5-trisphosphate
and Ca®* signaling, does not elicit Mg?* accumulation but induces a Mg?* extru-
sion from liver cells [132]. These results raise the question as to what modulates
the different cellular response to the administration of phenylephrine or vasopres-
sin. One possibility could be that different PKC isoforms are activated under one
condition but not the other. For example, hepatocytes possess 3 classical and at
least 2 novel PKC isoforms [217]. Thus, it is possible that one isoform (or class of
isoforms) is involved in mediating Mg?* accumulation while another isoform
(or class of isoforms) is involved in modulating Mg** extrusion. Consistent with
this hypothesis, recent data from our laboratory suggests that PKCe is essential for
Mg?* accumulation to occur [216]. Under conditions in which the expression of
this isoform is inhibited by antisense, or its translocation to the cell membrane is
prevented, for example, by ethanol administration, no Mg?** accumulation is
observed in liver cells [216]. Interestingly, this PKC isoform has the highest affinity
for Mg* among all PKC isoenzymes, with a K_~1 mM [218], close to the physi-
ological free [Mg**]. measured in the cytoplasm of the hepatocyte [37,219] and
other mammalian cells as well [208]. Although the mechanism ultimately respon-
sible for the accumulation of Mg?* within the hepatocyte has not been identified, it
is worth considering the recent observation by Bindels and collaborators that in the
absence of PKC activation or following RACK1 over-expression, RACK1 can bind
to TRPM6, and possibly TRPM?7, at the level of the kinase domain and inhibit the
channel activity [118].
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4.2.2 Role of MAPKSs

Several lines of evidence indicate that additional signaling pathways (e.g., MAPKs)
are involved in determining differing cellular responses under seemingly similar
stimulatory conditions. Reports from Altura and collaborators in arterial muscle
cells [220], Touyz’s laboratory in vascular smooth muscle cells [221], and our group
in liver cells [222] indicate that pharmacological inhibition of ERK1/2 and p38
MAPKSs abolishes PKC-mediated Mg accumulation [222]. In addition, inhibition
of MAPKSs signaling hampers Mg?* accumulation and affects cyclin activity in vas-
cular smooth muscle cells [221], preventing the cells from progressing in the cell
cycle [221]. This effect may occur via changes in nuclear functions directly regu-
lated by Mg?*, as proposed by Rubin [223], and/or changes in nuclear signaling by
ERK?2, which depends on Mg?* level to properly dimerize, translocate, and activate
specific nuclear targets [224]. The role of ERK1/2 in regulating Mg?* homeostasis
is further emphasized by the evidence that increased ERK1/2 phosphorylation and
TRPMG6 expression have been observed following EGF administration to renal epi-
thelial cells [94,95]. The role of MAPKs in Mg?* homeostasis, however, is far from
clear as ERK1/2 appears to be involved in mediating also Mg** extrusion
[220,225].

4.2.3 Role of the Epidermal Growth Factor

EGF is also implicated in regulating Mg?* accumulation, at least in kidney cells. The
administration of EGF controls TRPM6 channel expression and operation in the
apical domain of renal epithelial cells to promote Mg?* accumulation [94,95,226].
Point mutations in the EGF sequence limit TRPM6 functioning and Mg** accumula-
tion within the cells [227]. The modulation of TRPM6 expression appears to occur
via ERK1/2 signaling coupled to activating protein-1 (AP-1) [95]. Indirect evidence
that EGF regulates Mg?* homeostasis is provided by the observation that antibodies
against EGF used in several forms of colon cancer [92,93,228] induce Mg>* wasting
and hypomagnesemia.

5 Serum Mg* Level and Mg**-Sensing Mechanism

Humans and many mammals present a circulating Mg* level of ~1.2-1.4 mEq/L
(~0.8 mM) [19,229]. Clinical and experimental evidence indicates that serum Mg
level decreases in humans and animals in several chronic diseases [197]. Yet, there
is a remarkable lack of information as to whether serum Mg?* undergoes circadian
fluctuations following hormonal or non-hormonal stimuli (e.g., fasting or exercise).
The infusion of catecholamine [229-231] or isoproterenol [177,187,232] results in
a marked dose- and time-dependent increase in circulating Mg?* content. This
increase is maximal within 20 min from the agent administration [187], remaining
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unchanged for up to 2 hours following the removal of the agonist [187]. Considering
this time frame of changes, the pre-infusion level of serum Mg*, the glomerular
filtration rate (1.62 mL/min), and the fractional excretion (17%) [233], it is evident
that the increase in serum Mg?* level is independent of the hemodynamic changes
elicited by the B-adrenergic agonist [187] and renal excretion [233]. Consistent with
the whole body distribution of B, versus [, adrenergic receptors [234,235], the
increase in serum Mg** occurs can be mimicked by specific B -adreno-ceptor ago-
nist and inhibited by specific -blocker [187]. The amplitude of the increase in
circulating Mgt level suggests that the adrenergic agonist mobilizes Mg?* from
various tissues [187], including bone [188]. The latter hypothesis is supported by
the observation that the infusion of carbonic anhydrase inhibitor prevents the
increase in serum Mg?* level elicited by isoproterenol administration in anesthetized
rats [188]. It is interesting to note that the hormones that increase plasma Mg>* by
mobilizing the cation from different organs or tissues are also responsible for
increasing Mg?* reabsorption in the Henle’s loop, thus preventing a net Mg?* loss.

Presently, no specific Mg?*-sensing mechanism in the circulation has been
identified. However, the Ca**-sensing receptor [236] can detect changes in circulat-
ing Mg* level in a range of concentrations higher than those of Ca?* [237] and
consistent with the increase in serum Mg?* levels reported in the literature [187,188].
The observation that in cells of the distal convoluted tubule (MDCT) of the mouse
the Ca”*-sensing receptor can be activated by extracellular Ca** and Mg>* with com-
parable sensitivity [238] suggests interesting hypotheses in terms of whole body
physiology. The activation of this sensor mechanism would inhibit glucagon- or
vasopressin-mediated Mg?* accumulation into the cells [239] and favor its urinary
elimination, possibly explaining the clinical and experimental evidence that hypo-
magnesemia and hypocalcemia inhibit hormone-stimulated cAMP-mediated reab-
sorption of Mg?* and Ca?* along the different segments of the nephron [240]. In
addition, the Ca?* sensing receptor would represent a distal regulatory mechanism
to restore magnesemia to a physiological level following the increase observed in
anesthetized animals infused with adrenergic agonists [187,188]. It is still an open
question as to whether this sensing mechanism or associated modulating compo-
nents are altered under diabetic conditions in which a significant loss of tissue Mg
content and increased magnesuria are observed.

At variance of hypercalcemia, which is associated with muscle weakness and
arrhythmia, an increase in serum Mg** level appears to be well tolerated under
in vivo conditions. Rats infused with boluses of Mg?* that increase serum Mg?** level
by 50% do not exhibit significant systemic hemodynamic changes but show a
marked increase in coronary artery flow [241]. Baboons infused with pharmacologi-
cal doses of Mg?* sufficient to prevent epinephrine-induced cardiac arrhythmias
show a significant attenuation of epinephrine-induced increase in mean arterial
pressure and systemic vascular resistance [242]. It would appear, therefore, that an
increase in extracellular Mg?* concentration regulates catecholamine release from
peripheral and adrenal sources [243] and consequently cardiac contractility [184].
Taken together, these observations suggest that an increase in serum Mg>* level
following adrenergic stimulation can: (i) act as a feed-back mechanism to modulate
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catecholamine release and activity, and (ii) contribute to improved blood flow and
O, delivery to the heart and possibly other tissues at a time when an increase in
energy production is expected.

The presence of a Mg?* sensor at the cell level is also debated. The presence and
operation of such a sensor mechanism is supported by several lines of evidence.
First, prolonged exposure to 0 mM [Mg**]; decreases cytosolic free Mg** concen-
tration by approximately 50% in cardiac ventricular myocytes [244], MDKC [245],
or MDCT cells [246]. This reduced cytosolic Mg>* level is maintained as long as
the cells are incubated in the presence of 0 mM [Mg*] , but returns to normal level
as soon as [Mg*'] is increased in a time-frame that is directly proportional to the
extracellular Mg?* concentration utilized [244-246]. The presence of L-type Ca?*-
channel inhibitors (e.g., verapamil or nifedipine) or La** in the extracellular milieu
prevents the restoration of Mg?* level [244]. The concomitant absence of significant
changes in cytosolic [Ca**]. excludes that Ca** may act as a regulatory mechanism,
and suggests a direct effect of these inhibitory agents on the Mg?* entry mechanism
[244]. As TRPM7 operation is affected by gadolinium [54], these results anticipate
the presence and operation of the Mg?*-specific channels TRPM?7 [42] and TRPM6
[43].

A second line of evidence for the presence of a Mg?* sensor in eukaryotic cells is
provided by the occurrence of Mg?* extrusion in all the conditions in which cellular
ATP decreases as a result of chemical hypoxia [201], or exposure to fructose [202],
ethanol [203] or cyanide [153]. Under all these conditions, Mg** extrusion only
occurs when extracellular Na* is available to be exchanged for cellular Mg?*. In the
absence of external Na*, almost no Mg?* extrusion occurs [153,203,247], and a
significant increase in cytosolic Mg?* can be detected [153,247]. Hence, a scenario
can be envisage whereby release of Mg?* from cellular organelles or from binding
moieties such as ATP [153,203] results in an increase in cytosolic Mg?* content that
is detected by the sensor which, in turn, activates the Mg?** extrusion mechanism.
The nature of this sensor is still undefined. Because almost all the metabolic condi-
tions mentioned above are characterized by changes in the ratio between reduced
and oxidized pyrimidine nucleotide levels (e.g., ethanol [203]), it is an appealing
albeit unproved hypothesis that the concentrations of these nucleotides (or their
ratio) act as a Mg?* sensor in eukaryotic cells.

Similarly to Mg?* extrusion, cellular Mg?* accumulation also requires proper ion
distribution, especially phosphate [246] and potassium [248], across the cell mem-
brane. The role of potassium is of particular relevance as it suggests that Mg>* is
accumulated for charge compensation as the result of changes in membrane poten-
tial [249-251]. Especially in polarized epithelia (e.g., nephron and intestine) Mg
entry mechanisms such as TRPM7 and TRPM6 are located on the apical side, coun-
terbalancing the operation of the Na*/Mg** exchanger and the Na*/K+*-ATPase on the
basolateral domain of the cell (see [118] for a review). Whether the effect on K*
occurs through changes in membrane potential, or indirectly via a reduced operation
of the Na*/K*- ATPase coupled to the operation in reverse of the Na*/Mg** exchanger
[252] is topic for future investigation. In the particular case of K*, it has also to be
noted that pathological conditions characterized by a marked decrease in tissue
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Mg?** content (e.g., diabetes, [197]) are also characterized by an inability of the
tissue to properly transport potassium [253,254]. This effect is the direct result of
insulin absence or ineffectiveness coupled to a reduced activity rate of the Na*/K*-
ATPase. It remains to be determined as to whether changes in pyrimidine nucleotide
levels (or ratio), this time in an opposite direction, promote Mg?* accumulation.

6 Physiological Role of Intracellular Mg

One of the conclusions generated by the data presented in the previous sections is
that Mg?* acts as an indispensable regulatory cation for enzymes, phosphometabo-
lites, and channels [1,255]. Several glycolytic enzymes, including hexokinase,
phosphofructokinase, phosphoglycerate mutase, phosphoglycerate kinase, enolase
and pyruvate kinase, show activation at low, and inhibition at high Mg?* concentra-
tions [199,200]. Adenylyl cyclase represents the best example of an enzyme directly
regulated by Mg*. As suggested by Maguire’s data (reviewed in [256]), Mg?* exerts
this effect by acting at two different sites: one site is on the guanine nucleotide cou-
pling protein, where it regulates agonist affinity as well as the interaction with the
catalytic subunit. The second site is on the catalytic subunit and regulates the activity
of this subunit.

The regulation of adenylyl cyclase and other cellular enzymes (such as those
involved in glucose homeostasis [199,200]) occurs at Mg** concentrations between
0.5 to 1 mM, which are well within the fluctuations in free [Mg**] measured in the
cytoplasm of various cells including hepatocyte [219]. With the exception of the
glycolytic enzymes, however, studies attempting to evidence in vitro or in situ a
regulatory role of Mg?** for cytosolic enzymes have been disappointing, mostly
because of the underlying assumption that Mg?* would operate as Ca?* in modulat-
ing enzyme activity. While Ca®* presents a major concentration gradient between
cytoplasm and extracellular space and between cytoplasm and endoplasmic (and
sarcoplasmic) reticulum lumen, free Mg** concentrations in the cytoplasm and the
extracellular fluid are very similar, both being in the millimolar or sub-millimolar
range. Consequently, an increase or a decrease in cytosolic Mg?* level of an ampli-
tude equivalent to those observed for Ca?* will remain largely undetected by
fluorescent or *'P NMR techniques. Heretofore, a role of Mg?* as transient regula-
tor of cytosolic enzymes appears to be unlikely. It has to be noted that even under
conditions in which hormonal and non-hormonal stimuli elicit major fluxes of
Mg?* across the cell plasma membrane in either direction, massive translocations
of Mg?* that increase or decrease total cellular Mg?* content by 1-2 mM (equiva-
lent to 5%—10% of the total cell Mg** content) result in limited or no changes in
cytosolic [Mgz*]i [189,201]. This disconnection can be explained by assuming that
the source or destination of the transported Mg?* is a cellular organelle, or a major
binding site, or that Mg** is rapidly buffered by phosphonucleotides, phospholip-
ids, or G proteins. Therefore, regulation of cellular functions by Mg** should not
be necessarily expected to occur in the cytosol, like for Ca**, but within organelles
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and plasma where Mg?** concentration can rapidly increase or decrease by more
than 20% [187,188].

The following pages will highlight what is known about the regulatory effect of
extracellular or intracellular Mg?* on cation channels activity at the plasma mem-
brane level, as well as on mitochondria respiration and integrity following changes
in Mg?* concentration within the organelle.

6.1 Ca* and K* Channels

White and Hartzell were the first to report a regulatory effect of intracellular free
Mg?* on calcium channels [257]. These authors observed that increasing intracel-
lular free [Mg**], from 0.3 to 3.0 mM by internal perfusion in cardiac ventricular
myocytes resulted in a small decrease of basal L-type Ca®* channel current (I_.)
while it decreased by more than 50% the cAMP-mediated enhancement in I, ampli-
tude [257]. This effect was due to a direct action of Mg?* on the phosphorylated
channel or on the dephosphorylation rate of the channel rather than to changes in
cAMP concentration or cAMP-dependent phosphorylation [257]. Similar results
were reported in guinea pig cardiac myocytes by Agus and Morad who observed a
Mg?*-induced block on Ca*" current by direct effect on the inactivation state of the
channel [258]. The block persisted in the presence of cAMP, and was not reversed
by elevation of extracellular Ca** concentration or addition of catecholamine [258].
Similar effects of Mg?* on Ca?* channels have been observed in vascular smooth
muscle cells and endothelial cells from human placenta [259], in which MgCl, (but
also MgSO,) acts at an extracellular site of the voltage-gated Ca** channels, and on
T-type Ca*-channels [260]. Recent evidence by Catterall and his group proposes a
modulating effect of Mg** on the EF-hand motif located in the C-terminus of Ca 1.2
channels [261].

Additional Ca** channels modulated by extracellular Mg?* are the store-operated
Ca?* channels (SOC) and the store-operated calcium release-activated Ca** (CRAC)
channels. In the case of SOCs, Mg?* prevents or reverses the vasoconstriction elic-
ited by phenylephrine administration but not that induced by K* depolarization
[262]. This observation would suggest that Mg?** contributes to regulate both the
myogenic tone and the a,-adrenoceptor-induced, Ca**-mediated vasoconstriction
occurring through SOCs. This effect on the vasculature could be lost to a significant
extent under hypertensive conditions, in which a decrease in plasma Mg** and a
vasoconstriction hypertone have been observed.

As for CRACsS, the effect of Mg?* is more at the intracellular level [263]. CRAC
channels are highly selective for Ca?* under physiological conditions whereas
removal of extracellular divalent cations makes them freely permeable to monova-
lent cations, in particular Na*. Experimental evidence indicates that intracellular
Mg?* can modulate the activity and selectivity of these channels therefore affecting
monovalent cation permeability. A report by Prakriya and Lewis [263], however,
argues that the channels modulated by intracellular Mg?** are not CRAC channels,
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but a different class of channels that open when Mg?>* is washed out of the cytosol.
These channels have been termed Mg**-inhibited cation (MIC) channels, and could
be distinguished by CRAC channels based upon modality of inhibition, regulation,
ion permeation and selectivity [262]. These results, however, do not exclude the
possibility of an inhibitory effect of intracellular Mg** on CRAC channels.

Potassium channels are also targets for Mg?*. Matsuda [264] has reported that
cytosolic Mg? blocks the outward currents of inwardly rectifying K* channels with-
out affecting the inward currents. However, the Mg?* block is achieved at a half-
saturating concentration of 1.7 uM, a concentration far from the physiological Mg
level in the cytoplasm. Hence, it is difficult to envision the occurrence of a similar
regulatory effect under normal conditions without invoking Mg?* micro compart-
mentalization. More realistic would be the occurrence of a regulatory role of intra-
cellular Mg** on voltage-regulated potassium channels (K channels) in vascular
smooth muscle cells [265]. In this case, in fact, an increase in intracellular Mg?* — in
a range of concentrations consistent with its physiological variations — slows down
the kinetic of activation of the K channel, causing also inward rectification at posi-
tive membrane potentials and a shift in voltage-dependent inactivation [265].
Intracellular Mg?* also modulates large-conductance (BK-type) Ca*-dependent K*
channels either by blocking the pore of BK channels in a voltage-dependent man-
ner, or by activating the channels independently of changes in Ca®* and voltage
through preferential binding to the channel open conformation at a site different
from Ca* sites. Interestingly, Mg* may also bind to Ca?* sites and competitively
inhibit Ca?*-dependent activation [266].

The inhibitory effect of Mg?* is not restricted to channels in the cell membrane.
Experimental evidence by Bednarczyk et al. [267] indicates that Mg?* within the
mitochondrial matrix can modulate gating and conductance of mitochondrial K
channels, which play a key role in promoting mitochondrial recovery and cell sur-
vival under ischemia/reperfusion conditions.

6.2 Mitochondrial Dehydrogenases

Mitochondria represent one of the major cellular Mg?* pools. The concentration of
Mg?* within the organelle ranges between 14 to 16 mM [268], and circumstantial
evidence from this [269] and other laboratories [247,270,271] suggests that Mg?*
can be mobilized from mitochondria under various conditions including hormonal
stimulation through a not fully elucidated mechanism. Regulation of mitochondrial
Mg?* homeostasis has been analyzed in detail in several recent reviews [16,20,268],
and we direct the interested reader to them for further information. In this section,
we will focus on the role of intra- and extra-mitochondrial Mg?* in modulating the
activity of specific proteins within the organelle.

It is commonly accepted that changes in matrix Ca®* can affect the activity rate of
mitochondrial dehydrogenases and consequently the respiration rate [272,273].
Experimental evidence supports a similar role for Mg** as the activity of several
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mitochondrial dehydrogenases has been observed to increase within minutes from
the application of hormonal or metabolic stimuli in the absence of a detectable
increase in mitochondrial Ca®* [274,275]. In particular, the results indicate that a
decrease in mitochondrial Mg?* increases several fold the activity of succinate and
glutamate dehydrogenases while leaving unaffected the activity of a-ketoglutarate
dehydrogenase and pyruvate dehydrogenase [114,115]. This evidence would support
the concept that changes in matrix Mg?* content (in combination with, or in alterna-
tive to changes in mitochondrial Ca®*) can control mitochondrial respiration, at least
under well defined conditions. In this respect, mitochondrial Mg?* content appears to
change quite significantly during transition from state 3 to state 4 [276], affecting the
amplitude of mitochondria respiration. In addition, data from our laboratory [269],
from Zhang and Melvin [271], and Kubota et al. [247] all suggest that catecholamine
stimulation can mobilize mitochondrial Mg?* via a direct effect of cAMP on mito-
chondria. Hence, catecholamine administration will enhance mitochondrial respira-
tion via cAMP-mediated modulation of mitochondrial Mg?*, which, in turn, will
directly stimulate succinate and glutamate dehydrogenases while sensitizing other
dehydrogenases to changes in mitochondrial Ca** concentrations.

Additional mitochondrial function modulated by changes in Mg?* within the
organelle are anion channels present in the mitochondrial membrane [277] as well
as the opening of the permeability transition pore [278]. The mitochondrial inner
membrane anion channel (IMAC) transports various anions, and is involved in
regulating the organelle volume in conjunction with the K*/H* antiporter. Although
its fine regulation is not fully elucidated as yet, experimental evidence suggests
that matrix Mg>* and protons maintain the channel in its closed state [277]. Kinetic
studies by Beavis and Powers support a main role of Mg?* in maintaining the chan-
nel in a conformation that would allow fine modulation by small changes in pH and
proton distribution under physiological conditions [277]. The end results will be
the maintenance of an optimal proton gradient and Ay across the mitochondrial
membrane, essential to retain proper organelle function and intra-mitochondrial
Mg?* content [112].

Perturbance of mitochondrial Ay, Ca** content or ATP level all result in the
opening of the permeability transition pore (PTP) in the inner mitochondrial mem-
brane [278] and the rapid re-equilibration of intra-mitochondrial ions and solutes
down their concentration gradient. While it is well established that an increase in
mitochondrial Ca?* content facilitates PTP opening, an increase in mitochondrial
Mg antagonizes it. This effect can be appreciated well in yeasts, which do not pos-
sess a canonical PTP [279]. Creatine kinase also regulates PTP opening by tightly
associating to the mitochondrial membrane and remaining in an active state [280].
Both the binding and activity state of the protein are Mg**-dependent, and removal
of Mg?* from the extra-mitochondrial environment results in a decline in creatine
kinase activity and PTP opening [280].

Hence, it appears that Mg?* regulates volume, ion composition, and ATP production
within the mitochondrion, modulating the metabolic interaction between the
organelle and the hosting cell.
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6.3 Reticular Glucose 6-Phosphatase

The endoplasmic reticulum (ER) represents another major Mg?** pool within the
cell, with a total concentration estimated to be between 14 to 18 mM [1]. Yet, no
information is available about the modality by which Mg?* ions enter and exit the
organelle and how it is buffered within the ER lumen. Limited information is also
available about any major role of luminal Mg?* on reticular functions other than
protein synthesis [223].

Work by Volpe and collaborators [281,282], Gusev and Niggli [283], and Laver
and Honen [284] suggests that cytosolic and perhaps luminal Mg?* concentrations
have a major effect in limiting Ca®* uptake into the ER/SR and its release from the
organelle via IP3 [282] and ryanodine receptor (RyR) [284]. While a direct effect of
Mg?* on RyR opening has been observed [283,284], it is unclear whether a similar
effect takes place on the IP, receptor.

Recently, our laboratory has reported that cytosolic Mg?* can have a regulatory
role on the activity of reticular glucose 6-phosphatase (G6Pase) in liver cells [285].
This effect is biphasic, with an optimal stimulatory effect at ~0.5 mM [Mg*]. and
an inhibitory effect at higher Mg?* concentrations [285]. The Mg** effect appears to
be at the level of the glucose 6-phosphate (G6P1) transport component of the G6Pase
enzymatic complex in that it is abolished by EDTA (as Mg?* chelating agent) or
taurocholic acid, which permeabilizes the ER membrane allowing for the direct
delivery of G6Pi to the catalytic site of the G6Pase within the ER lumen bypassing
the transport mechanism [285]. This effect of Mg on G6Pase hydrolysis rate also
occurs in purified microsomes [286] isolated from livers of animals exposed for 2
weeks to a Mg**-deficient diet [286]. Also in microsomes, the G6Pi hydrolysis rate
is dynamically decreased by addition of Mg?>* at a concentration similar to that
reported to be present in the hepatocyte cytoplasm, or increased by EDTA addition
[286]. It is presently undetermined whether Mg?* exerts a similar modulating effect
on other reticular enzymatic activities.

6.4 Cell pH and Volume

Cells exposed to cyanide [153], fructose [202], hypoxia, [201,204], ethanol [203],
or choline chloride [130] undergo a marked cellular acidification, decrease in cel-
lular ATP content, and a large Mg** extrusion. This extrusion is the consequence of
a decrease in buffering capacity (ATP loss) and binding affinity within the cyto-
plasm. Recently, Yamaguchi and Ishikawa [287] reported that a cytosolic [Mg**]. of
~1 mM (a physiological Mg?* concentration measured in the cytosol of various cells
[219,255]), inhibits by ~50% the current generated by the electrogenic Na*-HCO3
cotransporter NBCel-B. Increasing the free Mg?* concentration to 3 mM completely
abolishes NBCel-B current. This regulatory effect is exerted by Mg?* and not
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Mg(ATP)*, and occurs at the N-terminus of the transporter [287]. It is still unresolved
whether Mg?* binds the N-terminus of the transporter directly or exerts its effects
via an intermediate, Mg?*-modulated regulatory protein [287].

On the other hand, increasing cellular Mg?* content has a stimulatory role on the
expression of aquaporin 3 in CaCo-3 cells [288]. This isoform of aquaporin is highly
expressed in the gastrointestinal tract, in which it absorbs water, glycerol, and urea. The
effect of Mg?* on aquaporin mRNA expression appears to involve cAMP/PKA/CREB
signaling, as well as MEK1/2 and MSK1 [288], suggesting the occurrence of both
short- and long-term regulation on the protein activity and expression. As aquaporin 3
is highly expressed in brain, erythrocytes, kidney, and skin, in addition to the gastroin-
testinal tract, the occurrence of a modulating effect of Mg?* on aquaporin 3 expression
in these tissues may be highly relevant for various physiological and pathological con-
ditions including brain swelling following traumatic injury. It remains to be determined
whether Mg?* exerts a similar regulatory role on other aquaporin isoforms.

Taken together, these two sets of information emphasize a role of Mg?* in regulating
directly pH, volume, and cation concentration, especially Na* within the cell, and
indirectly fatty acid metabolism via aquaporin 3-mediated glycerol accumulation.

6.5 Cell Cycle

Cell cycle [221,289,290], cell proliferation [291], and cell differentiation [292-294]
have all been associated with the maintenance of an optimal Mg?* level. Under con-
ditions in which cellular Mg?* accessibility is restricted or reduced, cell prolifera-
tion and cell cycle progression are markedly impaired as is cell differentiation
[292-294]. The mechanisms by which a decrease in cellular Mg?* content affects
these cellular processes revolve around defective MAPKSs [221] and p27 [290] sig-
naling, increased oxidative stress level [292], and decreased Mg(ATP)* levels
[223,294]. Because the cellular Mg(ATP)* level is at a level optimal for protein
synthesis [223], any alteration in this metabolic parameter will have major repercus-
sion on the proper functioning of the cell. In addition, extracellular Mg?* levels
regulate integrin signaling, de facto modulating the interaction among cells and
between cells and extracellular matrix [295]. All together, these observations sup-
port the notion that an optimal Mg?* level is essential to guarantee cell cycle pro-
gression and retention of proper cell morphology and function, and prevent the
undesired progression towards cell death or neoplastic destiny [296].

7 Conclusions

In the last few years, our understanding of the mechanisms regulating cellular and
whole body Mg?* homeostasis has advanced significantly. Although in terms of
overall understanding the field still lags behind the knowledge available for other
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ions such as Ca?*, H*, K* or Na*, the identification of Mg>* channels and transport
mechanisms in the membrane of cells and cellular organelles, and a better compre-
hension of the various signaling pathways and conditions regulating Mg?* transport
are providing new tools to address essential questions about the relevance of Mg**
for various cell functions under physiological and pathological conditions.
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Abstract Ca? is a universal carrier of biological information: it controls cell life
from its origin at fertilization to its end in the process of programmed cell death.
Ca? is a conventional diffusible second messenger released inside cells by the inter-
action of first messengers with plasma membrane receptors. However, it can also
penetrate directly into cells to deliver information without the intermediation of first
or second messengers. Even more distinctively, Ca?* can act as a first messenger, by
interacting with a plasma membrane receptor to set in motion intracellular signaling
pathways that involve Ca®* itself. Perhaps the most distinctive property of the Ca*
signal is its ambivalence: while essential to the correct functioning of cells, Ca?*
becomes an agent that mediates cell distress, or even (toxic) cell death, if its concen-
tration and movements inside cells are not carefully tuned. Ca* is controlled by
reversible complexation to specific proteins, which could be pure Ca* buffers, or
which, in addition to buffering Ca*, also decode its signal to pass it on to targets.
The most important actors in the buffering of cell Ca** are proteins that transport it
across the plasma membrane and the membrane of the organelles: some have high
Ca? affinity and low transport capacity (e.g., Ca?* pumps), others have opposite
properties (e.g., the Ca** uptake system of mitochondria). Between the initial event
of fertilization, and the terminal event of programmed cell death, the Ca** signal
regulates the most important activities of the cell, from the expression of genes, to
heart and muscle contraction and other motility processes, to diverse metabolic
pathways involved in the generation of cell fuels.

Keywords apoptosis * calcium ¢ calcium buffering proteins ¢ calcium sensor
proteins ¢ calmodulin ¢ fertilization ¢ gene expression ¢ ion pumps ® mitochondria
* protein dephosphorylation  protein phosphorylation

Please cite as: Met. lons Life Sci. 12 (2013) 119-168

1 Introduction

In the course of evolution, Ca’ has been selected as a universal carrier of signals. The
selection occurred at the time of the transition from unicellular to multicellular life,
when the division of labor among cells of the organisms brought with it the necessity
of exchanging signals. As a rule, unicellular organisms do not require Ca** (although
some bacterial functions, e.g., chemotaxis, do require Ca** and its manipulation) and
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do not need to exchange signals, their interplay being restricted to the competition
for nutrients. The selection of Ca* as carrier of information has been dictated by
coordination chemistry, which makes Ca?* ideally suited to be accommodated
within the sites of irregular geometry offered by complex cellular molecules (pro-
teins) [1,2]. A molecule selected to transmit signals within the cell must be tightly
regulated. In the case of Ca**, given its chemical properties, this is optimally achieved
by binding it reversibly, and with the appropriate affinity and specificity, to cellular
proteins. In the complexing proteins, oxygen is the preferred ligand atom for Ca?*:
the introduction of nitrogen in the primary coordination sphere usually decreases the
selectivity for Ca?*. In most cases, the coordination number for Ca* is 8 (in some
cases it may be 6 or 7): by comparison, the coordination number for the other abun-
dant cellular divalent cation, Mg?*, is only 6. The coordination stereochemistry of 6
is that of a regular octahedron, implying that the Mg-O bond distances in the primary
coordination sphere vary only little (between 0.200 and 0.216 nm), whereas the Ca-O
bond distances vary over a much more extended range (between 0.229 and 0.265 nm).
It follows that Ca* can accept binding cavities of irregular shape, in which the ligand
oxygen atoms can be at considerably variable distances from it.

The facility with which Ca** becomes bound permits the lowering of its cell con-
centration to levels that are too low to trigger its precipitation as an insoluble phos-
phate salt. This is the extra dividend of the choice of Ca* as a cellular signaling agent:
if it were not possible to maintain its background concentration very low inside cells,
phosphate could not be used as the energy currency. In addition to Ca?*, a number of
other metals are essential to cell life, such as iron, zinc, copper, manganese. All of
them are active-site metals that participate directly in the mechanism of enzyme catal-
ysis. Ca*, instead, is not an active-site metal, it is an allosteric metal par excellence,
which binds to (enzyme) proteins at sites different from the active site, modulating
their activities, namely, activating (in most cases) or inhibiting them. Modulation of
enzyme processes is of utmost importance to cells, thus, the control of cellular Ca** is
of critical importance, as the array of Ca**-regulated functions covers the entire spec-
trum of processes that are essential to cell life. The vital importance of the precise
control of Ca** is reflected in the multitude of systems developed by evolution to fulfill
the task. Basically, these systems either transport Ca** across membrane boundaries,
or complex it reversibly in the cytosol or in the lumen of the organelles.

The transport of Ca** across membranes is the ultimate way to buffer it; it is
performed by channels, ATPases, exchangers, in which Ca*" is exchanged for
another ion (usually Na*), and by an electrophoretic uniporter in the inner mito-
chondrial membrane. The control of Ca** by non-membrane proteins is performed
within the organelles by low-affinity, large-capacity proteins, that, however, may
also fulfill other cellular functions [3]. In the cytosol, Ca**-binding proteins modu-
late the Ca** signal spatially and temporally. Some are pure Ca?* buffers, e.g., par-
valbumin, calbindins, and calreticulin, others are classified as Ca>* sensors, since in
addition to buffering Ca*, they also process its signal. The most important and ver-
satile Ca** sensor protein is calmodulin (CaM), which is expressed ubiquitously in
cells, while other Ca?* sensors are tissue specific, e.g., the neuronal Ca* sensor
proteins. The distinction between Ca?* buffering and Ca** sensor proteins, while
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justified in principle, is not absolute, as some cytosolic Ca** buffers, e.g, calbindin
D28K, may also have signal processing function [4], and on the other hand even the
prototypical Ca*" sensor protein, calmodulin, could under some circumstances act
essentially as a Ca?* buffer [5].

The array of processes that are controlled by Ca** begins with the origin of cell
life at fertilization, and ends with the process of programmed death that terminates
life once cells have reached the end of their vital cycle. Between these two events,
Ca?* controls processes that may be general to all cells, e.g., gene transcription, dif-
ferentiation, the generation of fuels in a number of metabolic pathways (essentially,
by enzyme phosphorylation and dephosphorylation), motility in the cytoplasmic
structures, and cell motility and migration in general. Other processes may be cell-
specific, e.g., secretion of solutes (of neurotransmitters in neurons), contraction/
relaxation of skeletal muscles and heart. Figure 1 offers a comprehensive panorama
of the cell processes that are under the control of Ca*". Some of them demand rapid
and transient exposure to large changes of Ca’* in the environment that may even be
accomplished by the generation of repetitive substantial increases in the form of
oscillations. Others demand instead a more sustained change of Ca** in their vicinity.
In all cases, however, it is of utmost importance that the long-term basal concentra-
tion of Ca?* in the bulk cytosol, after the transient elevation demanded by the activa-
tion of the target functions, is returned to the low/intermediate nM range. Cells will

Calcium-modulated functions in eukaryotic cells

Generation of fuels

Miscellaneous functions

Glycogenolysis (phosphorylase b kinase)

Lipases and phospholipases

a-glycerophosphate dehydrogenase

Pyruvate dehydrogenase phosphate phosphatase
NAD-dependent isocitric dehydrogenase
o-ketoglutarate dehydrogenase
NADH-dehydrogenase (plant mitochondria)
B-hydroxybutyrate dehydrogenase

Light emission

Cell cycle

Some proteolytic enzymes
Excitation-transcription coupling
Some protein kinases

Calcineurin

Production of messengers (e.g. NO)
Vision

Membrane-linked functions

Contractile and motile systems

Excitation-contraction coupling
Excitation/secretion coupling
(e.g. neurotransmitters)

Some action potentials

Tight junctions

Cell contact

Muscle myofibrils

Cilia and flagella

Microtubules and microfilaments
Cytoplasmic streaming
Pseudopod formation

Hormonal regulation

Formation/degradation of Cyclic AMP and GMP
Release of several hormones from storage vesicles

Figure 1 A comprehensive scheme of the cell processes that are under the control of Ca*.
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not tolerate protracted abnormal increases of Ca?* in the cytosol, where most targets
of its signaling function are located. Should this happen, as is frequently the case in
disease conditions, the correct functioning of Ca**-controlled processes becomes
compromised and Ca** regulation comes to an end. Ca** is thus an ambivalent mes-
senger: while essential to the correct functioning of cell life when tightly controlled, it
becomes a conveyor of doom when control fails.

2 Distinctive Properties of the Ca** Signal

The cellular transmission and processing of signals typically involves the interac-
tion of first messengers, i.e., compounds that interact with receptors on the plasma
membrane of cells, e.g., hormones, followed by their processing in a form that acti-
vates internal signaling events that are mediated by diffusible molecules, termed
second messengers, that are the result of the interaction of first messengers with
their own plasma membrane receptors. This is the general rule for the exchange of
information among cells, however, cells can communicate with each other in other
ways as well, e.g., by direct contacts, in the form of gap junctions, or by means of
surface proteins that recognize partner proteins on the surface of adjacent cells.
However, first messengers may also bypass the plasma membrane and penetrate
directly into cells to interact with receptors in various cell compartments without the
intermediation of second messengers. Interesting as they may be, these alternative
possibilities are the exception, the typical way to exchange information from cell to
cell remaining that based on the first messenger/second messenger pattern of opera-
tion. Within this general background, Ca*" appears to be a typical diffusible second
messenger generated within cells in response to the interplay of the plasma mem-
brane with external first messengers. However, in looking at the signaling function
of Ca* more closely, peculiarities emerge that cannot be reconciled with an exclu-
sive canonical second messenger role.

The canonical processing of the information of first messengers at the plasma
membrane through the interaction with G-proteins and the activation of downstream
enzymes does not directly “generate” Ca*". It generates instead another second mes-
senger, e.g., inositol 1,4,5 trisphosphate (InsPS), which then liberates Ca** from the
endoplasmic reticulum (ER) store. One could thus define Ca?* as a “third” messen-
ger. But at the same time Ca?* could also be defined as a bona fide “first” messenger,
as it could penetrate directly into cells through a variety of channels, to modulate
intracellular systems without the help of other second messengers. In a strict sense,
however, the definition of Ca®* as a first messenger based solely on its direct penetra-
tion into the cytoplasm could be questioned, as the opening of the plasma membrane
Ca?* channels demands the intervention of external ligands or of physical events like
membrane potential changes, that would be formally equivalent to first messengers.
But the first messenger role of Ca?* is impeccably demonstrated on the plasma mem-
brane by the existence of a growing number of cell types of a classical G-protein-
linked seven-transmembrane domain receptor that recognizes Ca® as its first
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Figure 2 Schematic diagram of the 7-transmembrane domain plasma membrane Ca**-sensing
receptor. Symbols are given in the key at the lower left. The diagram highlights the abundance of
negative charged residues in the N- and C-terminal portions of the protein. Adapted from [6].

messenger [6], to set in motion the conventional chain of phospholipase C (PLC)
mediated events that results in the elevation of cytosolic Ca?*. The Ca**-sensing
receptor (CaR) is organized in the plasma membrane in three domains (Figure 2): a
large (600 residues) extracellular domain that contains a number of acidic regions
similar to those of the low affinity Ca?*-binding proteins, and which are likely to form
binding sites for Ca**, a mid-domain with the canonical 7 transmembrane helices of
G-protein-linked receptors, and a 200 residue intracellular C-domain. The receptor,
commonly called the “Ca*" sensor” was first recognized in the parathyroid cells that
secrete the calciotropic hormones that regulate the organismic Ca?* homeostasis, and
then discovered also in cells not directly involved in the regulation of organismic
Ca?* homeostasis, e.g., the brain. It modifies the release of hormones in response to
changes in extracellular Ca®* [7], i.e., it depresses the release of parathormone by
parathyroid cells, and activates the release of calcitonin by the C-cells of the thyroid
[8]. Clearly, then, Ca** is not only an intracellular signaling agent, it is also an extra-
cellular carrier of information that transmits signals to cells involved in the produc-
tion of calciotropic hormones, but possibly to other cell types as well.
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Another distinctive property of the Ca>* signal, that sets it apart from other
carriers of biological information is autoregulation, i.e., Ca®* itself controls the
activity of the actors that transmit its information. Autoregulation occurs at both
the transcriptional and post-transcriptional levels. Important early findings on
transcriptional regulation are those showing that the long-term survival of
cerebellar granule neurons in culture demands a modest increase of Ca* in the
cytosol. To change the set point of cytosolic Ca?* to the new modestly increased
level, a complete reprogramming occurs in the transcription of its transporters in
the plasma membrane and in the membranes of the organelles (see below) [9—12].
The extensive transcriptional re-programming of the transporters to cope with an
altogether minor cytosolic Ca*" increase may at a first glance seem excessive.
However, it underlines in a striking way the importance of controlling Ca**, espe-
cially in neurons, with utmost precision, i.e., it demands the concerted work of
several systems.

Another important development related to the transcriptional autoregulation of
the Ca?* signal is the control of a plasma membrane Ca?* transporter (isoform 3 of
the Na*/Ca>*-exchanger, NCX3 [13]) which is crucial for the regulation of the
homeostasis of Ca?* in neurons by the downstream regulatory element antagonistic
modulator (DREAM) [14]. DREAM (see below) is a Ca?*-binding protein of the EF
hand family that binds to a downstream regulatory element (DRE) site in the pro-
moters of a number of genes, silencing them in the absence of Ca?*. Upon binding
Ca?* to the EF hand motifs DREAM leaves the DNA, relieving the genes from inhi-
bition. DREAM is a particularly interesting case of autoregulation of the Ca** sig-
nal: it is itself Ca?*-regulated and it controls the transcription of an important Ca
transporter. More recent work has actually found that another system that controls
cellular Ca®* homeostasis, a plasma membrane voltage-gated channel, is a target of
the transcriptional regulation by DREAM [15].

The examples of the post-trancriptional autoregulation of the Ca** signal are also
numerous. A classical case is the plasma membrane Ca?* pump, which is regulated
by calmodulin [16]. A more recent autoregulation case is that of the neuronal plasma
membrane Na*/Ca?* exchanger, which is cleaved and inactivated by calpain [17].
Calpain itself is Ca?*-dependent, and becomes activated in response to the penetra-
tion of Ca?* induced in the neurons by glutamate to cleave NCX3. It is also worth
mentioning that the plasma membrane Ca** pump has been shown to modulate the
activity of the Ca?*-dependent protein phosphatase calcineurin [18], and that Ca*
gates the Ca’* release channels of ER (see below).

3 The Ambivalent Nature of the Ca** Signal

As briefly mentioned above, depending on a number of factors Ca?* can also trans-
mit negative signals, i.e., signals that activate processes that are detrimental to
cells, and that can even lead to cell death. This ambivalence is perhaps the most
striking distinctive property of Ca* as a carrier of information. Its message must
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be delivered to cells, and processed by them, in an exquisitely controlled way. Its
level in the cytoplasm may be allowed to rise to levels above, even much above,
the low-middle nM range that characterizes the resting state, but only if this occurs
in a carefully controlled spatio-temporal way. This is the essential point: devia-
tions from the physiological Ca*" concentration at rest, even large deviations, may
not only be tolerated, they may even be necessary to satisfy the physiological
demands of cell processes, but they must be planned, and shaped by space and
time coordinates that, one would be tempted to say, cells have learnt to apply
intelligently.

The issue is essentially one of time: for instance, as mentioned, cells could use
rapid repetitive Ca’* transient, i.e., oscillatory signals, as a device to deliver the mes-
sage to functions that require Ca®* concentrations much in excess to those of the
normal cytosol at rest. The problem of ambivalence sets in when the increase of Ca*
occurs in a way that is not planned, but induced by the interplay of toxicants with
cells. Again, the issue is one of time: abnormal increases of Ca*" can be coped when
their duration is short. The mitochondrial uptake system (see below) can accom-
modate them, as mitochondria would accumulate the extra Ca** together with phos-
phate, to precipitate insoluble hydroxyapatite within their matrix. Mitochondria are
thus safety devices that can buy precious time for the cell, enabling it to survive
cytosolic Ca?* storms. But they can only do it for a short time, as they use the same
energy to take up Ca®*, which they use to synthesize essential ATP. If mitochondria
are forced to use energy to accumulate Ca* for a protracted time a situation of ATP
deprivation would ensue, that would even deprive of energy the ATP-dependent
Ca?* pumps that would expel Ca?* from the cytosol. A negative vicious circle would
thus be initiated that would lead to a situation of Ca*" overload, and would eventu-
ally result in cell death. This is so because all Ca**-controlled stimulated functions
would become activated under this condition, including potentially detrimental
functions, like proteases, phospholipases, and nucleases. Their uncontrolled activity
would damage the cell irreversibly, eventually ending with its death.

In a sense, then, having chosen Ca?* as a determinant for function, cells are forced
to live in a state of permanent controlled risk, in which the possibility of a Ca
catastrophe, i.e., of the necrotic cell death resulting from the unwanted global and
massive cytosolic Ca** overload, is around the corner. But the Ca?-mediated cell
death can also result from the controlled decision of cells to commit suicide. This is
the process of programmed cell death (apoptosis), which is one of the meaningful
ways in which cells process the Ca?* signal to control essential processes such as
tissue renewal and organ modeling. It has been calculated that a human body of
about 70 kg loses (renews) each day a number of cells corresponding to about
1.2 kg. Apoptosis is thus essential to the life of an organism and will be discussed
in some more detail later on.

Cell Ca**, however, may also be deranged in more subtle ways that do not lead to
cell death. A number of cell distress conditions exists that may disturb the operation
of individual actors in the Ca** controlling and signaling operation. Most of these
conditions are genetic, and affect proteins (enzymes) that process the Ca** signal
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and/or transport Ca** across membrane barriers, thus regulating its homeostasis.
These individual defects permit cell life to continue, albeit with various degrees of
discomfort that can even be reflected in prominent general disease phenotypes. The
area of Ca* signaling and disease has now become a popular area of research; a
recent book [19] covers it comprehensively.

4 Regulation of the Ca** Signal by Ca** Buffering
and Ca’ Sensor Proteins

As mentioned, the distinction between Ca?* buffers and Ca?* sensors now appears
to be less absolute than originally accepted. Distinctive properties of Ca** sensor
proteins, i.e., the presence of large Ca?*-induced conformational changes, their
interaction with specific targets, and the ability to modulate their function as a
result of the interaction, are known now to be shared by proteins hitherto classified
as pure Ca?* buffers, e.g, CB-D28k [4,20] and calreticulin [21-24]. Ca* buffering
proteins are conventionally defined as fast or slow, depending on the rate with
which they bind Ca?*. Parvalbumin (PV) is conventionally considered the proto-
typical slow Ca** buffering protein (K, of 4-9 nM), whereas CB-D9k (K of 200
500 nM) and calreticulin (K, of 2 mM) are routinely classified as fast Ca** buffering
proteins. The on rate for Ca** binding (K ) is 2-3 orders of magnitude faster in
CB-D9k than in PV. The specific physiological attitudes and Ca?* signaling
demands of cells determine the expression of slow or fast Ca?* buffering proteins.
Thus, the expression of CB-D9k appears to be restricted to non-excitable cells
involved in Ca** re-adsorption, e.g., those of various kidney sectors [25], that of
PV, in addition to kidneys, to some subsets of neurons [26] and to fast twitch
muscles [27]. According to a generally accepted assumption, once Ca*" gains
access to the cytosol it is rapidly buffered by (fast) Ca?* buffering proteins; the
amount that escapes buffering will then activate the targets of the signaling func-
tion, for instance, the calmodulin-modulated processes. The list of Ca?*-binding
proteins has now grown very impressively. For instance, the superfamily of EF
hand proteins, which are the most important Ca?* sensor proteins, now numbers
more than 600 members [28]. Table 1 groups the most important Ca?* buffering and
Ca?* sensor proteins.

Proteins that are considered as pure Ca?* sensors may also fulfill an important
Ca?* buffering role, particularly because they are routinely present in cells in high
concentrations, on the order of 10 uM or more [4]. Recent work [5] has actually
shown that calmodulin, the most important and ubiquitous Ca?* sensor protein, buf-
fers Ca?* faster than any other Ca?* buffering protein. This has led to the proposal
that calmodulin would rapidly bind incoming Ca?*, and then pass it on to other,
slower, Ca** buffers. The proposal is at sharp variance with the common conception
according to which calmodulin would instead sense the lower Ca?* left free by the
other Ca* buffers. Thus, according to the proposal, slow Ca* buffering proteins like
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PV would regulate the amount of Ca?* bound to calmodulin, and in this way contrib-
ute directly to the regulation of the Ca* signal.

However, even if the buffering of cell Ca?* by Ca®* sensor proteins may be quan-
titatively significant, it is not their most important role; as stated above, their pri-
mary role is the processing of the Ca?* signal. The transformation process has been
studied in great molecular detail only in the most important sensor protein, calm-
odulin, but its general principles are likely to be valid for at least the hundreds of
sensor proteins of the calmodulin family, the EF-hand proteins [29].

Calmodulin is an elongated protein, in which two terminal lobes, each containing
two Ca?*-binding helix-loop-helix motifs, are separated by a long 25-residue o
helix. When Ca?* becomes bound, the protein undergoes a first conformational
change that exposes hydrophobic patches, mostly methionine pockets, on the sur-
face of the two lobes. The protein at this stage still maintains its length of 62 A, but
collapses instead around the binding domains of target proteins that have come in
contact with it (Figure 3). At this point, the extended dumbbell-shaped calmodulin
molecule has the conformation of a hairpin, and the Ca*" information it originally
carried is transferred to the target protein. Calmodulin processes and transmits the
Ca?" information to dozens of targets, i.e., it is not a Ca®* sensor committed to a
single target partner. It becomes temporarily associated with them in its Ca?*-bound
form as a separate subunit, and in a small number of cases the association may occur
and persist even in the absence of Ca?* (see below).

Other sensor proteins of the EF hand group, e.g., recoverin or troponin-C, are
instead committed to the modulation of the activity of a single target or of a lim-
ited number of them. Ca®* sensor proteins not belonging to the EF hand family,
e.g., annexins, gelsolin, proteins containing C2 domains, are generally also com-
mitted, i.e., they transform Ca?" information for the benefit of a single target. The
rule, however, is not absolute: important Ca®* sensor proteins exist that process
the Ca*" signal directly and then act on numerous interacting targets, e.g., by
phosphorylating them. A prominent example of Ca* sensors of this type is protein
kinase C (PKC).

Coming briefly back to calmodulin and the EF hand proteins, it is interesting
that some target proteins of the signaling function of Ca?* possess their own “calm-
odulin” covalently integrated in the sequence (this is the case, for instance, for
calpain). In these cases, the “calmodulin-like” processing of the Ca?* signal occurs
directly within the target protein itself. The pattern of transmission and processing
of Ca?* information is even more complex in other EF hand proteins, such as cal-
cineurin. This phosphatase, in addition to having its own “calmodulin” as a sepa-
rate subunit, also has a conventional calmodulin binding domain that senses real
exogenous calmodulin with the larger subunit and it is, thus, under dual regulation
by the Ca?* signal.
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ca2+

Ca?* loaded Ca?* loaded Calmodulin
Calmodulin complexed with a
binding-domain

Figure 3 The mechanism of the decoding of the Ca?* message by calmodulin. (a) The binding of
Ca* induces a conformational change of the calmodulin molecule that exposes hydrophobic
patches on its surface (methionine pockets) without changing the overall shape of the molecule.
(b) Ca* saturates calmodulin which approaches its binding site of a target molecule (the red helix
is the calmodulin-binding domain of myosin light chain kinase) collapsing hairpin-like around
it. At this point the transmission of the Ca®* message to the target protein is complete.
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5 Regulation of the Ca** Signal by Membrane Transport
Systems

5.1 Ca?* Channels

Several plasma membrane Ca** channels have been identified and in recent years the
focus has moved towards the identification of their distinctive function. The channels
have been historically divided in three major groups: the voltage-gated channels
(VOCs), the receptor-operated channels (ROCs), and the store-operated Ca** entry
channels (SOCEs) (Figure 4).

5.1.1 The Voltage-Gated Channels

The VOCs are key transducers of membrane potential changes into intracellular
Ca? transients. They are the best characterized and are divided in subfamilies that
have distinct roles in biological processes. Their Ca** selectivity is high, thus mak-
ing Ca?* the preferred permeating species even in the presence of other abundant
cations, i.e., Na* and K*, in the extracellular ambient. They are complexes of 5 dis-
tinct subunits (a1, a2, B, v, d) encoded by different genes (Figure 5). al is the larg-
est subunit and forms the pore: it is organized in four repeated modules of six
transmembrane domains (S1-S6), the fourth of which contains the voltage sensor, in
analogy with the S4 domain of Na* and K* voltage-gated channels [30]. A mem-
brane-associated loop between the 4 S5 and S6 domains forms the channel properly.
The B subunit has no transmembrane segments, whereas the y subunit is a glycopro-
tein with four transmembrane segments. The a2 subunit is an extracellular extrinsic
glycoprotein, bound to the 6 subunit through a disulfide linkage that is possibly
linked to the membrane through a phosphatidylinositol anchor.

Based on physiological and pharmacological properties of the type of current
carried, the VOCs can be divided in six classes, termed L, N, P, Q, R and T, distin-
guished on the basis of the al type subunit. In turn, they can be divided in three
structurally and functionally related subfamilies: Cav1, Cav2, and Cav3. The Cavl
subfamily initiates muscle contraction, secretion, regulation of gene expression,
integration of synaptic signals, and mediates the L-type current. Cav2 subunits con-
duct N-type, P/Q and R currents, and are mainly responsible for the initiation of
synaptic transmission at fast synapses. The Cav3 subfamily is important for the
repetitive firing of action potentials in cardiac myocytes and thalamic neurons and
is responsible for the T-type current [31].

The diversity of channels structure and function is further enhanced by the pres-
ence of multiple f subunits, that are encoded by four different genes [32,33]. Cavl
channels are more abundant in the cell bodies and proximal dendrites of neurons
than Cav2 and Cav3 channels, which are instead predominant in nerve terminals
and dendrites, respectively. Their preferential locations, coupled with the selective
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local regulation of Ca?* by specific buffers, confers specificity to the processes
regulated by Ca?* entry, e.g., it confers to the L-type channels a privileged role in the
regulation of gene transcription. Calmodulin binding to the proximal C-terminal
domain of Cavl.2 channel is required for the regulation of transcription in neurons
[34,35], and calcineurin binding to the distal C-terminus acts as a potential tran-
scriptional regulator as well. The distal C-terminus itself has also been proposed as
transcriptional regulator [36].

Cavl channel activity is also involved in the secretion of hormones from endo-
crine cells, and is specifically required for some type of synaptic transmission, i.e.,
in photoreceptors, when continuous neurotransmitter release is necessary.

Cav2 channels are the predominant pathways for Ca®* entry initiating synaptic
transmission by the release of classical neurotransmitters like glutamate, acetyl-
choline and GABA. Ca?* entry through presynaptic P/Q and N-type channels initiates
exocytosis by triggering the fusion of secretory vesicles with the plasma membrane
through the action of the SNARE protein complex of syntaxin, SNAP-25 and
VAMP/synaptobrevin [37]. Presynaptic Cav2.1 and Cav2.2 channels interact with
SNARE, the interaction being regulated by Ca?* and protein phosphorylation. The
interaction has a dual role. It favors the coupling of Ca®* channels with secretory
vesicles, and it regulates channels activity.

Interestingly, N-type and P/Q-type Ca** currents are also regulated by G-proteins,
possibly through the activity of GBy subunits that shift the voltage dependence of
Ca?* channel activation to more positive values of membrane potential through a
mechanism of protein-protein interactions, thus slowing channel activation [38].

Cav3 channels conduct a T-type current, which is activated in the same range of
negative membrane potential of the Na* channels, and it thus well suited to sustain
the rhythmic firing of action potential.

5.1.2 The Receptor-Operated Channels

The second class of Ca?* channels is activated by the interaction with ligands. Most
prominent among them is L-glutamate, which is the most important excitatory trans-
mitter in mammalian brain. Glutamate activates two classes of receptors, the iono-
tropic receptors (iGluRs) and the metabotropic receptors (mGluRs). The iGluRs are
ligand-gated non-selective cation channels and are divided in three groups on the
basis of the activity of specific agonist: AMPA (2-amino-3-hydroxy-5-lethyl-4-
isoxazolepropionic acid), NMDA (N-methyl-D-aspartate), and kainate (KA) [39].
iGluRs are macromolecular complexes composed of four or five subunits, and are
predicted to have a bilobar structure, four membrane-spanning helices (however,
M2 is not a bonafide transmembrane domain but rather a hairpin loop), with a large
extracellular N-terminal domain, and an intracellular C-terminal domain. They
depend on ATP for full activity: phosphorylation of their C-terminal domain by
PKA, but also PKC and CaMKII, increases currents in all types of glutamate recep-
tors [40—43]. An interesting post-transcriptional mechanism regulates the Ca®* per-
meability of iGluRs. RNA editing occurs in the GIuR2 subunit of AMPA receptors,
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as well as in subunit GIuRS and GluR6 of KA receptors, leading to a Gln to Arg
substitution in the M2 hairpin loop. The replacement of Gln with a positively
charged amino acid is evidently essential to confer Ca>* impermeability to the chan-
nels. The efficiency of editing is higher in the GIuR2 subunit than in the GIuRS and
GluR6 subunits, and, in the case of GluR6, the editing of other two residues in the
M1 transmembrane domain also controls the Ca?* permeability.

KA and AMPA receptors are the primary receptors for rapid excitatory transmis-
sion in the central nervous system and, following glutamate activation, they are
primarily permeable to Na* and K*. However, AMPA and KA receptors may also be
permeable to Ca*. NMDA receptors respond to glutamate more slowly than AMPA
and KA receptors, possibly because Mg?* inhibits them in a voltage-dependent man-
ner: membrane depolarization following AMPA and KA receptor activation relieves
the Mg?* inhibition of NMDA receptors.

The mGluRs, instead, are coupled to G-proteins. Accordingly, they are organized
with the canonical seven transmembrane domains. They are encoded by 8 genes
(mGluR1-8) and exist as homodimers that generate Ca?* signals through the activa-
tion of distinct downstream signaling cascades that activate PLC and activate, or
inhibit, adenylyl cyclase. They are expressed in neuronal and glial cells within the
brain, spinal cord, and peripheral neurons and are involved in the pathophysiology
of a number of diseases.

mGluR1 is the most abundantly expressed metabotropic receptor in the mam-
malian central nervous system, with highest expression in the Purkinje cells of the
cerebellum. mGluR1 produces two types of neuronal depolarization, a rapid tran-
sient depolarization related to the release of Ca’* from intracellular stores, and a
prolonged and larger depolarization resulting from the activation of transient recep-
tor potential (TRP) channels (see below).

5.1.3 The Store-Operated Ca’>* Entry channels

The third class of Ca?* channels is that of the store-operated Ca’* entry channels
(SOCESs), which are activated by the release of Ca** from the ER. They were ini-
tially described in non-excitable cells, but they have now been documented in neu-
rons and skeletal muscle cells. The idea that ER Ca?* depletion could represent a
signal for Ca?* entry can be traced back to early work that had proposed that the
biphasic nature of agonist-activated Ca?*-mobilization was due to an initial empty-
ing of the intracellular Ca** pool, e.g., by InsP,, followed by the rapid entry of Ca**
into the cytosol in the continued presence of InsP.. The rapid entry of Ca** from
outside the cell continued until the Ca?* content of the store pool reached a level that
inactivated it [44].

Later on, it was reported that the depletion of intracellular stores induced by
thapsigargin (TG), an inhibitor of the SERCA pump (see below) was per se able to
induce Ca* entry in different cell types. The identification of a small store-operated
Ca*current (the Ca**-release activated current, CRAC) [45] activated in mast and T
cells independently of the occupancy of surface receptors or of changes in cytosolic
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Ca?* enhanced the interest in the topic, but the pathway involved in the process
remained obscure for a long time. Different mechanisms were proposed ranging
from the existence of free diffusible messengers to a conformational coupling of
CRAC channels and InsP, receptors. A number of candidate genes were proposed as
the putative messenger, among them those of the TRP channels, but the molecules
involved in the pathway were identified only recently: a Ca?*-binding transmembrane
protein of the EF-hand family (STIM proteins) serves as sensor of Ca’>* within the
ER. The protein communicates with the plasma membrane store-operated channel
that is composed of ORAI subunits. 2 STIM isoforms (1 and 2) were identified and
the ORALI protein family was found to be composed of three isoforms [46], in which
ORAII was demonstrated to be the pore-forming subunit of the channels [47]. Under
resting condition, with the STIM proteins fully occupied by Ca**, STIM1 and ORAII
would be diffusely localized at the ER and plasma membrane (PM) sites, respec-
tively. When store depletion occurs, STIM1 undergoes a conformational change that
redistributes it to specific districts forming “puncta” structures, that correspond to
ER-PM junction, i.e., to specialized regions of the ER positioned within 10-20 nm
of the PM. At the same time, ORAI1 accumulates at the corresponding PM sites, thus
coupling with STIM1 and allowing the opening of the CRAC channels and the gen-
eration of localized Ca?* hot spots [48]. In a second phase, store refilling causes the
return of STIM1 and ORAII proteins to the original states, thus dissolving the
“puncta”. This model, based on distinctive rearrangements of STIM1 and ORAII in
the cell, would require seconds for the activation of the channels. This timing has
functional consequences, e.g., in T cells the “puncta” assembling and disassembling
may generate Ca®* oscillations [49] that would in turn drive gene expression through
NFAT and other transcription factors [50,51] (see below).

5.1.4 Transient Receptor Potential Channels

Another class of channels, which had been originally related to the SOCE channels,
and which can also generate changes in intracellular Ca’* concentration by mediat-
ing its entry across the PM are the TRP channels.

They constitute a large and functionally versatile family of cation-conducting
channels, and are generally considered cell sensors. They are expressed in a large
number of tissues and cell types (excitable and non-excitable) and, when activated,
cause a cell depolarization that in turn may trigger the activation of different volt-
age-dependent ion channels. In mammals, 28 TRP channels have so far been found,
classified according to their homology in 6 different subtypes: TRPC (canonical),
TRPV (vanilloid), TRPM (melastatin), TRPA (ankyrin), TRPML (mucolipin), and
TRPP (polycistin). The literature on TRP channels has now grown very impres-
sively and only a short overview can be given here. More detailed information can
be found in a number of comprehensive reviews, e.g., [52,53].

A common theme that links the TRP channels is their activation or modulation
by phosphatidylinositol phosphates, such as phosphatidylinositol 4,5-bisphosphate
(PIP,) [54]. However, they are also modulated by Ca*, which is responsible for
generating both a positive and a negative feedback. They are organized with six
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transmembrane domains, and most probably assemble into tetramers to form non-
selective cationic channels. The TRP channels can contribute to change the intracel-
lular Ca** concentration either directly by acting as a Ca** entry pathway (even if
their selectivity for Ca** differs in the different subtypes), or indirectly by changing
the membrane polarization. The TRPC-type channels have been claimed to have a
special relationship with the SOCEs (and their constituents STIM1 and ORAI1); the
issue has been a matter of vigorous discussion in the field of Ca** signaling. It is now
generally accepted that ORAII may interact with TRPCs and act as regulatory sub-
unit that confers STIM 1-mediated store depletion sensitivity to them [55-57]. Thus,
in a sense, the TRPC channels might act as SOCEs, even if they are a distinct type
of channel with their own properties: high Ca?* selectivity, very small single channel
conductance, and different Ca** modulation.

A final comment is necessary on TRP channels: even if it is clear that they have
different functional effects depending on their strategic localization on the plasma
membrane, most of them are also localized in the membrane of the intracellular
organelles. Thus, TRPV and TRPP channels have been found on ER and Golgi
membranes, and TRPMLs have been proposed to mediate a NAADP-activated
intracellular Ca** release from endosomes and lysosomes (see below).

5.1.5 The Intracellular Ca*>* Channels

The endo/sarcoplasmic reticulum (ER/SR) and more recently, the Golgi apparatus
(GA), are recognized as the main intracellular Ca** stores. Two types of Ca*" recep-
tors/channels essentially operate Ca?* mobilization from them, the ubiquitous inositol
1,4,5-trisphosphate receptors (InsP,R) and the ryanodine receptor (RyR), which is not
present in all cell types. InsP.R and RyR are channels with large conductance. They
are only relatively selective for Ca*, at variance with the voltage-gated and store-
operated plasma membrane Ca?* channels that are more selective. However, consider-
ing that Ca* is probably the only cation with an appreciable electrochemical gradient
across the ER/SR membrane the lack of selectivity does not represent a problem.

The InsP,Rs are encoded by three different genes that have distinct patterns of
tissue expression (however, some overlapping occurs, especially during cell differ-
entiation) and contribute to shaping different Ca**-linked signaling pathways. The
channels are constituted by homo- or hetero-tetramers of a large (2700 residues)
protein spanning the membrane with a hydrophobic region containing six helices.
A partial 3D structure of the channel has recently become available [58]. The
N-terminus and the C-terminus of the protein are in the cytosolic region, the
N-terminal region representing the portion of the protein, which contains the InsP,
binding domain and the “regulatory” domain. The opening of the InsP,R is con-
trolled by the binding of the second messenger InsP, (generated by activation of
PLC enzymes), mainly PLC B-stimulated by G-protein-coupled receptors, and
PLCy by tyrosine kinase receptors.

A flexible linker region, connecting the InsP, binding domain with the first 200
amino acids (residues 1-223 of isoform 1) of the protein, is essential for the modula-
tion of pore opening, possibly by decreasing InsP, affinity. Several molecules interact
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with the InsP,R and modulate its activity, €.g., homer family adaptor proteins, protein
phosphatases (i.e., calcineurin), PKA, PKC, and CaMKII, the tacrolimus-binding
immunophilin FKBP12, IRBIT, ATP, and Ca**. Ca?* is probably the most important
interactor as it has both stimulatory and inhibitory effects, however, the structural
basis of its regulation is still not understood [59]. Cytosolic Ca*" is a co-agonist of the
InsP,Rs, as it strongly increases its activity at concentrations up to about 300 nM. By
contrast, at higher concentrations it inhibits the receptor. Luminal Ca** also sensitizes
the InsP Rs, possibly by tuning its sensitivity to cytosolic InsP,. A Ca**-mediated
inhibition of the receptor is assumed to contribute to the termination of local cytosolic
Ca* signals. However, it is not clear whether this effect depends on the binding of
Ca? to the receptor or to an associated protein [60]. Calmodulin had been initially
suggested as a candidate protein, but the suggestion has now lost momentum.

The RyRs are also encoded by three distinct genes with different tissue expres-
sion pattern. RyR1 is expressed in skeletal muscle, RyR2 in heart, cerebellum
(Purkinije neurons), and cerebral cortex, and RyR3 is more ubiquitous, even if with
low levels of expression. The RyRs are formed by homo-tetramers that associate to
form the largest known channel (>2 MDa). Cryoelectron microscopy studies have
contributed to the understanding of the functioning of this gigantic molecule
(reviewed in [61]). The C-terminal portion of the protein forms the pore and the
large cytoplasmic region contains the sites where most RyR modulators interact.
The major gating mechanism is the excitation-contraction (E-C) mediated coupling
with the voltage-dependent Ca** channel dihydropyridine receptor (DHPR) located
in the T-tubules. The molecular mechanism of E-C coupling differs between skeletal
and cardiac muscle [62]. In skeletal muscles a physical interaction (electromechani-
cal coupling) between the Cavl.1 DHPR and RyR1 is required; in cardiac muscle
Ca?* release by the RyR2 is initiated by Ca** influx via Cavl.2, i.e., by the Ca**-
induced Ca?* release (CICR). In heart, then, the interaction is functional rather than
physical as in the case of RyR1. CIRC can also originate from the flickering of ER
Ca?* channels and, even if originally described for the gating of RyR2, is now rec-
ognized as the major gating mechanism for RyR3. Other agents can gate RyR2 and
3,1.e., cyclic ADP ribose, cADPR, generated by ADP-ribosyl cyclases, in particular
by their ectoenzyme form [63]. cADPR appears to act mainly in smooth muscle
cells [64], pancreatic acinar cells [65], and in the nervous system [66].

The InsP,R the channel activity of the RyR is also modulated by a number of
molecules, e.g., PKA, FK506 binding proteins (FKBP12 and 12.6), calmodulin,
Ca?/calmodulin-dependent protein kinase II, calsequestrin, triadin, junctin, Mg?*,
ATP, and Ca** itself.

5.2 Ca’** Pumps

Animal cells express three Ca?* ATPases (pumps) in the PM (PMCAs), in the ER/
SR (SERCAs), and in the Golgi membranes (SPCAs). They lower the concentration
of cytosolic Ca* by exporting it to the external medium, or to the internal space of
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the vesicles of the reticulum and of the Golgi system. The three pumps, like
additional Ca?* pumps in plant cells and in cells of lower eukaryotes, which will not
be discussed here, belong to the superfamily of P-type ATPases [67] which conserve
temporarily the energy liberated by the splitting of ATP in the form of an aspartyl
phosphate in their reaction center. The superfamily now contains hundreds of mem-
bers, sub-grouped in at least 8 subfamilies (Figure 6).

The mammalian ATPases belong to sub-groups II A (the SERCA and SPCA
ATPases) and IIB (the PMCA ATPases). They display significant sequence differ-
ences in regions not directly related to the catalytic mechanism, i.e., in areas related
to regulation and interaction with inhibitors and other partners, but share essential
properties, e.g., membrane topography and the general reaction mechanism. The
reaction scheme of the three pumps (Figure 7) had initially predicted two func-
tional/conformational states: in the E1 state the pumps would have high affinity for
Ca® and would interact with it at one membrane side, and in the E2 state the
affinity for Ca?* would become much lower, causing its release to the opposite side
of the membrane [68]. The solution of the 3D structure of the SERCA pump at the
atomic level 12 years ago [69,70] has confirmed the basic principle of the E1-E2
reaction scheme, but has greatly increased the complexity of the catalytic mecha-
nism, showing that the binding of Ca’* at one side of the membrane induces a series
of large conformational transformations that switch the extra-membrane portion of
the pump from a compact to a more open structure. The conformational changes,
however, also involve the transmembrane domains of the pump, leading to the
phosphorylation of the catalytic aspartic acid by ATP and, in a series of docu-
mented conformational transitions, to the change of the high affinity phosphory-
lated E1 pump to a lower Ca?* affinity state that leads to the dissociation of Ca**,
regenerating the Ca**-free E2 enzyme.

The cartoon of Figure 8 [71], which is reproduced with minor modifications
from a review by Toyoshima [72], offers a pictorial view of the atomic path by
which Ca?* crosses the membrane of the SR on its way from the cytosol to its lumen.
It contains details on the atomic aspects of the transfer that cannot be described and
explained in the context of this review. A full discussion of them can be found in
[72]. The 3D structure has confirmed the existence, in the SERCA pump, of the two
Ca?* binding sites that had been predicted by mutagenesis work [73,74]. The two
sites are a peculiarity of the SERCA pump; the PMCA pump has only one, corre-
sponding to site 2 of the SERCA pump, as it lacks an essential acidic residue in the
transmembrane domain 5 [75]. This residue is also absent in the SPCA pump, which
also has only one Ca* binding site.

The three mammalian pumps are all inhibited by the general inhibitors of P-type
ATPases La** and orthovanadate [(VO,(OH)];, although mechanistic differences in
the case of La** exist for the case of the PMCA pumps. The SERCA pump is also
specifically inhibited by compounds that are inactive against the other two pumps,
e.g., TG. Inhibitors of similar specificity and potency are not available for the other
two pumps. Interestingly, however, 2 peptides of the caloxin family (caloxin 2A1
and caloxin 1A1) have been claimed to inhibit the PMCA pump by interacting with
its extracellular domains 2 and 1, respectively [76,77].
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Figure 7 The reaction scheme of Ca?** ATPases. The scheme is simplified, the number of states of
the ATPases has been greatly increased by the work on the three dimensional structure of the
SERCA pump. See the text for details.

All Ca* pumps interact with Ca?* with high affinity [71], and are thus the fine
tuners of cell Ca*. Their K_(Ca®) is well below 1 uM. The affinity for Ca** is
particularly high in the SPCA pumps, whose K, is about 10 nM in the SPCA1
isoform, and even lower in the SPCA2 isoform [78,79]. The extremely high Ca*
affinity of the SPCA pumps, which have K s well below the concentration of Ca*" in
the cytosol at rest, ensures that the Golgi vesicles will be always filled with Ca*
even in the absence of agonist-induced cytosolic transients. This is crucial, since
Ca?* is required for the activity of enzymes within the Golgi vesicles, most notably
the endoproteases that process the pro-hormones. Importantly, the SPCAs also
transport Mn?*, which is essential inside the Golgi vesicles for the O- and
N-glycosylations of a number of proteins [80,81]. The Ca*" affinity of the PMCA
pump requires another comment. The pump is a classical target of calmodulin regu-
lation (see above). In its absence it can still interact with Ca*, but only with very
low affinity, i.e., with a K, between 10 and 30 uM [82]. The K, drops to about
0.5 uM in the presence of calmodulin [82] which interacts with a C-terminal domain
of the pump [83], with a K in the nM range [84]. This domain, however, also plays
another role in the regulation of the activity of the pump. In the absence of calmodu-
lin it folds over, binding to two sites in the main body of the enzyme. It keeps the
pump auto-inhibited until calmodulin removes it from the binding sites, relieving
the autoinhibition [85,86].

Of the 4 basic PMCA isoforms (see below), one, PMCA2, behaves peculiarly in
its reaction to calmodulin [87,88]; it expresses very high activity even in its



144 Brini, Cali, Ottolini, and Carafoli

Cytoplasm

XL Membrane

Lumen
H
00

110°

Figure 8 A cartoon illustrating the conformational changes of the main domain of SERCA pump
during the reaction cycle. The model is based on the three dimensional structure of the SERCA
pump. Adapted from [72].

absence. Since the PMCA?2 calmodulin-binding domain does not differ from that of
the other 3 basic PMCA isoforms, it is likely that the high activity in the absence of
calmodulin reflects the suboptimal ability of the calmodulin-binding domain of
PMCAZ2 to interact with the autoinhibitory site(s) in the main body of the pump.
Another important aspect of the Ca?* affinity of the PMCA pump is its stimulation
by acidic phospholipids, which decreases the K to values even lower than those
achieved with optimal calmodulin (about 0.2 uM [89]). The significance of the acti-
vation by acidic phospholipids, which bind to the basic calmodulin domain, but also
to another domain in the first large cytosolic loop [90,91] is still obscure, but it
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appears possible that phospholipids could activate the pump in vivo in alternative to
calmodulin.

The three mammalian Ca’** pumps are the products of multigene families:
separate genes express three basic isoforms of the SERCA pump, four of the PMCA
pump, two of the SPCA pump. The basic isoforms of each pump type share reaction
mechanism and membrane topology, but differ in tissue distribution, regulation
properties, and in some details of activity, e.g., the affinity for Ca*". Their number is
greatly increased by the alternative splicing of the primary transcripts of all pumps
(SPCA2 is the only exception), the functional differences among the splicing prod-
ucts being in general greater than those among the original basic gene products. A
detailed discussion of all splicing variants of the pumps would be out of the scope
of this contribution; the short description offered here will thus only underline
aspects and variants that are particularly significant.

The transcripts of the SERCA genes are subjected to alternative processing at
their 3° end, generating a number of splice variants with specific tissue distribution
and activity. That of SERCALI is spliced to generate the SERCAla and 1b variants,
which are expressed in adult and neonatal fast-twitch skeletal muscles, respectively.
The change in expression pattern during development and tissue differentiation
indicates that each isoform is adapted to specific functions. The transcript of the
SERCA?2 gene is alternatively processed to generate the SERCA?2a variant, which is
expressed selectively in heart, slow-twitch skeletal muscles, and smooth muscle,
and to the SERCAZ2b variant which is expressed ubiquitously and is thus considered
as the housekeeping SERCA pump [92]. Interestingly, the extended, 49 amino acid
long C-terminal portion of the SERCA2b pump, which contains a highly hydropho-
bic segment that forms an additional transmembrane domain (11th) [93], confers to
the variant higher affinity for Ca®* and lower catalytic turnover rate [92,94]. Both
SERCAZ2a and 2b are sensitive to the membrane protein phospholamban, which
regulates their activity by becoming reversibly bound to them in a process that
depends on its phosphorylation by PKA (possibly, also by a calmodulin-dependent
protein kinase). Unphosphorylated phospholamban binds to the pump maintaining
it inhibited, phosphorylated phospholamban leaves the binding site(s), restoring
pump activity, for instance during B-adrenergic stimulation [95-97]. SERCA3 is
expressed in a limited number of non-muscle cells, and the splicing pattern of the
transcript of its gene is complex. All documented variants have lower Ca** affinity
than the other basic isoforms. SERCA3 seems to be specialized for the control of
vascular and tracheal smooth muscles, its low Ca’* affinity suggesting that it would
only become activated when cytosolic Ca** reaches abnormally high levels.

The two basic products of the SPCA genes have different tissue distribution. The
SPCA1 pump is ubiquitous, and is thus considered the housekeeping isoform. Its
expression level varies with the tissue, and is particularly high in human epidermal
keratinocytes [98]. The expression of SPCA2 is much more tissue restricted. Its
transcript has been found in particularly high amounts in the mucus-secreting goblet
cells of human colon [99] indicating its possible role in the regulation of the secre-
tion of mucus. Alternative splicing has only been documented in the primary tran-
script of SPCA1, resulting in the generation of four transcripts. Very little is known
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on their possible differential properties, although some kinetic differences have
been described.

The four basic PMCA gene products differ in tissue distribution and calmodulin
affinity. Pumps 1 and 4 are ubiquitous and have poorer calmodulin affinity than
isoforms 2 and 3. They were both considered as housekeeping pumps, but recent
work has indicated that PMCA4 could have more specialized roles, e.g., in the testis
where it represents more than 90% of the total PMCA protein [100]. The ablation
of the PMCAA4 gene causes male infertility, due to the inability of the sperms to
achieve hyperactivated motility, and thus to reach the eggs to perform the fertiliza-
tion [101]. PMCAZ2 and 3 have higher calmodulin affinity and their expression is
restricted to a limited number of tissues; PMCA?2 is expressed prominently in the
nervous system and in the mammary gland, and PMCA3 in the nervous system and
skeletal muscles [102]. The transcripts of all PMCA genes undergo alternative pro-
cessing at two sites. Site A corresponds to the portion of the pump located upstream
of the phospholipid binding domain in the first cytosolic loop. Site A insertions lead
to a number of variants depending on the number of exons inserted; the most impor-
tant is variant w in which the insertion of 3 exons directs the pump (the isoform
tested was PMCA?2) to the apical plasma membrane of polarized cells, whereas
smaller inserts sort the variants to the basolateral domain [103]. Site C corresponds
to the C-terminal calmodulin binding domain of the pump and generates a plethora
of variants depending on the type of alternative processing, in which portions of
exons can be inserted piecemeal. In most cases the result of the site C insert(s) is a
change of the reading frame, and the creation of a premature stop codon that trun-
cates the resulting pump protein. Pumps in which no site C inserts occur are desig-
nated as b variants, whereas those with various inserts are designated as c, d, e, f,
and a. The most important is variant a, in which one full exon (PMCAI, 3, and 4),
or two full exons (PMCA?2) are inserted.

The alternative processing of the transcripts of the PMCAL, 3, and 4 genes occurs
in an essentially similar way. That of the gene of PMCA2, however, has peculiar
complexities. Together with other properties, for instance the ability of the pump to
function at a very high rate in the absence of calmodulin (see above), the complexity
of alternative processing singles out PMCA2 from the other 3 basic PMCA isoforms.

5.3 The Plasma Membrane Na*/Ca** Exchanger

The plasma membrane of most animal cells contains a system with lower Ca*
affinity than the PMCA pump that ejects Ca’* in exchange with Na* (NCX). The
system belongs to the SLC8 (solute carrier family 8) superfamily of Na*/Ca?*
exchangers. The superfamily also contains SLC24 that transports K* as well; a clus-
ter of 23 orthologous genes (COG0530) are named Ca?*/Na* antiporters, even if no
functional data have so far been produced. The NCX is particularly active in the
cells of excitable tissues, and uses the energy of the electrochemical Na* gradient to
allow Na* to flow into the cell across the PM in exchange for the export of Ca**, with
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a transport stoichiometry of 3 Na* for 1 Ca?*. It has a much larger transport capacity
than the PMCA, transporting thousands of Ca?* ions per second [104], a property that,
coupled to its low Ca?* affinity, allows it to return the cytosolic Ca?* concentration
to its normal resting low levels after large physiological increases, for instance
those produced by the neuronal action potentials. Since the operation of the NCX
is electrogenic and voltage-sensitive, it can reverse during cell activation and lead to
the intake of Ca?* into the cell [105]. The reversal of the canonical direction of the
exchanger is also induced by changes in the concentration, i.e., the gradient, of the
transported species. This occurs, for instance, in the case of heart cells exposed to
the action of digitalis: the inhibition of the Na*/K*-pump increases Na* in the sarco-
plasm, reversing the operation of the exchanger and inducing the well-known posi-
tive inotropic effect linked to the influx of Ca?*.

Three genes code for distinct isoforms of the NCX in mammalian cells (NCX 1-3).
They have variable tissue distribution and regulatory properties. NCX1 is distributed
ubiquitously, whereas the expression of NCX2 and NCX3 is restricted to brain and
skeletal muscles [106,107]. All NCXs are predicted to contain nine membrane-spanning
domains, separated in two parts of the sequence by a 500-residue intracellular loop
[108,109]. Interestingly, the loop can be removed still leaving behind an active exchanger
[110], showing that the transmembrane portion of the exchanger is the basic functional
transport unit (the 3D structure of a prokaryotic exchanger has recently been published,
showing 10 transmembrane domains instead of the 9 of the eukaryotic exchangers
[111]). Each exchanger protein contains two conserved homologous o repeats, one on
each of the two transmembrane domains, arising from a gene duplication event, that are
important for the binding and the translocation of ions [109]. The two motifs are also
present in other members of the Na*/Ca** exchanger superfamily, e.g., the NCKX, that
also exchanges K* and was first identified in the retina [112], and in microbial exchang-
ers that lack the large intracellular loop [109,113]. They are not present, however, in
NCLX, a philogenetically ancestral branch of the Na*/Ca®* exchanger superfamily
which also exchanges Li* [114,115], and which has recently been identified as the long
sought mitochondrial Na*/Ca®* exchanger (see below). The number of exchanger iso-
forms is increased by alternative processing of the transcripts in a region corresponding
to the C-terminal portion of the large cytosolic loop. The processing of the primary
transcript of NCX1 gives rise to a complex set of splice variants that differ in the 561—
681 stretch of the protein. The transcript of NCX3 also undergoes alternative splicing in
aregion corresponding to a similar location in the protein as NCX1, whereas no splicing
products have so far been described for NCX2.

Operationally, the NCX is activated by the binding of intracellular Ca* to a Ca*-
binding domain 1 (CBD1) in the main cytosolic loop that triggers a conformational
change that transforms the NCX into an activated state. The 3D crystal [116] and
NMR [117] structures of CBD1 have recently been solved, and shown to bind 4 Ca*
to an immunoglobulin-like fold. A second Ca**-binding domain was also identified
[117] (CBD2), and a structural model was built of the entire regulatory loop which is
given in the cartoon of Figure 9. A detailed discussion of the model is out of the
scope of this contribution, but can be found in [117] and [118]. Basically, in the
model CBD1 and CBD2 are arranged in antiparallel fashion, the Ca?*-binding region
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Figure 9 A model for the structure of the plasma membrane Na*/Ca®* exchanger. The cartoon is a
modified version of the model proposed by Hilge et al. [117].

of CBDI unfolding when Ca?* is removed, possibly moving the exchanger into an
inactive state. Hilge et al. [117] have presented a structure for each of the two main
splicing variants of the NCX, which contain the mutually exclusive CBD2 encoding
exons A and B. At variance with CBD2A, CBD2B has unstructured Ca**-binding
sites under physiological conditions, suggesting lower Ca** fluxes in non-excitable
cells that contain exon B compared with excitable cells that contain exon A.
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An interesting recent development relates NCX (or, rather, NCKX) to the color
of the skin. The allelic frequency of a single nucleotide polymorphism (SNP) in the
coding region of member 5 of SLC24A family (which contains 6 members) varied
considerably between populations of Caucasian and African ancestry [119]. The
study was extended to zebrafish [120] and other human groups, and has shown that
the SLCA24AS encodes a protein similar to the K*-dependent members of the
Na*/Ca** exchanger superfamily.

6 Intracellular Organelles

6.1 Mitochondria

Mitochondria are intracellular organelles endowed with two membrane barriers
with decreasing ion permeability properties: the outer mitochondria membrane
(OMM) is freely permeable to ions and small molecules, and the inner mitochon-
drial membrane (IMM), which is folded into the internal invagination called “cris-
tae”, contains the multi-enzymatic complexes of the respiratory chain, of the ATP
synthase and the Ca?* transport systems.

Mitochondrial Ca** transport has unique characteristics. The uptake does not
need ATP hydrolysis for Ca’* entry, but utilizes a uniporter and the membrane
potential (AP, negative inside) maintained across the inner membrane by the respi-
ratory chain as the driving force. The uniporter has been proposed to be a gated and
highly selective ion channel [121,122]. For Ca*" efflux, mitochondrial exchangers
use the concentration gradient of Na* (H* as well in some mitochondrial types)
across the inner membrane to cause the release of Ca?* back into the cytosol [123].
The cycle is then completed thanks to the efflux of Na* via the Na*/H* exchanger
(NHE) (Figure 10) [124]. Under resting conditions the rates of Ca?* influx and efflux
are slow and ensure the maintenance of a low matrix Ca?* concentration. The kinetic
equilibrium between influx and efflux thus results in a futile (energy consuming)
cycle of Ca* across the mitochondrial inner membrane [125]. When cytoplasmic
Ca?" increases above a given threshold (>10 uM) a rapid Ca** accumulation by
mitochondria is initiated and matrix Ca*" increases dramatically. Finally, excess
Ca?* accumulation by mitochondria (mitochondrial Ca?* overload, MCQO) may result
in the opening of a large non-selective channel in the inner mitochondrial mem-
brane, the mitochondrial permeability transition pore (mPTP) that collapses the
membrane potential, induces swelling of the inner membrane and rupture of the
outer one, and releases proteins of the intermembrane space (IMS) into the cytoplasm.

After the discovery that isolated respiring mitochondria were capable to sustain
Ca?* accumulation [126,127], many aspects of the mitochondrial Ca** uptake and
extrusion mechanisms were clarified. Thus, it was established that Ca*" uptake was
an electrogenic process, which was countered by Ca?* efflux so that electrochemical
gradient equilibrium did not occur [128].
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However, the finding that the uptake system operated with very low Ca?* affinity
appeared difficult to reconcile with its function in the extremely low cytosolic Ca*
concentration. For a while, then, the idea that mitochondria could efficiently control
the homeostasis of Ca?* in the cell lost favor, even if research on the topic continued
to produce information. Thus, patch clamp experiments on mitoplasts (swollen mito-
chondria without the OMM) showed that the uniporter (MCU) is a highly selective
hardly saturable Ca** channel with an activation domain and a transport site [121].
Pharmacological studies led to the identification of compounds able to either inhibit
or activate the MCU, e.g., ions like lanthanides, Mg?*, ruthenium red (RR) and its
derivate Ru360 (reviewed in [129]), and the plasma membrane Na*/Ca?* exchanger
inhibitor KB-R7943 [130]. Physiological concentrations of polyamines, such as
spermine and related compounds [131], were instead shown to activate the MCU at
Ca?* concentrations that would otherwise be too low to allow the uniporter to operate
efficiently: they could thus have a physiological role in intracellular Ca** handling.

The efflux route of Ca?* from mitochondria was documented as Na*-dependent
pathway by the observation that the addition of Na* to isolated mitochondria pro-
moted the efflux of Ca?* [123]. Further work then characterized the pathway as a
Na*/Ca* antiporter (NCLX) [132]. The transport was later found to be electrogenic
with a probable transport stoichiometry of 3 to 1, as in the case of the plasma mem-
brane NCX [133,134]. The NCLX was inhibited competitively by Sr**, Ba?*, Mg
or Mn?*, and by many compounds of pharmacological interest including diltiazem,
clonazepam, verapamil, tetraphenyl-phosphonium, trifluoperazine amiloride and its
derivatives. In particular, the chloro-5-(2-chlorophenyl)-1,5-dihydro-4,1-benzothi-
azepin-2(3 H)-one (CGP 37157) inhibited it with high specificity and it is now
widely used [135]. In the exchange process Na* could be replaced by Li*, an obser-
vation that was later used in the work that identified the exchanger protein (see below).

A Na*-independent Ca*" extrusion mechanism has also been described in liver
[136] and some other mitochondrial types. It transports Ca?*, but also Sr**, or Mn>*
from the matrix to the intermembrane space against the Ca* electrochemical gradi-
ent. The rate of efflux via this mechanism decreases with increasing ApH (internally
alkaline) [137]. The transport is electroneutral and it has been characterized as a 1
Ca?* for 2 H* exchanger [138]. Cyanide, low levels of uncouplers, and very high
levels of RR inhibit it [139].

In spite of the large mass of information that was becoming available, the low
Ca?* affinity problem led to the general assumption that Ca’* sequestration by mito-
chondria in living cells had no important role in the regulation of Ca’>* homeostasis,
unless in extreme conditions of Ca?* overload [140]. The very limited Ca?* transport
activity (assumed to occur in vivo) was essentially only considered important for the
activation of 3 matrix deydrogenases that have been found to be controlled by Ca*
[141]. Thus, even if information had become available that mitochondrial Ca*
transport did occur in vivo in spite of the insufficient affinity of the system, skepti-
cism prevailed. At the beginning of 1990s the conundrum was solved by specifically
targeting a recombinant Ca* sensor to the mitochondrial matrix. The work clearly
demonstrated that in intact cells mitochondria promptly accumulated Ca** follow-
ing cell stimulation [142]. The problem of the low affinity of the mitochondrial
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uptake system was overcome by demonstrating that mitochondria could sense local-
ized microdomains at high Ca’* concentration generated close to the mouth of the
ER Ca? channels [143] in close proximity to mitochondrial Ca*" uptake sites [144],
and presumably also by functional coupling with Ca?* entry channels at the plasma
membrane [145,146]. The finding renewed interest in mitochondrial Ca?* and on its
physiological role and sparked new research aimed at identifying the mitochondrial
Ca?* transporters.

Their molecular identity had remained elusive for a long time (for comprehen-
sive reviews see [147,148]). Different actors had been proposed but none of them
had survived conclusive tests. Only very recent research has eventually identified
molecularly the NCLX and the MCU [149-151]. A uniporter component (named
MICUI1) that may have a role in Ca’* sensing rather than in Ca? transport has been
identified in silico by developing a MitoCarta database [152] as a 54 kDa protein,
associated with the mitochondrial inner membrane. It has one putative transmem-
brane domain and two canonical EF hands.

Using the same database, two independent groups then identified an integral
inner membrane protein that satisfies the criteria for being the pore-forming
subunit of the uniporter MCU [149,150]. The 40 kDa protein is ubiquitously
expressed in mammals, but missing in yeast (yeast mitochondria do not have a
uniporter [153]). It is predicted to have two transmembrane regions connected
by an acidic loop, and it forms oligomers in the inner membrane. Its downregu-
lation drastically reduced mitochondrial Ca** uptake and its overexpression
enhanced it in intact cells. Most importantly, the channel activity of purified
MCU reconstituted in a planar lipid bilayer revealed properties previously
reported for the uniporter, thus definitively demonstrating that MCU represents
its pore-forming channel [149].

The Na*/Ca?* exchanger (NCLX) has also been identified [151] as a mammalian
member of the phylogenetically ancestral Ca**/anion exchanger family that cata-
lyzes Na* (or Li*) dependent Ca* transport [113]. NCLX was found to be enriched
in the mitochondrial cristae. As expected, it transported Li* in addition to Ca*" and
was sensitive to CGP-35137. Its size was very similar to that of a mitochondrial
protein that, when purified and reconstituted, exhibited Na*/Ca?* exchange activity
[154,155].

In addition to the antiporters, the other mechanism of Ca** transport that may play
a role in the mitochondrial Ca?* efflux, especially in conditions in which mitochon-
drial Ca** concentration in the matrix reaches threshold levels, is still molecularly
unknown; this is the mPTP [156]. In addition to Ca*, factors such as pH, adenine
nucleotides, free radicals, and the mitochondrial membrane potential (A%¥Ym) modu-
late its opening. Mitochondrial Ca®* overload and excess increases in reactive oxygen
species (ROS) in the matrix would be the “point of no return” that causes permeabi-
lization of the inner membrane, proton electrochemical gradient dissipation, ATP
depletion, further ROS production and organelle swelling. These events are collec-
tively termed “mitochondrial permeability transition” (MPT), a process that, in turn,
causes the release of cytochrome ¢ and culminates in cell death.
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6.2 The Acidic Compartments

In addition to the ER/SR and the GA, other acidic organelles, such as the acidic
endosomes, lysosomes, and secretory granules are now also considered as pos-
sible Ca** stores in mammalian cells. Their Ca?* transport functions are not yet
well characterized and the literature on the “acidic Ca** stores” has controver-
sial aspects, especially on the possibility of a still unknown, ATP-dependent
Ca?* uptake mechanism, at least in lysosomes. The Ca** uptake through this
system appears to rely on the large proton gradient established by the vacuolar
proton V-ATPase. A Ca?*/H* exchanger has been proposed, but Ca?*/H* exchang-
ers have so far only been found in protist, yeast and plant vacuoles [157]. The
total Ca®* content in the acidic Ca?* stores changes with the organelle type, but
has been claimed to be in the mM range. However, direct measurements of free
Ca? in the lumen of the organelles have reported values in the uM range, the
discrepancy being possibly due to the presence of Ca’**-binding proteins, such as
chromogranins and secretogranins, with a large Ca**-buffering capacity [158].
A direct measurement of lysosomal luminal Ca** is difficult, due to the very
acidic environment and to the presence of proteolytic enzymes, however, a
specific localized probe has revealed a very high Ca®* concentration (about
500 uM [159]).

The acidic organelles have also been reported to be able to release Ca?*, sup-
porting a possible physiological role in modulating specific cell function such as
secretion, endosome-lysosome fusion and, possibly, maintenance of osmoregula-
tion. The release of Ca* has been reported to be promoted by all canonical second
messengers described for the ER/SR and the Golgi, i.e., InsP,, ryanodine, caf-
feine, and cADPR. Importantly, the most efficient Ca’*-releasing agent is the
novel Ca?*-linked messenger NAADP (nicotinic acid adeninedinucleotide phos-
phate) [160], as mentioned, the ectoenzyme ADP-ribosyl cyclase, produces
cADPR, but also produces NAADP from NADP and nicotinic acid. NAADP-
sensitive Ca** release has been reported from endosomes [161], lysosomes [162],
and secretory granules [163], but the existence of a specific NAADP receptor in
the acidic organelles is still not conclusively established. cADPR and NAADP
would operate on a non-selective cation channel, the transient receptor potential
mucolipin 1 channel (TRPML1) which is present in lysosomes [164]. A new family
of channels, called “two pore channels” (TPC) has also been proposed to operate
in the membrane of acidic organelles. They are present ubiquitously in mamma-
lian cells and can be divided in three subtypes according to their specific localiza-
tion: TPC1 and 3 are found in endosomes, TPC1 mainly in lysosomes [165]. An
interesting aspect of these channels is that the release of Ca** by TPC1 generally
leads to a spatially restricted Ca®* signal, whereas that operated by TPC?2 triggers
ER Ca® release by activating InsP /ryanodine receptors, enhancing the propaga-
tion of a global signal [166].
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6.3 Ca** Regulation in the Nucleus: An Open Problem

The nucleus is the seat of numerous functions that are regulated by Ca?*. Some are
specific of the organelle, beginning with the expression of some genes, and which
will be discussed in more detail later on. The presence of specific Ca** regulated
functions would prima facie demand that Ca** in the nucleoplasm be regulated
independently of the cytosol. The problem is that the nuclear envelope, which is
an extension of the ER that separates the nucleoplasm from the cytosol, is inter-
rupted by numerous nuclear pores, complex structures that form openings with a
diameter of about 9 nm that allow the traffic of nucleic acids, proteins, and other
macromolecules. If no mechanism existed to temporarily occlude the pores,
nuclear Ca?* would thus instantaneously equilibrate with Ca* in the cytosol. In
line with this idea, numerous experiments with various Ca?* indicators, including
some in which the indicator was selectively targeted to the nucleoplasm [167,168],
have indeed shown that the kinetics of cytosolic and nuclear Ca** increases induced
by cell stimulation were temporally indistinguishable, suggesting that the enve-
lope did not represent a barrier to the free diffusion of Ca*". Others, however,
using the same technique found that the Ca** signals evoked by the stimulation of
cells were invariably lower in the nucleus [169]. Persistent gradients of Ca*
between the nucleus and the cytosol were also observed by directly injecting Ca*
dyes into the nucleus of starfish oocytes [170]. Patch clamp experiments on the
envelope of isolated nuclei [171], and even on the nuclear envelope in situ [172]
are also difficult to reconcile with the idea of free diffusion of Ca** between the
cytosol and the nucleoplasm. They showed no flow of current during long record-
ing periods in spite of the presence of hundreds of pores in the patch, but recorded
instead the activity of selective K* channels with multiple conductance states. The
logical conclusion of this electrophysiological work would be that for significant
periods of time the pore would remain sealed to ions, including Ca**. The mecha-
nism of the putative gating of the pores is unknown, but atomic force microscopy
work has shown that most pores contain a “plug” that could be part of the gating
mechanism [173], and that the conformation of the pores is altered by extranu-
clear Ca* and ATP [174]. Thus, the matter of the Ca’>* permeability of the nuclear
envelope is still an open issue. Perhaps, a conciliatory view could propose that the
pores would exist in freely permeable or gated states depending on physiological
conditions and demands (see some comprehensive reviews for a full discussion of
the issue [104,175,176]).

A recent development on the matter of the role of Ca?* in the nucleus and on its
release to it is the demonstration that the envelope folds inside the nucleoplasm
forming invaginations (a “nucleoplasmic reticulum”) [176—179]. Earlier work had
shown that the nuclear envelope contains InsP,Rs and RyRs [180,181] and a Ca**
pump predictably identical to that of the ER [182]. Early work had also found
most enzymes of the phosphoinositide cycle in the nuclear envelope [183—185].
A problem, here, is to understand how plasma membrane agonists that are known
to initiate the phosphatidylinositol cycle would become activated in the nuclear
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envelope. Irrespective of this problem, however, the structural arrangement of the
invaginations would facilitate the agonist-induced delivery of Ca** to selective
sub-compartments of the nucleoplasm.

7 Physiology of the Ca>* Signal: A Selection of Cellular
Processes Controlled by Ca*

As repeatedly underlined above, Ca?* controls a very large number of the processes
that are essential to cell life. A detailed and comprehensive discussion of the physi-
ology of the signal would evidently be out of the scope of this contribution; here,
only a succinct description of the most significant Ca?* regulated functions will thus
be presented.

The discussion could be initiated with the process of fertilization, which origi-
nates new cell life. Vertebrate eggs remain arrested at the metaphase of the second
meiotic division until sperm interacts with them to generate an increase of Ca?* that
initiates at the sperm interaction site [186]. This triggers the exit from metaphase
IT arrest, and initiates the cell divisions which will eventually produce the multicellular
organisms. In many invertebrates and non-mammalian vertebrates the Ca* increase
takes the form of a single transient, but in mammals the fertilizing Ca** signal con-
sists of repetitive transients [187,188]. The mechanism by which the Ca?* increase
is generated has been controversial. One proposal suggested the direct flow of Ca?
into the egg during gamete fusion, another the role of a surface receptor activated by
a sperm factor that would set in motion an intracellular signaling pathway linked to
PLC and InsP,. A third proposal, which has now become generally accepted, sug-
gests instead that the fusion of the sperm with the egg delivers into the latter a
sperm-specific new isoform of PLC (PLCC) which initiates the hydrolysis of PIP, to
produce InsP, [189,190]. That InsP, is involved in the Ca* release in the fertilized
egg is now broadly accepted. However, recent evidence suggests that the InsP,-
mediated global increase in Ca*', at least in echinoderm eggs, could be preceded by
a localized increase of Ca?* promoted by the recently discovered Ca** messenger
NAADP, that would be followed by the globalization of the Ca®* wave [191]. It
should also be mentioned that recent work has underlined the importance of the
dynamic rearrangement of the actin cytoskeleton produced by the increase of Ca?*
at fertilization in guiding sperm entry and in modulating the intracellular Ca* sig-
naling [192].

A second process in which Ca?* regulation is acquiring increasing importance is
gene expression. A seminal report by Greenberg and coworkers in 1986 [193] had
shown that acetylcholine receptor agonists induced the rapid transcription of the
c-fos protooncogene in PC12 pheochromcytoma cells in a process that required
Ca?* influx. The work was then extended to neurons, and to numerous other genes
involved in neuronal activity [194,195] underlining the special importance of the
regulation of gene transcription by Ca?* to neurons (see [196] for a review). Early
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work showed that the Ca* regulation of the transcription of (immediate early)
genes could be mediated by phosphorylation/dephosphorylation reactions catalyzed
by calmodulin-dependent kinases and the also calmodulin-dependent phosphatase
calcineurin [197]. The most interesting extension of the work on gene regulation
by Ca?* is that on the EF-hand protein DREAM (see above) which acted as a gene
silencer on the dynorphin gene [14]. As briefly mentioned above, Ca**-free DREAM
binds to a tandem of DRE sites in the promoter of the gene, repressing its transcrip-
tion. Binding of Ca*" to the EF motifs of DREAM promotes its detachment from
the DRE sites, reactivating transcription. The list of genes controlled by DREAM
has now increased substantially, and includes some that code for Ca** regulating/
regulated systems, e.g., one of the Na*/Ca?* exchangers (NCX3) [13], the L-type
Ca?* channels [15], and a nucleotidase that plays a role in the protein folding path-
way [198].

That Ca? plays a role in the contraction of muscles has been known for 130
years. It was the finding that Ca?* promoted the contraction of heart cells [199] that
officially inaugurated the topic of Ca** signaling. The story of the role of Ca*" in the
regulation of heart, and then skeletal muscle, has progressed from the original days
of Ringer through other seminal findings such as, to name only some, the discovery
of the Ca?* receptor in the myofibrils (the EF-hand protein troponin C), the findings
on the Ca* fluxes in SR mediated by a Ca?* pump and by ligand-gated channels, the
characterization of the regulatory roles of phospholamban and sarcolipin in the
uptake of Ca?" in the ER/SR. Some of these aspects of the function of Ca®* in
the regulation of muscle contraction have been already discussed in the sections
above; appropriate details can be found in a number of recent comprehensive
reviews [200].

Protein phosphorylation/dephosphorylation is a universal mechanism by which
the activity of enzymes is regulated. The large group of protein kinases and phos-
phatases includes important members that are activated by Ca*-calmodulin [201].
While several calmodulin kinases are known, only one protein phosphatase (cal-
cineurin, also known as protein phosphatase 2B [202]) is regulated by Ca?*-
calmodulin. Calmodulin (CaM) kinases phosphorylate Ser-Thr residues, however,
calcineurin also dephosphorylates phosphorylated Tyr residues. The CaM kinases
can have narrow specificity, i.e., they only phosphorylate one substrate. Myosin
light chain kinase (MLCK) [203] phosphorylates the light chain of myosin to initi-
ate smooth muscle contraction and potentiate the contraction of skeletal muscles. It
exists in two gene products, one only expressed in skeletal muscles and one, termed
smooth muscle MLCK, expressed in a number of tissues. Phosphorylase kinase
[204] phosphorylates and activates glycogen phosphorylase, thus accelerating gly-
cogen degradation to contributing to blood glucose homeostasis and providing an
energy source for muscle contraction. The enzyme consists of 4 catalytic y subunits
which form a holoenzyme complex with o, 3, and & regulatory subunits, each pres-
ent in 4 copies: the 4 & subunits are calmodulin molecules which, interestingly,
remain stably associated with the holoenzyme even when the concentration of Ca*
in the ambient is very low. The binding of Ca?* to the & subunits activates the enzyme,
which is further activated by the phosphorylation of the o and  subunits by PKA.
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The elongation factor 2 kinase (also known as CaMK III [205]) translocates along
mRNA during translation and is inhibited by phosphorylation.

CaMK I [206] is a ubiquitous cytosolic enzyme which exists in 3 isoforms, o, j3,
and y, which are the product of separate genes, which are processed alternatively to
generate additional isoforms (a kinase originally termed CaMK V is actually a
spliced variant of CaMK I). CaMK I is initially activated by the binding of calmodu-
lin, and further activated by an upstream kinase, the calmodulin-dependent kinase
kinase (CaMKK). Not much is known on the substrates phosphorylated by CaMK
I, but in vitro experiments have described phosphorylation of synapsin I and of
CREB, to activate CREB-dependent gene transcription.

The activity of CaM kinases is not restricted to the phosphorylation of only one
substrate. For instance, CaMK II is a ubiquitous enzyme that has been shown to
phosphorylate over 50 protein substrates in vitro (only relatively few of them, how-
ever, have been shown to be phosphorylated within cells under physiological condi-
tions). It regulates diverse important physiological processes, among them neuronal
plasticity, gene transcription, learning and memory, and exocytosis [207]. One of
the best characterized substrates of CaMK II is the AMPA ionotropic glutamate
receptor; its phosphorylation at Ser 831 plays an important role in synaptic trans-
mission. Four genes encode a, 3, y, and & isoforms of the kinase, and the alternative
processing of the transcripts gives rise to nearly 30 variants of the enzyme, many of
them with specific tissue distribution. Some tissues contain very high amounts of
CaMK II, for instance the brain, where the kinase accounts for 1-2% of the total
protein. All CaMK II isoforms contain a catalytic domain, an autoinhibitory domain,
a variable segment, and a self-association domain [207]. The autoinhibitory domain
binds to the catalytic domain, blocking its activity [208]. Auto-phosphorylation of
the autoinhibitory domain (Thr 286) in the presence of Ca?* and calmodulin removes
the block, leading to persistent activation of the enzyme [209-212]. The concentra-
tion of Ca*" in the vicinity determines the number of subunits that become auto-
phosphorylated on Thr 286, i.e., CaMK 1I is able to decode the frequency and
amplitude of the Ca?* transients. This property may prolong the effects of the signal-
ing after transient Ca?* changes, as could for instance occur in learning and memory.
The splice variants of the kinase could have specific intracellular localization. For
example, one splice variant of CaMK II & contains a nuclear localization signal and
has been shown to regulate gene transcription.

o CaMK IV [197] is a monomeric enzyme expressed in the nervous tissue, in the
testis, and in T-cells, while its [ splice variant is expressed in the cerebellum during
development. Like CaMK 1, it is initially activated by calmodulin binding and fur-
ther activated by phosphorylation by CaMKK. Combined with N-terminal auto-
phosphorylation, this leads to Ca*-independent activity of CaMK IV. CaMK IV
contains a nuclear localization sequence and is thought to phosphorylate numerous
transcription factors.

CaMKK exists in two isoforms (o and ) and increases the activity of CaMK 1
and IV in the presence of calmodulin. Unlike all other CaM kinases, CaMKK does
not contain acidic residues that recognize basic residues close to its preferred phos-
phorylation site.
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Calcineurin, also called protein phosphatase 2B, is the only protein phosphatase
whose activity is regulated by Ca?". It was first identified in extracts of mammalian
brain (hence its name) but was later found to be expressed in most tissues of eukary-
otes [202]. As mentioned above, it is a heterodimer of a catalytic subunit (CnA)
tightly bound to a smaller, calmodulin-like regulatory subunit (CnB). Three basic
isoforms of CnA (., B, y) and two of CnB (CnB1 and CnB2) exist as the products of
separate genes. Splicing variants, however, have only been detected at the transcript
level. Structurally, the catalytic domain in the N-terminal two thirds of calcineurin,
which contains a binuclear iron-zinc active center, is followed down in the sequence
by a CnB-binding, a calmodulin-binding, and an autoregulatory domain. CnB binds
4 Ca* to canonical EF hand motifs. The activity of CnA requires the binding of CnB,
which in turn only occurs if the latter has bound Ca?*. The binding of calmodulin to
CnA increases the activity of the phosphatase 50-100 fold.

Importantly, calcineurin is the target of the immunosuppressive drugs cyclosporin
A and tacrolimus (FK506) bound to their respective immunophilins [213] and has
thus a key role in the transduction pathway from the plasma membrane to the
nucleus leading to T-cell activation [214]. This occurs by dephosphorylation of
the transcription factor NFAT following Ca®* increase induced by the occupancy of
the plasma membrane T-cell receptor. The activation of calcineurin promotes the
dephosphorylation and the exposure of a nuclear localization signal in NFAT, pro-
moting its translocation together with calcineurin to the nucleus, where NFAT can
then perform its gene regulation tasks. As mentioned, calcineurin was originally
discovered in the brain, where it represents about 1% of the total proteins. In the
brain, calcineurin dephosphorylates two inhibitors of protein phosphatase-1
(Inhibitor 1 and DARPP32), inhibiting them. This triggers a phosphatase cascade
that opposes the effects of cAMP and Ca**-activated kinases, explaining for instance
the antagonistic effects of Ca** release induced by the occupancy of some receptors,
e.g., the NMDA glutamate and dopamine receptors. Calcineurin, however, dephos-
phorylates a number of other substrates involved in the regulation of important neu-
ronal processes, including the expression and activity of ion channels, the release of
neurotransmitters, and the outgrowth of neurites.

The mention of calcineurin’s role in the release of neurotransmitters introduces
the secretion process, in which Ca* has a crucial role, which was first described
nearly 50 years ago by Katz and Miledi [215,216] for the release of neurotransmit-
ters at the neuromuscular junctions. The role was then extended to release processes
in endocrine cells and in other cell types [217]. The basic mechanistic principle of
the release process is the storage of the substance to be released in membrane vesi-
cles that will eventually fuse with the plasma membrane in a process mediated by
Ca?* penetrating through activated plasma membrane channels, discharging their
content, be it a neurotransmitter or a hormone, in the extracellular space; in the
case of neurotransmitters, this is the synaptic cleft. The difference between the
release by the synaptic terminals, and the release, for instance, by endocrine cells,
is essentially one of time; the secretion by endocrine cells is a much slower process,
with long latencies [218,219]. Differences in the concentrations of Ca*-buffering
proteins may explain the delayed response in endocrine cells, but the distance
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between the plasma membrane Ca** channels and the storage vesicles may have a
greater influence on the secretory response.

It seems appropriate to close the description of the cellular processes controlled
by Ca* with a brief description of the role of Ca** in the controlled termination of
cell life. There is growing consensus that the various forms of cell death (necrosis,
apoptosis, and autophagy) do not occur through entirely separate pathways, but
share molecular effectors and signaling routes. Among them, Ca?* plays a clear role.
Apoptosis is the best characterized form of cell death from the standpoint of its
relationship to Ca®* signaling.

Apoptosis (programmed cell death) involves the suicide of individual cells to
guarantee normal tissue development and homeostasis in both vertebrate and inver-
tebrate species. However, it can also contribute to many forms of pathological cell
loss as it can degenerate into necrotic death. Apoptosis probably plays a role in
many chronic degenerative processes, for instance in neuron conditions like
Alzheimer’s and Parkinson’s diseases and in heart failure. By contrast, inhibition of
apoptosis can be at the basis of the abnormal cell growth in tumors. Apoptotic cells
are classified on morphological characteristics that include condensation and mar-
gination of chromatin, cytoplasmic vacuolization, cellular shrinkage, increase in
cellular density, nuclear fragmentation, and apoptotic body formation [220].

The Ca* link with the apoptotic pathways is now a large topic, which cannot be
covered in detail in this contribution; a number of comprehensive reviews offer a
more complete panorama of the topic [221,222]. The idea of the involvement of
Ca?* initiated with the in vitro demonstration that Ca** ionophores, i.e., molecules
capable of transporting Ca’* across membranes down its electrochemical gradient,
are highly toxic to cells, and by the finding that the neurotransmitter glutamate, or
related compounds, have the ability to induce neuronal death as a result of excess
Ca?* penetration due to receptor overstimulation. Later on, both Ca?* release from
the ER and capacitative Ca* influx through Ca* release-activated Ca®* channels
were shown to be apoptogenic [223-225]. The discovery that important regulators
of apoptosis, namely the proteins of the Bcl-2 family, are localized in organelles
deeply involved in Ca?* handling (the mitochondria and the ER), and may modulate
the ER content/release of Ca**, definitely established the Ca?* link to apoptosis. The
current view is that Ca*" can sensitize cells to apoptotic challenges, acting on the
mitochondrial “checkpoint”. Mitochondria are the site of several proapoptotic pro-
teins like Smac/DIABLO, Omi/HtrA2, AIF, and EndoG, which are maintained in
equilibrium with antiapoptotic proteins like XIAP, cIAP-1, and cIAP-2 to finely
regulate the balance between cell death and life. Thus, the role of mitochondria and
Ca?* appears to be a key determinant in the molecular events leading to cell death.
Ca?* loads in the mitochondrial matrix have been shown to sensitize the mPTP to
apoptotic stimuli, inducing its opening, causing mitochondrial changes in morphol-
ogy and the release of cytochrome c¢ [226], followed by caspase activation
[221,227].

The overall picture that emerges from a large number of contributions is that the
release of Ca?* from the ER and its uptake into mitochondria are pivotal in initiating
apoptotic signals, and that a mechanism through which the overexpression of
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antiapoptotic proteins (or the ablation of proapoptotic proteins) counteracts cell
death, is the reduction in the amount of Ca?* available in the ER for the release pro-
cess and the uptake into mitochondria. The amount of releasable Ca?* — rather than
the Ca®* concentration of the ER — appears to be the important parameter for the
transduction of the death signal, as it eventually controls the “amplitude” of the
signal that reaches mitochondria.

8 Concluding Remarks

Ca?* signaling has become a topic too large to be covered comprehensively in a
normal review. This contribution has thus singled out aspects of the Ca** signal that
distinguish it from all the carriers of biological information. Among them are the
autoregulatory property, its ability to function both as a second and a first messen-
ger, and, especially, its ambivalence: Ca®* is not only a messenger without which
correct cell life would not be possible, it also conveys negative signals, or even
death signals, if its concentration and movements within cells are not carefully con-
trolled. However, if correctly controlled and delivered, the Ca?* signal modulates
essentially all important aspects of cell life, from its origin at fertilization, to its end
in the process of apoptosis.

Abbreviations

AMPA 2-amino-3-hydroxyl-5-ethyl-4-isoxazolepropionic acid

ATP adenosine 5’-triphosphate

cADPR  cyclic adenosine diphosphate ribose
CaM calmodulin

CaMK calmodulin dependent kinase
cAMP cyclic adenosine monophosphate
CaR calcium receptor

CBD Ca’-binding domain

CICR Ca’-induced Ca** release
CRAC Ca’*-release activated current
CREB cAMP response element binding
DHPR dihydropyridine receptor

DRE downstream regulatory element
DREAM downstream regulatory element
ER endoplasmic reticulum

GA Golgi apparatus

GABA y-amino butyric acid
GluR glutamate receptor
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IMM
IMS
InsP3
InsPSR
KA
MCO
MCU
MICUI1
MPT
NAADP
NADP
NCLX
NCX
NFAT
NHE
NMDA
OMM
PC12
PIP2
PKA
PKC
PLC
PM
PMCA
PTP
PV
ROC
ROS
RR
RyR
SERCA
SLC
SNAP-25
SNARE
SNP
SOCE
SPCA
SR
STIM
TG
TPC
TRP
VAMP
vVOC

inner mitochondrial membrane
intermembrane space

inositol 1,4,5-trisphosphate

inositol 1,4,5-trisphosphate receptor
kainate

mitochondrial Ca* overload
mitochondrial Ca*" uniporter
mitochondrial calcium uptake 1
mitochondrial permeability transition

nicotinic acid adenine dinucleotide phosphate

nicotinamide adenosine diphosphate
mitochondrial Na*/Ca*" exchanger
Na*/Ca* exchanger

nuclear factor of activated T cells
Na*/H* exchanger
N-methyl-D-aspartate

outer mitochondrial membrane
pheochromcytoma cells
phosphatidylinositol 4,5-bisphosphate
protein kinase A

protein kinase C

phospholipase C

plasma membrane

plasma membrane Ca?*-ATPase
permeability transition pore
parvalbumin

receptor operated Ca’* channels
reactive oxygen species

ruthenium red

ryanodine receptor
sarco/endoplasmic reticulum Ca?*-ATPase
solute carrier
synaptosomal-associated protein 25
soluble NSF attachment protein receptor
single nucleotide polymorphism
store operated Ca* entry channels
secretory pathway Ca?* ATPase
sarcoplasmic reticulum

sensors stromal interaction molecule
thapsigargin

two pore channel

transient receptor potential channels
vesicle associate membrane protein
voltage operated Ca’*-channels
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Abstract The review addresses issues pertinent to Mn accumulation and its
mechanisms of transport, its neurotoxicity and mechanisms of neurodegeneration.
The role of mitochondria and glia in this process is emphasized. We also discuss
gene X environment interactions, focusing on the interplay between genes linked to
Parkinson’s disease (PD) and sensitivity to Mn.

Keywords divalent metal transporter 1 (DMTI1) ¢ manganese * mitochondria
* parkin e transport
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1 Introduction

Manganese is an essential trace metal in all forms of life. In mammalians it is
required for normal amino acid, lipid, protein, and carbohydrate metabolism.
Mn-dependent enzymes include oxidoreductases, transferases, hydrolases, lyases,
isomerases, and ligases, to name a few. Mn metalloenzymes include arginase, glu-
tamine synthetase, phosphoenolpyruvate decarboxylase, and Mn superoxide dis-
mutase (MnSOD). Mn plays a critical role in multiple bodily functions including
immunity, regulation of blood sugars and cellular energy, blood clotting, reproduc-
tion, digestion, and bone growth. Mn-containing polypeptides include arginase, the
diphtheria toxin, and MnSOD. The latter is found in eukaryotic as well as bacterial
organisms and is likely one of the most ancient enzymes, given that almost all
organisms that live in an oxygen environment utilize the enzyme to dismutate
superoxide. Several bacteria are an exception; nevertheless, they also use Mn via a
non-enzymatic mechanism, involving Mn?* ions complexed with polyphosphate.

Mn is also essential in plants as it is involved in photosynthesis. Oxygen-evolving
complexes (OEC) contained within the thylakoid membranes of chloroplasts are
responsible for the terminal photooxidation of water during the light reactions of
photosynthesis. The chloroplasts contain a metalloenzyme core with 4 Mn atoms.

Surprisingly, no formal Recommended Dietary Allowance (RDA) exists for Mn,
but the U.S. National Research Council (NRC) has established an estimated safe
and adequate dietary intake (ESADDI) of 2-5 mg/day for adults [1]. Adequate
intakes for newborns (<6 months of age) are 3 pg/day and 600 pg/day for infants at
12 months of age to (NAS, 2001) [2]. Children between 1-3 and 4-8 years of age
have adequate daily Mn intakes of 1.2 and 1.5 mg/day, respectively.
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The most important source of Mn is diet, with most daily intakes approximating
5 mg Mn/kg. Grain, rice, and nuts are highly enriched with Mn along with tea.
Water concentrations of Mn typically range from 1 to 100 pg/L. Only a small
fraction (1-5%) of ingested Mn is absorbed in normal conditions, the Mn arriving
at the liver in the portal circulation is protein-bound. Within the plasma approxi-
mately 80% of Mn in the 2+ oxidation state is bound to globulin and albumin, and
a small fraction (<1%) of trivalent (3+) Mn is bound to the iron-carrying protein,
transferrin (Tf) [3,4]. Mn deficiency in humans is rare.

Generally, irrespective of intake route (oral, inhalation, dermal), animals main-
tain stable tissue concentrations given tight homeostatic control of Mn absorption
and excretion [5—10]. Yet exposure to high Mn levels may lead to increased body-
burden of the metal, resulting in adverse neurological, reproductive, and respiratory
effects. The predominant site of Mn-induced damage is the brain, with symptoms
commonly manifesting in motor dysfunction and psychological disturbances.

2 Manganese Transport

Since Mn is an essential cofactor for a diverse assortment of enzymes, its cellular
concentrations are stringently managed by a variety of processes controlling cellu-
lar uptake, retention, and excretion. In general, overall systemic homeostatic levels
of Mn are maintained, in vivo, via its rate of transport across enterocytes lining the
intestinal wall and by its efficient removal within the liver [11]. Under typical nutri-
tional consumption, the transport processes within the enterocytes lining the
intestinal wall and the subsequent down-stream trafficking systems are efficiently
balanced and work in harmony to preserve requisite supplies of Mn for the different
cells and organelles within the body. This normally proficient system of checks and
balances that control Mn levels in vivo, however, appears to fail under conditions of
chronic exposure to high atmospheric levels (in various oxidation states; Mn is
absorbed though predominantly in the 2+ and 3+ oxidation states) of the metal and
thus, vital adjustments in the complex homeostatic processes are no longer adequate
to preserve the required status quo. Failure of these systems to adjust to excess
exposures infers that the rate limiting step governing systemic levels and ultimately
Mn toxicity encompasses the operative biochemical processes necessary for its
uptake and elimination within the various compartments of the body.

Like other required divalent metals, there are redundant transport systems for
cellular uptake of Mn. The functioning system is dependent on both the ionic spe-
cies present in biological fluids and by the specific transport proteins present within
any given cell. Many of these redundant systems are also capable of transporting
other metals suggesting that its role in managing the uptake of Mn may not be their
primary responsibility. Figure 1 describes the different transport systems respon-
sible for transport of Mn into cells. These include uptake by (i) the voltage-regulated
and the ionotropic glutamate receptor Ca®* channels [12,13], (ii) the transient
receptor potential cation channel, subfamily M, member 7 (TRPM7) [14,15],
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Figure 1 Transport
mechanisms responsible

for the uptake of Mn. Tf —
transferrin; TfR transferrin
receptor; DMT1- divalent
metal transporter 1; VR —
voltage-gated Ca®* channel;
SOC - store-operated Ca*
channel; Glu Rec — glutamic
acid ionotropic receptor.
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(iii) store-operated Ca?* channel [16] and a Tf-dependent and independent process
via divalent metal transporter 1 (DMT1) [17-19]. Also indicated are members of
the Slc39 gene family, ZIP 8 and 14, which have recently been identified as being
involved in the transport of Mn [20-23]. Of all these proteins, DMT]1 is generally
considered to be the predominant transporter for Mn though this does not exclude
the possibility that under varying physiological or pathological conditions and in
any given cell population that the other transport processes may also contribute
significantly to uptake.

2.1 Divalent Metal Transporter 1

As noted above, under normal conditions, transport of Mn into most cells is gener-
ally assumed to preferentially be dependent on DMT1. DMT1 has a broad substrate
specificity for a variety of divalent cations including Fe?*, Mn?*, Cd**, Ni*, Co*,
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and Pb?* [24-26]. The one exception to the rule is for Cu which may involve transport
of the monovalent species [27]. Although DMT1 has a relatively broad substrate
specificity, transport of iron is generally considered to be its principal function
although, the affinity of Mn for DMT1 is similar to that for iron [17,28]. Smflp
(a homolog of DMT1) has been shown also in yeast to be a high-affinity transporter
for Mn. Notably, a range of divalent metals can act as substrates for this transporter
and when overexpressed in oocytes, it can increase intracellular concentrations, not
only of Mn, but also of copper, cadmium, and iron.

As noted above (Figure 1), two distinct but related mechanisms are responsible
for the transport of Mn** and Fe?* by DMT 1: a Tf-dependent and a Tf-independent
pathway. In the intestines (see Figure 2), both Mn?* and Fe?* preferentially utilize
the Tf-independent pathway, which is responsible for the direct absorption of the
divalent species of both metals on the apical side of the enterocyte [29]. DMTI is
highest in the duodenum and decreases in the subsequent segments of the intestine
[30] implying that transport preferentially occurs in the upper intestines. Although
Mn?* has a high affinity for DMT1, equivalent to that of Fe?, total uptake within
the gastrointestinal tract is at best 5% of that present in ingested foods [31-34].
Once inside the enterocytes lining of the microvilli, Mn is transferred to the baso-
lateral surface by a process which has not been adequately defined. Export of Fe*
on the basal lateral side has been shown to require ferroportin (Fpn), which has
recently been suggested to also play a role in the export of Mn [35-37] (see below).

+3 +2
Fe ——> Fe

Dcytb Mnf/' DMT1

+2
Mn

Mitochondria

liver

g

ferroportin

hephaestin

j

hepcidin/

Figure 2 Mechanism for the transport of Mn across the intestine.
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Levels of Fpn on the basolateral surface are controlled by the iron-regulated
protein, hepcidin, produced in the liver [38,39]. Hepcidin causes internalization of
Fpn, which subsequently undergoes ubiquitination before being degraded within
the 26S proteasomes.

Before or during exit from the enterocyte, Fe?>* and presumably Mn?*" are
oxidized to the trivalent state prior to entering the blood stream. Although this has
never been directly demonstrated for Mn, it likely occurs, as a major portion of Mn
entering the blood stream is tightly bound to Tf [33,40]. In the case of iron, this is
catalyzed by either of the copper-containing proteins, hephaestin or ceruloplasmin
[41,42], but whether either of the copper-containing ferrooxidases is also responsi-
ble for oxidation of Mn is not known, although, Cu does not have the oxidative
potential to oxidize Mn from 2+ to 3+. Consistent with this is the recent study [43]
suggesting that ceruloplasmin may not function in the loading of Mn onto plasma
proteins or in the partitioning of Mn between the plasma and cellular fractions of
blood though it does participate in tissue disposition and toxicity of Mn. Nevertheless,
a major portion of Mn released from the enterocyte which enters the blood stream
is bound tightly to Tf as the trivalent species [31,33,40,44]. Under normal condi-
tions, approximately 30% of the available Tf binding sites in blood are occupied by
Fe** leaving sufficient sites accessible for binding of Mn?** [45]. Because Mn** forms
a stable complex with Tf, hepatic removal is relatively slow and comparable to that
for Tf-Fe** complex. The availability of these binding sites for Mn, however, may
be compromised in several disease states such as hemochromatosis where Tf is
saturated with iron. Because Fe, under these abnormal conditions, is in excess and
is likely to have the higher affinity for Tf, Mn transport may be limited or carried out
by other plasma components. In blood, the divalent species of Mn is preferentially
bound to a2-macroglobulin though, because of the significantly greater abundance
of albumin in serum, a sizable portion may also be bound to this latter protein
[31,33,40,44]. The ligand interaction between Mn?** and either serum proteins is
relatively weak which likely accounts for the rapid hepatic elimination from blood.

In the absence of Fe, the binding sites of Tf can accommodate a number of other
metals including gallium, copper, chromium, cobalt, vanadium, aluminum, terbium,
and plutonium, raising the possibility that Tf functions in vivo as a transport agent
for many of these metals. Fe is taken up by cells after Tf binds to a specific cell
surface receptor and the Tf receptor complex is internalized. At its usual concentration
in plasma, 3 mg/mL, and with 2 metal ion-binding sites per molecule (M, 77000)
of which only 30% are occupied by Fe*, transferrin has available 50 p mole of
unoccupied Mn** binding sites per liter.

The direct Tf-independent pathway utilizing DMT1 is also likely to be respon-
sible for transport of Mn (in the 2+ oxidation state) into cells within the central
nervous system (CNS) despite the fact that the interstitial fluid within the brain
contains Tf. This is anticipated based on the fact that Fe levels in the interstitial fluid
greatly exceed that of Tf resulting in saturation of the available binding sites causing
the exclusion of Mn binding [46]. The actual ionic species of Mn in the extracellular
fluid in the CNS and whether some of the Mn is capable of competing with Fe for
binding to Tf is not known. Mn?* at physiological pH is actually quite stable
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and because the pO, is low in the brain, little Mn** probably exists in the CNS.
In addition, it is unknown whether Mn actually undergoes oxidation to the trivalent
species upon its exit from endothelial cells comprising the blood-brain barrier
(BBB). Based on a recent study by Herndndez et al. [47], both Mn** or Mn** are
capable of binding to citrate which is in excess in the brain interstitial fluid (225 to
573 uM) although neuronal toxicity of the Mn/citrate complex is approximately the
same for all ionic species. Regardless, transport of the trivalent species of Mn, if it
exists, must first be reduced to the divalent state prior to its uptake by either the
Tf-dependent or independent pathway or for that matter the ZIP proteins (see below)
as well. The role of citrate in this reductive process may be significant in that citrate
has been reported to facilitate reduction of Fe**-bound to Tf as citrate has the ability
to displace iron from holo-Tf when present in excess [48]. Reduction of Fe**- bound
citrate, in fact, has been shown to be the rate limiting step in the uptake of Fe in
astrocytes [49]. Whether a similar process occurs for Mn** in the CNS, however, is
not known. Assuming Mn is similar to Fe, it may also bind to ascorbate in the inter-
stitial fluid of brain [50].

The non-Tf-dependent pathway is also most likely to be accountable for the
direct entry of Mn into the CNS via retrograde transport within axonal projections
impinging on the nasal cavity leading from the neurons within the olfactory bulb
[51-56]. Recent studies in the laboratory of Wessling-Resnick [57] have demon-
strated that uptake of Mn into the presynaptic endings of these neurons is a DMT1-
dependent process. The overall contribution of this pathway to Mn accumulation in
the CNS in humans is not known but is likely contingent on its composition within
the inspired air with the soluble forms being more efficiently taken up via this
process [58]. There is evidence that extremely small ultrafine particles can also be
taken up by the nerve endings and subsequently delivered to the CNS via a similar
retrograde transport process [59].

For the Tf-dependent pathway, both trafficking and cellular transport of Mn**
function very much like that for Fe*, indicative of the fact that a major portion of
extracellular Mn** utilizes the same biochemical components as that for Fe**
(Figure 1). The Tf-dependent pathway has been suggested to be the major mecha-
nism within the choroid plexus and blood-brain barrier for transport of Mn into the
brain [36,60]. Initially, the Tf-Mn complex attaches to the Tf receptors (TfR) on the
cell surface, which is subsequently internalized within endosomal vesicles. Precisely
how Mn is delivered to the endosomes is not understood. Furthermore, the specificity
to Mn versus Fe has also yet to be delineated in mammalian cells. Next, these vesi-
cles undergo acidification within the endosome via a hydrogen ion ATPase pump
causing release of the metal from the Tf/TfR complex. In the case of iron, the
released metal is reduced by either duodenal cytochrome b (Dcytb) [61] or a family
of ferroreductases referred to as steap2-4 [62,63]. Whether these enzymes are also
responsible for the reduction of Mn has not been investigated, although reduction
must occur to enable transport via DMT1 and by the fact that the divalent species of
Mn?* is essentially the only form found in cells [64]. As noted above, it is question-
able as to whether the Mn*-Tf complex actually is present in the interstitial fluid
with the CNS.
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Four different mammalian isoforms of DMT1 have been identified resulting
from two autonomous start sites and alternate splicing of a single gene transcript.
All are putative 12 membrane-spanning domain proteins [25,65,66] but differ both
in their N- and carboxy-terminal amino acid sequences. The gene for DMT1 has
two discrete promoter regions (1A and 1B) which independently regulate transcrip-
tion at the two start sites. mRNA from two of the four species contain an iron
response element (IRE) motif in the 3° UTR and are referred to as the +IRE species
whereas those forms lacking the IRE are categorized as the —IRE species.
Transcriptionally regulated splice variants, exon 1A and 1B, are present on the
proximal N-terminal end for both the £IRE forms of DMT1 mRNA. Exon 1A
extends the N-terminal polypeptide 29 residues in human (31 in rats and 30 in mice)
[66,67]. All four species of DMT1 distal from exon 1A share 543 residues in
common but differ structurally in the last 18 (+IRE) or 25 (—IRE) carboxy terminal
residues. The presence of the IRE in the message provides a site for binding of the
iron response proteins, IRP1 and/or 2 [68,69], which potentially stabilize the mRNA
when iron levels are low, leading to selective increases in expression of the +IRE
isoforms of the transporter. This is consistent with numerous studies demonstrating
that Mn disposition is critically dependent on iron levels in vivo [70-73] and with
the +IRE isoform of the transporter being present in the apical surface of entero-
cytes [73]. Mn has also been reported to affect the binding of IRPs to IRE suggesting
stabilization of the mRNA to DMT1 [60,74]. In addition to DMT1, the TfR and Fpn
similarly contain an IRE in their 3’-UTR and like DMT1 are also regulated by iron
via the IRPs [68,75].

The need for four distinct isoforms of DMT1 is not readily apparent especially
since all display similar kinetic characteristics in regard to transport of both Mn and Fe
[17,28,76]. In all likelihood, the physiological actions of the four isoforms of DMT1
are likely to have distinct roles dependent on the specific requirements within cells to
maintain normal homeostatic levels of Fe particularly during fluctuating stress-related
conditions. Because Fe is likely to be the primary operational metal transported by
DMT]1, alterations in expression of the different isoforms caused by changes in Fe
content or other stress inducing situations will result in a corresponding adjustment in
Mn transport irrespective of the actual in vivo requirements for Mn and thus, poten-
tially stimulating development of Mn toxicity. This is consistent with the observation
that DMT]1 is elevated in the basal ganglia of iron-deficient rats and that Mn is selec-
tively increased in the globus pallidus in iron-deficient animals exposed to Mn [77,78].
In addition to regulation of the +IRE species of DMT1 by IRPs, the N-terminal
isoforms of DMT1 are also independently regulated at the level of transcription by
environmental conditions which manifest in various stress-related events and
inflammatory processes within the cell [79-83]. Transcription of the 1B isoforms of
the transporter is upregulated by both nuclear factor kappa-light-chain-enhancer of
activated B cells (NF-xB), and NF-Y (CCAAT promoter) and indirectly by nitric
oxide suppression of NF-kB activity. In addition, both the 1A and 1B isoforms have
also been reported to be induced by hypoxia implying the presence of an HRE within
both promoter sites. Thus, expression of the different isoforms of DMT]1 can be inde-
pendently regulated within cells at both the level of transcription as well as translation.
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In yeast and bacteria, Mn 1is transported from the endosomes to the Golgi
apparatus and the mitochondria. Again, precise information on the process in mam-
malian cells is lacking, but it may involve fusion of Smf2p-containing vesicles with
these organelles, as has been previously suggested for iron trafficking to mitochon-
dria. It has also been suggested that Mn chaperones may transport the metals in the
cytoplasm. The Tf transport mechanism for Fe is known to deliver both Fe** and
Mn?* to the mitochondria for incorporation into hemes [220-224].

2.2 ZIP-Dependent Uptake of Manganese

A number of studies over the past several years have demonstrated that two mem-
bers of the solute-carrier-39 (SLC39) metal-transporter family, ZIP8 and ZIP14, are
also capable of transporting Mn [21,23,84,85]. Unlike DMT1, both ZIP proteins are
divalent cation/HCO; symporters with the HCO; gradient across the plasma mem-
brane acting as the driving force for divalent metal transport. There is mounting
evidence that these membrane proteins may play a significant role in Mn transport
but their overall contribution relative to that of DMT1 has not been adequately
assessed. Since the interstitial fluid in brain has a pH of approximately 7.3 [86],
which is close to the optimum for both ZIP transporters, it is feasible their contribu-
tion to Mn uptake may be relatively more significant than anticipated in comparison
to DMT1, which maximally functions at around pH 6.0. The significance of this
pathway is further accentuated by the fact that Mn?*, which is present in the intersti-
tial fluid of brain, is probably not bound to Tf and thus, is available for transport by
these ZIP proteins.

For the ZIP8 transporter, Cd** displays the highest affinity, exhibiting a K_ of
0.62 uM, though Mn** has been posited to be most efficiently transported, with a K
for uptake of 2.2 uM, implying that Mn is probably the physiological substrate for
ZIP8 [21]. This value is comparable to the K_ for Mn binding to DMT1 suggesting
that it has the potential to significantly impact on Mn accumulation in vivo.
Unfortunately, there have been few studies that have attempted to quantitate expres-
sion of this transporter relative to that of DMT1 and therefore the overall contribu-
tion of ZIP8 to Mn uptake in comparison to DMT1 or the other transport systems
needs to be examined. One study which examined expression of ZIP8 to that of
DMT1 by QPCR in the inner ear found that DMT 1 levels were slightly higher than
that of ZIP8 [87].

In contrast to ZIP8, its counterpart, ZIP14, has been studied more extensively in
regard to both Mn and Fe transport. Of the 14-member ZIP protein family, ZIP14 is
most homologous to ZIP8 [23]. Like DMT 1, ZIP14 has a relatively broad substrate
specificity capable of transporting a wide variety of divalent metals including, Mn,
Fe, Co, Ni, Zn, Cd, Ca, and Pb [88]. Two forms of ZIP14 have been identified, A
and B, having affinities for Mn** of 4.4 and 18.2 uM, respectively, with both being
driven by a HCO; gradient across the membrane [23]. Highest levels of ZIP14A are
observed in the lung, testis, and kidney whereas the B isoform of the transporter is
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relatively evenly distributed. High expression of ZIP14 has also been observed in
the intestines where it has the potential to play a significant role in the accumulation
of Mn, although direct quantification relative to DMT1 has not been established.
Several studies have indicated that like DMT1, expression of ZIP14 is capable of
transporting Fe as well as being regulated by Fe levels with high iron decreasing
expression whereas low Fe increasing protein levels [72,89]. Transport of Mn by
ZIP14 mirrors that of Fe as both are Ca**-dependent [88].

Expression of the hemochromatosis protein, HFE, promotes a decrease in
both ZIP14-dependent Tf bound and non-Tf-bound iron uptake as well as protein
levels of ZIP14 with no apparent change in the mRNA level, thus suggesting that
HFE decreases the stability of ZIP14 [89]. Since Tf is saturated with Fe* in the
interstitial fluid in brain, appreciable amounts of both non-Tf bound Fe** and
Mn?* exist which may be transported by ZIP14 [90]. Like DMTI1, ZIP14 also
resides on the plasma membrane and within endosomal vesicles. Although great-
est activity is observed at pH 7.5, ZIP14 can still function, although subopti-
mally, at pH 6.5, a value associated with release of divalent metals within
endosomal vesicles. Nevertheless, transport of divalent metals by DMT1, which
is H*-coupled and preferentially stimulated at low pH, may serve as the predomi-
nant route of Fe?* and Mn?** uptake from late endosomes and lysosomes. Thus,
the significance of ZIP14 in maintenance of Mn homeostasis and toxicity remains
to be determined.

2.3 Calcium(Il) Channel-Dependent Transport of Manganese

In addition to cellular uptake by the different isoforms of DMTI1 and the ZIP
proteins, there is also evidence for transport of Mn via several divalent metal chan-
nels which include, (i) the voltage regulated, (ii) the ionotropic glutamate receptor
Ca?* channels [12,13,91], (iii) TRPM7 [14,15] and (iv) the store operated Ca®* channel
(Figure 1) [16,92]. Evidence for the role of these ion channels in transporting Mn
comes from a number of studies many of which primarily utilize Mn as a tool to
measure functionality of the channel and therefore, it is not known, under normal
resting conditions, what the overall contribution of each is to the total accumulation
of Mn relative to the other known transport processes.

The potential significance of the voltage-gated Ca** comes from studies demon-
strating that depolarization of cell membranes leads to increased uptake of Mn
which can be prevented by Ca?* channel blockers [12,91]. In regard to store-
operated Ca** channels (SOC), Crossgrove and Yokel [93] have speculated this
pathway may be responsible for the transport of Mn across the blood-brain barrier,
but direct supportive evidence for this is lacking. Whether this also involves the
SOC-dependent interaction of the Ca>* sensor protein, STIM 1, with that of calcium
release-activated calcium channel protein 1 (ORAIL) at the plasma membrane is
not known though the sarcoplasmic reticulum Ca-ATPase (SERCA) inhibitor,
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thapsigargin, has been reported to induce Mn?* uptake which is inhibited by Ca?
[94]. Demonstration of the direct involvement of TRPM?7 in the transport of Mn
was shown in studies assessing changes in transport in MCF-7 cells generated by
overexpression or down-regulation of the protein [95]. Although Mn was shown to
be transported by these channels, their overall contribution to neuronal toxicity
within the CNS is unknown.

In contrast to the channels described above, the ionotropic glutamate receptor
Ca? channel may directly impact on Mn toxicity due to the fact that neurons
within the globus pallidus receive glutaminergic input from axonal projections
leading from the subthalamic nuclei [96,97]. Several studies have demonstrated
that Mn toxicity is attenuated by the glutamate post-synaptic ionotropic receptor
inhibitor, MK801 [98,99], implying that glutamate participates in the neurotoxic
actions of Mn. Similarly, the antiglutaminergic drug, riluzole, has also been
shown to attenuate Mn toxicity in rats [100]. It is important to recognize that the
cytotoxic events provoking Mn toxicity, to a large extent, parallel similar path-
ways for the excitatory neurotransmitter, glutamate, as both involve collapse of
mitochondrial function initiated by excess sequestration of calcium [101,102].
The extent to which Mn uptake is increased upon glutamate binding within the
y-aminobutyric acid (GABAergic) neurons of the globus pallidus and the role
this potentially plays in potentiating neurotoxicity, however, has not been directly
investigated.

2.4 Manganese Efflux

Ferroportin (Fpn) [also referred to as IREG1 (iron-regulated protein 1) or MTP1
(metal tolerance protein 1)] is the cytoplamic Fe exporter. It is expressed in all
cells, including neurons playing a key role in maintaining optimal Fe-homeostasis.
Mutations in Fpn lead to type VI hemochromatosis, commonly known as Fpn dis-
ease, which is predominantly characterized by Fe accumulation in reticulo-
endothelial macrophages. The protein is transcriptionally, translationally, and
posttranslationally regulated. Considering the shared uptake and characteristics of
Mn and Fe (see above), it is surprising that only a few studies have attempted to
delineate the role of Fpn in Mn efflux. Yin et al. [35] have recently reported that
Fpn induction in human embryonic kidney cells (HEK293T) led to a reduction in
Mn-induced toxicity, concomitant with decreased intracellular Mn accumulation.
Notably, cerebellar and cortical Fpn was also increased in mice in vivo exposed to
Mn [35]. More recently, Madejczyk and Ballatori [37] examined the role of Fpn in
exporting Mn in Xenopus laevis oocytes demonstrating lower Mn accumulation in
oocytes expressing Fpn. Furthermore, the efflux was inhibited by Fe, as well as
other divalent metals. Collectively, these studies suggest Mn exposure in addition
to promoting Fpn protein expression also reduces intracellular Mn levels and
cytotoxicity.



180 Roth, Ponzoni, and Aschner
3 Manganese: Toxic Mechanisms

Manganism and Parkinson’s disease (PD) are two distinct neurological entities
that impair basal ganglia function; the globus pallidus is predominantly damaged in
the former and nigral dopaminergic (DAergic) neurons in the latter. DAergic cells
from mesostriatal circuitry are also vulnerable to the toxic effects of Mn, making
this metal a potential environmental risk factor in the etiology of PD. Cases of Mn
poisoning have been reported in patients with chronic liver failure and long-term
parenteral nutrition [103] and in individuals chronically exposed to the Mn-containing
fungicide (manganese ethylene-bis-dithiocarbamate) [104] as well as other occupa-
tional cohorts (smelters, welders, etc.). Mn-induced disturbances of cellular
homeostatic mechanisms include reactive oxidative species (ROS) production [105],
impairment of antioxidant cellular defenses [106], mitochondrial damage [107],
endoplasmatic reticulum stress [108], DNA damage [109], and inflammatory reactions
[110], just to name a few. These are common features in a plethora of neurodegen-
erative diseases making Mn neurotoxicity studies an important tool in the under-
standing of the etiology of neurodegenerative processes. In this section, we discuss
experimental data highlighting novel approaches to elucidate the vulnerability of
DAergic nigral cells to the transition metal, Mn.

The DAergic cells that integrate the basal ganglia circuitry reside in the substan-
tia nigra pars compacta (SNpc), a brain region with high oxidative activity. High
content of oxidative enzymes and a high metabolic rate leads these cells to produce
large quantities of damaging ROS [111]. Notably, catecholamine catabolism, a
process which takes place in these cells, involves hydrogen peroxide production by
the monoamine oxidase (MAO) and quinones by autoxidation [112]. In vitro assays
have demonstrated that Mn increases dopamine (DA) and L-dopa autoxidation,
leading to ROS and quinone production (see below); the Mn valence represents an
important factor in the metal’s DA oxidizing capacity, with manganic ion (Mn?*)
being more efficient than Mn?* in potentiating DA autoxidation [113,114].
Nevertheless, whether Mn* oxidizes DA has been recently questioned, given the
inability to locate Mn?** within various cell types [64]. A schematic representation of
Mn-induced DA autoxidation is shown in Figure 3.

3.1 Mitochondria, Dopamine, and Manganese-Induced
Neurotoxicity

The mitochondria are critical organelles in mediating Mn-induced neurotoxicity
[64]. Mn preferentially accumulates within these organelles [115] and mitochon-
drial superoxide dismutase 2 (SOD2) requires Mn as cofactor (there are other SODs
in mitochondria, such as CuZn SOD1). Mn mitochondrial overload is toxic, second-
ary to its ability to impair ATP production and antioxidant defense mechanisms.
Mitochondrial Mn?** neurotoxicity could be related to inhibition of Ca** activation of
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Figure 3 Schematic representation of some cellular mechanisms vulnerable to the toxic effects of
Mn. Pathway 1 represents the mitochondrial toxic action with decreased ATP production and
glutathione levels (GSH) leading to cytochrome c release and caspase activation and apoptosis.
Pathway 2 represents endoplasmic reticulum stress with increased expression of glucose-regulated
protein (GRP78) and pro-apoptotic protein C/EBP homologous protein (CHOP). Pathway 3 repre-
sents Mn clastogenic effect. Pathway 4 represents fibrillation of a-synuclein protein leading to the
formation of cytoplasmatic inclusions. Pathway 5 represents microglial activation with the release
of pro inflammatory mediators such as interleukin-6 (IL6), interleukin-1f (IL1f) and tumor necrosis
factor a (TNF ).

ATP production [64]. Mn*" attenuates brain mitochondrial ATP formation in two
independent inhibitory sites; the primary site, complex II or fumarase, where suc-
cinate is the substrate, and the secondary site, the glutamate/aspartate exchanger,
where glutamate plus malate are the substrates [107].

The ability of Mn to generate excess ROS has been observed both in cell
culture and in vivo experiments. Cell mortality was increased when Mn was added
to human fibroblast cultures, an effect that was potentiated in the presence of
DA and antagonized by catalase and MnSOD2 [105]. Catechol isoquinolines,
1-methyl-6, 7-dihydroxy-1, 2, 3, 4-tetrahydroquinoline (salsolinol), and N-methyl-
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salsolinol induced apoptosis and increased levels of malondialdehyde (MDA) in a
concentration-dependent manner in PC12 cells exposed to Mn [116]. Worley et al.
[117] demonstrated in catecholaminergic CATH.a cells that Mn alone failed to
increase ROS production; however, when followed by hydrogen peroxide exposure,
ROS levels significantly increased, indicating that in addition to intracellular Mn
concentrations, exposure duration, oxidative challenges post Mn exposure and
cellular redox capacity represent important factors in mediating Mn-induced
stress related effects. Mn-induced cytotoxicity in DAergic cells was also depen-
dent on glutathione (GSH) levels in CATH.a cells [118]. This raises the possibility
that susceptibility to Mn-induced ROS-mediated toxicity may be dependent upon
the redox status of the cell, with those expressing high GSH levels perhaps being
more resistant versus those with a low GSH complement.

In vivo, oral administration of Mn in the drinking water for 30 days decreased
rat striatal DA content and increased striatal MAO activity, suggesting a poten-
tial increase in ROS production [119]. The ability of Mn to autoxidize DA was
addressed by Sloot et al. [120] by demonstrating that intrastriatal Mn?* injection
resulted in depletion of striatal DA, which preceded ROS formation. In addition,
reserpine pre-treatment failed to alter both DA depletion and ROS formation.
Accordingly, reduced redox potential and impaired cellular antioxidant defense
mechanisms likely play a key role in cellular susceptibility to develop Mn toxic-
ity. Decreased levels of mitochondrial glutathione-peroxidase activity, catalase,
and GSH were observed in striatum of Mn-treated rats, consistent with
Mn-induced impairment of intracellular ROS defense mechanisms [106]. As
shown in Figure 3, pathway 1 represents schematically the main effects of Mn
on mitochondria. Decreased striatal and pallidal cell numbers expressing glu-
tamine synthetase (astrocyte marker) and Mn-superoxide dismutase were
observed in rats treated chronically for 13 weeks with high Mn concentrations
in drinking water [121]. Aged and young rats exposed for 8 days to Mn in drink-
ing water showed heightened susceptibility to the toxic effects of Mn concomi-
tant with decreased GSH (also see previous paragraph) and uric acid levels in
the striatum and in striatal synaptosomes [122]. Aged rats treated intraperitone-
ally for 30 days with Mn showed decreased mitochondrial complex II succinate
dehydrogenase activity (~30%) in striatum and nigra, and increased tyrosine
hydroxylase (TH) mRNA and protein levels [123]. Subcutaneous Mn adminis-
tration in C57B1/C6 mice caused persistent striatal accumulation of the metal,
observed at 21 days after cessation of the treatment; decreased DA release was
observed at 7 and 21 days post treatment and attenuation in potassium stimu-
lated increases in extracellular DA was noted at 1, 7, and 21 days post treatment,
suggesting a long-term effect of Mn on striatal DAergic transmission [124].
Taken together these data are consistent with the preferential accumulation of
Mn in basal ganglia and altered dopamine homeostasis in response to Mn exposure
in various animal models.
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3.2 Age-Related Effects of Manganese

The long-term effects of Mn in animals are helpful in delineating mechanisms of
toxicity resulting from occupational exposures to this metal. Notably, a link between
Mn and PD has been suggested, with Mn exposure exceeding twenty years, cor-
relating with increased risk for PD [125]. Furthermore, chronic exposure to the
fungicide Mn ethylene-bis-dithiocarbamate (Maneb) also increases the risk for
Parkinsonism [104]. Though PD manifests in mid-life (familial PD) or senescence
(idiopathic PD), it needs to be considered that its etiology evolves over decades with
environmental exposures heightening the risk for the disease.

Several studies have addressed the developmental effects of Mn. For example, mice
exposed to paraquat (PQ) and Maneb during the perinatal period and re-challenged
as adults showed 62% reduction in striatal DA levels [126]. Juvenile mice exposed to
Mn showed increased susceptibility, characterized by reduced striatal DA concentra-
tion in adulthood, induction of nitric oxide synthase (NOS), increased neuronal pro-
tein nitration and glial reactivity compared with adult mice that were not subjected to
early-life Min exposure or exposed to it only as adults [127,128]. These epidemiologi-
cal and experimental findings point to an impairment in cellular antioxidant defenses
induced by long-term or early-life exposure to this transition metal that diminishes the
ability of the cells to cope with added oxidative challenges. The major susceptibility
of aged rats to Mn neurotoxic effects likely reflects impairment in ROS defense mech-
anisms as a consequence of the aging process. The long-term and persistent cyto-
toxic effect of Mn and alterations in DAergic transmission suggest that chronic
exposure to low metal concentrations in early life may facilitate the development of neu-
rodegenerative processes later in life.

3.3 Manganese and Apoptosis

Mn-induced ROS production may also be a trigger for other processes that lead to
cells demise, such as apoptosis. For example, in PC12 cells, Mn not only induces
apoptosis, but also enhances L-dopa-induced apoptosis. Both effects were inhibited
by antioxidants [129—131]. In the same cells, Mn was also shown to induce caspase
3-dependent proteolytic activation of protein kinase Cd (PKC9), which in turn con-
tributes to apoptosis [132]. Increased intracellular calcium transient, decreased Na*/
K* ATPase and Ca®* ATPase activities as well as increased apoptosis rates and
impairment of N-methyl-D-aspartate (NMDA) receptor subunits synthesis were
observed in Mn exposed primary neuronal cultures [133]. In SN4741 cells, a DAergic
neuronal cell line, Mn-induced endoplasmic reticulum (ER) stress and activation of
caspase-12 and apoptosis; the latter effect was reduced in Bcl-2-overexpressing
DAergic cell lines [108].
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Concentration-dependent Mn-induced ER stress response was observed in
SK-N-MC human neuroblastoma cells, accompanied by increased expression of
glucose-regulated protein 78 (GRP78), pro-apoptotic protein C/EBP homologous
protein (CHOP) and p-elF2a, concomitant with reduced mitochondrial complex I,
IL, II1, and IV activities [134]. As shown in Figure 3, pathway 2 represents the ER
stress response, which is also linked to pathway 1. Mn also effectively induced
apoptosis in cultured mesencephalic cells, and this effect was accelerated by pre-
treatment with DA. Cells were protected by blockade of NO synthesis, inhibition of
NF-«B activation and pre-treatment with vitamin E. Induction of NF-kB and nitric
oxide synthase activation by ROS were proposed as plausible mechanisms for
Mn-induced neurotoxicity [135]. NF-xB would also lead to increased uptake of Mn
as it has been reported to augment expression of DMT 1, the major transport protein
of Mn [80]. Treatment of neuronal stem cells with Mn was also shown to stimulate
apoptosis via mitochondrial-mediated pathways, concomitant with cytochrome ¢
release, caspase-3 activation, and ROS generation [136]. In immortalized DAergic
cells, MES 23.5, Mn was shown to up regulate mitochondrial B¢l /EIB 19 KDa
interacting protein (BNIP3), which correlated with mitochondrially-mediated apop-
tosis [137]. Finally, in rat astrocytoma C6 cells Mn led to ROS-mediated apoptosis,
involving caspase-8 and mitochondrial-mediated pathways, with both the total and
mitochondrial levels of Bcl-2 and Bax shifting to favor the apoptotic process [138].
Taken together, these studies establish the propensity of Mn to lead to cell demise
by activation of apoptotic mechanisms.

3.4 Effects of Manganese on DNA

Mn also possesses clastogenic activities making DNA a potential target for its toxic
action, which could result in impaired gene expression. For example, Chinese ham-
ster V79 cells treated with L-dopa or DA showed decreased proliferative potential
and elevated micronuclei frequency. The addition of Mn to the cell culture enhanced
the antiproliferative and clastogenic effects of DA and its precursor [109].

Concentration-dependent DNA fragmentation was seen in Mn-treated PC12
cells; apoptosis was preceded by mitochondrial dysfunction and activation of c-Jun
N-terminal kinases [139]. In striatal neurons, Mn treatment caused concentration-
dependent loss of mitochondrial membrane potential, complex II activity, DNA
fragmentation, and decreased microtubule-associated protein (MAP2) [140].
DA-induced oxidative DNA damage was shown to increase in Mn-treated PC12
cells, likely secondary to enhancement in DA autoxidation with semiquinone radi-
cal production. The DA-induced DNA damage in the presence of Cu** and NADH
was further potentiated by Mn [141]. Mn increased the formation of mitochondrial
DNA single strand breaks (SSB) probably caused by increased oxidative stress in
cultured liver cells [142].

Mn is normally present in the heterochromatin, nucleolus, cytoplasm, and mito-
chondria of rat striatal astrocytes and neurons. Chronic Mn treatment leads to
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increased Mn levels in the mitochondria and nuclei, serving as a possible explanation
for its combined ability to impair mitochondrial oxidative metabolism, increase
ROS production and damage to DNA [143]. Nuclear accumulation of Mn was also
observed in cultured PC12 cells [144]. The DNA damage is shown by pathway 3 in
Figure 3 (see above). Taken together, research to date indicates that excessive Mn
levels may disturb cellular DNA.

3.5 Manganese and Neurotransmitter Homeostasis

Alterations in biosynthetic neurotransmitter pathways, which lead to changes in the
activity of rate-limiting enzymes or synaptic receptors may also be responsible for
Mn-induced alterations in synaptic transmission and consequently behavior. Mn
alters the activity of the rate-limiting enzyme in DA synthesis, tyrosine hydroxylase
(TH). In DAergic neural cell lineage, N27 cells, Mn was shown to lead to distinct
alterations in TH upon both acute and chronic exposures. In acute conditions TH
activity increased, whereas in chronic conditions it was decreased [145]. Decreased
striatal DA content was preceded by an initial phase of increased TH activity and
striatal DA content in rats chronically treated with Mn in drinking water [146,147].
Manganism is characterized by two phases, commencing with a psychiatric syn-
drome (bizarre behavior and madness) followed by impaired motor function.
Changes in TH activity inherent to the acute or chronic Mn exposure may be related
to these two phases, the initial phase corresponding to increased TH activity, which
is probably linked to increased DA release, and the second phase related to decrease
TH activity and probably linked to reduced DA release or DA cellular content.

The psychiatric phase of manganism could be also a consequence of Mn-induced
inhibition of glutamatergic corticostriatal signaling mediated by presynaptic D2-like
DA receptors. For example, corticostriatal slices of rats chronically treated with Mn,
showed enhanced glutamate-mediated synaptic transmission in the striatum, an
effect associated with increased locomotor activity in these rats [148].

3.6 Manganese Nanoparticles

A recent concern on human health is associated with the potential effects associated
with exposure to Mn-containing nanoparticles. Nanotechnology is focused on
creation and manipulation of particles with dimensions ranging from 1 to 100 nm,
leading to the production of new materials that exhibit novel physicochemical
properties and functions [149]. Mn has a large industrial use involving steel and
non-steel alloy production, colorants, battery manufacture, pigments, and fuel
additives, among others [150]. With the availability of nanosized particles, the
replacement of macro-sized Mn particles has rapidly evolved [151]. As indicated
above, olfactory neuronal pathway has been shown to be efficient in translocating
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inhaled Mn oxide into the CNS [152]. Some experimental data obtained with
nanosized Mn particles will be presented herein, focusing attention on their safety
and potential health concerns.

In PC12 Mn oxide nanoparticles (40 nm) were shown to be internalized and to
lead to a concentration-dependent depletion of DA and its metabolites, increased
ROS production [153] and down-regulation of TH gene expression [149]. Mn nano-
particles (25-900 nm) were also shown to be internalized in N27 DAergic neuronal
cells, leading to time-dependent up-regulation of the protein transporter Tf, increased
ROS production, and activation of caspase-3-mediated apoptosis and pro apoptotic
protein kinase Cd (PKC3). In addition, Mn nanoparticles caused autophagy
characterized by decreased levels of the native form of Bcl-2-interacting protein-1,
Beclin 1, and increased cleavage of microtubule-associated protein 1 light chain 3,
LC3, both of which are associated with autophagosome formation [151].

3.7 Manganese and Cytoplasmic Inclusions

The pathological hallmark of idiopathic PD is the presence of cytoplasmatic inclu-
sions of a-synuclein fibrils, known as Lewy bodies and Lewy neurites; their produc-
tion can be affected by both genetic and environmental factors [154,155]. a-Synuclein
is a heat stable protein that is soluble and natively unfolded. In the CNS it is
expressed in neurons where it localizes in pre-synaptic terminals in the vicinity to
synaptic vesicles. The precise function of a-synuclein is unknown; a role as modu-
lator in synaptic and neural plasticity has been advanced [156].

In vitro assay showed that pesticides, such as rotenone, PQ and Maneb, as well
as metals, such as AI**, Fe**, Co**, Cd*, and Mn?*, induce a conformational change
in a-synuclein accelerating its fibrillation rate; the effect of pesticides and metals
when simultaneously present is synergistic [157] (see pathway 4 in Figure 3).
Cultured DAergic neuronal cells, MES 23.5, exposed to the Mn-containing pesti-
cide Maneb showed inhibition of proteasomal chymotrypsin-like and postglu-
tamyl peptidase activities. Proteasomal dysfunction was accompanied by
cytoplasmatic inclusions that were positive for o-synuclein immunostaining
[158]. Metals such as arsenic, copper, zinc, mercury, cadmium, nickel, and lead as
well as the metalloid selenium, have been shown to increase a-synuclein-like
immunoreactivity aggregates in the CNS of white sucker fish, Catostomus com-
mersoni, sampled from highly contaminated water with metal ions secondary to
mining activity [159].

The propensity of Mn to increase cytoplasmic inclusions has also been shown
in vitro. For example, Mn decreased the viability of SK-N-MC neuroblastoma cells
expressing human DA transporter and a-synuclein [160], and increased expression
of a-synuclein in PC12 cells, via ERK1/2 MAPK activation [161]. In SH-SY5Y
neuroblastoma cells up-regulation of o-synuclein expression and a-synuclein
mRNA by Mn preceded the apoptotic response [162], suggesting up-regulation
of a-synuclein may be an early effect.



6 Manganese Homeostasis and Transport 187

Similar effects have been noted in vivo. For example, non-human primates
exposed to Mn showed up-regulation of another type of cytoplasmic inclusions,
namely amyloid-f (A-B) precursor-like protein-1; its gene expression, increased
along with the number of A-f diffuse plaques. In the same brains, Mn also led to
a-synuclein aggregation particularly within the frontal cortex [163]. While still
debatable, these findings raise the plausibility that in addition to its well-established
link to PD, Mn may play a role in the etiology of Alzheimer’s disease (AD).

3.8 Manganese and Dopaminergic Circuitry

DA is a universal neurotransmitter present in the animal kingdom from inverte-
brates to vertebrates. The interaction of Mn with DA has been noted in other spe-
cies, such as mollusks where exposure to Mn was shown to impair the cilio-inhibitory
system of the lateral cilia of the gill, and decreased endogenous DA levels in cere-
bral and visceral ganglia and gills of Crassostrea virginica [164].

In vertebrate animals, microinjection of Mn into the SNpc or striatum allows for
the evaluation of its action on mesostriatal DAergic circuitry. For example, unilat-
eral intra-nigral Mn microinjection in rats led to ipsilateral striatal DA loss in a
dose-dependent fashion and a rotational behavior towards the lesion side in response
to systemic apomorphine. Systemic administration of L-dopa plus carbidopa or par-
gyline increased the DAergic striatal loss in these animals [165]. Intra-nigral Mn
microinjection in rats decreased nigral and ipsilateral striatal DA and TH cofactor,
(6R)-L-erythro-5,6,7,8 tetrahydrobiopterin (BH,) levels. Maximal decrease in BH,
was observed at 60 days, with complete recovery at 90 days after the Mn microin-
jection [166]. Mn microinjected into rat SNpc decreased ipsilateral striatal DA con-
centrations, the number of TH-positive cells and dopamine- and cAMP-regulated
neuronal phosphoprotein (DARPP-32) expression, and increased rotational behav-
ior in response to systemic apomorphine administration, while systemic L-dopa
plus carbidopa treatment worsened these effects [167].

Rats intra-nigrally microinjected with Mn showed rotational behavior in response
to apomorphine and increased number of NADPH-d positive neurons in the ipsilat-
eral SNpc as well as ipsi- and contralateral striatum. NO synthesis inhibition by
NG-nitro-L-arginine (L-NOARG) reversed the NADPH-diaphorase increase, but
worsened the rotational behavior response to systemic apomorphine, suggesting a
protective role for NO in the Mn-induced neurodegenerative process [168]. Paradkar
and Roth have reported that NO can inhibit NF-xB activity and the subsequent up
regulation of DMT1 which may, in part, account for the protective effects of NO
[80]. Mn is slowly cleared from the substantia nigra (SN), with a 50% decrease
noted at 72 hours post microinjection [169]. Notably, the apomorphine-induced
rotational behavior was detected at 24 hours after intra-nigral Mn microinjection
reaching its maximum at 72 hours post injection. The time course of striatal TH
immunostaining loss observed in Mn-treated rats followed the time course of rota-
tional behavior, suggesting that cellular mechanisms induced by Mn, which lead to
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DAergic cell death occurred shortly after injection. It also suggests that threshold
metal concentration is required in order to induce neurotoxic effects [169]. The slow
brain clearance of Mn could be explained by its propensity to accumulate within
brain mitochondria as shown by Gavin et al. [102].

Mn-induced DAergic neurodegeneration may be a consequence of its ability to
produce an indirect excitotoxic process, as demonstrated by Brouillet et al. [98].
These authors have shown that Mn microinjected into rat striatum caused a dose-
dependent decrease in DA, y-aminobutyric acid, and substance P concentrations in
the striatum. Such effects were blocked by prior removal of cortico-striatal gluta-
matergic inputs or by treatment with MK-801, a non-competitive NMDA antago-
nist. Striatal slices of rats treated chronically with Mn showed an enhancement in
cortical glutamate-mediated synaptic transmission in the striatum, suggesting
impairment in corticostriatal glutamatergic transmission and increased excitotoxic
damage [170].

3.9 Manganese and Microglia

Reactive microglia are present in the substantia nigra of PD patients, suggesting an
inflammatory component in the neurodegenerative process. CNS inflammatory
responses are predominantly mediated by microglial cells which represent the first
line of defense. Microglial activation has two stages; the first one is associated with
release of neurotrophins leading to increased neuronal survival, and the second
phase associated with release of pro-inflammatory mediators potentially leading to
impaired neuronal survival [171]. Several studies suggest a potential role for micro-
glia in mediating Mn-induced neurodegeneration. In vivo, intrastriatal Mn microin-
jections in rats were shown (7 days post injection) to reduce the number of TH* cells
and increase the number of activated microglia in the substantia nigra; up regulation
of inducible nitric oxide synthase (iNOS) and tumor necrosis factor o gene expres-
sion was paralleled by increased protein levels of iNOS and interleukin-15 in the
substantia nigra [172]. The microglial participation in Mn-induced neurodegenera-
tion response is shown in pathway 5 in Figure 3 (see above). Non-human primates
chronically treated with Mn also displayed increased microglial number in SNpc
and reticulate concomitant with increased expression of iNOS, L-ferritin, and
intracellular ferric ion in reactive microglial cells [173]. The decrease in TH* cells
observed in animals treated with intrastriatal Mn microinjection could be the conse-
quence of a microglial defense response, which depending upon the duration and
intensity could lead to inflammation and cellular degeneration.

Consistent with the above, mouse N9 microglial cells treated in vitro with
bacterial lipopolysaccharide (LPS) and challenged with Mn showed significant
induction of NO production, with a concomitant increase in iNOS gene transcrip-
tion [110]. The same cells, when exposed to Mn showed increased production of
interleukin-6 and TNFa. In the presence of lipopolysaccharide, this response was
significantly potentiated. Co-exposure to LPS and Mn also increased NO production
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and iNOS expression [174]. It is noteworthy that Mn regulates iNOS expression
at the transcriptional level in BV2 microglial cells, increasing iNOS protein
expression by the activation of JNK-ERK MAPK and PI3/Akt signaling path-
ways [175].

More recently, it has been shown in rat primary neuron-glia co-cultures that
simultaneous treatment with Mn and LPS increased production of pro-inflammatory
cytokines, including TNFa and IL-13, ROS as well as reactive nitrogen species
(RNS). Minocycline (an antibiotic) pre-treatment effectively reduced the pro-
inflammatory cytokine production [176]. These experimental data suggest that Mn
can potentiate the effects of bacterial toxins and that ensuing inflammatory reac-
tions in basal ganglia thus exacerbating the neurodegenerative process.

4 Manganese and Genetics

The clinical features of the extrapyramidal symptoms of manganism can be quite
diverse reflecting the complex nature of the basal ganglia which is associated with
a variety of integrated inhibitory and excitatory neurochemical pathways. The
degree to which Mn disrupts any of these interdependent processes promotes an
imbalance of output from the basal ganglia which potentially result in capricious
disparities in onset, severity, and specific symptoms expressed as well as the
progression of the disorder. The source which contributes to deviations in the char-
acteristics of the expressed symptoms and neurological lesions generated may
include exposure to other noxious environmental toxins, nutrition status, state of
health and, most importantly, underlying genetic variability.

All of these reasons to varying degrees have the potential to alter the biochemical
processes by which Mn imbalance can occur. Of these, genetic polymorphisms have
to be considered as potentially playing a dominant role in regulating alterations in
specific signaling pathways controlling Mn-induced cell death. This is best
exemplified by the publication by Sadek et al. [177] describing a patient who worked
as a welder for a total of three years. This individual acquired the progressive symp-
toms of Mn toxicity within one year after beginning employment making his clini-
cal history quite remarkable as development of manganism after only one year of
welding is highly unusual as onset usually requires considerably longer exposure
times. The reason for the rapid development of the neurological deficits is unknown
but, most likely, reflects a genetic predisposition in this individual. In addition,
within several years of the initial diagnosis, he developed a unilateral tremor in his
right hand more characteristic of Parkinsonism. The prominence of a genetic com-
ponent contributing to manganism is further substantiated by the reality that not all
welders or Mn miners develop manganism yet exposures are comparable to their
fellow workers that acquire the disorder. Clearly, this underscores the potential
impact of genetic polymorphisms that likely contribute to the variability in develop-
ment of Mn toxicity. It is essential to stress that although chronic exposure to Mn is
not the causative agent provoking Parkinson’s disease, there is compelling evidence
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in the literature that it may be one of the most influential metals correlating with
increased susceptibility to develop this condition [178—182].

Manganism is a disorder anatomically and functionally distinct from that of
Parkinson’s disease, at least in regard to the critical initial site of injury, leaving us
with the issue as to why many of the observed symptoms overlap between the two
disorders and whether chronic exposure to Mn can eventually provoke idiopathic
Parkinsonism. Some of the similarities between the two disorders simply reflect the
fact that Mn can influence DAergic transmission by inhibiting dopamine release and
decreasing dopamine transporter (DAT) levels in the striatum [124,183-187].
Although this may clarify why some of the symptoms of Mn toxicity overlap with
that of Parkinson’s disease, it fails to explain individual differences in susceptibility
to develop manganism.

Over the past 15 years, a number of gene variants have been identified as being
linked to early (a-synuclein, parkin, PINK1, DJ-1, and ATP13A2) and late (LRRK2)
onset of Parkinson’s disease [188—190]. Because many of the symptoms and neuro-
degenerative features between the two neurological disorders appear to be interre-
lated, it is feasible that polymorphisms in some of these genes may also be associated
with the susceptibility to develop manganism. If a relationship does exist, then it
may also explain, in a reciprocal fashion, why excess exposure to Mn may provoke
early onset of Parkinson’s disease. Of the six genes linked to Parkinsonism, two of
these, parkin and ATP13A2, have already been reported to influence Mn toxicity in
cell culture systems [191-194]. Thus, one-third of the known polymorphisms in
genes linked to onset of Parkinsonism are suggested to promote increased suscepti-
bility to acquire manganism.

The two genes, parkin and ATP13A2, are both linked to early onset of
Parkinsonism but differ in their enzymatic activity though both have several features
in common including alteration of a-synuclein activity and protein degradation as
well as mitochondrial dysfunction [195-197]. Parkin is one of over 600 identified
E3 ligases responsible for the conjugation of ubiquitin to a variety of proteins
[198,199]. Of the known genes correlating with early onset of Parkinson’s disease,
those involving parkin are the most prevalent encompassing approximately 50% of
all recessive cases [200,201]. Although considered to be an autosomal recessive
gene, there is evidence in the literature suggesting that mutations in a single allele
may exert sufficient imbalance in dopaminergic activity to cause subclinical fea-
tures of Parkinsonism [202] and thus, even in the heterozygous state, may play a
significant role in development of idiopathic Parkinsonism [203,204]. Two studies
[191,205] have reported that overexpression of parkin can protect cells against Mn
toxicity. Recent studies [191] have further demonstrated that parkin is responsible
for the ubiquitination of DMT1, the major transport protein for Mn (see above)
[191]. This process is relatively specific as it is responsible for degradation of only
the 1B species of the transporter which predominates in the CNS [206,207]. Thus,
mutations in parkin, which lead to its inactivation would likely increase DMT]1
levels and the subsequent accumulation of Mn within the CNS.

Like parkin, ATP13A2 is also associated with the pathogenesis of both familial
and sporadic Parkinson’s disease as well as Kufor-Rakeb syndrome (KRS), a
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rare juvenile-onset autosomal recessive disease characterized by progressive
Parkinsonism [190,208]. ATP13A2 encodes a large membrane-bound lysosomal
P-type ATPase and when mutated acts, presumably, to disrupt its lysosomal local-
ization, thus, linking lysosomal degradation with Parkinson’s disease. A recent
paper by Gitler et al. [193] demonstrated a strong genetic interaction between
a-synuclein and PARKDY, a yeast ortholog of human Parkinson’s disease-linked
gene, ATP13A2. Coexpression of PARK9 (ATP13A2) in animals overexpressing
a-synuclein was shown to protect against dopaminergic neuron loss whereas knock-
down of the ATP13A2 ortholog in Caenorhabditis elegans enhance a-synuclein
misfolding. It was also reported that wild-type ATP13A2, but not the KRS patho-
genic ATP13A2 mutant, protected cells from Mn-induced cell death in mammalian
cell lines and primary rat neuronal cultures. In addition, wild-type ATP13A2 reduced
intracellular Mn and prevented cytochrome c release from mitochondria when com-
pared to the mutant cells. Based on these findings, these authors suggested that
PARKOY is involved in Mn transport though direct evidence for this is lacking.

Thus, one-third of the known Parkinson-linked polymorphisms are linked to Mn
toxicity leaving us with the question as to the role of the other four genes, DJ-1,
PINK1, a-synuclein, and LRRK2, in the development of manganism [192,193,209,
210]. The proposed mechanisms for each of these proteins in inducing Parkinsonism
are relatively complex and often overlap in that each may mutually influence the
others activity. Based on the predicted mechanisms, there is compelling evidence to
justify the hypothesis that mutations in these genes will augment Mn toxicity as
polymorphisms produce gene products that disrupt mitochondrial function and thus,
potentiate mitochondrial-induced oxidative stress which, independent of other toxic
mechanisms, will facilitate Mn-induced toxicity.

Whereas the aforementioned genes are autosomal recessive, LRRK2 is an auto-
somal dominant gene and the only gene associated with late onset of the disorder
[211]. Thus, a mutation in a single allele may be sufficient to elicit effects on Mn
toxicity prior to the appearance of the symptoms of Parkinsonism. LRRK?2 is a rela-
tively complex gene which encodes a large multidomain protein that includes a
Rho/Ras-like GTPase domain (termed Roc, for Ras) and a protein kinase domain.
Because of this complexity, the mechanism by which mutations in LRRK2 elicits
Parkinsonism is likely to be multifaceted and are anticipated to influence a number
of signaling pathways [212]. In regard to dopamine function, LRRK2 can cause a
decrease in the dopamine transporter, DAT [213,214], as well as impair dopamine-
stimulated neurotransmission [215] both of which are also seen with overexposure
to Mn [183,184,186,187]. Relevant to manganism, studies have reported that Mn
can increase phosphorylation activity of the most predominant polymorphic species
of LRRK?2, the G2019S mutant, while inhibiting the wild-type kinase activity
activated by Mg [216,217]. Thus, LRRK2 displays a number of critical functions
many of which can potentially affect or be affected by Mn.

Support for a potential role for DMT1 in neurodegeneration associated with PD
was recently suggested by several researchers. Salazar et al. [218] have recently
shown that 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP) intoxication in
mice, a well established PD model, caused increased DMT1 expression in the
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ventral mesencephalon concomitant with iron accumulation, oxidative stress, and
DAergic cell loss. More recently He et al. [219], direct sequencing identified two
single-nucleotide polymorphisms in the DMT1 gene (CC haplotype) as a risk factor
for PD in the Han Chinese population. The above studies have not directly assessed
whether polymorphisms in DMT1 in PD patients also alter CNS Mn levels. Given
this gene’s role in regulating intracellular Mn levels (see above), it is essential that
future studies in suitable cohorts also address the association between DMT]
polymorphisms and Mn accumulation.

5 Concluding Remarks

As described above, uptake of Mn in the intestines and the various processes
controlling its delivery and access to the CNS represent the rate limiting steps
regulating Mn levels and toxicity in vivo. Multiple systems are involved in the
maintenance of Mn levels, all of which must function, to some extent, in the
preservation of its homeostatic levels. These systems routinely work in harmony
to sustain required levels of Mn even though Mn may not be an operational cation
these systems were designed for. As a consequence, conditions that upset this
delicate balance result in a failure of the various components to adjust to the prac-
tical needs of Mn in order to support the functional demands of the other essential
cations, the most important of which is Fe. Thus, conditions of excess exposures
to Mn or a variety stress inducing or inflammatory conditions are likely to pro-
voke an imbalance in the various transport systems for Mn resulting in increased
CNS toxicity.

The synopsis provided above establishes that Mn exerts neurotoxicity specifically
in DAergic nigral cells. However, its aberrant effects may be much broader given
recent evidence on its ability to perturb other cell types and neurotransmitters, as
well as its propensity to increase cytoplasmic inclusions. Taken together, a broad
array of mechanisms appears to mediate Mn-induced DAergic neurodegeneration.
Considering the essentiality of Mn, future studies should continue to focus on its
role both in health and disease. Given that the safety margin for Mn appears to be
narrow, it is incumbent upon the research community to further delineate its toxic-
ity, considering its ubiquitous presence in the environment and anthropogenic usage.
This novel information will be highly relevant for future considerations on its safety
and in delineating risk assessments for exposure and safety.

Finally, the findings to date support a possible genetic link between the manifes-
tations of manganism with genes associated with onset of Parkinsonism. This is not
totally surprising as mutations in these genes, in many respects, display similar
aberrant neurological activities within the basal ganglia, which provoke the distinc-
tive dystonic movements associated with both disorders. It remains to be determined
whether the other genes linked to Parkinsonism will also be associated with the
development of Mn toxicity.
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ABBREVIATIONS AND DEFINITIONS

AD Alzheimer’s disease

A-B amyloid-f3

BBB blood-brain barrier

BH, tetrahydrobiopterin

CHOP C/EBP homologous protein

CNS central nervous system

DA dopamine

DAergic dopaminergic

DARPP-32  dopamine- and cAMP-regulated neuronal phosphoprotein
DAT dopamine transporter

Dcytb duodenal cytochrome B

DMTI1 divalent metal transporter 1

ER endoplasmic reticulum

ESADDI estimated safe and adequate dietary intake
Fpn ferroportin

GABA y-aminobutyric acid

GRP78 glucose-regulated protein 78

GSH glutathione

HEK?293 human embryonic kidney cells 293

HFE hemochromatosis protein

HRE hypoxia response element

IL-1B interleukin-1f3

IL-6 interleukin-6

iNOS inducible nitric oxide

IRE iron response element

IREG1 iron-regulated protein 1

IRP iron-responsive protein

KRS Kufor-Rakeb syndrome

L-dopa L-3,4-dihydroxyphenylalanine

L-NOARG  NG-nitro-L-arginine

LPS lipopolysaccharide

Maneb manganese ethylene-bis-dithiocarbamate
MAO monoamine oxidase

MAP2 microtubule-associated protein

MDA malondialdehyde

MnSOD Mn superoxide dismutase

MPTP 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine
MTP1 metal tolerance protein 1

NADH nicotinamide adenine dinucleotide (reduced)
NF necrosis factor

NMDA N-methyl-D-aspartate
NOS nitric oxide synthase
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NRC National Research Council

OEC oxygen-evolving complex

ORAIl  calcium release-activated calcium channel protein 1
PD Parkinson’s disease

PKC?s protein kinase Co

PQ paraquat

QPCR real-time polymerase chain reaction
RDA Recommended Dietary Allowance
RNS reactive nitrogen species

ROS reactive oxygen species

SERCA sarcoplasmic reticulum Ca-ATPase
SLC39  solute-carrier-39

SNpc substantia nigra pars compacta
SOC store-operated Ca** channels

SOD superoxide dismutase

SOD2 mitochondrial superoxide dismutase
SSB single strand breaks

STIM1  Ca? sensor protein

Tf transferrin

TfR transferrin receptor

TH tyrosine hydroxylase

TNFa tumor necrosis factor o
TRPM7 transient receptor potential cation channel, subfamily M, member 7

Ub ubiquitin
UTR untranslated region
Z1P zinc transporter
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Abstract Bacteria depend upon iron as a vital cofactor that enables a wide range of
key metabolic activities. Bacteria must therefore ensure a balanced supply of this
essential metal. To do so, they invest considerable resourse into its acquisition and
employ elaborate control mechanisms to eleviate both iron-induced toxitiy as well
as iron deficiency. This chapter describes the processes that bacteria engage in
maintaining iron homeostasis. The focus is Escherichia coli, as this bacterium pro-
vides a well studied example. A summary of the current status of understanding of
iron management at the ‘omics’ level is also presented.

Keywords ferritin * Fur ¢ iron regulation ¢ iron transport metallome * metallopro-
teome * RyhB

Please cite as: Met. lons Life Sci. 12 (2013) 203-239

1 Introduction

Bacteria employ a variety of strategies to ensure effective iron management. They
deposit intracellular iron stores for later utilization [1] and use high-affinity iron-
transport systems to acquire iron in both complexed and free form. Bacteria also
possess highly effective redox-stress resistance mechanisms providing the capacity
to degrade reactive oxygen species which can be generated as a result of reactions
catalyzed by free intracellular iron [2]. Bacterial species carry iron-responsive regu-
latory systems that are able to alter and control the homeostatic machinery in direct
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response to iron availability [3]. In addition, many bacterial species have the capac-
ity to down-regulate iron-containing proteins when iron availability is restricted in
the surrounding environment; this reduces the demand of the cell for iron thus
ensuring that limited iron is used efficiently [4,5]. This ‘iron rationing response’ is
supplemented by alternative, non-iron-dependent isoenzymes used under iron limi-
tation. Thus, bacteria benefit from a sophisticated iron homeostatic machinery that
counters both iron restriction and iron-induced toxicity.

This chapter describes how bacteria metabolize iron and achieve homeostatic
control with respect to iron, with a major focus on the model bacterium Escherichia
coli. The aim is to provide a general overview, rather than a comprehensive account,
of the mechanisms involved.

2 Life Is Wedded to Iron — For Better or for Worse

Iron is a key transition metal, it belongs to group eight of the periodic table of ele-
ments and is an absolute requirement for almost all living organisms. It is also a highly
abundant element being the second principal metal (after aluminum) within the crust
of the earth. Biologically, iron is generally found in one of two redox states: the oxi-
dized, rusty-brown, ferric form (Fe**) and the reduced, largely-colorless, ferrous form
(Fe?*). These alternative redox states enable iron to play a highly versatile redox role
within biological systems, although it has catalytic roles also that do not depend on
redox function. The ferric form is the most abundant environmentally. This is because
ferrous iron is rapidly oxidized to the ferric state under aerobic conditions at neutral
pH or above. Unfortunately, ferric iron exhibits very poor solubility (10-'® M) at neu-
tral pH which reduces its bioavailability significantly. For this reason, iron restriction
is a condition commonly encountered by living organisms and indeed the production
of biomass is strictly limited by iron supply in many environments (e.g., the Southern
Ocean [6]). The few bacteria that have the ability to survive without this otherwise
essential element have adapted to use alternative transition metals in place of iron.
One such organism is Borrelia burgdorferi, the causative agent of Lyme disease. The
genome sequence of this organism was found to lack any apparent iron-requiring
system and appears to utilize manganese instead of iron within key proteins [7].

Although such ‘iron-free’ organisms are the exception, some of the tricks that
they employ to escape iron dependency are reiterated in other bacteria to combat iron
restriction (see Section 6). The archaebacterium, Ferroplasma acidiphilum, repre-
sents the opposite extreme. Proteomic analysis showed that this archaebacterium
possesses an unusally high number of iron-proteins (86% of its proteins!) correlating
well with its preferred niche — a ferrous-iron-rich acidic pool. It is suggested that the
iron atoms incorporated into its proteins act as ‘iron rivets® to stabilize them against
denaturation within the harsh environment that F. acidiphilum occupies [8].

Many important biological processes depend on iron including respiration, the
tricarboxylic acid cycle, oxygen transport, nitrogen fixation, and DNA synthesis
[3,9]. For iron to be utilized in biological systems it usually has to be incorporated
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into proteins in either a mononuclear or binuclear form, or as heme or iron sulfur
clusters. The form in which iron is incorporated and the manner in which it is coor-
dinated as a cofactor to proteins dictate its redox potential and the spin state adopted.
This allows iron-containing proteins to fulfil a diverse range of biological functions.
Iron homeostasis has an important role in oxidative stress as free iron is toxic due
to its tendency to stimulate the production of hydroxyl radicals [10]. The hydroxyl
radicals are formed when iron reacts with peroxides through the Fenton reaction:

H,0, + Fe** — Fe'* +OH™ + "OH

Superoxide participates in the process by reducing Fe* back to Fe?*. Together,
these two processes form the Haber-Weiss reaction in which free iron catalyzes the
conversion of hydrogen peroxide and superoxide into the deadly hydroxyl radical.
Hydroxyl radicals are highly reactive, highly damaging, and short lived. A major
target of hydroxyl radicals is DNA which leads to mutations and eventually, once
DNA damage becomes excessive, cell death. Therefore, iron management is gener-
ally a key component of redox-stress resistance [11] and free cytosolic iron levels
are carefully regulated at around 10 uM to ensure there is sufficient for cellular
processes but not excess that would induce toxicity [12].

3 Iron Uptake

3.1 Siderophore-Dependent Acquisition

3.1.1 Introduction

By far the most important process by which bacteria resist iron starvation is through
the use of various types of iron uptake systems. Bacteria often possess multiple iron
acquisition systems that have specificities for different forms of iron and these may
operate under different environmental conditions. Iron transport pathways can be
divided into two types: (i) those that target soluble, ferrous iron and (ii) those that
are specific for poorly soluble, ferric iron. Ferrous iron is acquired in its free, uncom-
plexed form. However, due to the low solubility of ferric iron under physiological
conditions, ferric iron is generally acquired in the form of a complex. Bacteria,
fungi, and some plants obtain ferric iron using compounds known as ‘siderophores’
(or phytosiderophores for plants) [13]. Siderophores are high-affinity chelators of
ferric iron which are secreted into the environment where they bind and solubilize
iron to generate a ferri-siderophore complex that is subsequently internalized
[14,15]. In Gram-negative bacteria, ferri-siderophore complexes are taken up via
receptors in the outer membrane (OM) and transport is mediated by the energy-
transducing TonB-ExbB-ExbD system located in the inner membrane (IM) and
periplasm. The complexes are then delivered to the IM by periplasmic-binding pro-
teins where they then interact with an ABC (ATP-binding cassette) transporter
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Figure 1 Schematic representation of iron uptake in Gram-negative bacteria. Gram-negative
bacteria possess numerous iron uptake pathways. This schematic representation displays three
uptake pathways for transferrin/lactoferrin (blue), siderophores (purple), and heme (red). All of
these pathways require an outer membrane receptor, a periplasmic binding protein, and an inner
membrane ABC transporter. Not all Gram-negatives have all three systems but many possess one
or more of them. Uptake through the outer membrane receptors requires energy derived from the
TonB-ExbB-ExbD system highlighted as a multi-coloured complex at the inner membrane.

which enables passage of the complex to the cytoplasm (Figure 1). Bacteria can be
opportunistic in that they pirate the siderophores produced by other organisms [15].
Thus, bacteria can utilize siderophores that they are unable to synthesize. Gram-
positive organisms lack OM receptors (due to the absence of an OM) and so only
require ABC transport systems for siderophore uptake (located in the cytoplasmic
membrane). These ABC permeases are usually binding protein-dependent where
the binding protein is usually a tethered lipoprotein attached to the external surface
of the cytoplasmic membrane (Figure 2).

Chemically, many siderophores are peptides produced by non-ribosomal peptide
synthetase (NRPS) multienzyme pathways [16,17]. However, some siderophores
are produced by NRPS-independent pathways [18]. Siderophores have high affinity
and specificity for ferric iron and are usually produced during periods of iron restric-
tion. They can sometimes be found at very high concentrations but this depends on
the bacterial species and growth conditions. Siderophores tend to have a peptidic
backbone with amino acid side chains which are often modified to generate iron-
coordinating ligands such as hydroxamate, catecholate, and a-hydroxycarboxylate
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Figure 2 Schematic representation of iron uptake in Gram-positive bacteria. Unlike Gram-
negative bacteria, Gram-positive bacteria lack an outer membrane, therefore when uptaking iron
from heme, transferrin or siderophores the involvement of a membrane-anchored binding protein
is usually required and an ABC transporter as detailed in the diagram. The diagram on the right
shows a schematic representation of heme uptake using NEAT proteins.

groups [15]. More than 500 siderophores have been identified and are classified
according to the functional groups which they utilize as ligands [19]. Two very
well studied siderophores are enterobactin and ferrichrome, the chemical struc-
tures of these siderophores can be seen in Figure 3 along with the structure of the
a-hydroxycarboxylate siderophore, rhizoferrin. After siderophores have been
synthesized they are secreted, but due to the polarity of siderophores the involvement
of transport proteins is necessary for this process. One such protein is known as
EntS which exports enterobactin across the IM in E. coli [20]; export across the OM
is thought to be TolC-dependent [21]. Siderophores are associated with both patho-
genic and non-pathogenic bacteria [22-24].

3.1.2 Siderophore Receptors

The porins located in the OM of Gram-negative bacteria are insufficient to allow
ferri-siderophore complexes to pass through as they are simply too large, however,
smaller molecules such as glucose, phosphate, and amino acids can pass directly
through [15]. Due to the size of ferri-siderophore complexes they require dedicated
OM receptors. Most characterized siderophore receptors appear to be related [14]
and in E. coli the structures of three have been determined, these are FepA
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Figure 3 Siderophores and their associated functional groups. This figure shows the chemical
structures of siderophores for each of the three functional group types. (1) Displays the chemical
structure of the siderophore ferrichrome with the hydroxamate groups within the molecule
highlighted; (2) shows the chemical structure of enterobactin with the catecholate groups highlighted
in red, and (3) shows the chemical structure of the a-hydroxycarboxylate siderophore rhizoferrin
with the associated functional groups highlighted. Image modified from [28].

(enterobactin receptor), FhuA (hydroxamate receptor), and FecA (citrate receptor)
[25]. Similarly in Pseudomonas aeruginosa the crystal structures of FpvA (pyover-
dine receptor) and FptA (pyochelin receptor) have been elucidated [26,27].
Siderophore receptors are f3-barrel proteins forming a tube that completely spans
the outer membrane thus allowing siderophore complexes to enter the periplasm [3].
The receptors are TonB-gated and the (-barrel structure consists of 22 antiparallel
[B-strands and an N-terminal globular domain often referred to as the plug domain
[28]. Binding of a siderophore complex to its receptor triggers a conformational
change leading to the plug domain becoming dislodged from the B-barrel pore,
allowing subsequent transport to the periplasm [15]. This process requires energy
generated by the TonB-ExbB-ExbD system. Many bacterial species have more than
one type of siderophore receptor providing specificity for a range of different sidero-
phores. Ligand binding sites are specific for each siderophore, in the case of FhuA
it is the aromatic residues present in the receptor which bind ferrichrome [29].
Bacteria can also utilize siderophores produced by other species enabling them to
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compete and escape the bacteriostatic effects of exogenous siderophores [3]. The
ferric dicitrate system of E. coli has an outermembrane receptor FecA which allows
the bacterium to utilize this compound as an iron source [30]. The system is repressed
by Fur (ferric uptake regulator) at high iron concentration and requires the
TonB-ExbB-ExbD system for induction [31]. Iron complexes appear to be the main
substrates for TonB-dependent outer-membrane receptors, however, other com-
pounds such as disaccharides and vitamin B, are also transported by such proteins
[32]. Most TonB-dependent outer membrane proteins involved in iron transport
appear to be regulated by Fur, with their expression repressed during conditions of
iron sufficiency [33]. Fur binds to the promoters of outer membrane receptor genes
including fecA and fhuA as well as directly repressing tonB, exbB, and exbD tran-
scription [34-36]. The total of outer membrane receptors varies between bacterial
species, for example, E. coli K-12 produces a total of seven OM transporters depen-
dent on TonB whereas P. aeruginosa produces 34 [37], although not all are thought
to be ferri-siderophore receptors and are not Fur controlled.

3.1.3 The TonB-ExbB-ExbD System

Transport of ferri-siderophore complexes is energy-dependent, this energy comes
from an electrochemical gradient generated at the cytoplasmic membrane which is
then transferred by the TonB-ExbB-ExbD complex. TonB which spans from the IM
to the inner face of the OM, across the periplasm, and is complexed with ExbB and
ExbD which are anchored in the IM. Together this complex utilizes energy from the
electrochemical gradient generated across the IM [38]. TonB appears to contact an
OM receptor bound to ligand, driving conformational change in the receptor which
results in the ligand being transferred to the periplasm [39]. During this activation
TonB appears to undergo cyclic changes of affinity for the OM [40]. The TonB sys-
tem in E. coli has been extensively studied and it appears that ExbB and ExbD func-
tion to cycle TonB to and from its high affinity OM association. ExbB is a 26 kDa
IM associated protein consisting of three transmembrane domains and ExbD is a 17
kDa protein which similarly to TonB has only one transmembrane domain and a
periplasmic domain [41]. The transmembrane domain of TonB is responsible for
interacting with ExbB and ExbD to form the energy transducing complex; replace-
ment of this domain leads to loss of activity [42].

Despite many years of research on the molecular details of TonB and its action,
the details of TonB interaction with OM receptors remains unclear [43,44]. The
“TonB box’ is a conserved seven amino acid segment that has been found to be vital
for mediated siderophore uptake. The ‘TonB box’ is found at the N-terminus of the
plug domain and in some cases has been observed extending into the periplasm
[33]. However, this is not always the case, in some instances it has not been identified
or can be observed tucked up into the plug domain. It is believed that the TonB box
region is what TonB contacts to induce conformational changes in the OM recep-
tors. Instead of the mechanical model of TonB transduction, whereby TonB remains
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attached to the IM during the process of energy transduction, an alternative shuttling
mechanism has been proposed where the TonB N-terminus leaves the IM to deliver
energy to OM receptors [45,46]. However, recent studies have shown the shuttling
hypothesis to be improbable by demonstrating TonB localization at the IM while
carrying out its biological function [47,48]. TonB, ExbB, and ExbD are all found in
a complex at the IM when in a resting state (not actively involved in energy trans-
duction). ExbB and ExbD utilize the IM electrochemical gradient to activate TonB
which then leads to receptor contact and transport of siderophore complexes to the
periplasm, which in turn leads to TonB returning to its resting state [28,39]. Some
bacteria possess two (or more) TonB-ExbBD systems which are coupled to distinct
sets of OM receptors [49]. Due to Gram-positive organisms lacking an OM they do
not appear to possess or require any OM transport genes or any of the TonB-ExbB-
ExbD proteins.

3.1.4 Transport across the Periplasm and Cytoplasmic Membranes

Transport across the periplasm and cytoplasmic membranes is mediated by
periplasmic binding proteins and transporters associated with the IM [3]. Each
periplasmic binding protein picks up one siderophore complex at a time and
functions to transport the siderophore complexes from the OM receptor to the
permease associated with the IM. Siderophores are chemically distinct from one
another and specific periplasmic binding proteins are responsible for shuttling
different classes of siderophores [28]. In E. coli, for example, the periplasmic
binding protein FecB is responsible for the shuttling of ferricitrate, FepB is
responsible for shuttling catecholate siderophores and the best studied of the
periplasmic binding proteins, FhuD, which can be found in both Gram-negative
and positive species, is responsible for hydroxamate siderophore shuttling and
can interact with a wide range of ferri-siderophore complexes such as ferrichrome
and ferrioxamine B [50]. FhuD transfers ferrichrome to the IM-associated permease
complex FhuB/C [51]. The siderophore binding site of FhuD is hydrophobic con-
taining mainly aromatic residues.

Recent studies have shown that FhuD and TonB interact and these protein-
protein interactions assist in ferrichrome binding to FhuD [51]. Crystal structure
analysis of FhuD has revealed a bilobal structure, with the ligand binding site located
between these two lobes [52]. Binding occurs due to specific residues in the shallow
cleft between the two lobes, where the residues interact with the iron hydroxamate
center of the siderophore [14]. The permease complexes located at the inner mem-
brane contain ABC modules. There are four modules in total; 2 homologous
permease modules and two ATP-binding cassette modules. The permease modules
can be comprised of two different subunits, two identical subunits or even one large
molecule consisting of two subunits. The ATP-binding cassette modules are almost
always comprised of two identical subunits [3].
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3.1.5 Fate of Internalized Siderophores

Once siderophores have entered the cell the iron must be liberated from the
ferri-siderophore complex. This is achieved by reducing the iron bound to the com-
plex, leading to dissociation due to low affinity for ferrous iron [53] or by hydrolysis
of the siderophore backbone triggering iron release [54,55]. Iron reduction is
achieved by ferric reductase enzymes which are present in many bacterial species,
e.g. flavin reductase which reduces siderophore complexes in vitro although this
activity may not reflect its role in vivo [53].

In E. coli before ferri-enterobactin can be utilized, an esterase protein encoded
by the fes gene is required, this enzyme is known to hydrolyze ester bonds within
the enterobactin siderophore thus weakening binding to iron [3,56]. Mechanisms
for exogenous siderophores are not well understood, however, the fhuF gene of
E. coli encodes a cytoplasmic ferredoxin like protein, which was shown to be
responsible for reducing iron bound to hydroxamate-type siderophores, such as
ferrioxamine B, coprogen, and ferrichrome [57,58].

3.1.6 The Ferric Dicitrate System of E. coli — an Example

A well studied example of a ‘siderophore’ uptake system is ferric dicitrate transport
in E. coli (note that citrate is not strictly a siderophore). The system consists of the
FecA protein located in the OM, the FecB periplasmic-binding protein, the FecCD
proteins associated with the IM, and the FecE ATPase also located in the IM [59].
In this system, ferric iron is transported into the periplasm as a ferric dicitrate com-
plex, the complex becomes dissociated and the ferric iron then crosses the cytoplas-
mic membrane in a process requiring energy which is derived from ATP and is
driven by the FecE ATPase. This system is carefully regulated by the regulatory
protein pair, FecIR, during iron limitation [59]. The transport machinery is only
fully synthesized when the substrate (ferric citrate) is present in the growth
medium.

This system displays a unique mechanism by which transcriptional signals begin
at the cell surface, the signal is mediated by the OM transport protein FecA, which
receives and transmits a signal across the OM. The TonB-ExbB-ExbD system is
required for this process both for signalling and transport of ferric citrate [60]. FecR
receives the signal in the periplasm and transmits the signal across the IM into the
cytoplasm [61]. FecR achieves this by interaction of the N terminal region of FecA,
with the C terminal region of FecR [62]. This interaction activates the Fecl sigma
factor which belongs to the extracytoplasmic function (ECF) sigma factor family
[63]. Fecl then binds RNA polymerase which initiates transcription and subsequent
synthesis of the transport machinery at the fecA promoter [63]. The FecIR regula-
tory genes are repressed by the Fe?*-Fur complex (Section 5.1) so the entire system
remains iron-repressed [61]. Similar regulation systems have been observed for
heme acquisition in Serratia marcescens [64] and for ferri-siderophore-mediated
iron uptake in Pseudomonas aeruginosa and other bacteria [65,66].
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3.2 Direct Uptake Systems

3.2.1 The FeoABC System. G-Protein-Coupled Transport

Bacteria are able to transport ferrous as well as ferric iron, but the routes used are
entirely distinct for these two forms of iron [3]. The Feo transporter is the most com-
mon and best known ferrous uptake system in bacteria. It was first identified in E.
coli and was found to be encoded by the feoAB genes [67]. However, more recent
studies have shown there to be three closely associated genes predicted to form an
operon; feoABC [68]. The feoA, feoB, and feoC genes encode proteins of 75, 773,
and 78 amino acid residues. FeoB is an integral IM protein whereas FeoA and FeoC
are likely to be cytoplasmic [67,69]. The feoA and feoB genes are generally found
in close proximity, and in some cases the genes are fused (e.g., Bacteroides) indicat-
ing a close association between the corresponding proteins [69]. FeoB acts as the
high-affinity ferrous iron transporter with FeoA having a more minor and undefined
role in ferrous iron uptake [67]. It was initially thought that the FeoABC uptake
system is dependent on ATP [67]; however, more recent studies have shown the
FeoB protein to have a cytoplasmically located G-protein domain (discussed in
more detail below) with GTPase activity [70] suggesting uptake may be GTP-
dependent. feoB mutants of E. coli exhibit decreased gut colonization, thus indicat-
ing an important role for Feo in the anaerobic environment of the intestine and
suggesting a role in pathogenesis (for intestinal pathogens [71]). A similar effect
has been reported for other gut dwelling bacteria, e.g., S. enterica and Helicobacter
pylori [72,73]. Legionella pneumophilia mutants lacking FeoB display a major
decline in ferrous iron uptake indicating the importance of FeoB to this intracellular
pathogen [74].

The feoABC operon of E. coli is produced under anoxic (as well as low iron)
conditions. This low-oxygen induction is mediated by Fnr (a global regulator of
anaerobic gene expression) [67]. This explains why the Feo ferrous iron transport
system appears to be of importance during anaerobic/microaerophilic growth. This
oxygen dependence is rational since (as mentioned above) ferrous iron is unstable
aerobically [3]. Studies on H. pylori have shown that FeoB may also have some
degree of ATP dependence indicating FeoB may exhibit ATPase as well as GTPase
activity [73]. Facilitation of ferrous iron uptake in bacterial species has been seen to
be mediated by ferric reductase activity, such enzymes act extracellularly to convert
ferric iron to ferrous iron for transport. Such activity has been seen both in
Helicobacter pylori and E. coli [73,75] and a corresponding diheme-cytochrome
has been recently identified in Bradyrhizobium japonicum [76].

The precise function of FeoA is as yet unknown, although its structure is solved
[77]. It has been observed to display a degree of similarity to the SH3-like C-terminal
domain of the iron-dependent repressors, DtxR and IdeR [3,77] and may have a role
in assisting FeoB activity. For FeoB, the importance of the G-protein region has
been demonstrated in studies where mutants lacking functional G-protein regions
failed to allow sufficient iron into cells to cause repression of a fhuF-lacZ reporter
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[70]. G-proteins are involved in fundamental cellular processes such as protein
synthesis and cell growth [78]. When GTP (guanosine 5'-triphosphate) is bound to
a GTPase (G-protein), the corresponding system becomes activated and signalling
is triggered; when GDP is bound, the system is considered inactivated and the
signalling pathway is repressed [79]. G-proteins contain a highly conserved
GTP-binding domain which is usually 160 residues characterized into five short
motifs designated G1-G5, which appear critical in GTP and GDP binding [80].
Activation of G-proteins requires GDP dissociation resulting in a nucleotide free
state. GTP binding then leads to conformational change in the protein allowing
effector proteins to interact triggering signalling pathways [80]. The characteristic
G1-G5 motifs found in G-protein-coupled systems appear to be slightly aberrant in
E. coli FeoB. The G1-G4 motifs are present and identified, however, studies have
failed to assign the G5 motif [70]. FeoB appears to have intrinsically slow hydroly-
sis of GTP which has led to the suggestion that it may operate as a nucleotide-gated
Fe?* channel [81].

Crystal structures of the FeoB N-terminal domain with GTP-bound and apo
(GTP-free) form have been resolved. This work shows that the G-protein domain
forms a trimer around a cytoplasmic pore, which appears open in the GTP-bound
state and closed in the apo state [82]. The uncharacterized linker domain (between
the G protein domain and the integral membrane domain) has also been proposed to
act as an intrinsic effector responsible for coupling GTP binding to pore opening
[82]. Rapid GDP release rates in FeoB have indicated the G5 motif has a tendency
to switch to a stable out state where GDP affinity is nominal [83,84]. In the apo
structure the trimer appears to be stabilized through the formation of salt bridges
between Asp135 and Arg140 residues in neighboring promoters, Glu133 is pointing
to the center leading to a ‘closed’ pore conformation [82]. With GTP bound, struc-
tural changes occur leading to a shift of the Ca atoms surrounding the center of the
trimer, this enables Glul33 to form hydrogen bonds to main-chain N-atoms in
Ile134 leading to a new open pore conformation [82].

FeoC is believed to be involved in regulation of the FeoABC operon [69]. It is
likely to contain an iron-sulfur cluster due to the presence of four cysteine
residues in close proximity and is believed to act as a transcriptional regulator as
it also possesses a winged helix motif similar to that of LysR transcriptional
regulators [69].

3.2.2 ZIP-Like Transporters

E. coli possesses a gene designated zupT which encodes a membrane protein
displaying similarities to eukaryotic ZIP (ZRT, IRT-like proteins) family transporters
- these are involved in metal ion transport [85]. ZRT stands for ‘zinc-regulated
transporters’ and these are best represented by the Zrtl and Zrt2 proteins found in
yeast [86]. IRT stands for ‘iron-regulated transporter’ and such proteins are repre-
sented by Irtl of Arabidopsis which is expressed in roots of plants deficient in iron,
and by LIT1 of Leishmania amazonensis [87]. ZupT was shown to be responsible
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for zinc uptake in E. coli [88]; however, more recent studies have demonstrated the
ability of ZupT to uptake iron and cobalt as well as zinc and manganese [85]. zupT
in E. coli is constitutively expressed but at low levels and has a broad substrate
specificity [85]. Mutants lacking all known iron uptake pathways in E. coli could
still obtain iron via ZupT [85].

3.2.3 Nramp 1-Like Transporters

Natural resistance associated macrophage protein (Nramp) transporters have been
identified in yeasts, mammals, and more recently, bacteria. Members of this protein
family traditionally transport manganese and ferrous iron into cells, which is often
coupled with hydrogen ions [89]. In E. coli, an Nramp-like manganese transporter
designated MntH has been characterized [90,91]. The protein appears to utilize
manganese as a preferred substrate and has a highly conserved DPGN motif within
its transmembrane segment 1 [92]. Mutations within this region greatly reduce man-
ganese transport indicating structural or functional importance of this motif [92].

As well as manganese transport, MntH has also been shown to uptake ferrous
iron as well as other divalent cations such as cobalt and zinc. MntH transport appears
dependent on the proton motive force, similar to mammalian Nramp proteins
[89,90,93]. The preference of MntH for manganese indicates that this system func-
tions predominantly as a manganese transporter [90]. Studies have characterized
bacterial MntR which functions as a manganese-dependent repressor of mntH [94].
In E. coli two new MntR regulated genes mntS and mntP have been identified. mntS
encodes for a novel 42 amino acid protein and mntP encodes an efflux pump which
is up-regulated by MntR in the presence of manganese [95]. The E. coli mntH gene
is also regulated by Fur (the global iron-responsive repressor), so Mn?* uptake is
dependent on low iron as well as manganese levels [96].

3.2.4 The EfeUOB System of E. coli

The EfeUOB system, formerly known as YcdNOB, has been identified as a ferrous
iron transporter in E. coli [97,98]. The EfeUOB system (Figure 4) is very different
from the other bacterial iron transporters described above. It transports ferrous iron
aerobically and functions at low pH which favors ferrous iron stability against oxi-
dation [97]. All three components of the EfeUOB system are required for function.
Although the system appears functional in most bacteria where it is found (e.g., E.
coli O157:H7 and E. coli Nissle 1917 [97,98]), in some cases (e.g., E. coli K-12 and
E. coli O6) the system is inactive due to mutation. In the case of E. coli K-12, all
operon components are present but, due to a single frameshift within the efeU gene,
the EfeU translation product is disrupted leading to a non-functional system.
However, the EfeO and EfeB proteins are expressed and appear functional [97,98].
The reason for the cryptic nature of the efeUOB system in E. coli is unclear. The
fully functional EfeUOB in E. coli O157:H7 suggests a benefit to this strain, which
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Figure 4 Schematic representation of the EfeUOB system of E. coli. This figure displays the
components of the EfeUOB system of E. coli. Environmental ferrous iron is the initial substrate
which is thought to be engaged in the periplasm by the iron binding protein, EfeO. The ferrous iron
is then oxidised and the released electrons are delivered to an oxidant via a copper ion bound to site
I and subsequently through the heme peroxidase protein EfeB. The oxidised iron is transferred to
the ferric-iron permease protein EfeU located at the cytoplasmic membrane which then transports
the ferric iron into the cytoplasm (adapted from [102]).
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may be due to colonization or environmental survival outside hosts [97]. When the
frameshift mutation is corrected, the EfeUOB system in E. coli K-12 is fully
expressed and functional. Studies have demonstrated that in mutant strains lacking
the known iron transport systems, under iron restriction a fully functional efeUOB
operon provides a major growth advantage displaying as much as a 13-fold increase
in iron uptake activity [97].

The EfeUOB system displays homology to the Ftrlp-Fet3p system found in
yeast in that EfeU is homologous with the yeast Ftrlp. However, the Ftrlp system
appears to be entirely dependent on oxygen whereas EfeUOB seems to rely on an
alternative oxidant postulated to be peroxide [97]. The efeUOB operon forms an
operon under the control of Fe*-Fur which matches its iron transporter role
[4,97,98]. Induction of the efeUOB operon under acidic conditions is achieved by
the two-component sensor regulator CpxAR which is known to be involved in
genetic regulation in response to pH [99]. B. subtilis possesses an efeUOB-like
operon designated ywbLMN which is also repressed by iron [100]. In B. subtilis the
YwbLMN proteins provide an elemental iron uptake pathway in minimal media
lacking citric acid [101].

EfeU, due to its homology with Ftrlp from Saccharomyces, is believed to be
located in the IM and to function as a ferric permease [102]. Its function as a ferric
permease has been observed in proteoliposomes [98]. It is believed that this protein
is ultimately responsible for the transport of iron which is first oxidized by EfeO and
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EfeB; this oxidation step may drive uptake and provide enhanced specificity. EfeB
is a periplasmic heme-containing DyP-like peroxidase [97]. EfeB is translocated
into the periplasm by the Tat pathway (twin arginine translocation) and is one of the
only heme-containing proteins known to be secreted by this pathway [103]. EfeO is
located in the periplasm. It consists of a C-terminal peptidase M-75 domain and an
N-terminal cupredoxin domain [102]. The exact role EfeO plays is unclear, how-
ever, it is hypothesized that EfeO binds ferrous iron which is subsequently oxidized
before transport to EfeU at the IM. The electrons generated from this process are
then transferred to the heme group of EfeB which is hypothesized to use peroxide
as an electron acceptor [102].

3.2.5 The P19 Iron Transporter of Campylobacter jejuni

C. jejuni expresses a member of the Ftrl iron transporter superfamily designated
cFtrl that may form part of an iron transport system in C. jejuni [104]. Adjacent to
the cfrtl gene in C. jejuni is a gene that encodes a protein of 19 kDa designated
‘P19’; however, this protein does not appear to display homology to any of the com-
ponents of the Ftrlp or EfeUOB system [104]. P19 is located in the periplasmic
space [105] and is regulated by iron and Fur [106,107]. However, its precise func-
tion is unclear, although recent studies have demonstrated that P19 is crucial for
growth of C. jejuni under conditions of iron restriction [104]. P19 is able to bind
both iron and copper, and crystallization studies have identified two distinct metal
binding sites [104]. The capability of this protein to bind both copper and iron sug-
gests it may play a role in uptake of both of these metals, and it has been suggested
that copper may play an important role as a cofactor for iron transport [104]. The
metal binding sites appear to be in close proximity in the protein structure and
Glu44 and Met88 residues may be mechanistically important as they appear to
interact with both metal binding sites, however, this seems dependent on pH and
metal occupancy [104]. The Glu44 residue has been hypothesized to receive iron as
part of an acidic solvent channel and may mediate electron transfer during the
uptake process similarly to the action of the Fet3p multi-copper oxidase in yeasts
and algae [104]. Further study on this protein is needed to fully elucidate the mecha-
nistic details of its action and what other proteins P19 interacts with.

3.2.6 Metal ABC Systems

Some ABC transport systems are utilized for the transport of free metals (uncom-
plexed). An example of this is the SitABCD system in Salmonella enterica serovar
Typhimurium. This system is responsible for uptake of both Fe** and Mn?*. The
sitABCD operon appears to be regulated by Fur in response to iron availability and
by the MntR protein in response to the availability of manganese [108]. SitABCD
plays a role in the uptake of ferrous iron, but has preference for Mn*, and is also
found in some pathogenic E. coli and Shigella strains [109]. The system is
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comprised of SitA which is a periplasmic-binding protein, the SitCD permease
complex located at the IM and the SitB ATPase [110]. The sit genes are located on
pathogenicity islands in Salmonella and other Enterobacteriaceae family members
with the location of these genes being variable [111]. SitABCD resembles other
bacterial ‘metal-only’ ABC transporters (e.g., FbopABC of Neisseria gonorrhoeae,
SfuABC of Serratia marcescens, and YfeABCD of Yersinia pestis) which take up
the free metal (rather than a metal complex) and do not depend on OM receptors
[112-114].

4 Iron Storage and Detoxification

4.1 Introduction to Iron Storage

Once bacteria have acquired sufficient iron from the extracellular environment they
can store excess in intracellular iron-storage proteins. These sources of iron can be
utilized for growth when iron sources are limited. There are three main types of
bacterial iron storage proteins, the bacterioferritins, ferritins, and Dps proteins. The
ferritins and bacterioferritins have 24 identical (or similar) subunits and the Dps
proteins have 12 identical subunits arranged to form a spherical shell which sur-
rounds a central cavity which acts as the storage center for iron. The shell contains
pores or channels for transport of iron, chelators, oxidants and reductants into and
out of the molecule [115].

The bacterioferritins and ferritins have been observed to contain approximately
2000-3000 iron atoms whereas the smaller Dps proteins can only carry around 500
iron atoms [3]. The proteins contain a ferroxidase center which is located in the
central portion of the individual subunits. Ferrous iron binds and forms diferric
intermediates due to oxidation by oxygen, the ferric iron then migrates to the central
core for storage. Oxidation of ferrous iron in Dps proteins, however, happens at a
different location, at the interface between the individual subunits [116]. Ferritin
and Dps proteins utilize O, and H,O,, respectively, in the process of oxidising
ferrous iron. This results in the production of an insoluble iron oxide core in the
oligomeric proteins [117].

4.2 Ferritins and Bacterioferritins

Ferritins accumulate iron during periods of iron sufficiency and store iron for
utilization under iron limitation [1]. They also play a role in redox stress resis-
tance by preventing iron induced toxicity. Ferritin (FtnA) in E. coli accumulates
iron when the growth of the bacterium is favorable due to high iron availability.
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Studies in E. coli mutants lacking functional FtnA showed reduced growth under
iron restriction. This has re-enforced theories that FtnA is used for iron storage for
later use [118]. If iron conditions become limited E. coli utilizes the bound iron as
an iron source. Ferritins are able to control the reversible transition of ferrous iron
to ferric iron using O, as oxidant [119] such that harmless water is generated
rather than toxic hydrogen peroxide (along with ferric iron). Ferritins sequester
iron away from superoxide and hydrogen peroxide providing a detoxification
function [119].

Bacterioferritins (Bfr) are more common than ferritins in bacterial species [3].
All of these proteins are known to contain heme which is usually in the form of
protoporphyrin IX. The heme groups are usually found at interfaces between the 24
subunits of the protein, so on average bacterioferritins contain 12 heme groups
[3,120]. The heme groups are usually oriented with their propionate groups project-
ing into the center of the molecule; however, the exact purpose of these heme groups
is unclear. Heme-free bacterioferritin produced in E. coli displayed no change in
in vitro iron uptake indicating the heme groups are not involved in forming an iron
core. However, the heme-free variants accumulated much more iron in vivo indicat-
ing a possible role of heme in mediating iron release [121]. Many bacterioferritin
genes are associated with a gene known as bfd which encodes a 2Fe-2S ferredoxin
known as Bfd (Bfr-associated ferredoxin) [3]. It is thought that Bfd interacts with
bacterioferritin during iron starvation acting as a bacterioferritin reductase mediat-
ing iron release [122]. Other bacterial species are thought to contain electron carri-
ers acting as reductases mediating iron release from bacterioferritin. Bacterioferritins
also have a ferroxidase center and the rate of formation of the iron core and speed
of iron loading is pH-dependent [123]. It has also been found that the ferroxidase
center is vital throughout core formation, disruption to the core occurred in mutants
lacking this ferroxidase center [123].

Despite structural similarities between ferritins in different bacterial species their
function and regulation can vary [124]. This is illustrated with studies on Salmonella
Typhimurium where bacterioferritin accounts for half of total cellular iron whereas
FtnA plays a minor role in iron storage [118,125]. In contrast in E. coli FtnA plays
a major storage role [118]. In Salmonella it has been observed that bacterioferritin
protects the bacterial cell from cytotoxic hydroxyl radicals and reactive oxygen spe-
cies by limiting the concentration of free iron within the cell [125]. Ferritin B (FtnB)
characterized in Salmonella displays unique characteristics, on top of it providing a
modest contribution to iron storage capacity, it is required for the Fe-S containing
aconitase enzyme to undergo repair following oxidative damage [125]. Itis expressed
during iron restriction and is repressed by Fur, it is required for full virulence and
appears to exacerbate oxidative stress [125]. It has therefore been suggested that
FtnB may provide an iron reservoir for iron-sulfur cluster repair rather than per-
forming an iron storage role [125]. The obligate anaerobe, Bacteroides fragilis, has
a bacterioferritin-related gene that is significantly induced on exposure to air
suggesting a protective role against reactive oxygen species [126].
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4.3 Dps Proteins

Dps (DNA-binding protein from starved cells) contributes to protection against
environmental stresses such as oxidative stress and nutritional limitation. Not all
Dps proteins are capable of DNA binding, however, those that do, provide some
degree of DNA protection by shielding DNA [127]. The extent and mechanisms by
which this stress protection is provided are still not clearly understood [128]. Dps
shares similar characteristics and structure to other ferritins as discussed earlier, the
fully assembled protein is very stable and highly compact with the capability to bind
DNA with great stability [127]. Dps forms a ferrihydrite core which binds iron
tightly until required for biological processes. Dps has been described as a ferritin-
like protein due to its ferroxidase activity whereby it can bind ferrous iron and oxi-
dize it to the ferric state [129].

The 12 ferroxidase sites present in the Dps protein are located at interfaces
between the subunits of the protein [130]. Each ferroxidase site oxidizes two ferrous
iron ions utilising one molecule of H,O, in the process. This reaction helps to avoid
hydroxyl radical formation which would otherwise occur when ferrous iron and
H,0, react (the Fenton reaction). H,0 -mediated oxidation in Dps proteins differen-
tiates them from ferritin proteins which utilize O, preferentially [131]. Thus, not
only do Dps proteins of E. coli effectively store iron but they may also play a major
role in protection of DNA from the damage inducing combination of hydrogen per-
oxide and ferrous iron [128]. Indeed, it is now hypothesized that in many cases the
role of Dps proteins in iron storage may be secondary with its protection against
oxidative stress being a primary role [132].

5 Global Iron Regulation

5.1 Cellular Iron and the ‘Iron Proteome’

The amount of iron found within a bacterial cell is variable and depends on the
species as well as the growth condition. For instance, an E. coli cell grown in rich
broth typically carries 0.014% iron (by dry weight) in exponential phase which
increases to 0.026% in stationary phase as iron stores are accumulated [118].
Mossbauer spectroscopy indicates 26% of this stationary-phase cellular iron is in
the ferrous state, the remainder being ferric. Under iron-poor conditions, cellular
iron levels are greatly diminished and can be as low as 0.002% (i.e., 13-fold lower
than those observed under iron sufficiency!). The mechanism that enables this
adjustment of cellular iron levels in response to iron availability is discussed below
(see Section 5.3). A normal cellular iron content of 0.02% equates to ~1 x 10° atoms
per cell (note that there are 2.4 x 10° protein molecules in an average E. coli cell
[133]). However, it remains unclear how this iron is distributed within bacteria and
what proportion of proteins are iron-containing. For E. coli, the majority of cellular
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iron is thought to be protein-associated (mainly as iron-sulfur clusters, heme, and
mono- or divalent iron) with up to 50% located within storage proteins as ferric-iron
clusters (see Section 4). Indeed, EPR studies using iron chelators as probes suggest
that only a small fraction of cellular iron is ‘free’ (not incorporated into proteins).
Such free iron is designated as the ‘labile iron pool’ and is estimated to be present
at just 10 uM (~0.1% of cellular iron) [12]; this value appears realistic since it
matches the affinity of Fur (the global iron regulatory protein) for its effector, ferrous
iron [134] (see Section 5.2).

Cellular iron distribution has been investigated in Bacillus anthracis using a
two-dimensional chromatography approach [135]. However, only three major pools
could be identified and a comprehensive analysis of iron-protein composition has
yet to be performed for any bacterium. An analysis of the proteome [136] suggested
that ~85% of the metal content of the E. coli metalloproteome contains iron with the
remainder consisting mainly of Cu, Mn, Zn, Ni, and Mo (at ~4, 4, 2, 2, and 0.8%,
respectively). But, although iron would appear to dominate the metalloproteins of
E. coli (and also Pyrococcus furiosus), for Sulfolobus solfataricus zinc and iron
account for similar proportions (~37 and 60%, respectively) [136]. Thus, it seems
that different bacterial species incorporate distinct sets of metals into their
metalloproteomes.

Bioinformatic approaches have also been applied in an attempt to quantify and
identify metalloproteins of bacteria [137]. Such studies predict that non-heme iron
proteins account for 3.9% (+/—1.6%) of protein-encoding bacterial genes, of which
40% were considered to be Fe-S proteins. Needless to say, such studies are limited
by an inability to account for the abundance of individual proteins or identify metal-
loproteins containing novel metal-binding sites.

5.2 Fur

5.2.1 Introduction

Iron availability usually governs how iron metabolism is regulated in most bacterial
species. In E. coli and most other Gram-negatives, as well as some Gram-positives,
iron regulation is mediated by the ferric uptake regulation protein (Fur). Fur has the
ability to control the expression of numerous genes in response to iron [57]. The Fur
protein forms a homodimer and consists of subunits with an approximate molecular
weight of 17 kDa [138]. Fur exhibits regulatory activity once bound to its co-repressor
Fe?*. Under conditions of iron limitation derepression is triggered.

Fur acts as a positive repressor only repressing transcription once bound to its
co-repressor. Each subunit within the Fur protein is able to bind one molecule of
ferrous iron. Once metal has become bound to Fur its affinity for DNA significantly
increases. The Fur subunits are divided into two distinct domains, an N-terminal
domain responsible for DNA binding and a C-terminal domain that binds Fe** and
assists in dimerization. Studies have also shown that zinc ions are present as a structural
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stabiliser of Fur and aid proper folding of the protein [139,140]. However, other
members of the Fur protein family have been shown to not require zinc ions for
structural stability [141].

Fur usually binds to promoters of Fur-repressed genes at sequences known as Fur
boxes. These Fur boxes are usually 19 bp inverted repeat sequences. The Fur boxes
are usually observed overlapping the —10 or —35 regions and block transcription of
genes involved in iron metabolism. Fur-binding sites have been shown to consist of
two or more Fur boxes adjacent to each other. Several Fur dimers can bind to these
sites [139]. At some promoters it can be seen that Fur initially binds to a high-
affinity site which leads to further Fur binding adjacent to it, leading to the appear-
ance of Fur polymerising along a DNA duplex [142]. The Fur box was believed to
consist of a set of three repeats of a six base pair motif. Multiple repeats of these
motifs were seen to lead to subsequent and increased Fur binding [139]. However,
this theory was not universally accepted, as when Fur regulation was studied in
Bacillus subtilis, Fur-regulated genes were seen to contain operator sites with two
of the proposed six base pair motifs embedded within a 7-1-7 motif [143]. This
prompted a newly proposed model suggesting that the Fur box is recognized by two
Fur dimers which seem to interact with overlapping 7-1-7 motifs from opposite
faces of the helix [144].

Fur is highly abundant in E. coli with approximately 5000 copies per cell [145].
The reason for such a high amount of Fur per cell is unclear but suggests that it may
control a larger number of genes than currently realized. As well as being able to
regulate genes related to iron it is also able to regulate other genes such as those
encoding hemeolysin and manganese superoxide dismutase [146]. The fur gene in
E. coli is located downstream in the fldA-fur operon. The fldA gene encodes
flavodoxin which is a vital protein believed to have an important redox role.
Flavodoxin is believed to assist in maintaining reduced free iron in the cytosol, thus
may be vital for providing iron in the reduced state for the Fur protein. The fldA-fur
operon is induced tenfold under superoxide stress via the SOxRS system [144]. The
fur gene also possesses an independent promoter which is induced by OxyR under
hydrogen peroxide stress. Thus, Fur regulation is integrated with the redox stress
response ensuring that free-iron levels are limited during oxidative challenge. This
link between iron and redox stress is further illustrated by the role of OxyR as an
inducer of yaaA. The yaaA-encoded YaaA protein functions to lower free cellular
iron levels and thereby mediates a dampening of iron-induced redox stress [147]. In
addition, Fur also contributes to the global response of E. coli to reactive nitrogen
stress, acting alongside NorR (and NssR) as one of the major reactive nitrogen-
responsive regulators [148]. This effect may be related to inhibition of Fur activity
by nitrosylation [149].

5.2.2 The Fur Modulon and Global Control
The main responsibility of Fur is the repression of iron acquisition genes under iron

sufficiency; this enables iron transport to be activated when access to iron becomes
restricted. However, Fur not only represses iron acquisition genes, it also represses
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genes involved in the tricarboxylic acid (TCA) cycle, glycolysis, respiration,
chemotaxis, redox stress, and DNA synthesis [150,151]. Thus, Fur can be consid-
ered as a global regulator as it adjusts many cellular processes according to iron
availability. As might be expected, loss of Fur function in E. coli results in inability
to grow on non-fermentable carbon sources, consistent with defects in respiration,
and causes increased susceptibility to oxidative stress due to raised cellular free iron
levels [152,153].

Transcriptomic analysis of global Fe?*-Fur dependent expression in E. coli
revealed that Fe?*-Fur represses 53 genes and induces 48 [4]. These Fe*-Fur
controlled genes fall into two major categories: iron metabolism and energy
metabolism. Similar regulatory effects have been seen in many other bacteria
(Table 1). In addition, genes involved with metabolism of other metals, stress
response, phage function, and nucleic acid metabolism were also identified. The
iron metabolism genes (55 in total) were largely repressed and were mostly
involved in iron acquisition. The energy metabolism genes included a large
number of iron-protein encoding genes that were nearly all induced by Fe?**-Fur.
Further analysis revealed that the total iron content and iron-proteome level of
E. coli is greatly lowered in a fur mutant. This, together with the array data,
indicated an ‘iron-rationing’ response to iron restriction. This effect was later
confirmed following the discovery of the Fur-reponsive regulatory-RNA mole-
cule, RyhB [5], and similar iron-rationing mechanisms have now been observed
in other bacteria (see Section 5.3).

DNA-array based global expression studies on iron regulation have now been
published for numerous bacterial species, including Pseudomonas aeruginosa
[154], Bacillus subtilis [100,167], Neisseria meningitidis [155], Shewanella one-
idensis [156,157,170], Campylobacter jejuni [106], Helicobacter pylori
[158,161,164], N. gonorrhoeae [159,172], Vibrio cholerae [160], Corynebacterium
glutamicum [162,163], Bradyrhizobium japonicum [165], Francisella tularensis
[166], Desulfovibrio vulgaris [168], Xylella fastidiosa [169], Pseudomonas syringae
DC3000 [171], Listeria monocytogenes [173], and Leptospira interrogans [174].

The responses reported vary between different bacteria and even for the same
species in different experiments (see Table 1 for summary). However, generally
there would appear to be a greater number of genes repressed by iron and/or Fur
than induced. The common functional categories of iron/Fur regulated genes within
different bacteria are iron metabolism, energy generation, and redox stress (Table 1)
which indicates a similar overall physiological response to environmental iron.

Experiments aimed at identifying the location of Fur-binding sites across the
entire chromosome have been performed for H. pyloriusing Fur-immunoprecipitation
combined with DNA chip analysis [164]. This study showed that Fur binds at 200
loci with the H. pylori genome — this is a surprisingly large number given the rela-
tively small size (~1560 coding genes) of the H. pylori genome. Another surprise
was the observation that 71 of the Fur-binding loci were within cistrons or polycis-
tronic transcriptional units. Furthermore, only about 30% of Fur-binding loci were
associated with a gene that was subject to Fur-transcriptional control; the remaining
70% of Fur-binding sites were designated “orphan” Fur sites. The purpose of these
orphan and intracistronic Fur sites remains obscure [164].
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Table 1 Summary of transcriptomic studies on iron- and/or Fur-dependent gene control”

Genes Fe- Genes Fe- Cell functions displaying

Species repressed induced  Conditions’ significant effects® Gene no?

E. coli 53 48 -Fe, -Fur Fe uptake, energy 4427
metabolism

P. aeruginosa 118 87 -Fe Fe uptake ~6000

B. subtilis 39 0 -Fe, -Fur Fe uptake, redox-related ~4300

S. oneidensis 39 0 -Fur Energy metabolism, 4657
redox stress

C. jejuni 117 30 -Fe Redox stress, Fe metabolism, ~1700
respiration

N. meningitidis 153 80 -Fe ~2100

H. pylori 16 16 -Fe, -Fur Metal metabolism, ~1560
respiration, redox stress

N. gonorrhoeae 109 94 -Fe Fe transport, rapid growth ~2450

V. cholerae 64 6 -Fe, -Fur Fe transport, nitrate ~3900
respiration

H. pylori 25 4 -Fur Fe uptake, acid stress ~1560

C. glutamicum 131 126 -DtxR ~3100

C. glutamicum 51 13 -DtxR Fe uptake, Fe-S biosynthesis ~3100

H. pylori 29 25 -Fur, ChIP ~1560

B. japonicum 134 (14) 120 (13) -Fe (-Fur)  Fe uptake, motility, ~8600
Calvin cycle

F. tularensis 80 regulated -Fe ~1700

B. subtilis 71 71 -Fe Fe uptake, amino acid ~4300

biosynthesis, nucleoside
biosynthesis, CodY,
stringent response,
translation
D. vulgaris 30/32 (22) 4/18 (22) -Fur (-Fe)  Fe uptake 3531
X. fastidiosa 193/256  216/218  -Fe/+Fe Pathogenicity, ~2800
cell structure, pili
S. oneidensis 118 56 -Fur (-Fe)  Fe uptake, ribosome, 4657
(energy metabolism)
P. syringae 386 regulated -Fe HrpL regulation, coronatine 5608
biosynthesis, Fe uptake/
storage
N. gonorrhoeae 300 107 -Fe Fe metabolism, cell ~2450
communication,
intermediary metabolism,
energy metabolism

L. monocyto- 10 (23) 15 (0) -Fe (-Fur)  Amino acid metabolism, ~3000
genes Fe transport
L. interrogans 43 49 -Fe Fe uptake 3700-4800

“ Data is presented in chronological order. For sources of data, see references in the text.

b'-Fe' or '-Fur' indicate that differential expression was achieved by manipulation of iron avail-
ability or mutation of the fur gene (or dtxR), respectively; ‘-Fe/+Fe’ indicates that differential
expression was achieved by iron depletion and iron excess, respectively.

“Only selected, major effects are indicated (where no effects are shown this indicates that either
none were reported or observed).

¢ Indicates approx. number of protein-encoded genes in corresponding genome.
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Transcriptomic analysis with E. coli has also shown that high, toxic levels of cer-
tain metal ions (e.g., copper) can induce the Fur modulon presumably by competing
with iron and thus blocking iron uptake, and that chelators utilized to lower the avail-
ability of metals other than iron can induce the Fur regulon possibly due to co-chela-
tion of iron [175,176]. DNA-microarray studies also suggest that iron uptake systems
are induced by a temperature switch from ambient (23°C) to body temperature
(37°C), and that this effect is mediated by the histone-like H-NS protein [177].

5.3 Positive Regulation by Fur: RyhB

E. coli genes such as sodB (encoding superoxide dismutase) and bfr (encoding
bacterioferritin) are induced by iron in a fashion that is Fur dependent. Such genes
are believed to be indirectly affected by Fur as they generally do not possess a Fur
box (the ferritin-encoding finA gene being a notable exception [178]). Positive regu-
lation by Fur is now understood to be mediated by Fur-dependent expression of a
small regulatory RNA (sRNA) that acts post transcriptionally to cause rapid degra-
dation of target transcripts. In E. coli this regulatory RNA is called RyhB. It is 90
nucleotides in length and its expression is repressed by Fur in response to iron
[179]. Under iron restriction RyhB expression is derepressed triggering decreases in
target mRNA levels. As well as superoxide dismutase and bacterioferritin being
regulated in this way aconitase and fumarase of the TCA cycle are other examples
of RyhB targets [180]. The role of RyhB is to down regulate non-essential iron
containing proteins under conditions of iron restriction to induce an ‘iron sparing’
or ‘iron rationing’ response. This characterization of RyhB has further emphasized
Fur as a global iron regulator [4,5]. This iron sparing (or iron rationing) response
has been observed in other bacteria such as Pseudomonas and Shigella species
[181,182] and so, as indicated above, iron rationing would appear to be a common
response in bacteria.

5.4 Fur Family Members

A large number of Fur homologues have been identified in bacterial species that
respond to a wide variety of different metals. In E. coli and B. subtilis there is a Fur
family member responsible for genetic regulation in response to zinc, designated
Zur [183]. B. subtilis also possesses another Fur homologue known as PerR, the
PerR protein is a repressor responsible for sensing peroxide stress [184]. PerR can
be found associated with either manganese or iron, when bound to these metals it
acts as a transcriptional repressor, but only when ferrous iron is bound can it act as
a peroxide sensor [185]. PerR represses many genes including fur and its own
expression [186]. Rhizobium leguminosarum contains another Fur homologue
which was observed to repress the ABC-type manganese transporter SitABCD
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under manganese restriction, this homologue was named Mur [187] since it responds
to Mn?*. In Streptomyces coelicolor a Fur homologue responsible for responding to
nickel was characterized and designated Nur [188]. Nur has been seen to regulate
the nickel transport genes nikABCDE by binding to promoters when nickel is abun-
dant [188]. Fur homologues are widespread within bacterial species and all are
believed to play a role as metal binding dependent regulators predominantly acting
in a repressive fashion. In addition, the Fur-like Irr (iron response regulatory)
protein of Bradyrhizobium japonicum acts as a heme-responsive regulator [189].

5.5 Alternative Iron Regulators

5.5.1 DtxR-IdeR

In some Gram-positive organisms from the ‘high GC-content’ group, DtxR
(diphtheria toxin regulator) plays a role in global iron regulation. The DtxR family
of metalloregulators use iron or manganese as co-repressors. Recent studies on
Deinococcus radiodurans, which is renowned for being able to resist extreme ionis-
ing and UV radiation, have characterized a DtxR metalloregulator encoded by the
dr2539 gene. This DtxR regulator has been demonstrated to negatively regulate
manganese-dependent transport and act as an activator of iron transporters which
differs from the activity of other DtxR homologues [190]. DtxR has been seen to
regulate iron acquisition and diphtheria toxin expression in response to iron and has
been identified as the master regulator of iron-dependent genes in Corynebacteria
[191]. Under conditions of iron sufficiency DtxR in complex with iron represses
genes involved in iron acquisition, such as siderophore ABC transporters [162].
Some storage genes are stimulated by DtxR such as ferritin and Dps proteins [192].
Under iron limitation Fe?* dissociates from DtxR and the protein loses its DNA
binding affinity in a similar mechanism of action to Fur [193]. DtxR proteins are
homodimers with each subunit containing three domains: an N-terminal DNA-
binding domain, a central metal/dimerization domain, and a C-terminal SH3-like
domain (of unknown function). MntR found in E. coli (and elsewhere) which acts
as a manganese regulator as mentioned previously, is also a homologue of DtxR.
However, the C-terminal SH3 domain is not present in MntR proteins.

In Staphylococcus epidermidis, SirR is a metal-dependent repressor homologous to
DtxR. Several SirR box motifs have been found within the genome and it has been
hypothesized that this regulator may act as a global metal regulator like Fur, however,
more work is needed to confirm this and the precise mechanisms involved [194]. IdeR
is a DtxR-like, iron-dependent transcriptional regulator in Mycobacterium tuberculosis
[195]. IdeR is essential for growth in this organism and mutations leading to a non-
functional protein prove lethal [196]. IdeR acts primarily as a transcriptional repressor
by binding to operator sites in close proximity to genes, although like Fur and other
homologues IdeR also has the ability to enhance transcription of some genes [195].
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5.5.2 RirA

RirA is an Rrf2-type transcriptional regulator found in rhizobial species such as
Rhizobium leguminosarum and Sinorhizobium meliloti. Members of the Rrf2 family
include the iron-sulfur cluster responsive IscR repressor as well as NsrR, an
NO-responsive activator [197] from E. coli. RirA controls transcription of sidero-
phore uptake genes [198-200] but appears to respond to cellular Fe-S cluster status
rather than cytosolic free iron.

5.5.3 PmrBA

The two-component sensor-regulator pair, PmrA-PmrB, of S. Typhimurium was
originally identified on the basis of its role in regulating resistance to the cationic
peptide antibiotic, polymyxin B [201]. It was subsequently shown that PmrBA
is also responsive to external Fe** (as well as Al** and acidity) and thus controls
resistance to Fe** [202]. The PmrBA system is also induced by low Mg** levels,
but this response is imposed by another two-component system, PhoPQ, in con-
junction with PmrD [203]. PmrBA controls expression of lipopolysaccharide
(LPS) modification factors, which at least partly explains the resistance effects
observed [204]. The related BasS-BasR system of E. coli exhibits similar fea-
tures controlling LPS modification and acid resistance in response to low pH
and iron [205].

6 Iron Replacement

Another ploy used by bacteria to combat lack of iron is replacement of iron-dependent
enzymes with alternative, iron-independent isoenzymes. This substitution approach
allows bacteria to escape from growth restriction imposed by lack of iron [206].
Two well described cases are known for E. coli. One involves the down regulation
of the gene specifying the Fe-containing superoxide dismutase (SodB) under low
iron conditions (RyhB-dependent) with the concomitant induction of the gene spec-
ifying the ‘replacement’, the Mn-dependent SodA enzyme (Fur-dependent) [207].
The second example is that of the NrdEF ribonucleotide reductase (RnR). This
diMn-dependent enzyme is induced by iron restriction where it functionally substi-
tutes for the diFe-dependent NrdAB RnR isoenzyme [208].

These Mn replacement strategies are further supported by induction of Mn**
uptake in response to iron starvation, which ensures that E. coli only employs Mn as
an alternative to iron when iron is otherwise unavailable (or under redox stress)
[96]. Indeed, some mononuclear iron enzymes can replace iron with manganese
(e.g., ribulose-5-phosphate 3-epimerase [209]), so only the metal needs to be
replaced rather than the entire isoenzyme.



228 Andrews et al.

7 Iron and Pathogenicity

7.1 Host Use of Iron Restriction to Combat Infection

Pathogens face the problem of acquiring sufficient iron for effective growth whilst
competing with their host. The innate immune system of the host limits iron avail-
ability to prevent pathogen propagation and colonization. Mammals employ trans-
ferrin and lactoferrin which bind iron, thus reducing free extracellular iron to
concentrations too low for bacterial growth [210]. Heme is a major source of iron
for many pathogens and so the host usually tries to bind this molecule to proteins to
limit its availability. Pathogenic bacterial species often recognise this lack of iron
availability as a sign of their host localization and so trigger transcription of viru-
lence genes in response to low environmental iron [210].

7.2 Counter-Measures. Sources and Strategies for Pathogens

7.2.1 Transferrin and Lactoferrin as Iron Sources

However, pathogens are not defenceless against iron restriction imposed by the
host. Many pathogens utilize siderophores to compete with host binding proteins to
acquire iron. Often receptor-mediated transport systems are used to acquire iron
directly from host complexes. Neisseria species produce two transferrin-binding
proteins which are highly conserved. Mutants lacking these proteins in Neisseria
gonorrhoeae were avirulent demonstrating the importance of these proteins in
gonococcal pathogenicity [211]. Neisseria species contain receptors able to bind
and acquire iron from both transferrin and lactoferrin. The transferrin receptor is
comprised of transferrin binding protein A (TbpA) and transferrin binding protein
B (TbpB); these proteins are responsible for binding transferrin, acquiring any iron
bound and then transporting it across the OM. They are usually induced under con-
ditions of iron starvation [211].

TbpA is approximately 100 kDa and shares homology with other OM receptors
responsible for siderophore uptake. Thus, it has a B-barrel structure with a plug
domain — just like siderophore receptors. TbpB is a lipoprotein thought to enhance
utilization but is not absolutely required [212,213]. The structure of the TbpA-
TbpB-transferrin complex has recently been solved [247].

Uptake of transferrin is dependent on the ability of the TonB-ExbB-ExbD
complex to utilize the proton motive force [214]. Once iron has been released from
transferrin and crosses the OM it is deposited into FbpA (ferric binding protein A,
a periplasmic iron-binding protein); the mechanism by which this occurs however
remains elusive [215]. FbpA binds the released iron and transfers it to the IM [216].
Tight iron binding by FbpA has been shown to drive release of iron from transferrin
and drive uptake by the transferrin receptor complex [217]. At the IM, FbpA docks
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with the receptor complex (FbpB/C) which then transports the iron to the
cytoplasm. FbpABC is another example of an ABC transport system that utilizes
ATP hydrolysis to drive uptake [218]. The lactoferrin receptor is closely related to
the transferrin receptor but utilizes iron bound to lactoferrin as substrate. The lacto-
ferrin receptor is comprised of two subunits just like the transferrin receptor; these
are designated LbpA and LbpB [211].

7.2.2 Heme as an Iron Source

Most heme is contained within hemoglobin and free hemoglobin in serum is com-
plexed with haptoglobin and removed by the liver. Heme in serum is bound by the
host protein, hemopexin [10]. Gram-negative bacteria acquire heme through OM
receptor proteins to which heme-containing compounds bind. The heme acquisition
mechanism of the Gram-negative Serratia marcescens has been extensively studied.
S. marcescens releases a small protein known as a ‘hemophore’, designated HasA,
which binds heme incredibly tightly. Upon binding heme, HasA changes from an
open to a closed form [219]. Heme-loaded HasA delivers heme to the OM receptor,
HasR. Upon docking to the receptor one of the two axial heme ligands of the hemo-
phore is disrupted which is followed by the breaking of the second heme coordina-
tion site of HasA through steric displacement of heme by Ile671 of HasR [220].
Following binding, heme is translocated across the OM by an energy-coupled pro-
cess driven by TonB-ExbB-ExbD. TonB interacts with HasR along with another
TonB-related protein, designated HasB [221]. Heme uptake via this system in
S. marcescens only appears to occur under conditions of iron limitation [221].

Once in the periplasm, heme binds to a periplasmic-binding protein which in turn
delivers heme to an ABC transporter at the IM [222]. Binding of ATP at the inside of
the IM triggers a closing of the gap between the transmembrane domains of the trans-
porter; this then causes them to flip to an outward facing conformation. ATP hydroly-
sis causes the transmembrane domains to form an inward facing conformation leading
to substrate import [222]. In E. coli, NikA appears to bind heme in the periplasm and
can function in heme transport although it primarily functions as a nickel-binding
protein [223]. Also in E. coli, EfeB has been observed to remove iron from heme
[224]. In Yersinia pestis the heme-binding protein HmuT appears to bind two heme
molecules which are then subsequently transported to the cytoplasmic membrane
ABC transporter HmuUV [225]. In Haemophilus influenzae the heme-binding protein
HbpA also appears to be involved in the uptake of glutathione [226].

H. influenzae obtains heme from human hosts in a variety of ways. Utilization of
hemoglobin-haptoglobin as a heme source depends on binding proteins designated
HgP proteins [227]. Heme-hemopexin complexes are utilized by products of the
iron-regulated AxuCBA gene cluster [228,229]. HxuA is secreted by H. influenzae
and binds hemopexin which forces it to release any bound heme; the heme is then
internalized via the TonB-dependent OM receptor, HxuC [230,231].

Gram-positive pathogens contain ABC transporters at the IM but, as they lack an
OM, they do not possess any energy-driven systems that would usually be required
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for transport across this membrane. Many Gram-positive pathogens do not have well
characterized heme-utilization systems; however, Staphylococcus aureus has an
iron-regulated surface determinant (Isd) system which removes heme from heme-
containing proteins such as hemoglobin and hemoglobin-hemopexin liberated from
lysed erythrocytes. Heme is transferred to IsdR which is a substrate-binding lipopro-
tein for an ABC transporter that imports heme and leads to its degradation [232,233].
The Isd system is comprised of nine proteins some of which contain NEAr iron
Transporter (NEAT) domains; these domains have been observed to bind heme and
hemoglobin with high affinity [233]. IsdB, IsdH, IsdC, and IsdA have all been found
to contain between one to three NEAT domains [234-237]. IsdB and IsdH are secreted
into the extracellular environment and release heme from heme-containing proteins.
IsdA and IsdC are found covalently anchored to peptidoglycan, IsdC is hypothesized
to constitute a heme channel and IsdA appears to be multifunctional in nature (bind-
ing lactoferrin) and subsequently heme passes to IsdC and onto IsdE [238]. Import
across the cytoplasmic membrane is catalyzed by an ABC system consisting of IsdF
permease and IsdD ATPase. Once inside the bacterial cell iron is liberated by oxy-
genase enzymes IsdG and Isdl. To prevent toxicity due to an abundance of heme,
excess is exported by the HtrAB proteins [239].

7.2.3 Enterobactin, Salmochelin, and Aerobactin

Many pathogens employ siderophores to sequester iron from their hosts. Enterobactin,
a catechol siderophore, is produced by most enteric organisms and has the highest
ferric iron-binding affinity known [240]. Many enteric pathogens also produce the
siderophore aerobactin which scavanges iron during infection [24]. The genes speci-
fying aerobactin production and utilization are often plasmid encoded [241]. Although
aerobactin binds iron with less affinity than enterobactin [242], it is effective in vivo
(enhances pathogenicity) whereas enterobactin provides little advantage under in vivo
conditions [243,244]. For many years, the precise reason for the poor performance of
enterobactin in vivo was unknown. However, it is now clear that enterobactin is
specifically cleared from circulation by the host protein lipochalin-2, which explains
its lack of effectiveness during systemic infection [245]. Indeed, some pathogenic
bacteria produce a modified form of enterobactin, initially identified in S. Typhimurium
and thus designated ‘salmochelin’ [246]. This siderophore is produced by
C-glucosylation of enterobactin at two positions and as a result is not recognized by
lipochalin-2 [246]. In this way, pathogenic bacteria such as Salmonella effectively
counter the antibacterial activity of lipochalin-2.

8 Final Remarks

The chapter provided here highlights the multiple mechanisms used by bacteria to man-
age their need for iron. In particular, bacteria have a range of options for securing this
biologically precious metal from their environment. But, although uptake of iron is the
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major process through which cellular demand for iron is met, a range of other processes
combine together to ensure that a refined, integrated approach to iron metabolism and its
control is practiced. Such other processes include storage, rationing, substitution,
detoxification and global iron-regulation mechanisms. In addition, it is now clear that
there is interaction between the iron homeostasis machinery and those processes gov-
erning the redox-stress response and manganese utilization. Thus, iron control within
bacteria is a complex, multifaceted process. ‘Omics’ approaches have allowed the iron
regulon to be defined in many bacteria and have helped to unravel a new component of
iron homeostasis — iron rationing. Further work is required in order to understand the
reason for the relatively high level of the Fur protein as seen in many bacterial cells, the
full extent of the ‘iron proteome’ and whether there is a hierachical regulation of gene
expression in response to changes in iron availability.

Abbreviations

ABC ATP-binding cassette

ATP adenosine 5'-triphosphate

Bfd Bfr-associated ferredoxin

Bfr bacterioferritin

Dps DNA-binding protein from starved cells
DtxR  diphteria toxin regulator

ECF extracytoplasmic function

EPR electron paramagnetic resonance
Fbp ferric binding protein

Ftn ferritin

Fur ferric uptake regulation protein

GDP guanosine 5'-diphosphate
GTP guanosine 5'-triphosphate
H-NS  histone-like nucleoid structuring protein

M inner membrane
IRT iron-regulated transporter
Isd iron-regulated surface determinant

LPS lipopolysaccharide

NEAT NEAr (iron) transporter

Nramp natural resistance-associated macrophage protein
NRPS  non-ribosomal peptide synthetase

oM intermembrane

RnR ribonucleotide reductase
Sod superoxide dismutase
sRNA  small regulatory RNA

Tat twin arginine translocation
TCA tricarboxylic acid cycle
Tbp transferrin-binding protein

ZIP ZRT,IRT-like proteins
ZRT zinc-regulated transporters
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