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rroii; oilier coili-ses you may be used to solving algebraic equations that have only a single correct ansqser. The 
si!;:.:;i,;ii here is the u~ie  continually faced by practicing engineers of [needing to solve a problem even tliougll 1112 
c!?;.:.iptio~i O F  the properties is imperfect. and a choice of equation oistate or  activity coefficient model [uust be 
~iiacl?. ( S O I I I ~ .  gl~idnnce in making such choices for ~n~ixtores is given i n  Sec. 9.1 I.) 

Tiit iecoiid pi-ohli.[n is that the equations of state and activit: cozilicient n~odels used in thermodynamics 
:(re !i~ii linear algebr.~is equations; so that computations in\.olving tlien~ can be difficult. It is for this reason that 
I provide a collectioi~ of computer aids on the CD-ROM accompanying this book. Incl~tded on this CD-ROhsI 
are .\I.ATHC.AD woltilieets, Visual Basic programs (as code and staild-alone executable modules), MATLAB 
pro:riinls i;is code and esselltially stand-alone programs). and older DOS Basic programs (as code and stand- 
:lions execii~ibie pro:riims). These computer aids are described it1 .Appendix B. I recommend the use of the 
hi ATHCAD \\~orksli~ets (as the form of the code is the same as that in which the equations are normally written 
so that i t  is t:isily u~iderstoud, and i t  is easy to make changes) or the Visual Basic progralns (as they are simple to 
L I S ~  :lnd h;~\.e nice :r;~phics). To use the IMATHCAD worksheets. the AIATHCAD engine is required. A 120-day 
cv:lIi~niion \.ersion of [his soft\\.are is included on the CD-ROM. The Visual Basic programs do:iot require any 
other soitu.nre: ho\verer. the Visual Basic compiler is needed if you wish to change the prog&ms. To run the 
M.ATLAB pro~r;i1iis you need to itistall the MCR libn~ry. also on the CD-ROM: the complete MATLAB prosram 
is ncedscl to ~ n ; ~ k c  any changes. 

I liave a lw  provided .;e\,erul instrnctional aids to help you in your study of  thermodynamics using this book. 
First. every cliilptei- begirls with instructional objectives listing tlic iiiiportant items to be learned. I suggesi 
rcadiiig these objectives before starting a chapter, and then revie\cin: them while preparing for examinations. 
Second. important erjo:[tions i n  the book are shown in boxes. and the really important equationsnlso are indicated 
by name or description in the margin. Third, there are many problems at the end of each chapter (or, i n  the case 
of Chapters I0 though 12, at, the end of each section) for you to hone your problem-solving skills. Finally. i n  
Appcndin C there are answers to selected problems. However. on& the final answers appear, not the complete 
.;iilu~ion with ilie steps to get to that answer. Keep in mind [hat you may be solving a problem correctly. bur get 
n slightly different nunierical answer than the one I h \ , e  provided because you read a graph of thermodynamic 
properties slightly differently than I did. or used a correct but different equation of state or activity coefficient 
model than I did. So i f  your answer and [nine differ only sli$htly. i t  is likely that both are correct. 

Good luck in your study of thermodynamics. 

Srotzle? 1. Sn~irller 
Nelvnrk. Deln~cf~re 

J11nr 10. 2005 
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:I\ ailable. 1 5ltggest l ~ o i  co\,eriit," the hlloiving c l i a p t e ~ ~  ilnd sectintis: 

Sei. 9.9 Chapter 14 

S c c ~  I 1.3. I I .A. and I I .5 Chepter 1.i. i f  ilierc is no interchi iii >i~~citctilicoi 

Cliapter 17 sngineeriiig 
One-seincsler graduate thermo(l!.na~i~ics cout-se 
l<evit\\* 1i1itcli of (he ~ii;iteriiiI it1 this l,c,ok ill ahoi~t 5) ptrcctit ojtll* setne,~tci-. 11 hlisttriiig ~ . t < ? .  : I I I ~  ~IP:II I>SCI\ iclc 
iin iiitro(!i~ctioii to st;![iitical tii~cli:iiiii.s it1 11ie retiiaitider of  the coi.tr~c. 

FOR STUDENTS 

.ipplictl Ihermodynaiiiics. as considered i n  this textbook. is one of  tile sitl,iects thiit  is ill: i..'a~i~l:ii;i~n iui- thc 
~xtctice of  chemical engineering. A major par1 of tile equipment and operatiti: costs ol'pi-~?ic~.;c> Jc\,cl~)ped by 
cli~tiiic:il engineers is based on desigii niethod [liar use the principles of applied thermoii:. ~?:~tnics. \\;liilc lhi: 
\ \ i l l  be tleniotisu-ated it1 courses you \\.ill wke i n  mass transfer. rrc~ction eiifiiiecritig. i t t i i l  pi;'.ies\ di.igti. \i~tiic 
hrii.l'itiirodt~c~ory esamples are provided in ihis buok. 

.At iliis ~point in yot~redt~ca[io~i. ynu 1i:tve pruhahly heen exposed to soins n5pccis ol'tli~.riiiiki! in:~iiiic~ i n  coitise\ 
i i i  ;eticritI clie~iiistry. pliysicd cheniistry ittid pliysics. !My reco~iiiiic~icl~ttio~i is ili;~t ) , I I~I  c o ; i i ~ ~ l ~ t e l ~  i o r ~ c i  \\hi11 
!.oil have '.learned aboitt thertiiodyn;itiiics in tltoze coirrscs. 711; not;ttion i n  this I~oel; ih iiii'fei.ctl1. 11111I ~ i i l i ~ l l  

incve like rliat in other chetliicai ensinrering courses. Also. i n  those n o n - e i n  courxi.~. thcrtiiodynanlicr 
ira\ usually iipplied only to a closed sysietn (for example, a tixcd niitss of a substaticei. iihile eii:i~lcr.rin: 
i~pplicarions generally involve open sysretiis. that is, [hose with riii~ss ilows into atidlor oilt i ~ i  the s!.ilctn. Also. 
you tiixy Iiave been introduced to entropy using 11 device such as ;i Carnot cycle. Please iii~iiiediatcly txpilngi: 
froti1 your iiiilid the connection betweeii entropy and such deviccs. Entrap);. like eilergy, is a wry gcncral cvlicept. 
independent of  any such device. Ho\\,eser. entropy is differeiib froni energy 1:tnd nionicntuiiii i i i  t l i i ~ t  i l  is 1101 it 

cotiscr\'etl property. Energy is conserved. entropy is not. 
.A5 you will see (in Ch;iptcr 4). evetl tIio~t:h it is a non-co~iserved properly. entropy i i  ti.r-)- i~iip~'rta~il. For 

c i~ inp le ,  if two metnl blocks, one hot and another cold, are put into cotitoci \villi eilcli olhcr. the C O I I C C ~ ~  or  
enrropy leads us to [lie conclusion that after a while, the two blocks will be ai the same tei!ip;.ci!i~rc. tvliich is i n  
agreement with our experience. Horuever. [he principle of enerzy con.serv:~tiun tells us only ihct the iuiol encrgy 
of the system finally \\.ill equal the totiil e n e r g  initially, not that the blocks need to be ;it tile hilriir tcni]:ernture. 
This is an illustration of how we freqitenrly have to use both the concepts of energy coiiseriaiion :inti cnlropy 
(and i n  open systems [hat total ninss cat] not be created or destroyed) to solve problems i n  thsriiiudgn;imics. 

There are two general ways in which themiodynamics is used. Onc is the calculation of heat and n~ork (or 
more generally, energy) flows-for example, in determining the conversion of heat to work in v;ir;ous types of  
engines, determining the heat flows accompanyin; chemical reactions, or i n  changes froni one state of system 
to another. The second important type of thermodynainic calculation is the determination the equilibriutn stare. 
[br example, in calculating the equilibrium compositions of the vapor and liquid of a comples mixture needed 
in order to design a mahod for purifying the components. or  the equilibrium-;omposition of a chemically 
reacting system. You should be able to do all such calculations after completing the material i n  this textbook, as 
well as some computations relating to biochemical processing, safety, and the distributioti of chemicals i n  the 
environment. 

Chemical engineering, and chemical engineering thermodyna~nics in this book, deals wiih real substances, 
and therein lie two of the difficulties. The first is that the properties of real substances are not completely knowti 
from experiment at all temperatures and pressures (and for mixtures at all compositions) and are approximately 
described by model equations-for example, a volumetric equation of state that interrelates pressure, volume, 
and temperature (the ideal gas equation of state applies only to gases at very low pressuresj. or equations that 
relate activity coefficients to composition. Any one of several different equations may be used to describe a pure 
substance or  mixture, and each will result in a slightly different answer in solving a problem. However, within 
the accuracy of the underlying equations, all the solutions are likely to be correct. This may be disconcerting, as 
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level i n  other core undergr:~du;~teco~irses i n  chemical engineering (i.e.. rarely is kinetic theory introduced in Illlid 
iiiechanics 01. mass transfer courses). 1 do believe expolure to statistical and quantum mechanics is important. 
and that is why the physical chemistry course that deals with theseshould be retained. 

NEW TO THIS EDITION 

This foilrth edition of C%o!ricnl rirrd Eirginceri~rg Tl1ei~71o(l~ii(ii1ricr. renamed Clirnricnl. Bioi.Iren~ic~~l. rt~id O i -  

giircerin!: Tlieni~orl~~irr~riicx. is a significant re\.ision to the previous editions. The most e\.idenr c l i a ~ ~ ~ e s  are [lie 
increase in the number of  cliaptcrs fl'oni 9 to 15. and the inclusion of nlaterial on some of the bincheniicill uppli- 
cations of thermodynamics: but a number of additional changes have been made to en:~ble this test to c<>i~tinue 
to evolvc as a teaching and learning tool. 

I~~.r i r i~rr io~~rr /  ol?iecri~~e.s ond nornrioir. Tvo items Iia\;e been added at the beginning of each chilj~ter. The 
tint is a list of instructional objectives. This provides students with my expectations for what they should 
learn from the chapter. and can serve as a checklist that they can use to monitor prozress i n  tlicir studies 
(especially for esamin;ltions). The second is a list o i  [he important new notation introduced i n  that chapten 
This is iiieililt to provide ;In eils). rel'erence for students and to indicate the import;tnt quantities hein? 
inlri)d~icetl in  the chxpter. 
Nio~~berrifclrnpre,:~ i~rct-co.sedfi~~~r, 9 ro I>. The increase in the number of the chiipters \\-as doiic largely 
to reduce the length of some chapters to units more easily digestible by student?. Thus. itic content of the 
very long Chapter S of the previous editions. dealins with all types of phase equilibria. in this new edition 
h;~s been separated into Chapter 10. which considers only vapor-liquid equilibrium: Chi~pter I I .  which 
discusses other types of tluid-phase equilibria (liquid-liquid, vapor-liquid-liquid. si~percriric~l estracrion. 
etc.): and Chctpter 12. on phase eqoilibna involving a solid. Similarly, the two subjects of  the previous 
Chapter 9, chemic;il reaction equilibria and the energy balances on reacting systems, ha.\ becii split into 
Chiipters 13 and 14. ~ l s o ,  the content of Chapters 1 and 3 of the previous edition hiis bee11 rcorgiinized 
into four chapters. tlaving the book organized in this way should make i t  easier for the professor to choose 
among the material to be covered. if he or she decidcs to do so. 

* Marrri(11 relnrrd ro bioclie~~rical r~l~plicr~riuiis of rhrr~rior!,nrinrics. The only new chapter is Chaptcr 15. 
dealing with biochemicnl processes. though a number of biochemical examples also appear in Chapiers 
I I and 12, and elsewhere in the book. The new Chapter 15 deals with the application of ther~nodyiiamics 
to some biochemical processes. Since pH is important in many such processes. the first section of this 
chapter deals with this subject. I t  should be a review. perhaps i n  a little more depth, of what the stude~it has 
learned in courses in general and physical chemistry. Section 15.2 discusses how pH affects the ionization 
of biochemicals. including how the charge on a protein changes with pH. Section 15.3 deals with the 
solubilities of weak. acids and bases as a function of pH, and the role this can play in the formulittion 
of pharrnaceuticals. Ligand binding, a different typs of biochemical reaction, is considered in Sec. 15.4, 
with some detail on the unique case of oxygen binding to the four-site hemoglobin molecule that makes 
our form of life possible. Other biochemical reactions are considered in Sec. 15.5, including the unfolding 
(denaturation) of,proteins as a function of temperature and pressure. The ultracentrifugation of proteins is 
considered briefly in Sec. 15.6, and Sec. 15.7 contains a discussion of Gibbs-Donnan osmotic equilibrium 
and how this is affected by pH. The coupling of chemical reactions, with particular attention to the .4TP- 
ADP reaction, is considered in Sec. 15.8. There the discussion is a very macroscopic one, ignoring the 
details of the metabolic pathways, which are best considered in a biochemistry course. This chapter and the 
book conclude with the thermodynamic analysis of a fermenter, including the second law (or availability) 
constraint that applies to biochemical reactions and the operation of fennenters. 
Brief introdltctions (nnd simple e.rnrnples) of advnnced nnd emerging applications of tliennod~nmnics. 
Thermodynamics is central to the practice of chemical engineering and to the cuniculum; for example, 
phase equilibria is the basis for most separation and purification processes, and energy balances are needed 
in many areas, including reactor design. However, in my teaching experience, I have found that students do 
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not appreciate this connection until later in their studies. and many feel that thermodynamics is too abstract 
while they are studying this subject. I have tried to dispel this notion by providing some brief introdoctions 
(and simple examples) of the applications of thermodynamics to subjects chemical engineering students 
will encounter later in their studies. For example. in Sec. 10.1, on vapor-liquid equilibria of ideal mixtures. 
[here is also a brief introduction to distillation ronly several pages in length, and a simple McCabe-Thiele 
type discussion): this is intended to motivate an understanding of vapor-liquid equilibrium, not meant to 
rcplace a course in mass transferoperations. Disrillation is ievisited briefly in Sec. 10.2, on the vapor-liquid 
equilibrium of nonideal mixtures. to explain why azeotropes cause difficulties i n  distillation, and one way 
to deal with this. Additional "practical considerations" include brief esa~nples on Rayleigh distillation, air 
stripping (to remove radon from ground water). staged liquid-liquid extraction, and others. Also. in Chapter 
12 there is a bt-ief introduction to the rherrnodynarnicc of the new field of product engineering. These 
introductions are all short and designed merely to motiv3te the student's interest in thermodynamics. and to 
provide an introducrion to courses that will follow in the fhemical engineering curriculum. Other practical 
applications that appeared in the previous editions. such as the liquefaction of gases, computing heat loads 
on chemical I-eactors. and the application of thermodynamics to safety and environmental problems. have 
been retained. 
lle.scril>rio~z.s oflobnrnro~-?. eqr~il~nrenr. Chapter I0 also includes brief descriptions of the types of laboratory 
cquipz~lent 11sed to measure fluid phase equilibria. so that students will have a better understandin: of ho\v 
such darn are obtained. and so they gain some familiarity with the equipment they (nay encounter in typical 
junior and senior level laboratory courses. 
Help irt choosing rlre nl~propriore rlzernzorlynaniic ntorl~l in solving prable~nr, ond in rfsirzg proces.7 sin~rrln- 
ro,:x. I have put more emphasis on helping students choose the appropriate thermodynamic moGel for their 
sepal-ations and design courses. and on the use of process simulators. such as Aspen, Hysys, SimSci, and 
Chemcad. This is especially evident in Sec. 9.1 1. 
Conirecrio!r.s ivirlr orher courses bz rile cirrric~rllrnr. I believe that as educators, we should consider each of 
our courses to be a tree with roots and branches in othsr parts of the chemical engineering curric'ulum. 
rather than a silo of knowledge disconnected from the rest. It is for this reason in this book that I have made 
connections to courses in fluid mechanics, separations processes, reactor design, as well as the new chapter 
related to biochemical engineering: 
New problen~s and ill~urrarior~s. Almost 200 new or revised problems and new illustrations have been 
included. 
Arrs+vers ro selecred probleins. I have also added an appendix with answers to selected problems that stu- 
dents can use to check their work. However, it is only the final answers that are provided, not the complete 
solution. Students should use these answers with some discretion. Unlike a simple algebra problem, for 
which there will be an exact solution, here students should remember that if they read a thermodynamic 
property chart somewhat differently than I have. they will get a slightly different answer. Likewise. if they 
use one equation of state in the solution and I have used another, or if they used one activity coefficient 
model and I have used another, the final answers will be somewhat different. Therefore, except for the sim- 
plest problems (for example, those involving ideal gases), a student may not get the exact same answers I 
did. 
IUPAC norarion. Another, lesser change I have made in this revision, largely suggested by my European 
colleagues, is to adopt some of the thermodynamic notation recommended by the International Union of 
Pure and Applied Chemistry (IUPAC). However, I have not been consistent in doing this, as I have found 
that some of the IUPAC-recommended notation did not meet my needs and might he confusing to the 
student. 
Updated cornpritational tools. As in previous editions, I provide many opportunities for the use of personal 
computers in problem solving. The thud edition of this book included MATHCAD worksheets and DOS- 
based Basic language (and compiled) programs. To these programs I have added Windows-friendly Visual 
Basic versions of those earlier programs that are easier to use and have greater capabilities. There is also a 
new Visual Basic pure-component database that can be used as a stand-alone program or accessed by the 



equation-otlstate and UNIFAC prosrams to import the needed parameters. Also. the UNIF.AC prograni has 
. been updated to the latest version (as of the beginning of 2005) with the most recsntly ptiblisllec! 

. parameters. Several MATLAB programs have also been added. I have used the CD-ROLI sylnihol in 
I : ,  

the margin. as here. to indicate \i,lien reference is made to using one or mol-e of thehi. prograin>. ant1 ~- to suggest to the professor and student when these PI-~grams c;kn be used i n  prohletii hot\ iog. 
These programs and worksheets are included in the CD-ROM that eccon~panies this hoclk. :inti they can 

also be downloaded from the Web site 
w~v\v.wiley.com/collegels;indler. It is my intention to add to and update these progrxns on rliis \\-e!, sill.. 
Appendix B on tlie CD-RON and Web site describes the use of these prosrams :nntl \vorli.;lissis. and pro- 
vides installation instructions for their use. While there is no necessity to use these compotntionrd :lids to 
learn thermodynamics with this book. their availability greatly facilitates the solution of ininn!. interesting 
and practical problems that \\zould otherwise be possible only after tedious progrinm~ning. 
MATHOID 1.3. A 120-day trial version of M.4THCAD 13 is included on the CD-ROM that i~ccornpniiies 
this text. 

ADDITIONAL FEiY1'URES 

~Mrrrgi~r 11ore.s. The margin notes I h;lve added are meant to elliphasize the coticepts I heliere to be iiiiport~nr. 
as well ;IS io make it easier for the student to find those concepts again at a later time. Since I frquently \vrite 
\notes in the margins of books that I use. I wanted to provide a place for students to add notes of their oxn.  

Bo.rc:d eqlrotio11.r. 1 have placed boxes around important equatiorls so that the reader can u;~*il!. identiw the 
equations !hat are the end results of sometimes quite detailed analysis. It is hoped t1i:lt in this \va! the student 
will casily see tlie important tree in \\,hat may appear to be a forest of equations. 

De,sc~-ij~iive ritlesfor illt~.srrc~riorr.s. I have provided a short title or description to indicue wiiat i \  no he li.arncd 
li-on1 or seen in each illustration. 

Reolisric / I ~ o ~ / ~ I I I . s .  Rcalistic problems are employed to familiarize students with the typcs of cl~;~llen:es they 
will encounter in industry and graduate research. 

Ir~irorl~~crio~t of environ111o~1~11 rrrrtl si(fet? applicaiiorls of rherri~orlyt~otnics. An introduction lo these topics 
provides course material useful for ABET accreditation. 

SI lr~rit.s. SI units are used throughout 

STUDENT RESOURCES 

The following resources are available from the book Web site at 
www.wiley.com/college/sandler. Visit the Student section of.the Web site. 

MATHCAD worksheets to solve,pure-fluid and mixture thermodynamics problems 
* Visrrnl Basic programs that run in the Windows environment to solve pure fluid and mixture therrnodyna~n- 

ics problems and to obtain graphs of the results 
DOS-based programs (from the third edition) that can easily be modified by students with access to an 
inexpensive Basic compiler 
MATLAB programs and library to solve problems in the thermodynamics of pure fluids and mixtures 
Adobe PDF versions of important d r~m graphs that students can enlarge, print out, use in problem solving 
and then hand in as part of their homework assignments. 

These resources are also available on the CD-ROM accompanying the text. Updates to these resources will be 
included on the Web site. 



i Y S T R C C T O R  R E S O U R C E S  

:\I1 student resoorce.; lire also a\sailableon tlie Instructorstction of the \i'eb site at ~~\\~\!~.wiley.con~/coII~gei~rl~iclIer. 
Tlic follo\\ring itpplements are available only to inrrocrors who adopt rlic l e t :  

* So/rriioiic11.i1i~iriol: 411 solutions available as Word docitments. and many solutions also available as MATFI- 
C,-\D \\,orksliee~s 
Ii~icipc gn1ler;v ~!irc.~rfigrrr'e.s 
Tc..ri,h,?rrre.c O r  Po~vrrPoirtr,fon,,nr 

All important ad\.;itntage of the MATHCAD worksheets is that a faculty meniber can create variations to the 
p:.oblenls in this book by changing the conditions or inpitr parameters i n  the \vorkshre~, and inimcdi;~tely oht:;iii 
111- atis\vrr to tlie revised problem. In this way the recycling of problem s~lutions can be ininimized. Also. the 
ability to change paranteters in a MATHCAD worksheet :illows "\\*hat i f "  questions to be answered quickly. For 
cs;ttnple. the questioli of how the phase behaviorchanses in a mixture with chanses i n  temperature or pressure is 
~~u ick ly  answered by changing a parameter or input \.ariabIe in :I MATHC.AD tvorksheet. These instroctor-only 
rehoorce\ ;~rc passu.ord-protected. Visit the Instructor section of the book Web site to register for a password to 
:tcccss tliil\c tii:itct-ials. 

I'KOPOSEI) SYLLABI  

.As with tilost texrhooks, there is more material here than can be co\,ered in a two-semester or [\YO-quartsr 
C O L I ~ S ~ .  This allows the instrucror to tailor the course to his or her interests. and to the needs of the curriculunl. 
The material not covered in class should still be useful to students as reference m;~terial for other courses in the 
curriculum. and For use later in their professional careers. Some su::ested syllabi are given next. 

Two-semester undergraduate chemical engineering therniodynanlics ctiurse 
Cover as iiiuch of rlic hook as possible. If omissions are necessary. I would !lor cover the following n1;iterial: 
Secs. 2.4 a;id 3.6 Secs. 12.3, 12.4. and 11.5 

Secs. 6.9 and 6.10 Chapter I4 

Src. 9.9 Chapter 15. i f  there is no interest i n  biochemical 
engineerin: 

Two-quarter undergradttate chemical engineering thermodynamics course 
I suggest rlor covering the following chapters and sections: 

Secs. 2.4 and 3.6 Sec. 9.9 
Sec. 5.3 Secs. 12.3, 12.4, and 12.5 

Secs. 6.6.6.9. and 6.10 Chapter 14 

Sec. 7.8 Chapter 15. if there is no interest in biochemical 
engineering 

One-semester undergraduate chemical engineering thermodynamics course following a one-semester gen- 
eral o r  mechanical engineering course 
I suggest quickly reviewing the notation in Chapters 2, 3, and 4, and then starting with Chapter 8. With the 
limited time available, I suggest nor covering the following chapters and sections: 

Sec. 9.9 Chapter 14 
Secs. 12.3, 12.4, and 12.5 Chapter 15, if there is no interest in biochemical 

engineering 

One-quarter undergraduate chemical engineering thermodynamics course follolving a general or me- 
chanical engineering thermodynamics course 
Quickly review the notation in Chapters 2.3, and4, and then go directly to Chapter 8. With the very limited time 
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Preface 

I S T E Z D E D  AUDIENCE AND OBJECTIVES 

Tliis bouk is intended as the text for a course i n  thermodynamics for undergraduate students i n  chemical en- 
sitleerin:. It has been used in this manner at the University of Delaware for more than 20 years, originaily in 
a cot~rrc for third-year students and currently for use by sophomores. I had two objectives in \\,titin2 the firs! 
etlilioii of !his hook. which have been irerained in the succeeding editions. The first was to develop a inodern ap- 
plied tiieriii~tlynaiiiics text. especially for chemical engineering students. that wns relevant to other parts of the 
c~~rrii.r~i~~i~i-spccitici~Ily cour-ses in separations processes. chemical reitctor an;~lysi,s. and process deri$tl. The 
olher ohicctivr was to organize and present mnteriill i n  suflicient detail and i n  such a way that the stuclent C;III 

oh!;iin a good u~irle~-st;~nding of the principles of  thermodynamics and ;I proficiency i n  applying these principles 
ro t h s  solt~tion o f ; ~  l;trge variety of energy How and equilibrium problems. 

Thouzh this is designed to be an undergraduate texrbook, 1 also use the material in this book when I :each the 
otie-seniestergraduate thermodynamicscourse. I am frequently asked what I teach in that course. as the graduate 
thermodynamics course in different schools is probiibly the least defined ;tnd most heterogeneous course i n  
zraduare programs. When I teach graduate thermodynamics. I go through much of' the materi;tl i n  this book i n  ; 
about 60 percent of the semester, a hlisteriilg pace, and then provide an introduction to statistical mechat~ics i n  
the remainder of the course. 

Chemical engineering faculties are increasingly examining their curricula to find space to add new subjects. 
such as biochemical engineering, and at the same time to meet institutional requirements of reduced credit hours. 
I believe that breadth is more important than redundancy, especially when redundancy has little positive effect. 
I t  is very important that we keep the right balance between breadth and depth, and critically examine the need 
for redundancy in our core program. If we omit introducing our students to some area, we make it much more 
difficult for them to independently learn about this subject later in their careers, since they will start without any 
basic knowledge, or without even knowing the nomenclature. Thermodynamics, in some form. is typically pre- 
sented to students in general chemistry, physical chemistry, and physics courses, before the chemicdl engineering 
course. I believe this redundancy has had little positive, and perhaps even a negative, effect. Because of the types 
of systems considered (open systems in chemical engineering, but only simple closed systems elsewhere), and 
frequently the use of quite different notation among the different subject areas, I find that chemical engineering 
students are more confused by this redundancy than aided by it. Therefore, when I teach undergraduates I begin 
by telling them to forget what they have been taught about thermodynamics elsewhere. 

Consequently, I suggest that thermodynamics should he studied only in the general chemistry course and in a 
chemical engineering thermodynamics course, eliminating the physical chemistry and physics exposures. As this 
textbook contains sufficient information on colligative properties for chemical engineers, I suggest eliminating , .  
the One-semester course of the physical chemistry program (retaining thecourse on statistical mechanics and 
quantum mechanics), and perhaps reducing by one credit the physics course most chemical engineering students I 
take by eliminating thermodynamics there as weU. I 

I am also frequently asked why I have not included statistical mechanics in this book or in my undergraduate ! 

course. This is an especially poignant question for me, since statistical mechanics.is one of my research areas. 
My answer is a s  follows. I 6 n d  that students have sufficient difficulty with macroscopic thermodynamics and 
its application that moving to the microscopic or statistical mechanics level adds little, except perhaps some 
confusion, and usually detracts from the flow of the course. Further, we generally do not go to the molecular 
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1 Chapter 

Introduction 

.A major objective of any tieid of pureor appliedscience is to sumt~iilrize a lory  aniouirr 
of experimental information with a few basic $nciples. The hope. theii, is that ;my new 
experiment:~l measurement or phenomenon can be easily understood in terins o!' rlic 
est:~blished pt-inciplcs. and that predictions based on these principles \vill be accur;lte. 
This book demonstrates how a collection of general experimental ohservi~liotrs ciur be 
used to esrablish the principles of an area of science called thermodyniirnics. :lnd then 
shows how these principles can be used to study a wide variety of physical, chemic:rI. 
and biochemical phenomena. 

. Questions the reader of this book might ask include. what is thermodynamics ilnd 
why should one study it'? The word rheniiod~nn~rricss consists of t\\:o parts: the prefix 
iller~rro, referring to heat and temperature, and f/wnmics, 'meaning motion. Initially. 
thermodynamics had to do with the Row of heat to produce mechanical energy [hat 
could be used for industrial processes and locomotion. This was the study of lreat 
eilgines, devices to operate mechanical equipment, drive trains and cars, and perfomi 
many other functions that accelerated progress in the industrial age. These started with 
steam engines and progressed to internal combustion engines, turbines, heat pumps. 
air conditioners, and other devices. This pnrt of thermodynamics is larzely the realti> 
of mechanical engineers. However, because such equipment is also used in chemical 
processing plants, it is important for chemical engineers to have an understanding ol'the 
fundamentals of such equipment. Therefore, such equipment is considered briefly i n  
Chapters 4 and 5 of this book. These applications of thermodynamics pcnerally require 
an understanding the properties of pure fluids, such as steam and ~a r ious  refrigerants. 
and gases such as oxygen end nitrogen. 

More central to chemical engineering is the study of mixtures. The production of 
chemicals, polymers, pharmaceuticals and other biological materials. and oil and gas 
processing, all involve chemical or biochemical reactions (frequently in a solvent) that 

- produce a mixture of reaction products. These must separated from the mixture and 
purified to result in products of societal, commercial, or medicinal value. it is i n  these 
areas that thermodynamics plays a central role in chemical engineering. Separation 
processes, of which distillation is the most commonly used in the chemical indusuy. 
are designed based on information from thermodynamics. Of particular interest in the 
design of separation and purification processes is the compositions of two phases that 
are in equilibrium. For example, when a liquid mixture boils, the vapor coming off 
can be of a quite different composition than the liquid from which it was obtained. 
This is the basis for distillation, and the design of a distillation column is based on 
predictions from thermodynamics. Similarly, when partially miscible components are 

1 



2 Chapter I: Introduction 

brought together, two'(or more) liquid phases of very different composition will form, 
and other components added to this tu-o-phase mixture \ \ i l l  partition differently be- 
tween the phases. This phenomenon is the basis for liquid-liquid extraction. another 
commonly used separation process, especially for chemicals and biochemicals that 
cannot be distilled because they do not \.aporize appreciahip or because rhzy break 
down on heating. The design of such processes is also based on predicrions from ther- 
modynamics. Thus, thermodynamics plays a central role i n  ohe~nical process design. 

m e e r -  Although this subject is properly considered in other courses i n  the chemical en,' 
ing curriculum, we will provide very brief introductions to distillation, air srripping. 
liquid-liquid extraction, and other processes so that the student can appreciate why the 
study of thermodynamics is central to chemical engineerins. 

Other applications of thermodynamics considered in this book include how chemi- 
cals distribute when released to the environment, determinin$.safety by estimating the 
possible impact (or energy release) of mechanical and chemical explosions. the anal- 
ysis of  biochemical processes, and product design, that is. identifying a chemical or 
mixture that has the properties needed for a specific applicarion. 

A generally important feature of engineering desisn is making estimates \\hen spe- 
cific information on a fluid or  Ruid misrure is not available. which is :~lino.it always 
the case. To understand why this is so. consider the fact [hat there are several him- 
dred chemicals commonly used in industry, either as final products or intermediates. If 
this number were, say, 200, there would be about 20.000 possible binary mixtures. 1.3 
million possible ternary mixtures, 67 million possible four-component mixtures, and 
so  on. However, in the history of mankind the vapor-liquid equilibria of considerably 
fewer than 10,000 different mixtures have been measured. Furrher..even if we were 
interested in one of the mixtures for whichdata exist, it is unlikely that the measure- 
ments were done at exactly the temperature and pressure in which we are interested. 
Therefore, many times engineers have to make estimates by extrapolating the limited 
data available to the conditions (temperarure, pressure, and composition) of interest to 
them, or  predict the behavior of multicomponent mixtures based only on sets of two- 
component mixture data. In other cases predictions may ha\-e to be made for mixtures 
in which the chemical identity of one or more of the components is not known. One 
example of.this is petroleum or crude oil; another is the result of a polymerization re- 
action or biochemical process. In these cases, many components of different molecular 
weights are present that will not, and perhaps cannot, be identified by chemical ana- 
lytic methods, and yet purification methods have to be designed, so  apprcximations are 
made. 

Although the estimation of thermodynamic properties, especially of mixtures, is not 
part of the theoretical foundation of chemical engineering rhermodynamics, it is nec- 
essary for its application to real problems. Therefore, various estimation methods are 
interspersed with the basic theory, especially in Chapters 6.8, and 11, so that the theory 
can be  applied. 

This book can be considered as consisting of two pans. The first is the study of pure 
fluids, which begins after this introductory chapter. In Chapter 2 is a review of the use 
of mass balance, largely for pure fluids, but.with a digression to reacting mixtures in 
order to explain the idea of nonconserved~variables. Although mass balances should be 
familiar to a chemical engineering student from a course on stoichiometry or chemi- 
cal process principles, it is reviewed here to inwoduce the different forms of the mass 
balance that will be used, the rate-of-change and difference forms (as well as the mi- 
croscopic form for the advanced student), and some of the subtleties in applying the 
mass balance to systems in which flow occurs. The mass balance is the simplest of the 



balance equations we will use, and it is important to understand its application before 
proceeding to the use of other balance equations. We then move on to the development 
of  the frilmework of thermodynamics and its application to power cycles and other 
processes involving only pure fluids, thereby avoiding the problems of esti~nating the 
piopenies of mixtures. 

Ho\vever. in the second part of this book. which beyinsin Chapter S and conrini~es to 
the end of the book, the thermodynamic theo~y of mixtures, the properries ofmist~tres. 
and many different types of phase equilibria necessary for process design are consid- 
ered. as are chemical reaction equilibria. It is this pan of the book that is [he essenti:~l 
backgound for chemical en~ineering corirses in equipment and process design. We 
end the book with a chapier on the application of rhcmmodynamics to biological :tnd 
biochemical processes, though other such examples have been included in several of 
the precrdin: chapters. 

Before proceeding, it is worthwhile to introduce a few of the terms used iii apply- 
ing thc balance equations; other. more specific thermodynamic rerrns and definitions 
appear elsewhere in this book. 

f iqiabatic system: A well-insolated system in-which.there are-no he:!! Ho!~:s.i!l.or~.~i~. (;l,,ss;lry 
/Closed system: A system in which there are no m~rl~~Hswsino~~i~t. 
XI__ 

, J I ~ d d s y s t e m :  A system that is closed to the Row of mass and enrrgy ill [he fo rm~ot  .~ ~~ --: a, 
work Aokvs and heat flows:(i.e., ifidrabattc - . ... 

/Stead:-state system: A system in which flows of mass.hk+& sod !yrl;m?:bepr~~:,nt 
but -- in such a way that t h e - s r ~ ~ , e ~ g _ r o p e r i i e ~ ~ n g e e e ~ P v e c t i m e .  ---- -. . 

. ;/Cyclic p ~ o c a A p r o c e s s  that follows a periodic path so  that the system has the same - .~~ 
p G i e s  at any point in the cycie a_s it did at that point in any precedin: or succeediiig 
cycle. 

The chapte'is in this book are all orgonized in a similar manner. First there is :i pnra- 
graph or two describing the contents of the chapter and where i t  fits in to the general 
subject of  thermodynamics.   his introduction is followed by some specific instruc- 
tional objectives or desired educational outcomes that the student is espected to de- 
velop from the chapter. Nexr is a brief list of the new terms or nomenclarure introduced 
within the chaptcr. After.these preliminaries, the real work starts. 

The goals of this chapter are for the student to: 

Know the basic terminology of thermodynamics, such as internal energy, potential 
energy, and kinetic energy; system, phase, and thermal and mechanical contact; 
adiabatic and isolated systems; and the difference between a system and a phase 
Be able to use the SI unit system which is used in this book and throughout the 
world 
Understand the concepts of absolute temperature and pressure 
Understand th i  difference between heat and work, and between mechanical and 
thermal energies 
Understand the general concept of equilibrium, which is vely important in thk 
application of thermodynamics in chemical engineering 
Understand the difference between intensive and extensive variables 
Understand that total mass and total energy are conserved in any process 
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ITvIPORTANT NOTATION INTRODUCED IN THIS CHAPTER \I 
, , 

/ivl Mass (g) j',l -/> +,.I) 
N Number of moles (mol) 
P Absolute pressure (kPa or bar) ? -  ., ., & : ? $  ,.: I 

, - h 
R Gas constant (Jlmol K) 
T Absolute temperature (I<) 
U Internal energy (J) , ' 

fi Internal energy per unit mass (Jig) i 

U Internal energy per mole (JJmol) - 
V Volume (m3) 
$ Specific volume, volume per unit mass (m'lg) is 

V Volume per mole (m3/mol) - 
1.1 THE CENTRAL PROBLEMS OF THERMODYNAMICS 

Thermodyiiamics is the study of the changes in the state or condition of a substance 
when changes in its temperature, state of aggreyation. ormaje .nergy. -_are  impoc 
rant. By internal ene2y  we mean . the . enersy of as~ibstance associated with.the motions, 
interactions. and bonding of its constituent nlolecules. as opposed to the external en- 

__________-_- _ ~.___ . .  -- 
ergy assoc~ated wlth the veloc~ty and location of its center o f ~ & ~ ,  which is of primary 
interest in mechanics. Thermodynamics is a macroscopic science; i t  deals with the av- 

i erage changes that occur among large numbers of  molec~~les rather than the detailed 

1% changes that occur in a single molecule. Consequently, this book will quantitatively 

\ --. relate the internal energy of a substance not to its molecular motions and interaction, . - 

I _ but to other, macroscopic variablessuch as.temperature, which is primarily related to 
! 

* ?- the extent of molecular motions, and density, which is a measure of how closely the 
, , 

, , .r ' ., molecules are packed and thus largely determines the extent of molecular interactions. 

\6b1: ? , . ., . The total eneroy of any substance.is the sum ofits internal ~~~rgyandj_tsS.b_u&Eo~en~aII, 
a s e n " , & i ; ) h a t  ----. is. it is the sum OF the internal and external energis. 

Our interest in thermodynamics is mainly in changes that occur in some small part of 

,,, _ the universe, for example, within a steam engine, a laboratory beaker, or a chemical or 
2 - ,,. biochemical reactor. T*gion under study, which may he a_spe_cified)~01u,me.incpace 

--' or a quantity of matg~,&called $e ~ y ~ t e . m ; ~ e _ r e s t p f ~ h ~ u n i v ~ r s e ~ ~ ~ ~ i t s ~ s u f ~ ~ _ ~  JJ%gS: ... --- 
Throughout this book'the term state refers to the thermodynamic state of a system as 

I characterized by its density. refractive index, composition, pressure, temperature, or 
I - . other variables to be introduced later. The state of agglomeration of the system-that - ? .. 

, . - . is; whether .. it -.-. is a gas, liquid,pysolid-is calleciitiphase. 
. A svstem is said to be in contact with its surroundings if a change in the surroundings 

can produce a change in the system. Thus, a thermodynamic system is in mechanical 
contact with its surroundings if a change in pressure in the surroundings results in a 
pressure change in the system. Similarly, a system is in thermal contact with its sur- 

I 
roundings if a temperature change in the surroundings can produce a change in the i 

I 
system. If a system does not change as a result of changes in its surroundings, the sys- 
tem is said to be  isolated. Systems may be partially isolated from their surroundings. 
An adiabatic system is one that is thermally isolated from its surroundings; that is, it is 
a system that is not in thermal contact, but may be  in mechanical contact, with its sur- 
roundings. If mass can flow into or  out of a thermodynamic system, the system is said 
to be open; if not, the system is closed. Similarly, if heat can be added to the system or 
-we say the system is open to heat or work flows, respectively.' 
' ~ o r h  heal and work will be defined shorrly. .. 

-. 
/ /' 
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An important concept in  thermodynamics is the equilibrium state, which wil l  be dis- 
cussed in detail in the follosving sections. Here we merely note that i f  a system is not 
subjected to a continual forced flow of mass. heat, or work, the system wi l l  eventually 
evolve to a time-invariant state in  which there are no internal or external flows of heat 
or mass and no change in  composition as a result of chemical or biochemical reactions. 
This state of the system is the equilibrium state. The precise nature ofthe equiliht-iutii 
store depe~ids on both the character of the system and the constraints irnposc~l on the 
system by its immediate sui.roundings and its container (e.:., a constant-volume con- 
tainer fixes the system volume. and a thermo.;tatic bath fixes the system tempernture: 
see Problem I. I). 

Using these de'finitions, we can identify the two general classes o f  problems that are 
o f  interest in thermodynamics. In  the first class are problems concerned with cornpotin: 
the amount o f  work or the flow o f  heat either required or released to accomplish a 
specified change o f  state in a system or. alternatively, the prediction of the change ,' 
in  thermodynamic state that occurs for given heat or work Rows. We refer to these' 
problems as energy flow problems. 

The second class o f  thermodynamic problems are those involving equilibriitni. O f  
particular interest here is the identification or prediction o f  the equilibrium stare o f  a 
system that initially is not in equilibrium. The most common problem o f  chi:; type is 
the prediction o f  the new equilibrium state o f  a system that has rlndelaone a ch:t~ige in 
the constraints that had been maintaining i t  in a previous state. For example, \ire wi l l  
want to predict whethera single liquid mixturi or two partially miscible liquid phases 
wi l l  be the equilibrium state when two pure liquids (the initial equilibrium state) ;Ire 
mixed (the change o f  constraint; see Chapter I I). Similarly, we wi l l  be interested in 
predicting the final temperatures n'nd pressurSj in  two gas cylinders after opening the 
connecting valve (change o f  constraint) between a cylinder that was initially filled and 
another that was empty (see Chapters 3 and 4). 

I t  is useful'to mention another class o f  problems related to those referred to in the 
previous paragraphs, but that is not considered here. We do not try to answer the ques- 
tion of how fast a system wi l l  respond to a change in  constraints; that is. we do not 
try to study system dynamics. The answers to such problems, dependin: on the sys- 
tem and its constraints, may involve chemical kinetics, heat or mass transfer, and fluid 
mechanics, a l l  o f  which are studied.elsewhere. Thus, in the example above, we are 
interested in  the final state o f  the gas in  each cylinder, but not in computing how 
long a valve o f  given size must be held open to allow the necessary amount of gas 
to pass from one cylinder to the other. Similarly, when, in  Chapters 10, 1 I, and 12. 

w e  study phase equilibrium and, in  Chapter 13, chemical equilibrium, our interest is 
in  the prediction of the equilibrium state, not in  how long i t  wil l  take to achieve this 
equilibrium state. - 

. - A  Shorrly we wi l l  start the formal development o f  the principles of thermodynamics, 
first qualitatively and then, i n  the following chapters, in  a quantitative manner. First, 
however, we make a short digression to discuss the system o f  units used in  this text. 

1.2 A SYSTEM OF UMTS 

The study o f  thermodynamics involves mechanical variables such as force, pressure. 
and work, and thermal variables such as temperature and energy. Over the years many 
definitions and units for each o f  these variables have been proposed: for example, there 
are several values o f  the calorie, British thermal unit, and horsepower. Also, whole 
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Table 1.2-1 The SI Unit Svsrem 

Unit Name Abbreviation B, .ISI!, ' .  of Delinition 

Length meter m The distance lieht [ravels in a 

i vacuotn in 1 i299 792 458 second 
&lass kilo,uranr kg Platinom-iridium prototype at the 

Inten,ational Bureau of Weixhrs 
and \lzasures. Skvres, France 

Time second s Proportional to the period of one 
cesium-133 radiarive transition 

Electric current ampere A .) Current that \i'ould produce a 
specified force between two 
parallel conductors in a specified 
geometry 

. :  kelvin 11273.16 ofthe thermodynamic Temperature J 

tenipsraiure (to be defined 
shonly) of water at its triple 
point (see ChLiprer 7) 

Amount of substance mule mu1 i Amount of s subsrance [hat 
contains as niany elementary 
entities as there are atoms i n  
0.012 kilogram of carbon-I2 
(6.022 x 10". which is 
Avog'tdro's number) 

Luniinous intensity candela cdi .-. Related to the black-body radiation 
from freezins platinum (2045 K)  

systems of units, such as the English and cgs systems, have been used. The problem of 
standardizing units was studied, and the Systime International d3Unit6s (abbreviated SI 
units) was aireed on at the Eleventh ~enera.1 Conference on Weights and Measures i n  
1960. This conference was one of a series convened periodicrlly to obtain international 
agreement on questions of metrology, so important in international trade. The SI unit 
system is used throughout this book, with some lapses to the use of common units such 
as volume in  liien and frequently pressure in  bar. 

In the S1 system the seven basic units listed i n  Table 1.7-1 are identified and their 
values are assigned. From these sex'en basic well-defined units, the units of other quan- 
titiescan be derived. Also, certain quantities appear so frequently !hat they have been 
given special names and symbols in the SI system. Those of interest here are listed 
in Table 1.2-2. Some other derived units acceptable in the SI system are given in Ta- 
ble 1.2-3, and Table 1.2-4 lists the acceptable scaling prefixes. [It should be~o in ted  out 

i 
Table 1.2-2 Derived Units with Special Names and Symbols Acceptable in S1 Units 

Expression in 
I 

Quantij. Name ' Symbol SI Units Derived Units ' ~ ' 
j , 

Force newton N m kg s-' J m-' ",' k -' Energy, work, or quantity of heat . joule J g s -  Nrn 
Pressure or stress pascal Pa ko a s-' N/m2 
Power watt W rn' kg s-' J/s 
Frequency hem Hz 5-l 

. 
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Tahle 1.1-3 Orher Derivs2 Units in Terms of Acceptable SI Unit5 

Quantity Expression in SI Lnirs S!~~lbol 

Concentration of substancz mol m-' mol:m' 
213is density (p = ,n/ V I 

Hex capacity or rnrrup? 
Hcdr How rare (0) 
\!$,!or energ 
S;citic znerp 
Specific heat capacity or s ~ c i t i c  entropy 
Spccitic volutne 
L'i.. .. >~oilty (absolute or dynamic) 
\hiume 
\York. energy ( I V )  

kg rn-' 
,"'kg s- l  K-1 
",' kg s-3 

m? k -> g s - rnol-' ,"' s-2 

",' s-' K-! 
m' kg-' 
m-' kg s-' 
rn3 
rn' k s-' 

. . ~ ~ ~ .  ~ . .  . . 
kg ill" 

J K 
\\or 1;s 
J ~nlul 
J kg 
J tkg S) 
,I!' kg 
P.: > 
111.. 

J Gr S n1 

Table 1.1-4 P;elixes for SI Unirs 

i\lultiplic;ttion Factor Prefix Syrnhol 

10" tera -P 

10'' * giga G 
IOh , mega M 
10' . kilo k (e.g., kilogram) 
1 0' hecro h 
10 dekn da 
lo-' deci d 

cenri c (e.g., cenrimerer) 
milli rn 

lo-" micro / I  
' nano n 

lo-" ' pica p 
10-15 SO femto f 

that. except a! the end of $1 sentence, a period is never used after the symbol for an SI 
unit, ar.d the degree symbol is not used. Also, capital letters.are not used i n  units that 
are written out (e.g., pascals. joules, or  meters) except at the beginning of a sentence. 
When the units are expressed in symbols, the first letter is capitalized only when the 
unit name is that of a person (e.,o:, Pa and J, but m).] 

Appendix A.1 presents approximate factors to convert from various common units to 
acceptable SI units. In the SI unit system, energy is expressed in joules, J. with I joule 
being the energy required to move an object 1 meter when it is opposed by a force of 
1 newton. Thus 1 J = I N m = 1 kg m's-'. A pulse of the human hem.  or liftins 
this book 0.1 meters, requires approximately 1 joule. Since this is such a small unit 
of energy, kilojoules (kJ = 1000 J) are frequently used. Similarly, we frequently use 
bnr = ID' Pa = 0.987 atm as the unit of pressure. 

1.3 THE EQUILIBRIUM STATE 

: As indicated in Section 1.1. the equilibrium state plays a central role in thermody- 

I ( namics. The general characteiistics of the equilibrium state are that (1) it does not 
I vary with time; (2) the system is uniform (that is, there are no internal temperature, 
i 
1 
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, pressure, velocity. or concentration gradients) or is composed of subsystems each of 
' which is uniforni: (3) all flows of heat, mass. or bvork bet\veen the systein and its 
: h r r o u n d i n g s  are zero; and (-1) the net rate of all chemical reactions is zero. 

At first it might appear that the characteristics of the equilibrium state are so restric- 
tive that such-states rarely occur. In fact, the opposite is true. The equilibrium state will 
always occur, given sufficient time. as the terminal stare of a system closed to the flow 
of mass, heat, or xork across its boundaries. In addition. systems open to such 3ows, 
depending on the nature of the interaction between the system and its surroundings. 
may also evolve to an equilibrium srate. If the surroundings merely impose a \-alue of 
temperature, pressure, or \:olume on the system. the system will evolve to an equilib- 
rium state. If, on the other hand. the surroundings impose a Inass flow into and out 
of the system (as a result of a pumping mechanism) or a hear flow (as would occur if 
one part of the system were exposed to one renlperature and another part of the sysiem 
to a different temperature). the system may evolve to a time-inpriant state only i f  the 
flo\i.s are steady. The time-invariant states of these d~iven sysiems are not equilibrium 
states in rhat the systems may or may not be uniform (this will become clear when the 
continuous-flow stirred tank and plupflow chemical reactors are considered in Chap- 
ter 14) andcertainly do not satisfy pan or all ofcriterion (3). Such time-invariant states 
are called steady states and occur frequently i n  continuous chemical and physical pro- 
cessing. Steady-srate processes are of only minor interest in this book. 

Nondriven systems reach equilibrium because all spontaneous flows that occur in 
nature tend to dissipate the driving forces thar cause them. Thus, the flow of heat that 
arises in response to a temperature difference occurs in the direction that dissipates the 

-2 temperature difference, the mass diffusion flus that arises in response to a concentration 

- / -  gradient occurs in such a way that aptate of uniform concentration dyelops,  and the 
,--: ....... flux of momentum that occurs when a velocity gradient is present in'a fluid tends to 

dissipate that gradient. Similarly, chemical reactions occur in a direction that drives the ', 9 , \ J :-. 
systen toward equilibrium (Chapter 13). At various points throughout this book it will 
be useful to distinguish between the flows thar arise naturally and drive the system to 
equilibrium, which we will call ntitural flows. and flows imposed on the system by its 

('3 surroundings, which we term forced flows. 

,--s-. An i~nponant experimental observation in thermodynamics is that any system free 
, \: 

I' : from forced flows Will, given suflicient time. evolve to an equilibrium state. This em' 
~\., 

.. 
pirical fact is used repeatedly in our discussion. 

It is useful to distinguish between two types of equilibrium states according to thsir 
; I,. response to small disturbances. To be specific. suppose a system in equilibrium is sub- !, , : ,: /. (, >. :: jected to a small disturbance that is then removed (e.g., temperature fluctuation or 

pressure pulse). If the system i c z s  to i ts  jnitial equilib.6um state. this-staieoL!h_$~ 
system is said to .. be stable - with respect to small@sturbances. If, however, the system 
does The.r-i.i.ia not return to the initiaistatd, that state is said to have been unstable. I 

slmple mechanical analogy, shown in Fig. 1.3-1, that can be used to illus- 
trate the concept of stability. Figure 1.3-la, b, and c represent equiliorium positions of a 

I 
i 

block on a horizontal surface. The configuration in Fig. 1.3-Ic is, however, precarious; i 
Figure 1.3-1 Blocks in  states (a) and X r q  *. .+I 1 ,&I (b) are stable to small mechanical dis- 
turbances: the delicately balanced block i 

(a) (b)  in state (c) is not. 
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an intinitesimal movement of  the block i n  any direction (so rhat its center of grii\.ity is 
not directly over the pivotal point) would cause tlie block to revert to the configol;ition 
of either Fig. 1.3-10 orb .  Thus. Fig. 1.3-1c represents an unstable equilibrium posiiion. 
The configurations of Fig. 1.3-In and B are not affected by small disturbances. and 
these stares are stable. Intuition suggests that the configuration of Fig. 1.3-10 is the 
niost stable: clzarly, it has the lowest center of gravity and hence the lowest potetirinl 
cnerzy. To go from the contiguration of Fig. 1.3-Ib to that of Fig. 1.3-In, the block 
niust pass through the still higher potential energy state indicated in Fig. 1.3-lc. If 
usc use A x  to represent the potential energy difference between the configurations of 
Fig. I .3- Ib and c, we can say that the cq~iilibrium state of Fig. I .3-lb is stable to enersy 
disturbances less than A &  in illa~nitude and is unstable to larger disturbances. 

Certain equilibrium states of  thermodynamic systems are stable to small Huciua- 
tions: others,are not. For example, the equilibrium state of a simple gas is stable to 
all Huctuatjins, as are most of the equilibrium states we will be concerned with. It is 
possible. howeve!; to careftilly prepare a subcooled liquid, that is. a liquid belo\\. its 
normal soliditication temperature. rhat satisfies the equilibrium ci-iterin. This is an on- 
stable equilibi-ium stllte because the slightest disturbance. such as tapping on tlie side 
of the cont;~ining vessel, will cause the liquid to freeze. One sometimes encottillers 
tnlixtures that. by the chemical reaction equilibrium criterion (see Chnp~er I:). should 
react: however, the chemical reaction rate is so small as to be immeasurable at tlie 
temperature of interest. Such a mixture can achieve a state of thermal equilibrium that 
is stable with respect to small fluctuations of temperature and pressure. If, however, 
there is a sufticiently large, but temporary, increase in temperature (so that ;he rate 
of the chemical reaction is appreciable for some period of time) and then the system 
is quickly cooled, a new thermal equilibrium state with a chemica! composition that 
differs from the initial state will be obtained. The initial equilibrium state, like the nir- 
chanical state.in Fig. 1.3-lb, is then soid to be stable with respect to small disturbances. 
but not to large disturbances. 

Unstable equilibrium states are rarely encountered in nature unless they have been 
specially prepared (e.g., the subcooled liquid mentioned earlier). The reason for this 
is that during the approach to equilibrium, temperature gradients, density gradients. or 
other nonuniformities that exist within a system are of a sufficient magnitude to act as 
disturbances to unstable states and prevent their natural occurience. 

In fact, the narural occurrence of an unstable thermodynamic equilibrium state is 
about as likely as the natural occurrence of the unstable mechanical equilibrium state 
oFFig. 1.3-Ic. Consequently,our concern in this bookis mainly with stable equilibrium 
states. 

If an equilibrium state is stable with respect to all disturbancei, the properties of this 
-state cannot depend on the past history of the system or, to be more specific, on the 

path followed during the approach to equilibrium. Similarly, if an equilibrium state is 
stable with respect to small disturbances, its properties do not depend on the path fol- 
lowed in rhe immediate vicinity of the equilibrium state. We can establish the validity 
of the latter statement by the following thought experiment (the validity of the first 
statement follows from a simple keneralization of the argument). Suppose a system in 
a stable equilibrium state is subjected to a small temporary disturbance of a completely 
arbitrary nature. Since the initial state was one of stable equilibrium, the system will 
return to precisely that state after the removal of the disturbance. However, since any 
type of small disturbance is permitted, the return to the equilibrium state may be along 
a path that is different from the path followed in initially achieving the stable equilib- 
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rium state. The fact that the system is in sxactly the same state as before means that 
all the properties of the system that chara~tzrize the equilibrit~m srars must have their 
previous values; the fact that different paths were followed in obtaining this equilibrium 
state implies that none of these :an depend on the path followed. 

Another important experimental obser\.;lrion for the development of thermodynam- 
ics is that a system in a stable equilibiiu~n state will never spo~~m~reously evolve to a 
state of none.quilibrium. For example, any temperature gradients i n  a thermally con- 
ducting material free from a forced flow of heat will eventually dissipate so that a state 
of uniform temperature is achieved. Once this equilibrium state has been achieved, a 
measurable temperature gradient will newr spontaneously occur in the material. 

The t x o  observations that (I)  a system irse from forced flows will evolve to an equi- 
librium state and (2) once in equilibrium 3 system will never spontaneously evolve to a 
nonequilibrium state, are evidence for a un$irectional character of natural processes. 
Thus we can take as a general principle th;jt the direction of natural processes is such 
that systems evolve toward an equilibrio~< state, not away from it. 

1.4 PRESSURE, TEMPER.ATURE, AND EQUILIBRICJI 

Most people have at least a primitive understanding o f t h e  notiolls of temperature. 
pressure. heat, and work. and we have, perhaps unfairly, relied on this understanding in 
previous sections. Since these concepts are important for the development of thermo- 
dynamics. each will be discussed in somewhat more detail here and in the following 
sections. 

The concept of pressure as the total force exened on an element of surface divided by 
the surface area should be familiar from courses in physics and chemistry. Pressure- 
or, equivalently, force-is important in both mechanics and thermodynamics because 
it is closely related to the concept of mechanical equilibrium. This is simply illus- 
trated by considering the two piston-and-cylinder devices shown in Fig. 1.4-In and b. 
In each case we assume that the piston and cylinder have been carefully machined so 
that there is no friction between them. From elementary physics we know that for the 
systems in these figures to be in mechanical equilibrium (as recognized by the absence 

& .., , - ~~, 
, - 
i 
53 

4- . 
1 ( ; 

!- 

Figure 1.4-1 The piston separating gases A and B and the cylin- 
der containing them have been carefully machined so that the pis- 

(bl ton moves freely in the cylinder. 
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of moveclient of the piston). there must be no unbalanced forces: the pressure of :;is 
A  nus st equ:tl that of  gas B in the system of Fig. 1.4-In, and i n  the system of Fig. 1.4- 
Ib it must be equal to the sum of the pressure of gas B and the force of gravity on 
the piston divided by its sudace area. Thus, the requirement that a state of mechanical 
equilibrir~m exist is really a restriction on the pressure of the system. 

Since pressure is n Force per unit area- the direction of the pressure scale is evitlfnt: 
the greater the force per unit area, the greater the pressure. To measure pressure. one 
uses a pressure gauge, a device that produces a change in some indicator, such as the 
position of 11 pointer, the height of a column of liquid, or  the electrical properties of 
a specially designed circuit. in response to a change in pressure. Pressu8-e gauges are 
calibrated using devices such as that shown in Fig. 1.4-2. There, known pressures itre 
cleated by placing weights on a frictionless piston of known weight. The pressure at 
the gauge P, due to the metal weight and the piston is 

Here g is the local ncceleration of gravity on an element of mass: the standard value 
is 9.80665 mls'. The position of the indicator at several known pressures is recorded. 
and the scale of the pressure gauge is completed by interpolation. 

There is. however, a complication with this calibrarion procedure. Ir itrises because 
the weight of the air of the earth's atmosphere produces an average pressure of 
14.696 pounds force per square inch, or 101.3 kilopascals, at sea level. Since atmo- 
spheric pressure acts equally in all directions, we i~sually are.not aware of its presence. 
so that in most nonscientific uses of pressure the zero of the pressure scale is the sea- 
level atmospheric pressure (i.e., the pressure of  the atmosphere is neglected i n  rhe 
pressure gauge calibration).'Thus, when the recommended inflation pressure of an au- 
tomobile tire is 200 kPa, what is really meant is 200 kPa above atmosp6eric pressure. 
We refer to pressures on such a scale as gauge pressures. Nore that gauge pressures 
may be negative (in partially or completely evacuated systems), zero, or positive. and 
errors in pressure measurement result from changes in atmospheric pressure from [he 

,T*qi* 
>,:P~: 
; ,";r;. 
r;?cl ..~', . . Gauge being reaed 
#I_I, n or calibrated - 

Figure 1.4-2 A simple deadweight pressure tester. (The purpose 
of the oil reservoir and the system volume adjustment is to main- 
tain equal heights of the oil column in the cylinder and gauge 
sections, so that no correcrions for the height of the liquid col- 
umn need be made in the pressu're calibration.) 



gauge calibration coiiriitions (e.g., using a gauge calibrated in New York for pressure 
measurements in Denver]. 

We define the total pressure P to be equal to the sum of the g?uge pressure Ps and 
the a~iibient atmospheri~ pressure Pa,,. By accounting for the atmospheric pressure in 
this way we have developed an absolute pressure scale. that is, a pressure scale with 
zero as the lowest pressure attainable (the pressure in a completely evacuated region 
of space). One advanr~ge of such a scale is its simplicity: the pressure is always a 
positive quantity, and iiieasurements do not have to be corrected for either fluctilations 
in atmospheric pressure or its change with height above sea level. We \rill frequently 
be concerned with int?rrelationships between the temperature, pressure. and specific 
volume of fluids. These interrelationships are simplest if rhe absolute pressure is used. 
Consequently, unless otherwise indicated, the term pressi,l-e in this book refers to ab- 
solute pressure. 
, Although pressure arises naturally from mechanics. the concept of temperature is 

more abstmct. To the nunscicntist, temperature is a measure of hotness or coldness 
and as such is not careiully detined, but rather is a quantity related to such things as 
physical comfort, cooking conditions, or the level of  mercury or colored alcohol in a 
thermometer. To the scientist. temperature is a precisely defined quantity. deeply rooted 
in the concepi of equilibrium and related to the energy content of a substance. 

The origin of the fomial definition of temperature lies in the concept of thermal 
equilibrium. Consider a thermodynamic system composed of two subsystems [hat are 
in thermal contact but [hut do not interchange mass (e.g.. the two subsystems may 
be two'solids in contact. or liquids or gases separated by a thin, impenetrable barrier 
or  membrane) and are isolated from their surroundings. When this composite system 
achieves a state of equilibrium (detected by observing that the properties of each sys- 
tem are time invariant). it  is found that the property measured by the height of fluid 
in a given thermometer is the same in each system, although the other properties of 
the subsystems, such 3s their density and chemical composition. may be different. In 
accord with this obsenation, temperature is defined to be that system property which. 
if it has the same value for any two systems, indicates that these systems are in ther- 
mal equilibrium if they are in contact, or would be in thermal equilibrium if they were 
placed in thermal contact. 

Although this definition provides the link between temperature and thirmal equilib- 
rium;it does not suggest a scale for temperature. If temperature is used only as an indi- 
cator of thermal equilibrium, any quantification or scale of temperature is satisfactory 
provided that it is generally understood and reproducible. though the'accepted conven- 
tion is that increasing hotness of a substance should correspond to increasing values 
of temperature. An important consideration in developing a thermodynamic scale of 
temperature is that it, like all other aspects of thermodynamics, should be general and . I 
not depend on the properties of any one fluid (such as the.specific voiume of liquid ! 
mercury). Experimental evidence indicates that it should be  possible to formulate a i 
completely universal temperature scale. The first indication came from the study of 
gases at densities so  low that intermolecular. interactions are unimportant (such gases 
are called ideal gases), where it was found that the product of the absolute pressure P 
and the molar volume _V of any low-density gas away from its condensation line (see 

I 
Chapter 7) increases with increasing hotness. This observation has been used as the 
basis for-a temperature scale by defining the temperature 7 to be linearly proportional 

I 
to the product of.P_V for a particular low-density gas, that is, by choosing ir so that 

I 
I 
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where A and R are constants. In fact, without any loss of generalit!. one can define a 
new temperature T = I + (AJR), which differs from the choice of Eq. 1.4-2 only by 
an additive constant, to obtain 

s,; !/ i .:, . , 
P_V = RT .- fls.5 (1.4-31 

Since neither the absolute pressure nor the n~olnrvolume of a gas can ever be negi~riw. 
the temperature defined in this way must always be positive, and therefore the ideal gas 
temperature scale of Eq. 1.4-3 is an absolute scale (i.e., T > 0). 

To complete this low-density gas temperature scale, it remains to specify the con- 
stant R, or  equivalently the size of a unit of temperature. This can be done i n  t\\.o 
equivalent ways. The first is to specify the value of T for a given value of P_V and thus 
determine the constant R; the second is to choose two reproducible pcints on a hotiiess 
scale and to decide arbitrarily how many units of T correspond to the difference in [he 
P_V products at these two fixed points. In fact, it is the latter procedure that is used: 
the ice point temperatureof wa te i  and the boiling temperature of n.nter at standlird at- 
mospheric pressure (101.3 kPa) provide the two reproducible fixed-point temperatures. 
What isdone. then. is to allow n low-density gas to achieve thermi~l equilibrilim \ v i t l ~  
water at its ice point and measure the product P_V, and then repent the process ;II ihe 
boiling temperature. One then decides how many units of temperature correspond to 
this measured difference in the product P_V; the choice of 100 units or degrees leads 
to the Kelvin temperature scale, whereas the use of 180 degrees leads to the Rankine 
scale. With either of these choices, the constant R can be evaluated for a given lo\\.- 
density gas. The iinpormnr fact for the forn7lrldtion of a ~rniver.sal irfrrpemrrrre surlr i s  
that the consranr R rlnd hence ihe ro~~perrrtirre scales determined i ~ i  rlris HYIJ rrr? the 
same for. all low-(lensity gfises!'Values of the gas constant R in SI units are given in 
Table I .4- I .  

For the preient we assume this low-density or ideal gas Kelvin (denoted by K) tem- 
perature scale is equivalent to an absolute universal thermodynamic temperature scale: 
this is proven in Chapter 6. 

)More common than the Kelvin temperature scale for nonscientific uses of temper- 
ature are the closely reluted Fahrenheit and Celsius scales. The size of the degree is 
the same in both the Celsius (CC) and Kelvin temperature scales. However. the zero 
point of the Celsius scale is arbitrarily chosen to be the ice point temperature of water. 
Consequently, it is found that 

Table 1.4-1 The Gas Constant 

R = 8.314 Jlmol K 
= 8.3 14 N m/mol K 
= 8.314 x lo-' kPa m3/mol K 
= 8.314 x bar m3/mol K 
= 8.314 x lo-* barm3/kmol K 
= 8.314 x 10" MPa m3/mol K 

' ~ h c  freezing ternpemture of water saturated w i h  air 51 101.3 kPa. On !his scale the l i iple point of water ir 
O.0I0C. 
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In the Fahrenheit ('F) temperature scale the ice point and boiling point o i  n.ater (at 
101.3 P a )  are 32:F and211F.  respectively. Thus 

T('F) i 159.67 
T (K) = 

' I .S 

Since L1.e are assuming, for the present. that only the ideal gas Kelvin reiiiperature 
scale has a firm thermodynamic basis, we will use it. rather than the Fahrenheit and 
Celsius scales, in all thermodynamic ca1culadons.j (Anotherjustification for the use of 
an absolure-temperature scale is that the interrelation between pressure. volume, and 
temperarure for fluids is simplest when absolute temperature is used.) Cons~qui.ntly, if 
the data for a thermodynamic calculation are not given in ternis of absolute tempera- 
rure, it will generally be necessary to conserr these data to absolute temperatures using 
Eqs. 1.1-4. 

The product of P_V for a low-density gas is said to be a thermometric property 
in that to each value of P_V there corresponds only a single value of temperature. The 
ideal gas thermometer is nil[ convenient to use. however, because of both its mechan- 
ical construction (see Fig. 1.1-3) and the rnnnipctlation required to make a measure- 
Inent. Therefore, common thermometers make use of thermometric propei-ties of other 
n~acerinls-for example, the single-valued relation between temperature and the spe- 
cific volume of liquid mercury (Problem 1.2) or the electrical resistance of platinum 
wire. There are two steps in the construction of thermometers based 011 these other 
thermometric properties: first. fabrication of the device, such as sealing liquid mercury 
in an otherwise evacuated tube: and second, the calibration of the thermometric indi- 

Open to the 
/.atmosphere 

Figure 1.4-3 A simplified diazram of a con- 
stant-volume ideal gas thermometer. In this 
thermometer the product P V for a gas at var- 
ious temperatures is found by measuring rhe 
pressure P at constant volume. For each mea- 
surement the mercury reservoir is raised or 
lowered until the mercury column at the left 
touches an index mark. The pressure of the gas 
in the bulb is then equal to the atmospheric 
pressure plus the pressure due to the height of 
the mercury column. 

'OF courie, for calculadons involving only ternpenlure differences. any convenient 1emperat"rE scale may be 
used, since a tempcrarurr diffennce is independent of be zero of the scale. 
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cator with a known temperature scale. To calibrate a thermonieter. i c i  readiii:~ ( e .~ . .  
the heipht of a mercury column) are determined at acollection of knot~ii iemperatlires. 
and its scale is completed by interpolating between these fixed points. The calibratioii 
procedure for a common mercury thermonleter is. usually far sinipler. The height ilf 
the mercury column is determined at only two tixed points (e.2.. [lie temperatilre cli 
ail ice-water bath and the rempcrature of boiling water at atmospheric prtssure). and 
the distance between these two heights is divided into equal units; the inumber of unirs 
depends on whether the Rankine or Kelvin degree is used, and whethcr a iinic is to re]?- 
resent a iiaction of a desree. a degree, or  several degrees. Since only t\vo fissd points 
are used in the calibration. intermediate temperatllres recorded on such a theiniometsr 
may be different from those that would be obtained using an ideal gas ther~noiiieter bc- 
cause I I) the specific volume of liquid mercury has a slightly nonlinear dependence on 
temperature, and (2) the diameter of the capillary tube may not be completely uniforili 
(so that the volume of mercury will not be simply related to its height in the tube: see 
Problem 1.2). 

1.5 HEAT, WORK,  AND T H E  CONSERVATION OF ENERGY 

As we have already indicated, two systems in thermal contact but otherwise isolated 
from their surroundings will eventually reach an equilibrium state i n  which [he sys- 
tems have the same temperature. During the approach to this eqliilibritim srate the 
temperature of the initially low-temperature system increases while the.rrnipcrarure 
of the initially high-temperature system decreases. We know that the tsmperan.re of  :I 
substance is directly related to its internal energy, especially the energy of rnoleculur 
motion. Thus, in the approach to equilibrium, energy has been transferred from the 
high-temperature sysrem to the one of lower temperature. This transfsr of enersy as a 
result of only a temperature difference is'called a flow of heat. 

11 is also possible to increase the total energy (internal, potential. and kinetic1 of a 
system by mechanical processes involving motion. Ir! particular, the kinstic or potential 
energy of a system can change as a result of motion without deformation of the system. 
boundaries, as .in the movement of a solid body 'ncted on by an external force. \\'hereas 
the internal energy and temperature of asystem may change when external forces result 
in the deformation of the system boundaries, as in the compression of a gas. Energy 
transfer by mechanical motion also occ&s a s  a result of the motion of a drive shaft. 
push rod> or similar device across the system boundaries. For example, mechanical . 
stirring of a fluid first results in fluid motion (evidence of an increase in fluid kinetic 
energy) and then, as this motion is damped by the action. of the fluid viscosity, in 
an increase in the temperature (_and internal energy) of the fluid. Energy transfer by 
any mechanism that involves mechanical motion of or across the system boundaries is 
called work. 

Finally, it is possible to increase the energy of a system by supplying it with elm- 
trical energy in the form of an electrical current driven by a potential difference. This 

>'electrical energy can be convened to mechanical energy if the system contains an elec- 
uic motor, it canincrease f i e  temperature of the system if it is dissipated through a 
resistor (resistive heating), or it can be used to cause an electrochemical change in the 
system (e.g., recharging a lead storage battery). Throughout this book we consider the 
flow of electrical energy to be a form of work. The reason for this choice will become 
clear shortly. 
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The amount of mechanical work is, from mechanics, equal to the product ofthe force 
exerted times the distance moved in the direction of the applied force. or, alternati\,ely. 
to the product of the applied pressure and the displaced volume. Similarly, the electri- 
cal work is equal to the product of the current flow through the system, the potential 
difference across the system, and the ti,me interval over which the current flosv takes 
place. Therefore, the total amount of.work supplied to a system is frequentl!; easy to 
calculate. 

An important experimental observation, initially made by James Prescott Joule be- 
tween the years 1837 and 1847, is that a specified amount of energy can always be used 
in such a way as to produce the same temperature rise in  a given mass of water. regard- 
less of the precise mechanism or device used to supply the enersy. and regardless of 
whether this energy is in the form of mechanical work, electrical work. or  hea:. Rather 
than describe Joule's experiments, consider how this hypothesis could be proved i n  the 
laboratory. Suppose a sample of water at temperature TI is placed in a well-insulated 
container (e.g., a Dewar flask) and, by the series of experiments in Table 1.5-1. the 
amount of energy expended in producins a final equilibrium temperature 7 2  is rnea- 
sured. Based on the experiments of Joule and others, we would expect to find that [his 

Table 1.5-1 Eaperimcnts Designed to Prove the Energy Equivalence of Heat and Work 

Form in Which form of Energy Method of Corrections That 
Encrsy I.; Supplied to . Measuring Energy iMus1 Be Made to 
Transre'erred to Water .--' Mechanism Used Mechanism Input Energy input Data 

(I)  Evlechanical Stirring: . Electrical.energy Product of voltage. Electrical enersy 
energy Paddlewheel current, and time loss in motor and 

driven by electric circuit. 
motor temperature rise 

of paddle\vheel 
(2) Mechanical Stirring: Mechanical energy Change in potential Temperature rise of 

energy Paddlewheel energy of weigh!: paddlewheel 
driven by pulley product of mass 

. - and falling of weight. change 
weight in height, and the 

gravitational 
constant g 

(3) Heat flow Electrical enerey Electrical energy Product of voltage. Temperature rise of 
converted to heat current, and time resistor and 
in a resistor electrical losses 

in circuit 
(4) Heat flow Mechanical energy Mechanical energ Change in potential Temperature rise of 

of falling weight energy of weight: mechanical 
is converted to product, of mass brakes, etc. 
heat lhrough of weight, change 
friction of in height, and g 
rubbing two , 8. 

surfaces together, 
as with a brake 
on the axle of a 
pulley +, 
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energy (determined by correcting the measurements of column 4 for the temperature 
rise of the container and the effects of column 5 )  is precisely the same in all cases. 

By comparing the first two experiments with the third and fourth, we conclude that 
. . there is an equivalence between mechanical energy (or work) and heat, i n  that pre- 

cisely the same amount of energy was required to produce a given temperaturr. rise. 
.,. independent of whether this enerzy was delivered as heat or work. Furthemlore. since 

both mechanical and electrical energy sources have been used (see column 31. there is 
.-s ... a similar equivalence between mechanical and electrical enerzy, and hence :tmong all 
-. three enerzy fornis. This conclusion is not specilic to the experiments in T,lblbls 1.5- 1 

but is. in fact. 3 special case of a more general experimental observation; that is, any 
change of state in a system that occurs solely as a result of the addition of heat can 
also be proditced by adding the same amount of energy as work, electrical energy, or a 
combination of heat. work, and electrical energy. 

Returning to the experiments of Table 1.5-1, we can now ask what has happened 
to the energy that was supplied to the water. The answer, of course, is that at the erid 
of the experiment the temperature. and hence the molecular energy, of the water has 
increased. Consequently. the energy added to the water is now ptesent as incre;~scd 
internal energy. I t  is possible to extract this increased internal energy by processes that 
return the water to its original temperature. One could. for example, use the warm 
water to heat a metal bar. The important experimental observation here is that it' you 
measured the temperature rise in the metal, which occurred i n  returning the water to its 
initial state, andcompared i t  with the electrical or  mechanical energy required to cause 
the same temperature rise in the meral. you would find that all the energy added to the 
water ir, raising its temperature could be recovered as heat by returning the water to its 
initial state. Thus; total energy has been cot:served in the process. 

The observation that energy has been conherved in this experiment is only one exam- 
ple of a genehl enerzy conservation principle that is based on a much wider r a n y  of 
esperimenrs. The more general principle is that i n  any change of state, the total energy. 
which is the sum of the internal, kinetic. and potential energies of the system, heat, and 
electrical and mechanitcal work, is conserved. A more succinct statement is that energy 
is neither created nor destroyed, but may change in form. 

Although heat. mechanical work, and electrical work are equivalent in thai a given 
energy input, in any form. can be made to produce the same internal energy increase 
in a systsm, there is an equally important difference among the various energy forms. 
To see this, suppose that the internal energy of some systeni (perhaps the water i n  the 
experiments just considered) has been increased by increasing its temperature f ro~n  TI 
t? a higher temperature Tz, and w e  now wish to recover the added energy by returning 
the system to its initial state at temperature T I .  It is clear that we can recover the added 
energy completely as a heat Row merely by-putting the system in contact with another 

-. System at a lower temperature. There is, however, no process or device by which it is 
possible to conven all the added internal energy of the system to mechanical energy 
and restore both the system and the surroundings to their initial states, even though the 
increased internal energy may have resulted from adding only mechanical energy to 
the system. In general, only a portion of the increased internal energy can be  recovered 
as mechanical energy, the remainder appearing as heat. This situation is not specific to 
the experiments discussed here; it occurs in all similar efforts to convert both heat and 

- .  internal energy to work or mechanical energy. 
We use the term thermal energy to designate energy in the form of internal energy 

and heat, and mechanical energy to designate mechanical and electrical work and 
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the external energy of a system. This distinction is based on the general experinlental 
observation that while, in principle, any form of mechanical energy can be completely 
converted to other forms of mechanical energy or thermal energy, only a fraction of the 
thermal energy can be converted to mechanical energy in any cyclic process (that is, a 
process that at the end of the cycle restores the system and surroundings to their states 
at the beginning of the cycle), or any process in which the oiily change in the ~ n i \ ~ e r s e  
(system and surroundings) is the conversion of thermal enerzy lo mechanical enerzy. 

The units of mechanical work arise naturally from its definition as the product of 
a force and a distance. Typical units of mechanical work are foot-pound force. dyne- 
centimeter, and erg, though we will use the newton-meter (N 111). which is equal to one 
joule; and from the formulation of work as pressure times displaced volume, pascal- 
mete?, which is also equal to onejoule. The unit of electrical work is the volt-ampere- 
second or, equivalently, the watt-second (again equal to one joule). Heat, however. not 
having a mechanical definition, has traditionally been defined experimentally. Thus. 
the heat unit calorie was defined as the amount of heat required to raise the temper- 
ature of 1 gram of water from 14.5'C to.l5.j0C. and the British thermal unit (Btu) 
was defined to be the amount of heat required to raise I pound of water from 59°F 
to 60°F. These experimental detinitions of heat units have proved unsatisfactory be- 
cause the amount of enerzy in.both the calorie and Btu have been subject to conrinoal 
change as measurement techniques improved. Consequently, there are several different 
definitions of the Btu.and calorie (e.g.. the rhermochemicai calorie, rhe mean calorie, 
and the International ~abl 'e  calorie) that differ by less than one and one-half parts i n  a 
thousand. Current practice is to recognize the energy equivalence of heat and work and 
to use a common energy unit for both. We will use only the joule, which is equal to 
0.2390 calorie (thermochemical) or 0.9485 x lo-' Btu (thermochemical). 

1.6 SPECIFICATION OF THE EQUILIBRIUM STATE; 
INTENSIVE AND EXTENSIVE VARIABLES; 
EQUATIONS OF STATE 

Since our main interest throughout this book is with stable equilibrium states. i t  is 
important to consider how to characterize the equilibrium state and, especially. what is 
the minimum number of properties of a system at equilibrium that must be specified 
to fix the values of all its remaini~lg properties completely." To be specific, supposc we 
had.1 kilogram of a pure gas, say oxygen. at equilibrium whose temperature is some 
value T, pressure some value P, volume V,  refractive index R, electricalpermitivity 

. 

E ,  and so  on, and we wanted to adjust some of the equilibrium properties of a second 
sample of oxygen so  that all the properties of the two samples would be identical. The 
questions we  are asking, then, are what sons of properties, and how many properties, 

- 
I 

must correspond if all of the properties of the tw.0 systems &e to be identical? 
The fact that we are interested only in stable equilibrium states is sufficient to decide i 

the types of properties needed to specify the equilibri"m stare: First, since gradients in 
velocity, pressure, and temperature cannot be present in the equilibrium state, they do ! 

not enter into its characterization.Next,.since, as we saw in Sec. 1.3, the properties of i 

a stable equilibrium state do not depend on the history of the system or its approach to 
equilibrium, the srable eqriilibrium srate is characterized only by equilibrium proper- 

! 
ties of the system. 

4 ~ o u g h o u r  this bwk, we implicilly assume rhar arysrem conrains a luge number of molceuler (ul lea.% revem1 
lens of thousands). so rhar the surface effecir prerenr in small rysicms arc unimponunl. See. however. Sec. 7.8. 

I 
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The ~emaining question. that of how man!. equilibrium properties are necessary to 
speciiy the equilibrium state of the system. can be answered only by experiment. The 
important experimental observation here is that an equilibrium state of a single-phase. 
one-component system in the absence of external electric and magnetic fields is coin- 
pletel?. specified if its mass and two other therniodynainic properties ;Ire given. Thus. 
going back to our example. if the second os!.gen sample also weighs 1 kilogram. at~c! 
if it \\-ere made to have the same temperature and pressure as the first sample, it \vould 
also be found to have the same volume. retjactive indes. and so forth. If, however. onl! 
the teniperature of the secotid I-kg sample \\-as set equal to that of the first sample, nei- 
[her its pressure nor any other physical property \vould necessarily be the snnie as that 
of the first sample. Conseqoently, the values of the density, refractive index, and, more 
generally, all thermodynamic properties of an equilibrium single-component, single- 
phase fluid are completely fixed once the mass of the syste.m and the values of  at least 
two other system parameters are given. (The rpecificatiph of the equilibrium srate of 
mulriphase and multicomponent systems is considered i n  Chapters 7 and S.) 

Thc specification of an equilibrium system can be made slightly simpler by recog- 
nizing h a t  the variables used i n  therrnodynnmicdescriptions are of two different types. 
To see this, consider a gas of niass M that is at a temperature T and pressure P s1ic1 
is conlined to a glass bulb o i  volume V. Suppose that an identical glass bulb is alho 
filled with mass 1!4 of the same gas and heated to the same temperatul-e T. Based oil the 
previous discussion, since the values of T. V. and rL/ are the same, the pressure in the 
second glass bulb is also P. If these two bulbs are now connected to form a new sys- 
tem. the temperature and pressure of this composite system are unchanged from those 
of the sepxated systems, although the volume and mass of this new systeni are clearly 
twice those of the original single glass bulb. The pressure and temperature, because 
of their size-independent property, are called intensive variables, whereasih7-iiiiG. 
vc$iiini;-i"d iokl energy are extensive variables. cr variables dependent on the size 
or amount of the system. Exiehsive v5riables can be transformed into intensive v;~ri- 
ables by dividing by the total mass or total number of moles so  that a specific volume 
(volume per unit mass or volume per mole), a specific enersy (energy per unit mass or 
per mole), and so forth are obtained. By definition. the term state variable refers to 
any of the intensive variables of an equilibrium system: temperature, pressure. specitic 
Golume, specific internal energy, refractive index. and other variables introduced in the, 
following chapters. Clearly, from the previous discussion, the value of any srate vari- 
able depeilds only on [he equilibrium state of ihe system, not on the path by which the 
equilibrium state was reached. 

With the distinction now made between intensive and extensive variables, it is pos- 
sible to rephrase the requirement for the complete specification of a thermodynamic 
state in a more coherent manner. The experimental observation is that the specification 
of two state variables uniquely determines the values of alkother state variables of an 
equilibrium, single-component, single-phase system. [Remember, however, that to de- 
termine the size of the system, that is, its mass or total volume, one must also specify 
the mass of the system, or'the value of one other extensive parameter (total volume, 

-total energy, etc.).] The implicatidn of this statement is that for each substance there 
exist, in principle, equations relating each state variable to two others. For example, 
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Here P  is the pressure. T the temperature, U the internal energy per u n i t  mass, and V  
the volume per unit mass.' The first equation indicates that the pressure is a function of 
the temperature and volunje per unit mass: the second indicates that the internal enerzy 
is a function of temperaatre and volume. Also, there are relations of the form 

@ = @ ( T ,  p )  
u = U ( f ,  I/) 
P = P ( U ,  V )  (1.6-2) 

Similar equations are valid for the additional thermodynamic properties to be intro- 
duced later. 

The interrelations of the form of Eqs. 1.6-1 and 1.6-2 are always obeyed in nature, 
though we may not have been sufficiently accurate in ourexperim$nts, or clever enough 
i n  other ways to have discovered them. In particular, Eq. 1.6-1 iridicates that if we pre- 
pare a Ruid such that it has specified values T and ?, i t  will always have the same 
pressure P. What is this \.nlue of the pressure P? To know this we have to either have 
done the experiment s o ~ n s t i ~ n e  in the past or know the exact Funciional relationship 
between T .  3 ,  and P For the fluid being considered. What is frequently done for'fluids 
of scientific or engineering interest is to make a large number of measurements of P. 
3, and T and then to develop a volumetric equation of state for the fluid, that is. 
a mathematical relationship between the variables P ,  3, and T .  Similarly, measure- 
ments of fi, 3. and T are made to develop a thermal equation of state for the fiuid. 
Alternatively, the data that have Wen obtained may be presented directly in graphical 
or tabular form. (In fact. as will be shown later in this book, it is more convenient to 
formulite volumetric equations of state in terms of P ,  _V, and T than in terms of P, 
3, and T, since in this case the same gas constant of  Eq. 1.4-3 can be used for all 
substances. If volume on a per-mass basis 3 was used, the constant in the ideal gas 
equation of state would be R divided by the molecular weight of the substance.) 

There are some complications in the description of thermodynamic states of sys- 
tems. For certain idealized fluids, such as the ideal gas and the incompressible liquid 
(both discussed in Sec. 3.3). the specjfication of any two state-variables may not be suf- 
ficient to fix the thermodynaniic stale of the system. To be specific, the internal energy 
of the ideal gas is a function only of its temperature, and not of its pressure or density. 
Thus, the specification of the internal energy and temperature of an ideal gas contains 
no more inTormation than specifying only its-temperature and therefore is insufficient 
to determine its pressure. ~ i m i l a r l ~ ,  if a liquid is incompressible, its molar volume will 
depend on temperature but not on the pressure exerred on it. Consequently, specifying 
the temperature and the specific volume of an incompressible liquid contains no more 
information than specifying only its temperature. The ideal gas and the incompressible 
liquid are limiting cases of the behavior of real fluids, so that although the internal 
energy of a real gas depends on density and temperature, the density dependence may 
be weak; also the densities of most liquids are only weakly dependent on their pressere. 

51n this baak we use letters with cucrs to indicate propenier per unit mass, such as fi a i d  ?, and letten with 
underban. such as _O and L'. to indicare pmpenier .per mole, which are referred 19 as m p l z  propenies. When. in 
later chapten, we consider mirmrer and have to distinguish between species, the notation will become a bit more 

complicated in that Ui and _Vi will be used to designare the molar internal energy and volume, respectively, of 
p u n  species i. Also, when necerrnry. within parentheses we can indicate the temperature andlor pressure (and in 
later chapters the composition) of the substance. In there casts, norarion r u c h a  gi(T, P )  and _Vi(T. P )  will be 
used. 
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Therefore. althou,oh i n  principle any two stare variables tnay be used to descl.ibe the 
thern~odyni~mic state of n system. one shc~uld not use U atid T as the independent state 
variables for gases or and T as the independent state variables for liquids and solids. 

As !?as pointed out in the pre~ious  pnragmplis. two state' variables are neetlcd to 
fix the~rlicr~iiodynamic state of ati.eqoilibriot?l systetn. The obv io~~s  next questioti iq. 

ho\v does on2 specify the theniiodynanlic state of a nonequilibrillm system? This i b  

clearly a much more complicatsd question. mtd the detailed answer woitld itl\,ol\,e 
a discussioti of the relative time scales for changes imposed on the system and the 
changei that occur within the system (as 3 result of chemical reaction. internal energy 
Hows. and Huid motion). Such a discussion is beyond the scope of this book. The 
imponant observation is that if we do not consider very fast system changes (as occur 
within a shock wave), or systems that relax at a very slow but perceptible rate (e.g., 
molten polymers): the equilibrium relationships between the fluid propenies, such as 
the volumetric %Ad thermal equations of state. are also satisfied in nonequilihriunl Hows 
on a point-by-point basis. That is. even though the temperature and pressure mily vary 
in -a floiving fluid. 8s long as the chanpes are not as sharp as in a shock wave atid the 
Huid internal relaxarion times are .rapid." the properries at each poim i n  the tli~id ilre 
interrelated by rhe same equations of state ns for the equilibrium Huid. This situ;~tioti 
is referred to as local equilibrium. This is an important concept. since i t  allows us 
to consider nor only equilibrium phenomena in thermodynamics but also inany flow 
problems involving distinctly nonequilibriumprocesses. 

A SUblMARY OF IMPORTANT 
EXPERIMENTAL OBSERVATIONS 

An objective.of this book is to present the subject of thermodynatnics in a logical. 
coherent manner. We do this by demonstrating how the complete structure of rhermo- 
dynamics can be built from a number of imporcant experimental observations, some of 
which have been introduced in this chapter, some of  which are familiar from niechan- 
ics, and some of which are introduced in the follow in^ chapters. For convenience, the 
most important of these observations are listed here. 

From classical mechanicsand chemistry we have the following two observations. 

Experirne~ltal observation I. In any change of state (except one involving a nuclear 
reaction, which is not considered in this book) total mass is conserved. 

Experimental observation 2. 1n any change of state total momentum is a conserved 
. quantity.. 

I;;;,his chapter the following eight experimental facts have been mentioned. 
. 

Experimental observation3 (Sec. 1.5). In any change of state the total energy-which 
includes internal, patential, and kinetic energy, heat, and work-is a conserved quan- 
tity. 

Experimental observation 4 (Sec. 1.5). A How of heat and a Row of work are equiva- 
lent in that supplying a given amount of energy to a system in either of these forms 
can be made to result in the same increase in its internal energy. Heat and work, 
or Gore generally, thermaland mechanical energy, are not equivalent in the sense 

situadon being considered hem is not as rertrictive us it appears. In fact. i L  is by far Lhe most common ease 
in engineering. I r  ir (he only case thatis considered in this book. 
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that mechanicill energ?. can be completely converted tothermal energy. but thermal 
energy can be only partially converted to mechanical energy in a cyclic process. 

Experirnerrtnl observatiorr 5 (Sec. 1.3). A system that is not subject to forced Rows 
of mass or energy from its surroundings will evolve to a time-invariant state that is 
iiniform or composed of uniform subsystems. This is the equilibrium state. 

Experin~entnl observatiorr 6 (Sec. 1.3). A system in equilibrium with its surroundiilgs 
will never spontaneously revert to a nonequilibrium state. 

Experi~nental obsenfntiorr 7 (Sec. I .3). Equilibrium states that arise naturally are stable 
to small disturbances. 

Experirnerltal observariorr 8 (Secs. 1.3 and 1.6). The stable equilibrium state of a 
system is completely characterized by values of only equilibrium properties (and 
]not properties tha!:dsscribe the approach to equilibrium). For a single-component, 
single-phase sysxm the values of  only two intensive, independent state variables are 
[needed to fix the themlodynamic state of the equilibrium system completely: the 
further specification of one extensive variable of the system fixes its size. 

Experimerrtal observntiorr 9 (Sec. 1.6). The interrelationships between the thermody- 
namic state mriables for a fluid in equilibrium also apply locally (i.e.. at each point) 
for a fluid not i n  equilibrium, provided the internal relaxation processes are rapid 
with respect to the rare at which changes are imposed on the system. For fluids of 
interest in this book. this condition is satisfied. 

Although we are nor. in general, interested in the detailed description of nonequi- ' 
librium systems. i t  is useful to note that the rates at which natural relaxation processes 
(i.e., heat tluxes. mass fluxes, etc.) occur are directly proportional to the magnitude of 
the driving forces (i.e., temperature gradients, concentration gradients, etc.) necessary 
for their occurrence. '. 

Experinrental observation IO. The flow of heat Q (units of Jls or W) that arises be- 
cause of a temperature difference AT is linearly proportional to the magnitude of 
the temperature difference:' 

Here h is a positive constant, and the minus sign in the equation indicates that the 
heat flow is in the oppositedirection to the temperaturedifference; that is, the flow of 
heat is from a region of high temperature te a region of low temperature. Similarly, 
on a microscopic scale, the heat flux in the x-coordinate direction, denoted by qx 
(wihunits  of ~ / m ' s ) ,  is linearly related to the temperature gradient in that direction: 

The mass flux of species A in the x direction, ja[, (kg/m2 s), relative to the fluid 
i 
i 

7;. mass average velocity is linearly related to its concentration gradient, 1 

7~hmughoe  this b w k  we use a do: ar on Q, 10 indicate a flow term. Thus, Q is a flaw of heat wirh unirs of  11s. 
and ,k is a flow of mass with units of kgs. Also, radiative hear mrfer in  more complicaled, and is no1 considered j 
here. 



Chapter 2 

Conservation of Mass 

In this chapter we start the quantitative development of thenodyna!iiics using one of 
the qualitative observations of the previous chapter. that mass is conserved. Here we 
begin by developing the balance equations for the total mass of a system (a piece of' 
equipmen:, a defined v o l ~ ~ m e  in space, or whatever is convenient for the probleln at 
hand) by considering systenis of only a single component. In this case. mass of the 
single species being consider-ed is also the total m:tss. which is conser\lecl, ant1 we can 
write the balance equation either based on mass or by dividing by the moleculur weight. 
on the number of nloles. We develop two forms of these mass balance equations-one 
for comp~tting the rate at which mass in a system changes with time. and the second 
set, obtained by integrating these rate ecluations over an interval of time. to compute 
only the change in mass (or number of moles) in that time interval. 

We next consider the mass balances'i'or a misttire. In this case while total mass is 
conserved, there will be achange of mma of some or all species if one or more chemical 
reactions occur. For this case, it is more convenient to develop the mass balance ~ O I -  

mixtures on a.molar basis, as chemical reaction stoichiomentry is much easier to write 
on a molar basis than on a mass basis. In this chapter we will consider only the case of 
a single chemical reaction; in later chapters the more general case of several chemical 
reactions occu~ing simultaneously will be considered. 

The most important goals of this chapter are for the student to understand when to 
use the rate-of-change form of the mass balance equation and when to use the differ- 
ence form, and how to use these equations to solve problems. Mastering the use of the 
mass balance equations here will make it easier to use the more complicated energy' 
and other balance equations that will be introduced in the following two chapters. 

INSTRUCTIONAL OBJECTIVES FOR CHAPTER 2 

The goals of this chapter are for the student to: 

- Be able to use the rate-of-change form of the pure component mass balance in 
problem solving (Sec. 2.2) 
Be able to use the difference form of the pure component mass balance in problem 
solving (Sec. 2.2) 
Be able to use the rate-of-change fornl of the multicomponent'mass balance in 
problem solving (Sec. 2.3) 
Be able to use the di.fference form of the multicomponent mass balance in problem 
solving (Sec. 2.3) 
Be able to. solve mass balance problems involving a single chemical reaction (Sec, 
2.3) 
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IMPORTANT NOTATION INTRODUCED IN THIS CHAPTER 

Mass of species i (g) 
Mass flow rarc at location k (g/s) 
Mass flow rarc of species i at location k (g/s) 
Moles of species i (mol) 
Molar flow rar? at location k (g/s) 
Molar flow rat? of species i at location k (gls) 
Time (s) 
Set of mole frxrions of all species xi, .rl, x;,  . . . 
Molar extent of reaction (mol) 
Stoichiometris coefficient of species i 

2.1 A GENERAL BALANCE EQUATIOS 
AND CONSERVED QUANTITIES 

The balance equations used in thermodynamics are concept~lnlly simple. Each is ob- 
tained by choosing a sysrem, either a qtlantity of mass-or a region of space (e.g., the 
contents of a tank), and equating the change of some property of this system to the 
amounts of the property that have entered and left the system and that have been pro- 
duced within it. We are inrsrested both in the change of a system property over a time 
interval and in its instantaneous rate of change; therefore, we will formulate equations 
of change for both. Which of the two formulations of the equations of change is used 
for the description of a pkicular physical situation will 1argely.depend on the type of  
information desired or axailable. 

To illustrate the two types of descriptions and the relationship between them, as 
well as,the idea of using balance equations, consider the problem of studying the total 
mass of wat3r in Lake >Isad (the lake behind Hoover Dam on the Colorado River). 
If you were interested in determining, at any instant, whether the water level in this 
lake was rising or falling. you would have to ascertain whether the water flows into 
the lake were greater or less than the flows of water'out of the lake. That is, at some 
instant you would determine the rates at which water was entering the lake (due to 
the flow of the Colorado River and rainfall) and leaving it (due to flow across the dam, 
evaporation from the lake surface, and seepage through the canyon walls), and then use 
the equation . . I 

Rate of change of Rate at which Rate at which 1 
I 
1 
I 
I 

to determine the precise rate of change of the arnoint of water in the lake: 
If, on the other hand, you were interested in determining the change in the amount 

of water for some period of time, say the month of January, you could use a balance 
equatioi? in terms of thetotal amounts of water that entered and left the lake during this 
time: 
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Change in amount Amount of water that Amount of water that [ of ;.ate. in :he 1 = [ flowe;;:::r; lake 1 [ flowed O L I ~  of ) 
lake during the during the month of the lake during the 

month of January month of January 

(2.1-2) 

Notice that Eq. 2.1-1 is concerned with an instantaneous rate of chanse. and i t  re- 
quires data on the rates at which flows occur. Equation 2.1-2, on the other hand. is for 
computing the total change that has occurred and requires data only on the total Rows 
over the time interval. These two equations, one for the instantaneous rate of change 
of a system property (here the amount of water) and the other for the change over an 
interval of time, illus~rate the two types of change-of-state problems that are of interest 
in this book and the forms of the balance equations that are used in their sol~ttion. 

There is. of course. an interrelationship between the two balance equations. If you 
had infornlation on each water flow rate at each instant of time for the whole month 
of January. you could integrate Eq. 2.1- 1 over that-period of time to obtain the same 
answer for the total change in the amount of water as would be obtained directly from 
Eq. 2.1-2 using the much less detailed information on the total flows for the lnonth. 

The example used here to illustrate the balance equation concept is artificial i n  that 
although water flows into and out of a lake are difficult to measure, the rumount of water 
in the lake can be determined directly from the water level. Thus. Eqs. 1.1 - I and 2. I-:! 
are not likely to be used. However, the system properties of interest in  thermodynanlics 
and, indeed. in most areas of engineering are frequently rntlch more difficult to measure 
than flow rates of mass and energy, so  that the balance equation approach may be the 

.. only practical way to proceed. -. .- 

While our interest here is specifically in the mass balance, to avoid having to repeat 
the analysis leading to equation 2.1-4, which follows, for other properties, such as 
energy (see next chapter), we will develop a general balance equation for any extensive 
property 8. We will then replace 0 with the total mass. In the next section # will be the 
mass of only one of the species (which may undergo chemical reaction). and in the 
next chapter 8 will be replaced by the total energy. In the remainder of this section, the 
balance equations for an unspecified extensive property 8 of a thermodynamic system 
are developed. . 

With the balance equations formulated in  a general manner, they will be applicable 
(by appropriate simplification) to all systems studied in this book. In this way i t  will not 
-be necessary to rederive the balance equations for ehch new problem; we will merely 
simplify the general equations. Specific choices for 8, such as total mass, mass (or 
number of moles) of a single species, and energy, are considered in Sec. 2.2, 2.3, and 
3.2, respectively. 

. .. .. We consider a general system that h a y  be moving or stationary, in which mass and 
energy may flow across its boundaries at one or more places, and the boundaries of 
which may distort. Since we are concerned with equating the total change within the 
system to flows across its boundaries, the details of the internal structure of the sys- 
tem' will be left unspecified. This "black-box" system is illustrated in Fig. 2.1 - 1, and 
characteristics of this sy:tem are -- 

1. Mass may flow into one, several, all, o r  none of the K entry ports labeled 1 ,2 ,  . . . , 
K (i.e., the system may be either open or  closed to the flow of mass). Since we 
are concerned with pure fluids here, only one molecular species will be-involved, 
although its temperature and pressure may be different at each entry port. The 
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w M ,  Figure 2.1-1 A single-component system with sev- 
.<I. eral mass Rows. 

mass flow rate iizto the system at :he kth entry port will be MA, so that Mk > 0 
for flow into the system, and IL?~ < 0 for flow out of the system. 

2. The boundaries of the black-box system may be stationary or moving. If the 
system boundaries are moving, it can be either because the system is expanding 
or contracting, or because the system as a whole is moving, or both. 

The following tivo characteristics are important for the energy balance. 

3. Energy in the form of heat may enter or leave the system across the system bound- 
aries. 

4. Energy in the form of work (mechanical shaft motion, electrical energy, etc.) may 
enter or leave the system across the system boundaries. 

Throughout this book we will use the convention that a flow into the system, whether 
i t  be a mass flow or an enersy flow, is positive and a flow out of the system is negaiive. 

The balance equation for the total amount of any extensive quantity 6 in this system I 

is obtained by equating.the change in the amount of 6 in the system between times t 
and r + A t  to the flows of 8 into and out of the system, and the generation of 6 within 
the system, in the time interval At.  Thus, 

Amount of 6 in the Amount of 0 in the > = (  Amount of 6 that entered the system across 
system at time r + At system at time t system boundaries between r and t t- At 

 mount of 6 that left the system across 
system boundaries between t and t + At 

of 6 generated within the 
system between t and r + At ) (2+-3) 

The meaning of the first two terms on the right side of this equation is clear, but the - 
last term deserves some discussion. If the extensive property 6 is equal to the total 
mass, total energy, or total momentum, quantities that afe conserved (experimental 
observations 1 to 3 of Sec. 1.7), then the internal generation of 6 is equal to zero. This 
is easily seen as follows for the special case of a system isoIated from its environment 
(so that the flow terms across the system boundaries vanish); here Eq. 2.1-3 reduces to 

- Amount of 6 generated of r3 in the) = ( 
system at time t within the system 1 

between t and r + A t  

Since neither total mass, total momentum, nor total energy can be spontaneously pro- 
duced, if 6 is any of these quantities, the internal generation term must be zero. If, 
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is in thermal contact with a themlostatic bath niain- 
rained at temperature 7'. 

e. The sysrem consists of two tanks-of gas connected . . 
by tuhinp. A valve between the two tanks is fully 
opened for a short time and then closed. 

1.2 The follo\ving table lists the volumesof 1 gram of wa- 
ter and 1 gram of mercury as functions of temperature. 
a. Discuss \vhy water would not be an appropriate ther- 

mometer fluid between P C  and 10'C. 
h. Because of the slightly nonlinear temperature de- 

pendence of the specific volume of liquid mercury. 
there is an inherent error in using a mercury-filled 
thermometer that has been calibrated against an 
ideal Sas thermometer at only O'C and 100°C. Us- 
ing the dart in  the table, prepare a graph of the error. 
A 7'. as a f~inction of temperature. 

c. Why does a common mercury thermometer consist 
of a large-volume mercury-ti lled bulb attached to i 
capillary tube? 

Volume of 1 f rnm Volume of I gram 
T ( 'C)  of H:O (cn?) of Hg (cm3) 

=Based on data in R. H. Perry and D. Green, eds., Cl~rr~~ictrl 
Et~gitleers' Hut~dbrtok. 6th ed.. McGmw-Hill. New York. 1984. 
pp. 3-75-3-77. 
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and for rnruiy fluids. the Rux of the .~-component of momentum i n  the J.-coordi~inte 
direction is 

I n  these equations 7 is the temperature, p the nit~ss density, ((i.4 the mass fmciion 
of species A. and u, the x-component of the fluid velocity vector. The parameter 
X- is the rherrnal conductivity, D the diffusion coefficient for species A .  and !: the 
fluicl viscosity; from experiment the values of these parameters are all sreater than 
01. eqilal to zero (this is. in fact, a requirement for the systeni to evolve toward eqi~i- 
libriun~). Equation 1.7-2 is known as Fourier's law of heat condtiction. Eq. 1.7--? is 
called Fick's first la\v of diffusion, and Eq: 1.7-3 is Kewton's la\v of viscosity. 

1.8 A COiLI.\IEN'T ON THE DEVELOPhIENT 
OF 1'HERYIODY NAMICS 

The I'ornlulation of the principles of thernioclynumics that is i~s td  in  this book is a 
rellcction of the author's preference and experience. and is not an indication ot' the 
historical drvelopnient of the subject. This is the case in  most textbooks. as a pood 
testbook should present its subject in an orderly. coherent fashion. even though niost 
branches of science hcvc developed in a disordered manner marked by both brilliant. 
and freqi~ently unfounded, generalizations and, in retrospect. equally amazing blun- 
ders. I t  woiild sente little purposeto relate here the caloric or other theories of heat that 

. have been proposed in the past, or'to describe all the futile efforts that went into the 
construction~of perpetual motion machines. Similarly. the energy equivalence of heat 
ancl work seenis obvious now, though it was accepted by the scientific corninunity only 
after I0 years of work by J .  P. Joule. Historically, this equivalence was first poinied 
out by a meclical doctor. J. R. Mayer, However, i t  woilld be foolish to reproduce in a 
textbook the stages of his discovery, which started with the observation that the venous 
blood of sailors being bled in Java was unusually red. made use of a theory of Lavoisier 
relating the rate of oxidation in animals to their heat losses, and ultimately led ro the 
conclusion that heat and work were energetically equivalent. 

The science of thermodynamics as we now know i t  is basically the work of the 
experimentalist, in that each of its principles represents the generalization of a large 
amount of varied experimental data and the life's work of man):. We have tried to 
keep this flavor.by basing our development of thermodynamics on a number of key 
experimental observations. However, the presentation of thermodynamics in this book, 
and especially in the introduction of entropy in Chapter 4, certainly does not parallel 

-.- its hisioriqal development. 

PROBLEMS 
1.1 For each of the cases that follow, list as many properties tainer and thermally and mechanically isolated from 

of the equilibrium state as you can, especially the con- its surroundings. 
straints on the equilibrium state of the system by c. The system is contained in a frictionless piston and 
its surroundings and/or its container. cylinder exposed to an atmosphere at pressure P and 
a. The system is placed in thermal contact with a ther- thermally isolated from its surroundings. 

mostatic bath maintained at temperature T. d. The system is contained in a frictionless piston and 
b. The system is contained in a constant-volume con- cylinder exposed to an atmosphere at pressure P and 
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however. 6 is some other quantity, the internal generation term may be posltlve ( i f  8 is 
produced within the system). negative (if 6' is consumed within the systerii). or ~ c r o  
For example. suppose the b1:tck-box system in Fig. 3.1-1 is a closed (botch) chemical 
reactor in which cyclohexane is partially dehydrogenated to benzene and hydrogen 
according to the reaction 

C6HI2 + C6H6 + 3H- 

If 6, is set equal to the total mass, then, by the principle of conservation of mass, the 
internal generation term in Eq. 2.1-?a would be zero. If, however, B is tsken to be 
the mass of benzene in the system, the internal generation term for benzene would be 
positive. since benzene is produced by the chemical reaction. Conversely. if 6' is taken 
to be the mass of cyclohexane in the system. the internal generation term \\,auld be 
negative. In either case the magnitude of the internal generati~n term would depend on 
the rate of reaction. / 

The balance equation (Eq. 2.1-3) is useful for con~puting the change in the extensi\,e 
property 6' over the time interval At. We can also obtain an equation for computing 
the instantaneous rate of change of B by letting the time interval Or go to zero. This 
is done as follows. First we use the symbol B(t)  to represent the arnount of H i n  the 
system at time r ,  and we recognize that for a very small time interval At (over which 
the Rows into and out of the system are constant) we can write 

Amount of B that enters the Rate at which H enters 
system across system boundaries the system across system 

between t and t + At boundaries 

with similar expressions for the outflow and generation terms. Next we rewrite Eq. 
2.1-3 as 

o(t f At)  - e( f>  Rate at which B enters the system 
A t = ( . across system boundaries 

Rate at which 6' leaves the system 
across system boundaries 

Rate at which B is generated 
within the system 

Finally, taking the limit as At + 0 and using the definition of the derivative from 
calculus, 

- 
dB ..' B(t + At)  - B(t) --  - lim 

a dt , Af--PO At 

we obtain 

Rate of change of) = ( Rate at which 6 enters the 
d t B in the system system across system boundaries 

Rate at which B leaves the 
- (system across system boundaries 

Rate at which B is generated 
+ ( within the system ) (2.1-4) 
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Balance equation 2.1-4 is general and applicable to conserved and nonconser\.ed 
quantitie's. There is, however, the important advantage in dealing with conserved quan -  
tities that the internal generation term is zero. For example, to use the total mass bal- 
ance to compute the rate of change of mass in the system, we need knou. only the mass 
flo~vs into and out of the system. On the other hand, to compute the rats of changs of 
the mass of cyclohexane undergoing a dehydrogenation reaction in a chemical reactor. 
we also need data on the rate of reaction in the system, which may be a f~inction of 
concentration, temperature, catalyst activity. and internal characteristics of the system. 
Thus. additional information may be needed to use the balance equation' for the inass 
of cyclohexane. and, more generally, for any nonconserved quantity. The applications 
of thermodynamics sometimes require the use of balance equations for nonconserved 
quantities. 

2.2 COKSERVATION OF MASS FOR A PURE FLUID , 

The first balance equation of interest in thermodynamics is the conservation equation 
for total mass. If H is taken to be the total mass in the system, designated by the symbol 
ILI. \ve have, from Eq. 2.1-3 

Amount of mass that Amount of mass 
entered the system that left the system 

lM(t + At) - M(t) = across the system across the system (2.2-la) 
boundaries between boundaries between [ t a n d l + A r  I:[ ~ a n d r + A r  

where we have recognized that the total mass is a conserved quantity and that the only 
mechanism by which mass enters or leaves a system is by a mass flow. Using 1 t j ~  to 
represent the mass flow rate into the system at the kth entry point, we have, from Eq. 
2.1.-L1 the equation for the instantaneous rate of change of mass in the system: 

Rate-cf-change mass 
balance 1:; --=ZMX 1 (2.2-1 b) I 

X =  l 

I 

Equations 2.2-1 are general and valid regardless of the details of the system and whether 
the system is stationary or moving. 

Since we are interested only in pure fluids here, we can divide Eqs. 2.2-1 by the 
molecular weight of the fluid and use the fact that N, the number of moles in the 1 
system, is equal to M/mw, where mw is the molecular weight, Zid Ijk, the molar flow 
rate into the system at the kth entry port, is &/mw, to obtain instead of Eq. 2.2-la a 
similar equation in which the term moles replaces the word mass and, instead of Eq. 

i 
2.2-lb, i 

Rate-of-change mass 
balance: molar basis 

We introduce this equation here because it is frequently convenient to do calculations 
on a molar rather than on a mass basis. 
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In Sec. 2.1 it was indicated that the equation for the change of rtrl extensive state \:ari- 
able of a system in the time inrerval At could be obtained by integratioit over the time 
interval of the equation for the rate of change of that \miable. Here \ye demonsrrute 
how this integration is accomplished. For convenience. r l  represents the beginning of 
the time interval and t 2  represents the end of the time interval. so that 2.1 = 12 - I , .  

Integrating Eq. 2.2-Ib between ti and tz yields 

The left side of the equation is treated as follows: 

. , t r I ~ ,  Charier in total mass 
'2 j; d~ di = Jvii;, d~ = ~ ( t ~ )  - n~(t , )  = of systefll betiyeen 

I ,  and t2 

where M ( t )  is the mass in the system at time t .  The term o n  the right side of the 
eqtiation may be simplified by observing that 

Mass that entered the 
&fk clt = system at the kth entry /" ( port between t i  and r l  

Thus 

Integral mass balance 

This is the symbolic form of Eq. 2.2-la. 
Equation 2.2-4 m.ay be written in a simpler form when the mass How rates are steady, 

that is, independent of time. For this case 

so that 

K 

M(ri) - M ( t i )  = & ~i (steady flows) 

The equations of this section that will be used throughout this book are listed in 
Table 2.2-1. 

ILLUSTRATION 2.2-1 
Use of the Difference Form of the Mass Balance 

A rank of volume 25 m? contains 1.5 x 1@ kg of water. Over a two-day period the inlet to the 
tank delivers 2.0 x 16 kg, 1.3 x 16 kg leaves the tank through the outlet port, and 50 kg of 
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Table 2.2-1 The Mass Conservation Equation 
-- - 

Mass Basis Molar Basis 

Rote-of-change form oythe nlrrss ba/crtzce 
K 

General equation -- - z iiii 
d r  k = I  

Special case: 
d M  - = o  

Closed system dt 
M = constant 

Diflerence form of the mass bola~lce'~ 
K 

General equation M1 - MI = 2 A M a  
I.; I 

Special cases: I 

Closed system Mz = rVll  
K 

Steady flow M2 - MI = zl(ik AI 
i= I 

dN - = o  
(11 

IV = constant 

*Here we have used the abbreviated notation iklj = ~ W ( r i )  and Ni = N ( r i ) .  

water leaves the tank by evaporation. How rn~ich water is in the tank at tht end of the two-da! 
period? 

SOLUTION 

Since we are interested only in the change in the mass of water in the tank over the two-day 
period, and not in the rate of change, we will use the difference form of the mass balance over the 
period from the initial time (which we take to be r = 0) until two days later ( I  = 2 days). We use 
Eq. 2.2-4, recognizing that we have three flow terms: MI (flow into the tank) = 1-2.0 x lo3 kg. 
Mz (flow from the tank) = - 1.3 x lo3 kg, and Mj (evaporation) = -50 kg. (Remember, in our 
notation the + sign is for flow into the system, the tank, and the - sign is for flow out of the 
system.) 
. Therefore, 

M ( r  = 2 days) - 1M ( I  = 0) = MI t lMz + M3 
M(t = 2 days) - 1.5 x 10.' kg = 2.0 x lo3 - 1.3 x lo3 - 50 i 

j 
. M ( r = 2 d a y s ) = 1 . 5 x 1 0 ~ 2 . 0 ~ 1 0 ~ - 1 . 3 x 1 0 ~ - 5 0  

= 1.565 x 10'kg j 

ILLUSTRATION 2.2-2 
Use of the Rare-of-Change Form of the .Mass Balance 

A storage tank is being used in a chemical plant to dampen fluctuations in the flow to a down- 
* stream chemical reactor. The exit flow from this tank will be kept constant at 1.5 kg/s; if the . 

instantaneous flow into the tank exceeds this, the level in the tank will rise, while if the instanta- 
neous flow is less, the level in the tank will drop. If the-instantaneous flow into the storage tank 
is 1.2 kgs,  what is rhe rate of change of mass in the tank? 

'Throughout this text the symbol will be used to indicate the end of an illustration. 
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Since we are interested in the rate of change of mass, here we use the rate-of-change forrn of 
the mass balance (Eq. 2.2-1 b): 

or. in this case, 

Tlius, at the instant the measurements were made. the amount of liquid in the tank was decreas- 
ing by 0.3 kg/s or 300 ds. 

COMILIENT 

Remember. it' we are interested in the rare of change of mass, as we are here. we use the nte-of- 
change form of the mass balance, Eq. 2.2-1 b. Honever,.if we are interested only in the change 
of total mass over a period of time, we use Eq. 2.7-4. Fa 

ILLUSTRATION 2.2-3 
Use of rhz Rate-of-Cl~rmgr Form of the Mass Bnlmtce 

Gas is being removed from a high-pressure storage tank through a device that rernoves 1 percent 
of the current contents of the tank each minute. If the tank initially contains 1000 mols of gas, 
how much will remain at the end of 20 minutes? 

Since 1 percent of the gas is removed at any time, the rate at which gas leaves the tank will 
change with time. For example, initially gas is leaving at the rate of 0.01 x 1000 mol/min = 
10 mol/min. However, later.when only 900 mol of gas remain in the tank, the exiting flow rate 
will be 0.01 x 900 mol fmin = 9 mol/min. In fact, the exiting flow rate is continuously changing 
with time. Therefore, we have to use the rate-of-change or differential forrn of the mass (mole) 
balance. Starting from the rate-of-change form of the mass balance (Eq. 2.2-1 b) around the rank 
that has only a single flow term, we have 

where 

The solution to this first-order differential equation is 

so that 
d In N  -- - -0.01 

' d t  

Therefore, -- 
N ( t  = 50) = N ( t  = ~ ) e - ~ . ~ ~ ~ ~ ~ - =  1000e-~.~ = 818.7 mol 

Note that if we had merely (and incorrectly) used the initial rate of 10 mol/min we would have 
obtained the incorrect answer of 800 mol remaining in the tank. 
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To solve any problem in which the mass (or motar) flow rate changes with time, i r e  need to 
use the differential or rate-of-change form of the mass balance. For problems in which all of 
the flow terms are constant, we can use the general difference form of the mass balance (which 
has been obtained from the rate-of-change form by integration over time), or we can use the 
rate-of-change form and then integrate over time. However, it is important to emphasize tha: if 
one (or more) flow rates are changing with time, the rate-of-change form must be used. 81 

ILLUSTRATION 2.2-4 
Anorher Problem Using rlis Rare-of-Clznrrge For111 of rlze Mass Balance 

An open cylindrical tank with a base area of 1 m2 and a height of 10 m contains 5 m' of water. 
As a result of corrosion, the tank develops a leak at its bottom. The rate at which water leaves 
the tank through the leak is 

Leak rate 

where A P is the pressure difference in bar between the fluid at the base of the tank and the 
atmosphere. (You will learn about the origin of this equation in a course dealing with fluid 
flow.) 

Determine the amount of water in the tank at any time. 

SOLUTION 

Note that the pressure at the bottom of the tank is equal to the atmosphere pressure plus the 
hydrostatic pressure due to the water above the leak; that is, P = 1.013 bar+ ph, where p is the 
density of water and h is the, height of water above the leak. Therefore, A P = (1.013 -I- plz) - 
1.013 = ph and 

kg m Pa m s bar ~ ~ = 1 0 ~ - x h m  x 9.807- x 1- x lo5 - = 0.0980711 bar 
m3 s2 kg Pa 

Since the height of fluid in the tank is changing with time, the flow rate of thc leak will change 
with time,. Therefore; to solve the problem, we must use the.rate-of-change form of the mass 
balance. The mass of water in the tank at any time is 

The mass balance on the contents of the tank at any time is . 

where the negative sign arises because the flow is out of the tank. Integrating this equation 
between r = 0 and any later time t yields 

which can be rearranged to 
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h(i) = (A-0.7829 x arid &I([) = (6- 0.7829 x 10-'1)' x 10' !is 

From this eq~ration. one finds that the tank \ \ p i l l  be co~upletely drained in 25 550 s or 7..93E h i  

Since the rat? of BOX,' of water out of the tank depends on the hyrlrostntic presstire due ro the 
water column above the leak. and since the height of this columtl changes with time, agai!? ue 
must trse the rate-of-change form of the mass balance to solve the problern. 

It is imporrant in any problem to be able to  cognize whether the flows are steady, i n  \\ hich 
case the difference form of the inass balance can be used, or the Rows vary with time, as is rhe 
case here. in which case the rate-of-change form of the mass balance must be used. #I 

2.3 THE MASS BALANCE EQUATIONS FOR 
A PIULTICOMPQNENT SYSTEM WITH 
A CHEMICAL REACT108 

When chernical reactions occur, the mass (or mole) balance for each species is sornz- 
what more complicated since the amount of the species can increase or decrease. as 
a result of the reactions. Here we will consider mass balances when there is onl! a 
single cheniical.reaction; in Chapter 8 and later chapters the more general case of sex.- 
era1 chemical reactions occi~rring simi~ltaneously is considered. Also, we will write [he 
mass balances using number of moles only, since the stoichiometry of chemic r t  I re;ic- 
tions is usually written in terms of the number of moles of each species that undersoes . 

chemical reaction rather than the mass of each species that reacts. Using the notation 
(fii), for thr,rate at which moles of species i enter (if positive) or leave (if negative) i n  
flow stream k; we have the differential or rate-of-change form of the mass balance on 
species i as 

Rate-of-chan, oe mass 
balance with chemical 
reaction on a molar 
basis 

where the last term is new and describes the rate at which species i is produced ( i f  pos- 
itive) or consumed (if negative) within the system by chemical reaction. The difference 
form of this equation, obtained by integrating over the time period.from tl to 12, is 

! 
i 

If a'fiow rate is steady 

Difference form of the 
mass balance 

where the summation tenns after the equal signs are the changes in the number of 
moles of the species due to the flow streams, and the second terms are the result of the 
chemical reaction. Note that only if the flow rate of a stream is steady (i.e., (fii), is 
constant), then 

K K 

m(h) - N i ( < ! )  = zj:f (hi)k  d l  + ( ~ N i ) r x n  = C AN* + (AjVi)mn 
k=l k= 1 

(2-3-2) 
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Now consider the mass (mole) balances for a reactor in which the following chemical 
reaction occurs 

but in which neither ethylene nor chlorine is completely consumed. The mass balances 
for these species, in which stream 1 is pure ethylene and stream 2 is pure chlorine, are 

where all the exit streams [i.e., ( . . . ) 3 ]  will be negative in  value. 
From the stoichiometry of this reaction, all the reaction rate terms are interrelated. 

In the case here, the rate at which ethylene chloride is created, that is, the number of 
moles per second, is equal to the rate at which-ethylene is consumed, which is also 
equal to ihe rate at which chlorine is consumed. That is, 

so we can simplify Eqs. 2.3-3 by replacing the three different reaction'rates with a 
single one. 

We can generalize this discussion of the interrelationships between reaction rates by 
introducing the following convenient notation for the description of chemical reactions. 
Throughout this book the chemical reaction . 

where a, 8, . . . , are the molar stoichiometric coefficients, will be written as 

Here vi is the stoichiometric coefficientif species I, defined so that vi is pbsitive for 
reaction products, neptive'for reactants, and equal to zero for inert species. In this 
notation the electrolytic dissociation reaction HzO = Hz + is written as HZ + 
to2 -H20  =O,sothatv,o = - 1 , v ~ ~  = +l,andvo, = +:. 

We will use fi  to represent the number of moles of species i in the system at any time 
t and Ni,o to be the initial number of moles of species i. For a closed system, Ni and N i , ~  
are related through the reaction variablex, called the molar extent of reaction, and the 



2.3 The lMass Balance Equrtrions for a Multicomponent System with a Chen~ical Reaction 37 

stoichiomctric coemcient vi by the equation 

Molar extent of 
reaction 

An important chw~cteristic of the reaction variable X defined in this way is that i t  
has the same value for each n~olecular species involved in a reaction; this is illustrated 
in the follo\ving e smple .  Thus. given the initial mole numbers of all species and X (or 
the number of moles of one species from which the molar extent of reaction X can be 
calculated) at time r .  one can easily compute all other mole numbers in  the system. In  
this way the cornple~e progress of a chemical reaction (i.e., the change in mole numbers 
of all the species in\.alved in the reaction) is given by the value of the  single variable X. 

The electrolytic decomposition of water to form hydrogen and oxygen occurs as k'c,llows: 
H?O -+ Hz + 40:. Initially. only 3.0 mol of water are present in n closed system. At some 
later time it  is found rhat 1.2 mol of H2 and 1.8 moi of H 2 0  are present. 

a. Show that the molar extents of reaction based on Hr and H1O are equal. 
b. Compute the nurnber of moles of Or, in the system. 

a. The reaction H:O -+ Hz + 402 is rewritten as 

H-, + for ,  - H 2 0  = 0 

so that 

V H ? O = - ~  V H ~ = + ~  and v o z = + i  

From the H-, data 

1.2 - 0.0 X=-- - +1.2 mol + 1. 
From the H 2 0  data, 

1.8 - 3.0 X=-- . - f1.2 mol 

b. Starting from N;: = 1'4,~ + viX, we have 

= 0 + (+4)(1.2) = 0.6 mol 

COMMENT 

Note that the molar extent of reaction is not a kactional conversion variable, and therefore 
its value is nor restrict& to lie between 0 and 1. As defined here X, which has units of number 
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Rate-of-change 
form of the mass 

of moles, is the number of moles of a species that has reacted divided by the stoichiometric 
coefficient for the species. In fact, X may be negative if the reaction proceeds in the reverse 
direction to that indicartd (e.g., if hydrogen and oxygen react to form water). a 

The rate of change of the number of the moles of species i resulting from a chernical 
reaction is 

($1 =vi. 
rxn 

where the subscript rsn indicates that this is the rate of change of the number of moles 
of species i due to chemical reaction alone, and x is the rate of change of the molar 
extent of reaction. Csing this notation, the balance equation for species i is 

balance with chemical 

ered earlier, we have ' 

P= l 

ILLUSTRATION 2.3-2 
Mass Balance for a Mi.xrztre with Chemical Reaction 

At high temperatures acetaldehyde (CH3CHO) dissociates into methane and carbon monoxide 
by the following reaction 

I 
reaction: molar basis 

The difference form of this equation, obtained by integrating over the time period from 

I 

(2.3-8) i 
I 

Difference form of 
mass balance. with 
chemical reaction 

At 520°C the rate at which acetaldehyde dissociates is 

Using this notation for the description of the production of ethylene dichloride cons~d- 

K K 

N,(f2) - N , ( r I )  = c J"(N~)X d t  + (AN,),,, =  AN,)^ + %AX 
[ I  X= l X= 1 
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where C is concentration in kmol/m3. The reaction occurs in a constant-\olu~ne. I -L vessel. ;11,d 
the initial concentration of acetaldehyde is 10 kmoi/n?. 

a. If 5 mols of the acetaldehyde reacts. how much methane and carbon rnonoside is pro- 
duced? 

b. Develop expressions for the amounts of acetaldehycle. methane. aiid carbon  non no side 
present at any time, and determine how long i t  \vot~ld rake for 5 i::cl of acetaldehyde ro 
have reacted. 

SOLCTION 

Firsr \ve must determine the initial amount of acetaldehyde present. Since rhc. initial conceritsa- 
tion is 

mot - 
L 

kmol - ,+ 
it follows that initially 

rnol 
.\ 'CH~CHO = 10 - L x I L = 10 mol 

Nesr \ve write the stoichiometry for the reaction in terms of the molar cstsnt of reaction X as 
follo\vs: 

N ~ ~ 3 ~ ~ ~  = 10 - X NcH4 = X and iVco = .Y ( a )  

a. To determine the arnounts of each species after a given amount of aceraldehyde has'rz- 
acted, we can use the difference form of the mass balance for this s\-srem with no Rows of 
species into or out of the reactor: 

Therefore, for acetaldehyde 

NCH3CHO(t) - NCH3CHO(~ = 0) = 5 - 10 mol = -5 mol = -X 

so that X = 5 mol. Then amounts of the other species are 

Ncll, (r) = X = 5 mol and Nco(r) = X = 5 mol 

b. To determine the amount of each species as a function of time is more d~fficult and must 
be done using the rate-of-change form of the mass balance since the rate of reaction and 
therefore the value of X change with time. However, because the amounts of the specles 
are always related by the stoichiometry of Eq. a, we can use the mass balance for one of 
the species to determine the time variation of X, and then can use th2 expression foi+(t) 
to obtain the compositions of all species in the reaction as a function of time. Since the 
rate expression is written for acetaldehyde, we will use this substance to determine the 
time dependence of X. Since there are no flows into or out of the reactor, Eq. 2.3-7 is 

Next the reaction rate expression can be yritten as - 

1 ~NCSCHO - - - 2 N~H,CHO m3 = -0.48CcH,cH0 = -0.48-----;-- - 
d t  V dt  V -  kmol s 
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which, after using NCH3CH0 = 10 - X. becomes 

dX 0.48(10 - x)' mol , mol 
- =  - = 0.48(10 - .Y)- - 
dt . V L s s 

NOW integrating from t = 0, at which X = 0. ro some othsr time I gives 

1 - -  I 
= 0.4Sr or X(r) = 10 - mol 

10-X( t )  10 U.-lSt + 0.1 

Therefore, 

1 I 
N C H ~ C H O ( ~ )  = 0.4Si + o.l and NCHJ(f )=  NCO(f )=  10- 

0.48t + 0.1 

Finally, solving this equation for X(r) = 5 mol gives r = 0.208 s; that is. half of the ,' 
acetaldehyde dissociates within approximately two-tenths of a second. 

/ 

Notice again that solving the rate-of-change form of the mass balance requires more inforn?atio~l 
(here the rate of reaction) and more effort than solving the difference for111 of the mass balance. 
However, we also get more information-[he amount of each species present as a function of 
time. In Sec. 2.4, which is optional and more difficult, we consider another, even deeper level of 
description, where not only is time allowed to vary, but the system is.not spatially homogeneous; 
that is, the composition in the reactor varies from point to point. However, this section is not for 
the faint-hearted and is best considered after a course iri'.fluid mechanics. I 

ILLUSTRATION 2.3-3 .. 
Mass Bahnce for a Liquid Mirr~rre with a Reversible Reacrion 

The ester ethyl acetate is produced by the reversible reaction 

in the presehce of a catalyst such as sulfuric or hydrochloric acid. The rate of ethyl acetate 
production has been found, from the analysis of chemical kinetics data, to be given by the 
following equation:. 

where the subscripts EA, A, E, and W denote ethyl acetate, acetic acid, ethanol, andaster,  re- 
spectively, and the concentration of each species in units of kmol/m3. The values of the reaction 
rate constants at 100°C and the catalyst concentration of interest are 

k = 4.76 x lo-' m3/kmol min 

and 

- ... 
k' = 1.63 x m3/kmol min 

Develop expressions for the number of moles of each species as a function of time if the feed to 
the reactor is 1 m3 of an aqueous solution that initially contains 250 kg of acetic acid and 500 kg 
of ethyl alcohol. The density of the solution may be assumed to be constant and equal to 1040 
kg/m3, and the reactor will be operated at a sufficiently high pressure that negligible amounts 
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of reactants or products vaporize. Compute the number of moles of each species present 100 
minutes after the reaction has started, and at infinite time when the reaction n i l 1  have stopped 
and the system is at equilibrium. 

Since the reaction rate expression is a function of the compositions. which are changing as a 
function of time. the mass balance for each species must be written in the rate-of-change form. 
Since the species mole numbers and concentrations are functions of the molar ext?ni of reaction. 
X, we first determine how X varies with time by solving the mass balance for one species. We 
will use ethyl acetate since the reaction rate is given for that species. Once the amount of ethyl 
acetate is known, the other species mole numbers are easily computed as sh0u.n below. 

The initial concentration of each species is 

Since there is 1 m' of solution, the initial amount of each species is 

NA = 4.17 kmol 
NE = 10.9 kmol 

. -.Nw = 16.1 kmol 
Nm = 0 kmol 

and by the reaction stoichiometry, the amount of each species present at any time (in kmol) and 
its concentration (since 1 m3 of volume is being considered) is 

and 

Because the concentration of a species is equal to the number of moles N divided by the volume 
V,  the chemical reaction rate equation can be written as 

Now using V = 1 rn3 and the mole numbers, we have 
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\vhich can be rearranzed to 

d X 
2.163 x loe2 d t  = 

1 - 0.4528X + 0.0147X' 

Integrating this equation between r = 0 and tinle t yields2 

and on rearran, ~ement  

for r in minutes and X in kmol. 
Therefore, 

e n . ~ ~ ~ ~ ~ 7 ~  - 1 
NA ( I )  = CA ( 1 )  = 4.17 - X = 4. - 2.391 ,tr.cx,x~971 - 0 08174 

and 

At I00 minutes, X = 1.40 kmol so that 

t 

Also, at infinite time X = 2.39 (actually 2.391 1) and 1 

ILLUSTRATION 2.3-4 
Mass Balance Modeling of a Simple Environmental Problem 

Water in a lake initially contains a pollutant at a parts-per-million concentration. This pollutant. 
is no longer present in the water entering the lake. The rate of inflow of water to the lake from a a 

creek is constant and equal to the rate of outflow, so the lake volume does not 'change. 

2 ~ o t e  that 

d X  

where q = 4ac - b2. 
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a. Assutiiing the water in the lake is well ti~ixed. so its compoiition is uniform and the pollu- 
tnnt concentration in the exit streani is the sanie as in the lake. estiiii;tte the ~ l ~ ~ r n b e i . ~ t '  lake 
volumes of water that must be added to the lake and then 1cai.e in order for the colicentra- 
tion of the pollutant in the water to decrease to one-half of its initial concentration. 

b. How Inany lake volumes \votild it, take for the concentratisn of the pollutant in the Inke to 
decrease to one-tenth of its initial concentrationc! 

c. IF the \.olurne of water in the lake is equal to the inflow fc7r a one-year period. ~!ss~~!iiing 
the inflotv of water is unifolm in rime. how long would i t  take for the conceritration of the 
pollutant in the lake to decrease to one-half and one-tenth of its initial concentration'.' 

a. In writing the overall mass balance for the lake, which \ye take to be the system, we 
will ~isz rhat the Row rates into and out. of the lake are constant and equal. and rhat the 
concentration of the pollutant is so loy'that its change has a negligible effect on the total 
niass of the water in the lake. With tMse siniplitications the niass balance is 

dM 
-= 0 = I )  + I ,  so that ( h ) ]  = -(if)? = hi 
tlr 

That is. the rate of 11i:lss Row our of the lake is erltlal in.mapnirude and opposite iri sipn to 
the rate of mass tlow into the Inke. The inass bilrtnce on the pollutant is 

dM, (1 (C,IM) d (C,) ---- - - &I- = ( I G ~ , , ) ~  = (R;I):c* = -(rtl),~, 
dt  clr tlr 

where we have used that the total amount of polluta~lt is equal to the product ol' its cun- 
centrution per unit mass C, and the t ~ t r t l  niass M of water in the lake. Therefore. 

dC, iM -- - ---(It which has the solution C, ( f )  = Cp ( f  = 0) e-('" '"" 

C, M 

Now &1r = AM, which is the amount of water that entered the lake over the tiwe interval 
from 0 tor. Therefore, when the amount of fresh water that has entered the lake 1Wr = A:bl 
equals 69.3 percent of the initial (polluted) water in the lake, the concentr:ition of the 
pollutant in the lake will have decreased to half its initial value. 

b. We proceed as in pait (a), except that we now have 

so that when when an amount of water enters that equals 2.303 times the initial volume of 
water in the lake, the concentration of pollutant will have decreased to one-tenth its initial 
value. 

c. It will take 0.693 years (253 days) and 2.303 years (840 days) for the concentration'of the 
pollutant to decrease to 50 percent and 10 percent of its inital concentration, respectively.S 

2.4 THE MICROSCOPIC MASS BALANCE EQUATIONS 
. 

IN THERMODYNAMICS AND FLUID MECHANICS~ 
This  section appears on the CD that accompanies this text. 

3 ~ h i s  section is optional--only for graduate and advanced undergraduate srudenrs. 
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PRORLEMS 
2.1 A h  a result of a chemical spill, benzene is evaporating 

at the rate of I gram per minute into a room that is 6 
nl x 6 rn x 3 n~ in size and has a ventilation rate of 10 
111' niin. 
a. Compute the steady-state concentration of benzene 

i n  the room. 
b. ;\ssurning tlir air in the room is initially free of ben- 

zene. compute the time necessary for benzene to 
reach 95 percent of the steady-state concentration. 

2.2 Tile insecticide DDT has a half-life in the human body 
of approxi~nately 7 years. That is, in 7 years its con- 
centration decreases to half its initial concentration. Al- 
though DDT is no longer in general use in the United 
States. i t  u.as estimated that 25 years ago the average 
furnl \vorker had a body DDT concentration of 22 pp11i 
(part4 pcr million by weight). Estimate what the farm 
\vorker's present concentration would be. 

7.2 At high trn1per;rture.s phosphine (pH2) dissociates into 
phosphorus and hydrogen by the following reaction: 

At SOW C the rate at which phosphine dissociates is 

for I in seconds. The reaction occurs in a constant- 
volume. 3-L vessel, and the initial concentration of 
phosphine is 5 kmol/rn3 
a. . If . 3 rnol of the phosphine reacts. how much phos- 

phorus and hydrogen is produced? 
b. De\'elop expressions for thc number of moles of 

phosphine, phosphorus, and hydrogen present at any 
time. and determine how long i t  n.ould take for 3 
rnol ofphosphine to have reacted. 

7.4 The following reaction occurs in air: 

At 20:C the r5re of this reaction is , 
( (CNO - = -1.4 x I O - " ~ ~ C ~ ,  

r l  r 

for I i n  seconds and concentrations in krnol/m3. The re- 
action occurs in a constant-volume, ?-L vessel. and the 
initial concentration of NO is 1 kmol/m3 and that of O? 
is 3 kmol/m3 
a. If 0.5 rnol of NO reacts, how much NO2 is pro- 

duced? 
b. Determine how long it  would take for 0.5 rnol of NO 

to have reacted. 



Chapter 3 

Conservation of Energy 

.*' In this chapter we contin~re the quantitative development of thermodynamics by deriv- 
ing the enelgy balance, the second of the three balance equations that will be used in the 
thermodynamic description of physical. chemical. and (later) biochemical processes. 
The mass and energy balance equations (and the third balance equatjon. to be ilevel- 
oped in the following chapter). together with experimental data anti information about 
the process, will then be used to relate the change in a system's properties to a change 
in its thermodynamic state. In this context, physics, fluid mechanics, thermodynamics. 
and other physical sciences are all similar, in that the tools of each are the sariie: a set of 
balance equations, a collection of experimental obsenrations (equation-of-state data in  
thermodynamics, viscosity data in fluid mechanics, etc.), and the initial and boundary 
conditions for each problem. The real distinction between these different subject areas 
is the class of problems, and in some cases the portion of a particular problem. that 
each deals with. 

One important difference between thermodynamics and, say, fluid mechanics and 
chemical reactor analysis is the level of description used. In fluid mechanics one is 
usually interested in a very detailed microscopic description of flow phenomena and 
may try to determine, for example, the fluid velocity profile for flow in a pipe. Sirni- 
larly, in chemical reactor analysis one is interested in determining the concentrations 
and rates of chemical reaction everywhere in the reactor. In thermodynamics the de- 
scription is usually more primitive in .that we choose either a region of space or an 
element of mass as the system and merely try to balance the change in the system 
with what is entering and leaving it. The advantage of such a description is' that we 
can frequently make important predictions about certain types of processes for which 
a more detailed description might not be possible. The compromise is that the ther- 
modynamic description yields information only about certain overall properties of the 
system, though with relatively little labor and simple initial information. 

In this chapter we are concerned with developing the equations of energy conserva- 
tion to be used'in the thermodynamic analysis of systems of pure substances. (The ther- 
modynamics of mixtures is more complicated and will be considered in later chapters.) 
To emphasize both the generality of these equations and the lack of detail necessary, 
we write these energy balance equations for a general black-box system. For contrast, 
and also because a more detailed descripGon will be.usefu1 in Chapter 4, the rudiments 
of the more detailed microscopic description are provided in the final, optional sec- 
tion of this chapter. This microscopic description is not central to our development of 
thermodynamic principles, is suitable only for advanced students, and may be omitted. 
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To use the energy balances, we will need to relate the energy to more easily measur- 
able properties, such as temperature and pressure (and in later chapters, when we con- 
sider mixtures, to composition as well). The interrelationships between energy, tem- 
perature, pressure. and composition can be complicated, and we will develop this in 
stages. In this chapter and in Chapters 4.5, and 6 we will consider only pure fluids, SO 

composition is nor a variable. Then. in Chapters 8 to 15, mixtures will be considered. 
Also, here and in Chapters 4 and 5 we will consider only the simple ideal gas and 
incompressible liquids and solids for which the equations relating the energy, temper- 
ature, and pressurc are simple, or fluids for which charts and tables interrelating these 
properties are available. Then, in  Chapter 6, we will discuss how such tables and charts 
are prepared. 

INSTRUCTIONAL..OB JECTIVES FOR CHAPTER 3 
/ 

" The goals of this chapter are for the student to: 

8 Be able to us< the differential form of the pure component energy balance .in 
problem solving 
Be able to use rhe difference form of the pure component energy balance in  prob- 
lem solving 
Be able to compute changes in energy with changes in temperature and pressure 
for the ideal gas 
Be able to compute changes in energy with changes in-ten'lperature and -pressure 
of real fluids using tables and charts of thermodynamic properties 

. 

NOTATION IYTRODUCED IN THIS CHAPTER 

Cp Constant-pressure molar heat capacity (Jtmol K) 

C; Ideal gas constant-pressure molar heat capacity (Jlmol K) 
Cv Constant-volume molar heat capacity (Jlmoi K) 
C; Ideal gas constant-volume molar hear capacity (Jlmol K) 
H Enthalpy (J) 
H Enthalpy per mole, or molar enthalpy (Jlmol) - 
I? Enthalpy per unit mass, or specific enthalpy (Jlg) 

Afu,d Molar enthalpy of melting or fusion (Jlmol) 
Asub_H Molar enthalpy of sublimation (Jlmol) 

. A,,,& Molar enthalpy of vaporization (Jlmol) 

- avapEi Enthalpy of vaporization per unit mass (Jlg) 
Q Rate of flow-of heat into the system (Jls) 
Q Heat that has flowed into the system (J) 

TR Reference temperature for internal energy of enthalpy (K) 
U Internal energy per mole, or molar internal energy (Jlmol) - 
u Internal energy per unit mass, or specific internal energy (Jlg) 
V Volume per mole, or molar volume (m3/mol) 
% . Rate at which work is being done on thesystem (Jls) 
W Work that has been done on the system (J) 

W, Shaft work that has been done on the system (J) 
wS Rate at which shaft work is being done on the system (Jls) 
y Potential energy per unit of mass (Jlg) 
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w' Mass fraction of phase I (quality for steam) 
ty Potential energy per unit of mass (J/g) 

3.1 CONSERVATION OF ENERGY .. 

To ,derive the energy conservation equation for a single-component system. we again 
use the black-box system of Figure 2.1-1 and start from the general balance equation. 
Eq. 2.1-4. Taking 6' to be the sum of the internal, kinetic, and potential enersy of the 
system. 

Here U is the total internal energy, v 2 / 2  is the kinetic energy per unit mass (where u 
is the center of mass velocity), and y is the potential energy per unit mass.' If gravity 
is the only force field present, then y = glz, where h is the height of the center of 
mass with respect to some reference, and g is the force of gravity per unit mass. Since 
energy is a conserved quantity, we can write 

"(U+M(:+ty)} d t  
= (  Rate enters at which the system energy Rate at which energy > - ( leaves the system 

(3.1-1) 
To complete the balance it remains only to identify the various mechanisms by which 
energy can enter and leave the system. These are as follows. 

Energy flow accompanying.mass flow. As a fluid element enters or leaves the sys- 
tem, i t  carries its internal, potential, and kinetic energy. This energy flow accompanying 
the mass flow is simply the product of a mass flow and the energy per unit mass, 

where fix. is the internal energy per unit mass of the kth flow stream, and l<lk is its mass 
Aow rate. 

Heat. We use Q to denote the total rate of flow of heat into the sys:em, by both 
conduction and radiation, so that Q is positive if energy in the form of heat flows into 
the system and negative if heat flows from the system to its surroundings. If heat flows 
occur at several different places, the total rate of heat flow into the system is 

- 

where Q j  is the heat flow at the j& heat flow port. 
Work. The total energy flow into the system due to work will be divided into several 

parts. The first part, called shaft work and denoted by the symbol iV5, is the mechanical 
energy flow that occurs without a deformation of the system boundaries. For example, 

' In writing this form for the energy term, it has been assumed that the system consists of only one phase, that is. a 
gas, a liquid, or a solid. If the system consists of several distinct parts-for example, gas and a liquid, or a gas and 
rhe piston and cylinder containing it-the total energy, which is an extensive property, is the sum of the energies 
of the constituent parts. 
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if the system under consideration is a steam turbine or internal combustion engine. 
the rate of shaft work l.pirT is equal to the rate at which energy is transferred across the 
stationary system boundaries by the drive shaft or push rod. Following the con~,ention 
that energy flow into the system is positive. IV, is positive if the surroundings do work 
on the system and negative if the system does work on its surroundings. 

For convenience, the flow of electrical energy into or out of the system will be in- 
cluded in the shaft work term. In this case. W, = & E I ,  where E  is the electrical 
potential difference across the system and I  is the current flow through the system. 
The positive sign applies if electrical energy is being supplied to the system. and the 
negative sign applies if the system is the source of electrical energy. 

Work also results from the mo\-ement of the system boundaries. The rate at which 
work is done when a force F is n~o\.sd through a distance in the direction of the applied 
force d L  in the time interval d t  is 

cl L 
W = F -  

d r 
Here we recognize that pressure is a force per unit area and write 

where P is the pressure exerted by the system at its boundaries.* The negative sign 
in this equation arises from the convention that work done on a system in cornpres- 
sion (for which d V / d t  is negative) is positive, and work done by the.system on its 

..surroundings in an expansion (for whjch d V / d t  is positive) is negative.   he pressure 
at the boundaries of a nonstationary system will be opposed by ( 1 )  the pressure of the 
environment surrounding the_.system, (2) inertial forces if the expansion or compres- 
sion of the system results fn-an acceleration or deceleration of the surroundings, and 
(3) other external forces, such as gravity. As we will see in Illustration 3.4-7, the con- 
tribution to the energy balance of the first of these forces is a term corresponding to 
the work done against the atmosphere, the second is a work term corresponding to the 
change in kinetic energy of the surroundings, and the last is the work done that changes 
the potential energy of the surroundings. 

Work of a flowing fluid against pressure. One additional flow of energy for sys- 
tems open to the flow of mass must be included in the energy balance equation; i t  is 
more.subtle than the energy flows just considered. This is the energy flow that arises 
from the fact.that as an element of fluid moves, it does work on the fluid ahead of it ,  
And the fluid behind it does work o'n it. Clearly, each of these work terms is of the 
P A  V type. TO evaluate this energy flow term, which occurs only in systems open to 
the flow of mass, we .will compute the net work done as one fluid element of mass 
(M)i enters a system, such as the valve in Fig. 3.1-1, and another fluid element of 

Pressure P Pressure P, 

Figure 3.1-1 A schematic rep- 
I \ resentation of flow through a 

volume =  AM, volume = Q z a ~ z  valve. 

21n writing this form for the work term, we have assumed the pressure to be uniform at the system boundary. If 
this is not the case, Eq. 3.1-3 is to be replaced with an integral over the surface of the system. 
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mass leaves the system. The pressure of the fluidat the inlet side of the \.tll\.e 

is P I ,  and the fluid pressure at the outlet side is P7, SO that we have 

Work done by surrounding fluid in 
pushing fluid element of rnass.(M) 

into the valve ,. 

Work done on surrounding fluid 
by movement of fluid clement of 

mass out of the \.alve (since = - PZ % A  ~2 

this fluid element is pushing the 
surrounding fluid) I 

Net work done on the system due to = P L ~ ~ A M I  - P ~ ~ : . A M ~  
movement of fluid 

For a more senera1 system, with se\*eral mass flow ports, we have 

Net work done on the system due 
to the pressure forces acting on 
the fluids moving into and out of 

k= I the system 

Finally, to obtain the net r(rre at which work is done, we replace each mass flu\\ iLlk 
with a mass flow rate M ~ .  so that 

. i Net m t e  at which work is done on K 
the system due to pressure forces = C M ~ ( P ~ ; ) ,  

acting on fluids moving into and out 
k= l of the system 

where the sign of each term of this energy flow is the same as that of Mn. 
One important application of this pressure-induced energy flow accompanying a 

mass flow is hydroelecrric poGer generation, schematically indicated i n  Fig. 3.1-2. 
Here a water turbine is being used to obtain mechanical energy from the flow of water 
through the base of a dam. Since the water velocity, height, and temperature zre ap- 
proximately the same at both sides of the turbine (even though there are large velocity . 
changes within the turbine), the mechanical (or electrical) energy obtained is 3. result 
of only the mass flow across the pressure difference at the turbine. 

Collecting all the energy terms discussed-g;ves 

This equation can be written in a more compact form by combining the first and last 
terms on the right side and introducing the notation 
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flow 

Hydroelectr~c power 
generating station ; 

I 

Figure 3.1-2 A hydroelectric power generating siation: a 
device for obtaining work from a fluid flowing across a 
large pressure drop. 

where the function H is called the enthalpy, and by using the symbol w to represent 
the combination of shaft work \i/$ and expansion work -P(rlV/rlr), that is, w = - % - P(dV/rlr). Thus we have 

Several special cases of Eqs. 3.1-4 are listed in Table 3.1-1. 
The changes in energy associated with either the kinetic energy or potential energy 

terms, especially for gases, are usually very small compared with those for the ther- 
mal (internal) energy terms, unless the fluid velocity is near the velocity of sound, 
the. change in height is very large, or the system temperature is nearly constant. This" 
point will become evident in some of the illustrations and proble'ms (see particularly 
Illustration 3.4-2). Therefore, it is frequently possible to approximate Eqs. 3.1-4 by 

- 

3~ = (l + PI, where (l and _V are the moly internal energy and volume, respectively. I 

Complete energy 
balance, frequently 
referred to as 
the first law of 

(3.1-4a) , 

thermodynamics 
It is also convenient to have the energy balance on a molar rather than a mass basis. 

This change is easily accomplished by recognizing that Mkf?k can equally well be 
written as Nx_Hx,  where _H is the enthalpy per mole or molar enthalpy,' and M ( v ' / ~  + 
ry) = Nm(uZ/2 + y) ,  where m is the mcdecular weight. Therefore, we can write the 
energy balance as I 

! 

i 

(3.1-4b) I 
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f I 

fi u h' 

- dt  = C(l(1 611 + e + w (mass basis) 
k= l ! 

As tvith the mass balance, i t  is i~seful to have a form of the energy balance applicable 
to a change from state I to state 2. This is easily obtained by integrating Eq. 3.1-4 over 
the time intersal,il to 11, the time required for the system to go from state 1 to state 2. 

/ 

Table 3.1-1 Differential Form of the Enerov Balance 

Special cases: 
( i )  Closed system 

( i i  Adiabatic process 
in Eqs. a, b, and d 

Q = O  (c) 

( i i i l  Open and steady-state system 

- 
(iv) Uniform system 

In Eqs. a and b 
u = M $  

, - 
(el 

Nore: To obtain the energy balance on a molar basis, make the following substitutions: 

, Replace with 
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The result is 

where 

and 

The first term on the right side of Eq. 3.1-6 is usually the most troublesome to evaluate 
because the mass flow rate and/or the thermodynamic properties of the flowing fluid 
may change with time. However, if the thermodynamic properties of the fluids entering .. i 
and leaving the system are independent of time (even though the mass flow rate may 1 depend on time I. we have 

' i 

If, on the other hand, the thermodynamic properties of the flow streams change with 
time in some arbitrary way, the energy balance of Eq. 3.1-6 may not be useful since 
it may not be possible to evaluate the integral. The usual procedure, then, is to try to 
choose a new system (or subsystem) for the description of the process in which these 
time-deTendent flows do not occur or are more easily handled (see Illustration 3.4-5). 

Table 3.1-2 lists various special cases of Eq. 3.1-6 that will be useful in solving 
thermodynamic problems. 

For the study of thermodynamics it will be useful to have equations that relate the 
differential change in certain thermodynamic variables of the system to differential 
changes in other system properties. Such equations can be obtained from the differen- 
tial form of the mass and energy balances. For processes in which kinetic and potential 
energy terms are-unimportant, there is no shaft work, and there is only a single mass 
flow stream, these equations reduce to 
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and 

which can be combined to give 

where 6 is the enthalpy per unit mass entering or leaving the system. (Note that ic7r a 
system closed to the flow of mass, d M / d t  = 111 = 0.) Defining Q = Q dr to be equal 
to the heat flow info the system in the differential time interval dr. and d M  = il? dr = 
( d k l l d t )  d t  to be equal to the mass flow in that time interval, we obtain the follo\ving 
expression for the change of the internal energy in the time interval d t :  

Table 3.1-2 Difference Form of the Energy Balance 

General equation 

Special cases: 
(i) Closed system 

[u*M(f + y ) ] 1 2 -  (u+M( :+y r ) . ]  [ I  =-p+w 

and, 

(ii) ~di'abatic process 
In Eqs. a and b 

Q =o 
(iii) Open system, flow of fluids of constant thermodynamic properties 

in Eq. a. 
(iv) Uniform system 

(el 

in Eqs. a and b 

Note: To obtain the energy balance on a molar basis, make the following substitutions: 

Replace with 
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For a closed system this equation reduces to 

Since the time derivative operator d / d r  is n~athemntically well defined, and the opera- 
tor d is not: it is important to remember in using Eqs. 3.1-9 that they are abbreviations 
of Eq. 3.1-5. It is part of the traditional notarion of thermodynamics to use (18 to indi- 
cate a differential change in the property 8. rather than the mathematically more correct 
d8/d t .  

3.2 SEVERAL EXAMPLES OF USING THE ENERGY B.4LANCE 

The energy balance equations developed so far in this chapter can be used for the de- 
scription of any process. As the first step in using these equations, it is necessary to 
choose the system for which the mass and energy balances are to be written. The im- 
portant fact for the student of thermodynamics to recognize is that processes occurring 
in nature are in no way infl~~enced by our mathematical description of them. Therefore, 
if our descriptions are correct, they must lead to the same final result for the system 
and its surroundings regardless of which system choice is made. This is demonstrated 
in the following example, where the same result is obtained by choosing for the sys- 
tem first a given mass of material and then a specified region in space. Since the first 1 
system choice is closed and the second open. this illustration also establishes the way 
in which the open-system energy flow P v M is related to the closed-system work term I 

P(d  V / d t ) .  1 
1 

ILLUSTRATION 3.2-1 . 
. I 

Sl~otving That the Final ~ e s ~ l l t  Sllo~dd Nor Depend on the Choice of System 

A compressor is operating in a continuous, steady-state manner to produce a gas at temperature 
T7 and pressure P2 from one at TI and P I .  Show that for the time interval Ar 

where AM is the mass of gas that has flowed into or sut of the system in the time At. Establish 
this result by (a) first writing the balance equations for a closed system consisting of some 
convenient element of mass, and then (b) by writing the balance equations for the compressor 
and its contents, which is an open system. 

a. The closed-system analysis 
Here we take as the system the gas in the compressor and the mass of gas A M ,  that will enter 

the compressor in the time interval At. The system is enclosed by dotted lines in the figure. 
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At the later time t + A t ,  the mass of gas we have chosen as the system is as sho\vn below. 

We use the subscript c to denote the characteristics of the fluid in the compressor. the subscript 
1 for the gas contained in the system that is in the inlet pipe at time r. and the subscript 2 for the 
gas in the system that is in the exit pipe at time r + At. With this notation the mass balance for 
the closed system is 

~ L f ~ ( r  + Ar) + M,.(r + A r )  = M, (r) +- M,.(r) 

Since the compressor is in steady-state operation. the amount of gas contained within i t  and the 
properties of this gas are constant. Thus. iMC(r + At) = M,(t) and 

iilZ(f + A r )  = tkll(f) = AIM 

The energy balance for this sysrttm..negJecting the potential and kinetic energy terms (which, 
if retained, would largely cancel). is - . 

In writing this equation we have recognized that the flow terms vanish for the closed system and 
that there are two contributions of the P dV type, one due to the deformation of the system 
boundary at the compressor inlet and another at the compressor outlet. Since the inlet and exit 
pressures are constant at PI and P:. these terms are 

'However, Vl (t + A t )  = 0 and V2(r) = 0, so that 

Now, using the energy balance and Eq. a above, and recognizing that since the compressor is in 
steady-state operation, 

we obtain 
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b. The open-system analysis 
Here we take the contents of the compressor at any time to be the system. The :nnss balance 

for this system over the time interval A r  is 

M(t + At)-  M(r )  = 

and the energy balance is 

Thest equations may be simplified as follows: 

1. Since the compressor is operating continuously in a steady-state manner, its contents musr. 
by definition, have the same mass and thermodynamic properties at all times. Therefore, 

and 

2. Since the thermodynamic properties of the fluids entering and leaving the turbine do not 
change in time, we can write 

with a similar expression for the compressor exit stream. 
3. Since the volume of the system here, the contents of the compressor, is constant 

so that 

4. Finally, we will neglect the potential and kinetic energy changes of the entering and exiting 
fluids. 

With these simplifications, we have 

and . 
Combining these two equations, we obtain 

Q +  W, = (HZ - HI)  AM 

This is the same result as in part (a). 
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Notice that in the closed-system analysis the surroundings are doing work on the systenl (the 
mass element) at the inlet to the compressor, while the system is doing work on its surro~~ndings 
at the outlet pipe. Each of these terms is a J" P dV-type yvork term. For the open system this 
work term has been incltided in the snergy balance as a P V  A M  term, so that i t  is the e~lthnlpy. 
rather than the internal energy. of the flow streams that appears in the equation. The rspiicit 
J'P (1 V term that does appear in the open-system energy balance represents only the work done 
if the system boundaries deforn~; for the choice of the compressor and its contents as the systern 
here this term is zero unless the cornpressor (the boundary of our system) explodes. ?a 

This illustration demonstrates that the sum Q+ lVs is the same for a fluid undergoing 
some change in a continuous process regardless of whether we  choose to compute 
this sum from the closed-system analysis on a mass of gas  or from an open-system 
analysis on a given volume in space. In Illustration 3.2-2 we  consider another problem. 
the compression of a gas by two (liferent processes, the first being a closed-system 
piston-and-cylinder process and the second being a flow compressor process. Here we 
will find that the sum Q + I.V is different in the two processes, but the origin of this 
difference is easily understood. 

ILLUSTKA'TION 3.2-2 
SIio~i.ili~ T/~(II Processes in Closecl trlicl O p o ~  Sysre~ns Are Di'irelzr 

A mass IM of gas is to be compressed from a temperature TI and a pressure PI to Tz and P? 
in (a) a one-step process in a frictionless piston and cylinder," and (b) a contint~ot~s process in  
which the mass M of gas is part of the feed stream to the compressor of the previous illustrarion. 
Conipute the sum Q + I V  for each process. 

Here we take the gas within the piston and cylinder as the system. The energy balance for this 
closed system is 

M(& 1 5 1 )  = Q + W (piston-cylinder process) 

It is useful to note that W, = 0 and W = - J P  dV. ' 

b. Thefiorv compressor process (see the figures in Illustration 3.2-1) 
If we take the contents of the compressor as the system and follow the analysis of the previous 

illustration; we obtain 

M (& - til j = Q + W (flow compressor) 

where, since J"P d V  = 0, W = W,. 

COMMENT 

From these results it is evident that the sum Q + W is different in the two cases, since the 
two processes are different. The origin of the difference in the flow and nonflow energy changes 

4 ~ i n c e  rhe piston is frictionless, the pressure of the gas is equal to the pressure applied by the piston. 
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accompanying a change of state is easily identitied by considering t\vo different ways of com- 
pressing a mass .\I of gas in a piston and cylinder from ( T I ,  P I )  to ( T ? .  P:).  The first way is 
merely to compress, the gas in situ. Tht sum of heat and work Rows needed to acconlplish the 
change of state is. from the preceding computations, 

A second way to accomplish the compression is to open a valve at the side of the cylinder 
and use the piston movement (at constant pressure P I )  to inject the gas into the conlpressor inlet 
stream. use the compressor to compress the gas. and then \\~irhdraw the gas from the compressor 
exit stream by moving the piston against a constant external pressure P:. The energy required 
in the compressor stage is the same a5 that found above: 

To this we must add the work done in using the piston movement to pump the fluid into the 
conlpressor inlet stream, 

(this is the work done by the system on the :as in the inlet pipe to the compressor), and subtract 
the work obtained as a result of the pisron movenlent as the cylinder is rehlled. 

(this is the work done on the system by the gas in the compressor esit stream). Thus the total 
energy change in the process is ... 

which is what we found in part (a). Here. ho~vever, it results from the sum of an energy require- 
ment of M(& - -,) in the flow comprzssor and the two pumping terms. tB 

Consider now the problem of  relating the downstream temperature and pressure of 
a gas in steady flow across a flow constriction (e.g.. a valve, orifice. or porous plug) to 

. its upstream temperature and pressure. . 

A gas at pressure PI and temperature TI is steadily exhausted to the atmosphere at pressure Pz . 
through a pressure-reducing valve. Find-an expression relating the downstream gas temperature 
T2 to P I ,  P?, and TI.  Since the gas flows through the valve rapidly, one can assume that there is 
no heat transfer to the gas. Also, the potential and kinetic energy terms can be neglected. 

The flow process is schematically shown in the figure. We will consider the region of space 
that includes the flow obstruction (indicated by the dashed line) to be the system, although, as 
in Illustration 3.2-1, a fixed mass of gas could have been chosen as well. The pressure of the 
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Isenthalpic or 
Joule-Thoinson 
expansion 

gas exiting the reducing valve will be P7. the pressure of the stirrounding atrno~plicre. ( I r  is not 
completely obvious that these two presstires should he the sanie. However. i i i  the I : ~ ~ O T : I I O I . Y  we 
find that the velocity of the flowing fluid will always acljtist i n  such a way that the fluid exit 
pressure and the pressure of the surroundings are equal.) Now recognizing thar our systeln (the 
valve and its contents) is of constant volunie. that tlik flow is steady. and that [here ,1rf no heat 01. 
work flows and negligible kinetic and potential energy changes. the mass and ei:ergy bnla~ices 
(on a molar basis) yield 

and 

0 = Nl&, + !\jl&? = Ni (L?! - - H 2 )  

Thus 

or, to be explicit, 

so that the initial and final stares of the gas have the saine enthalpy. Conseclt~eiirl!. it' we knew 
how the enthalpy of the gas depended on its temperature and pressure, we could u>c. the known 
values of T I ,  Pi, and P2 to determine the unknown downstream temperature 7;. 

1 1. The equality of enthalpies i n  ~he'iipstrea~ and downstream states is the only infor11i:irion 
we get from the thermodynamic bal&ce equations. To proceed further we need constitu- 

i tive infofiation, that is. an equation of state or experimental data interrelating _H. T. and 
P. Equations of state are discussed in the following section and in much of Chapter 6. 

i 2. The experiment discussed in this illustration wns devised by William Thon~jon (later Lord 
Kelvin) and performed by J. P. Joule to study departures from ideal gas behavior. The ! 

i Joule-Thomson expansion, as it is called, is used in the liquefaction of sases and in 
refrigeration processes (see Chapter 5). 

3.3 THE THERMODYNAMIC PROPERTIES OF MATTER 

The balance equations of this chapter allow one to relate the mass, work, and heat flows 
of a system to the change in its thermodynamic state. From the experimental observa- 
tions discussed in Chapter 1, the change of state for a single-eernponent. single-phase 
system can be described by specifying the initial and final values of any two indepen- 
dent intensive variables. However, certain intensive variables, especially temperature 
and pressure, are far easier to measure than others. Consequently, for most problems 
we will want to specify the state of a system by its temperature and pressure rather 
than by its specific volume, internal energy, and enthalpy, which appear in the energy 
balance. What are needed, then, are interrelations between the fluid properties that al- 
low one to eliminate some thermodynamic variables in terms of other, more easily 
measured ones. Of particular interest is the volumetric equation of state. which is a 
relation between temperature, pressure, and specific volume, and the thermal equation 
of state, which is usually either in the form of a relationship between internal energy, 
temperature, and specific (or molar) volume, or  between specific or molar enthalpy, 
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temperature, and pressure. Such information may be available in eirher of tiyo forms. 
First, there are analytic equations of state. which provide an algebraic relation bettveen 
the thermodynamic state variables. Second, experimental data, usually in graphical or 
tabular form, may be available to provide the needed interrelationchips between the 
fluid properties. 

Equations of state for fluids are considered in detail in Chapter 6. To illustrate the 
use of the mass and energy balance equations in a simple form. n.t briefly consider 
here the equation of state for the ideal pas and the graphical and tabular display of the 
thermodynamic properties of several real fluids. 

An ideal gas is a gas at such a low pressure that there are no interactions among 
its molecules. For such gases it is possible to show, either experimentally 01. by the 
methods of statistical mechanics, that at all absolute temperatures and pressures the 
volumetric equation of state is 

,Py = RT -*' (3.3-1) 

(as indicated in Sec. 1.4) and that the enthalpy and internal energ!. are functions of 
temperature only (and not pressure or specific volume). We denote this latter fact by 
H = & ( T )  and g = &'(I). This simple behavior is to be compared \vith the enthrllpy - 
for a real fluid, which is a fi~nction of temperature and pressure [i.e.. _H = & ( T ,  P)] 
and the internal energy, which is usually written as a function of temperature and spe- 
cific volume [_U = I / ( T ,  y) ] ,  as will be discussed in Chapter 6. 

The temperature dependence of the internal energy and enthalpy of all substances 
(not merely ideal gases) can be found by measuring the temperature rise that accompa- 
nies a heat flow into a closed stationary system. If a sufficiently small quantity of heat . 

is added to such a system, i t  is obsened that the temperature rise produced, AT, is 
linearly related to the heat added and inversely proportional to N, the number of moles 
in the system: 

e - = CAT =.C{T(tz) - T(t1))  
N . 

where C is a parameter and Q is the heat added to the system beriveen the times 1 1  

and r2. The object of the experiment is to accurately measure the parameter C for a 
very small temperature rise, since C genenlly is also a function of temperature. If the 
measurement is made at constant volume and with W, = 0, we have. from the energy 
balance and the foregoing equation, 

U(t2) - U(t1) = Q = NCv(T(t2)  - T(t1))  

Thus - 

where the subscript V has been introduced to remind us that the parameter C was 
determined in a constant-volume experiment. In the limit of a very small temperature 
difference, we have 

Constant-volume heat 
capacity definition Cv(Ty 

= T ( ~ ~ ) ? % ~ ) + O  T ( h )  - T (ti) 
(3.3-2) 
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so that the measured parameter Cv is. in fact. e q u ~ l  to the temper.~ture derivative of 
the internal energy at constant \201unie. Similar:). :i iht: parameter C is deterri-iinecl in 
a constant-pressure experiment. we have 

where we have used the fact that since pressure is constant. P = Pril) = P(rl). Then 

Ideal gas heat capacity 

Constant-pressure (3.3-3) 
heat capacity 
definition 

so that the measured parameter here is equal to the temperature derivative of the en- 
thalpy at constant press-ure. 

Thequantity Cv iscdalled the constant-volume heat capacity, and Cp is the constant- 
pressure heat capacity: both appear frequently throughout this book. Partial deriva- 
tives have been used in Eqs. 3.3-2 and 3.3-3 to indicate that although the internal en- 
ergy is a function of temperature and density or >pecific (or molar) \;olume, Cv has 
been measured along a path of constant volume: and although the enthalpy is u func- 
tion of temperature and pressure, Cp has been evaluated in an experiment in which the 
pressure was held constant. 

For the special case of the ideal gas, the enthalpy and internal energy of the fluid are 
functions only of temperature. In this case the partial derivatives above become total 
derivatives, and 

2- d H d_U 
C; (T) = =. cl T . and C<.( T) = - dT 

so that the ideal gas heat capacities, which we denote using asterisks as C;(T) and 
C;(T), are only functions of T as well. The temperature dependence of the ideal gas 
heat capacity can be measured or, in some cases. computed using the methods of sta- 
tistical mechanics and detailed information about molecular structure, bond lengths. 
vibrational frequencies, and so forth. For our purposes C;(T) will either be considered 
to be a constant or be written as a function of temperature in the form 

Since _H = _U + P I ,  and for the ideal gas P_V = R T ,  we have _H = _U + RT and 

... 

so that C;(T) = C;(T) - R = (a - R) + bT + c r 2  + d r 3  + . :. The constants in 
Eq. 3.3-5 for vanous gases are given in Appendix A.11. 

The enthalpy and internal energy of an ideal gas at a temperature Tz can be related 
to their values at TI by integration of Eqs. 3.3-4 to obtain 
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and 

where the superscript IG has been introduced to remind us that these equations are 
valid only for ideal gases. 

Our interest in the first part of this book is ivith energy flow problems in single- 
component systems. Since the only energy information needed in solving these prob- 
lems is the change in internal energy and/or enthalpy of a substance between two states, 
and since determination of the absolute ener:y of a substance is not possible, what is 
done is to choose an easily accessible state of a substance to be the reference state. 
for which _ H ' ~  is arbij&rily set equal to zero. and then report the enthalpy and internal 
energy of all other states relative to this reference state. (That there is a state for each 
substance for which the enthalpy has been arbirrarily set to zero does lead to difficulties 
when chemical reactions occur. Consequenrly. another energy convention is introduced 
in Chapter 8.) 

If, for the ideal gas. the temperature TR is chosen as the reference temperature (i.e., 
H ' ~  at TR is set equal to zero), the enthalpy at temperature T is then - 

Similarly, the internal energy at T is 

One possible choice for the reference temperature T i  is absolute zero. In this, case; 

H ' ~ ( T ) =  C;(T)dT and _u"(T)= C;(T)dT - iT iT 
However, to use these equations, heat capacity data are needed from absolute zero 
to'the temperature of interest. These data are not !ikely to be available, so a more 
convenient reference temperature, such as O'C, is frequently used. 

For the special case in which the constant-pressure and constant-volume heat capac- 
ities are independent of temperature, we have, from Eqs. 3.3-7 and 3.3-8, 

H ' ~ ( T )  = C;(T - TR)  - (3.3-7') 

and - 
IG U ( T ) = C ; ( T - T R ) - R T R  =C;T-C;TR - (3.3-8') 

which, when TR is taken to be absolute zero, simplify further to 

H ' ~ ( T ) = C ; T  and _ U r G ( ~ )  =C;T - 
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As we will see in  Chapters 6 and 7, very few fluids are ideal gasest and the math- 
ematics of relating the enthalpy and internal energy to the temperatt~re and pressL1r.c 
of a real fl~iid is much more complicated than indicated here. Therefore, for fluids of 
industrial and scientific importance, detailed experimental thermodynamic data ha\.e 
been collected. These data can be presented in tabular form (see. Appendix A.111 for ;I 
table of the thennodynamic properties of steam) or in graphical form, as in Fips. 3.3- 
I to 3.3-4 for steam, methane. nitrogen, and the environmentally friendly refri, 0era111 
HFC-134a. (Can you identify the reference state for the cpnstruction of the steam tn- 
bles in Appendix A.III?) With these detailed data one can, given values of temperature 
and bessure, easily find the enthalpy, specific volume, and entropy (a thermodynnmis 
quanti~y that is introduced in the next chapter). More generally, given any two intensive 
variables of a single-component, single-phase system, the remaining properties can be 
found. 

Notice that different choices have been made for the independent variables in these 
figures. Although the independent variables may be chosen arbitrarily,' some choices 
are especially convenient for solving certain types of problems. Thus, as we will see. 
an enthalpy-entropy (&-.S) or Mollier diagram,6 such as Fig. 3.3- lcr, is t ~ s e f ~ ~ l  for prob- 
lems involving turbines and compressors; enthalpy-pressure (a- P) diagrams (for es-  
ample Figs. 1.3-2 to 3.3-4) are useful in solving refrigeration problems: and temperature- 
entropy (T -3 )  diagrams, of which Fig. 3.3-16 is an example, are used in the analysis 
of engines and power and refrigeration cycles (see Sec. 3.4 and Chapter 5) .  

An important characteristic of real fluids is that at sufficiently low temperatures they 
condense to form liquids and solids. A.lso, many applications of therinodynamics of in- 
terest to engineers involve either a range of thermodynamic states for which the fluid of 
interest undergoes a phase change, or equilibritim multiphase mixtures (e.g., steam and 
water at 100°C and 101.3 kPa). Since the energy balance equation is expressed in terms 
of the internal energy and enthalpy per unit mass of the system, chis equation is valid 
regardless of which phase or mixture of phases is present. Consequently, there is no 
difficulty, in principle, in using the energy balance (or other equations to be introduced 
later) for inultiphase or phase-change problems, provided thermodynamic information 
is available for each of the phases present. Figures 3.3-1 to 3.3-4 and the steam tables 
in Appendix A.111 provide such information for the vapor and liquid phases and. within 
the,dome-shaped region, for vapor-liquid mixtures. Si~nilar information for many other 
fluids is also available:Thus, you should not hesitate to apply the eqtiations of thermo- 
dynamics to the solution of problems involving gases, liquids, solids, and mixtures 
thereof. 

There is a simple reladonship between the thermodynamic properties of a two-phase 
mixture (e.g., a mixture of water and steam), the pr-perties of the individual phases. 
and the mass distribution between the phases. If 6 is any intensive property, such 
as internal energy per unit mass or volume per unit mass, its value in an equilibrium 
two-phase mixture is 

. .. 
.- . 

Properties of a (3.3-9) 

two-phase mixture: L I 

the lever rule  ere-o' is the mass fraction of the system that is in phase I, and 8' is the value of 
the variable in that phase.. Also, by definition of the mass fraction, of + w" = 1. 

5 ~ e e ,  however. the comments made in Sec. 1.6 concerning the use of the combinations U and T, and V and T as 
the independent thermodynamic variables. 
6~ntropy,  denoted by the letter S, is a thermodynamic variable to be inuduced in Chapter 3. 



Figure 3.3-1 (a) Enthalpy-entropy of Mollier diagram for steam. [Source: ASME Steam Tables in SI (Metric) Units for 
Instructional Use, American Society of Mechanical Engineers, New York, 1967. Used with permission.] (This figure appears 
as an Adobe PDF file on the CD-ROM accompanying this book, and may be enlarged and printed for easier reading and for 
use in solving problems.) 



( b )  

Figure 3.3-l(b) Temperature-entropy diagram for steam. [Sortrce: J. H. Keenan, F. G. Keyes, P. G. Hill, and J. G. Moore, 
Sream Tables (International Edition-Metric Units). Copyright 1969. John Wiley & Sons, Inc., New York. Used with per- 
mission.] (This figure appears as. an Adobe PDF file on the CD-ROM accompanying this book, and may be enlarged and 
printed for easier reading and for use in solving problems.) 
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Figure 3.3-2 Pressure-.enthaipy diagram for methane. (Sorrrce: W. C. Reynolds, Tlre,-,,lo(ly- 
nnnlic Properties irz SI, Department of Mechanicii Engineering, Stanford University, Stan- 
ford, CA, 1979. Used with permission.)'(This figure appears as an Adobe PDF file on the 
CD-ROM accompanying this book, and may be enlarged and printed for easier reading and 
for use in solving problems.) 

~: 
' .. 

(For mixtures of steam and water, the mass fraction of steam is termed the q~lal i ty  and 
is frequently expressed as a percent, rather than as a fraction; for example, a steam- 
water mixture containing 0.02 kg of water for each kg of mixture is referred to as 
steam of 98 percent quality.) Note that Eq. 3.3-9 gives the property of a two-phase 
mixture as a linear combination of the properties of each phase weighted by its mass 
fraction. Consequently, if charts such as Figures 3.3- 1 to 3.3-4 are used to obtain the 
thermodynamic properties, the properties of the two-phase mixture will fall along a 
line connecting the properties of the individual phases, which gives rise to referring to 
Eq. 3.3-9 as the lever rule. 

If a mixture consists of two phases (i.e., vapor and liquid, liquid and solid, or solid 
and vapor), the two phases will be at the same temperature and pressure; however, 
other properties of the two phases will be different. For example, the specific volume 
of the vapor and liquid phases can be very different, as will be their internal energy 
and enthalpy, and this must be taken into account in energy &lance calculations. The 
notation that will be used in this book is as follows: _- 

A ,. 
Avap H = H' - fiL = enthalpy of vaporization per unit rna'ss or on a molar basis, 

A m p H  = _HV - HL = molar enthalpy of vaporization 

Also (but for brevity, only on a molar basis), 

Afu,_H = _HL - _HS = molar enthalpy of melting or fusion 

As,,& = _HV - _HS = molar enthalpy of sublimation 
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Figure 3.3-3 Pressure-enthalpy diagram for nitrogen. (Source: W. C. Reynolds. T/f~t . t t f (~( iy-  
t~trtjric Proprflies it1 Sf. Department of Mechanical Engineering, Stanford University. Stnn- 
ford. CA. 1979. Used with permission.) (This figure appears as an Adobe PDF tile on the 
CD-ROM accompan!.ing this book, and may be enlarged and printed for easier reading and 
for use in solvi'ng problems.) 
/ 

Similar expressions can be written for the volume changes and internal energy changes 
on a phase change. 

I t  is also useful to note that several simplifications can be made in computing the 
thermodynarfiic propenies of solids and liquids. First, because the molar volumes of 
condinsed.phases are srnull, the product P_V can be neglected unless the pressure is 
high. Thus. for solids and liquids, 

H x _ U  - (3.3-10) Solids or liquids at . 

low pressure A further simplification commonly made for liquids and solids is to assume that they 
are also incompressible; that is, their volume is only a function of temperature. so that 

Idealized 
incompressible fluid 
or solid In Chapter 6 we show that for incohpressible fluids, the thermodynamic proper- 

ties _U, Cp, and Cv are functions of temperature only. Since, in fact, solids, and most 
liquids away from their critical point (see Chapter 7) are relatively incompressible, 
Eqs. 3.3-10 and 3.3-1 1, together with the assumption that these properties depend only 
on temperature, are reasonably accurate and often used in thermodynamic studies in- 
volving liquids and solids. Thus, for example, the internal energy of liquid water at a 
temperature Ti and pressure PI is, to a very good approximation, equal to the internal 



65 Chapter 3: Conservation of Energy 

Enthalpy (kllkg) 

Figure 3.3-4 Pressure-enthalpy diagram for HFC- 134a. (Used with permission of DuPont Flu- 
oroproducts.) (This figure appears as an-Adobe PDF file on the CD-ROM accompanying this 
book. and may be enlarged and printed for easier reading and for use in solving problems.) 

energy of liquid water at the temperature TI  and any other pressure. Consequently, 
the entries for the internal energy of liquid water for a variety of temperatures (at 
pressures corresponding to the vapor-liquid coexistence or saturation pressures at each 
temperature) given in the saturation steam tables of Appendix A.111 can also be used 
for the internal energy of liquid water at these same temperatures and higher pressures. 

Although we will not try to quantitatively relate the interactions between molecules 
to their properties-that is the role of statistical mechanics, not thermodynamics-it is 

' 

useful to make some qualitative observations. The starting point is that the interactions 
between a pair of simple molecules ( f ~ r  example, argon or methane) depend on,the 
separation distance between'their centers of mass, as shown in Fig. 3.3-5. There we see 
that if the molecules are far apart, the interaction energy is very low, and it vanishes at 
infinite separation. As the molecules are brought closer together, they attract each other, 
which decreases the energy of the system. However, if the molecules are brought too 
close together (so that their electrons overlap), the molecules repel each other, resulting 
in a positive energy that increases rapidly as one attempts to bring the molecules closer. 

. We can make the following observations from this simple picture of molecular in- 
teractions. First, if the molecules are widely separated, as occurs in a dilute gas, there 
will be no energy of interaction between the molecules; this is the case of an ideal gas. 
Next, as the density increases, and the molecules are somewhat closez together, molec- 
ular attractions become more important; a i~d  the energy ofthe system decreases. Next, 
at liquid densities, the average distance between the molecules will be near the deepest 
(most attractive) part of the interaction energy curve shown in Fig. 3.3-5. (Note that the 
molecules will not be at the very lowest value of the interaction energy curve as a re- 
sult of their thermal motion, and because the behavior of a large collection of molecules 
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Separation distance 

Figure 3.3-5 The interaction energy between two molecules as a function of their separation 
distance. Since the molecules cannot overlap. there is a strong repulsion (positive interaction 
energy) at small separation distances. At larger separation distances the interactions bri,.veen 
the clectrons result in an artraction between the molecules (negative interaction cnergy). ivhich 
Lanilhes at very larse separations. 

is more complicated than can be inferred by examining the interaction between only a 
pair of molecules.) Consequently, a liquid has considerably less internal energy than a 
gas. The energy that must be added to a liquid to cause its molecules to move farther 
apart and vaporize is the heat of vaporizntion AVJpH. In solids. the molecules generally 
are located very close to the minimum in the interaction energy function i n  an ordered 
lattice, so that a solid has even less internal energy than a liquid. The amount of energy 
required to slightly increas.e the separation distances between the molecilles in  n solid . 

and form a l.iquid is the heat of melting or  the heat of fusion AfusH. 
As mentidnkd earlier. the constant-pressure heat capacity of solids is a function of 

temperature; in fact, Cp goes to zero at the absolute zero oftemperature and approaches 
a constant at high temperatures. An approximate estimate for Cp of solids for temper- 
atures of interest to chemical engineers comes from the empirical law (or observation) 
of DuLong and Petit that 

'J 
Cp = 3 N R  = 24.942N - (3.3- 12) 

mol K 

where N is the number of atoms in the formula unit. For comparison. the constnnt- 
pressure heat capacities of lead, gold: and aluminum at 25°C are 26.5, 25.2, and 
24.4 J/(mol K), respectively. Similarly. Eq. 3.3-12 gives a prediction of 49.9 for gal-- 
lium arsenide (used in the electronics industry), which is close to the measured value 
of 47.0 Jlmol K. For Fe;C the prediction is 99.8 Jlmol K and the measured value is 
105.9. So we see that the DuLong-Petit law gives reasonable though not exact values 
for the heat capacities of solids. 

3.4 APPLICATIONS OF THE MASS AND ENERGY BALANCES 

In many thermodynamics problems one is given some information about the initial 
equilibrium state of a substance and asked to find the final state if the heat and work 
flows are specified, or to find the heat or work flows accompanying the change to a 
specified final state. Since we use thermodynamic balance equations to get the infor- 
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mation needed to solve this sort of problem, the starting point is always the same: 
the identification of a convenient thermodynamic system. The main restriction on the 
choice of a system is that the flow.rerms into and out of the system must b'e of a 
simple fo&-for example, not varying with time, or perhaps even zero. Next, the 
forms of the mass and energy balance equations appropriate to the system choice are 
written, and any information about the initial and final stares of the system and the 
flow terms is used. Finally, the thermal equation of state is used to replace the internal 
energy and enthalpy in the balance equations with temperature, pressure, and volume; 
the volumetric equation of state may then be ~ised to eliminate volume in terms of 
temperature and pressure. In this way equations are obtained that contain temperature 
and pressure as the only state variables. 

The volumetric equation of state may also provide another relationship between the 
temperature, pressure, mass, and volume when the information about the final state of 
the system is presented in terms of total volume, rather than volume per unit mass or 
molar volume (see Illustration 3.4-5). 

By using the balance equations and the equation-of-stare information, we will fre- 
q ~ ~ e n t l y  be left with equations that contain only temperature. pressure, mass. shaft work 
(W,v), and heai flow (Q). If the number of equations equals the number of unknowns. 
the problem can be solved. The mass and energy balance zqtlations, topzther with 
equation-of-state information, are sufficient to solve many. but not all, energy flow 
problems. In  some situations we are left with more unkno\vns than equations. In fact, 
we can readily identify a class of problems of this sort. The mass and energy balance 
equationstogether can, at most, yield new information about only one intensive vari- 
able of the system (the internal energy or enthalpy per unit mass) or about the sum of 
the heat and work flows if only the state variables are specified. Therefore, we are not, 
at present, able to solve problems in whicti (1) there is no information about any inten- 
sive variable of the final'state of the system, (2) both the heat flow (Q) and the shaft 
work (W,) are unspecified, or (3) one intensive variable of the final state and either 
Q or Wg 'are unknown, as in Illustration 3.4-4. To solve these problems, an additional 
balance equation is needed; such an equation is developed in Chapter 4. 

The seemingly most arbitrary step in thermodynamic problem solving is the choice 
of the system. Since the mass and energy balances were formulated with great general- 
ity, they apply to any choice of system, and, as was demonstrated in Illltstration 3.2-1, 
the solution of a problem is independent of the system chosen in obtaining the solu- 
tion. However, some system choices may result in less effort being required to obtain 
a solution. This is demonstrated here and again in Chapter 4. 

ILLUSTRATION 3.4-1 - 
Jonle-Thornson Calculation Using a Mollier Diagram nnd Steam Tables 

Steam at 400 bar and 500°C undergoes a Joule-Thomson expansion to 1 bar. Determine the 
temperature of the steam after the expansion using - 

a. Fig. 3.3-la 
b. Fig. 3.3-lb 
c. The steam tables in Appendix A.III - 

(Since only one thermodynamic state variable-here the final temperature-is unknown, from 
the discussion that precedes this illustration we can expect to be able to obtain a solution to this 
problem.) 
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We start from Illustration 3.2-3, where i t  was sho\vn that 

for a Joule-Thomson expansion. Since TI and PI arc known, 61 can be found from either Fig. 
3.3-1 or the steam tables. Then, since f& (= fil. from the foregoing) and P7 are known. T. can 
be found. 

a. Using Fig. 3.3-la, the Mollier diagram, \Ye first locate the point P = 400 bar = 40 000 kPa 
and 7' = 50O0C, which corresponds to fil = 2900 kJ/kg. Following a line of const;ult en- 
thalpy (a horizontal line on this diagram) to P = 1 bar = 100 kPa, we find that the tinal 
temperature is about 214'C. 

b. Using Fig. 3.3-10, we locate the point P = 400 bar and T = 500'C (which is son~e\\.i~at 
easier to do than i t  was using Fig. 3.3-10) and follow the curved line of coi~stant enthnlpy 
to a pressure of I bar to see that T2 = 2 14: C. 

,# 

c.  Using the steam tables of Appendix A.111. \ye gave that at P = 400 bar = 40 I v l h  and 
T = 5003C, 6 = 2903.3 kJ/kg. At P = I bar = 0.1 MPa. fi = 2875.3 kJ/kg at 
T = 200'C and fi = 2974.3 kJ/kg at T = 150'C. Assuming that the enthnlpy varies 
linearly with temperature between 200 rind 150 C at P = I bar, w e  have by in~erpol;lrioi\ 

For many problems a graphical representation of thermodynamic data, such as Figure 3.3- I .  is 
easiest to use, although the answers obtained are approximate and certain pans of the graphs 
may be difficult to read accurately. The use of tables of thermodynamic data, such as the srenm 
tables, generally leads to the most accurate anslvers: however, one or more interpolations may 
be required. For example, if the initial conditions of the steam had been 475 bar and 5-3O'C 
instead of 400 bar and 500°C. the method of solution using Fig. 3.3-1 would be unchanged: 
however, using the steam tables, we would have to interpolate with respect to both ternperature 
and pressure to get the initial enthalpy of the steam. 

One way to do this is first, by interpolation between temperatures, to obtain the enthalpy of 
steam at 530°C at'borh 400 bar = 40 MPa and 500 bar. Then, by interpolation with respect to 
pressure between these two values, we obtain the enthalpy at 475 bar. That is, from 

, 

i ( 4 0  MPa, 500°C) = 2903.3 kJ/kg 6(50 MPa, 500°C) = 2720.1 k J k y  

fi(40 MPa, 550°C) = 3149.1 kJ/kg fi(50 MPa, 550°C) = 3019.5 kllkg . 
and the interpolation formula - 

where O is any tabulated function, and x and y are two adjacent values at which O is available. 
we have 

fi(40.MPa, 550°C) - k ( 4 0  MPa, 5WC)  
H(40 MPa, 530°C) = 6 ( 4 0  MPa, 500°C) + 30 x 

550 - 500 
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and 

30 19.5 - 2720. I 
h ( 5 0  MPa, 530°C) = 2710.1 + 30 x = 2599.7 kJ/kg 

50 

Then 

k ( 5 0  MPa. SjO'C) - H(40 MPa, 530'C) 
~ ( 4 7 . 5  MPa, 530'C) = i ( 4 0  MPa. 53O'C) + 7.5 x 

50 - 40 

ILLUSTRATION 3.4-2 
Applicorio~r of the Cotnplete Energy B~llitice Usillg [lie Stecug Tobies 

An adiabatic steady-state turbine is being designed to s&e as an energy source for a small 
electrical generator. The inlet to the turbine is steam at 600'C and 10 bar. with a mass Row rate 
of 2.5 kg/s through an inlet pipe that is 10 cm in diameter. The conditions at the turbine exit are 
T = 400°C and P = 1 bar. Since the steam expands through the turbine. the outlet pipe is 25 
cni in diameter. Estimate the rate at ~vhich work can be obtained from this turbine. 

T, = hOO°C - Tz = 4WcC 
P,  = 10 h i ~ r  P2 = I bar 

(This is another problem in which there is only a single thermodynamic unknown, the rate at 
which work is obtained, so we can expect to be able to solve this problem.) 

The first step in solving any energy flow problem is to choose the thermodynamic system; 
the second step is to write the balance equations for-the system. Here we take the turbine and its 
contents to be the system. The mass and energy balance equations for this adiabatic, steady-staie 
system are 

and 

- .  
In writing these equations we have set the rate of change of mass and energy equal to zero 
because the turbine is in steady-state operation; Q is equal to zero because the process is adia- 
batic, and P(dV/dt) is equal to zero because the volume of the system is constant (unless the 
turbine explodes). Finally, since the schematic dia-sram indicates that the turbine is positioned 
horizontally, we have assumed there is no potential energy change in the flowing steam. 

There are six unknowns-M~, I??, , f i2 ,  w ~ ,  ul, and u2-in Eqs. a and b. However, both veloc- 
ities will be found from the mass flow rates, pipe diameters, and volumetric equation-of-state 
information (here the steam tables in Appendix A.m). Also, thermal equation-of-state infor- 
mation (again the steam tables in Appendix A.1II) relates the enthalpies to temperature and 
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pressure. both of which are known. Thus & and 22 are the only real unknowns. and these may 
be found from the balance equations above. From the mass balance equation, we have 

E;i? = = -2.5 kg/s 

From the steam tables or, less accurately from Fig. 3.3-1, we have 

= 3697.9 M/kg k2 = 3278.2 kJ/kg 

?I = 0.401 1 m3/kg p2 = 3.103 m3/kg 

The velocities at the inlet and outlet to the turbine are calculated from 

. - 7td2 
Volumetric flow rate = M V = - - - I ,  

4 
\)%ere cl is the pipe diameter. Therefore, 
, 

Therefore. the energy balance yields 

(= - 1329 hp) 

COMMENT 

If we had completely neglected the kinetic energy terms in this calculation, the error in the 
work term would be 4.3 kJ/kg, or about 1%. Generally, the contribution of kinetic and potential 

- energy terms can be neglected when there is a significant change in the fluid temperature, as was 
suggested in Sec. 3.2. 

.. . 
ILLUSTRATION 3.4-3 
Use of Mass and Energy Balances with an  deal Gas 

A compressed-& tank is to be repressurized to 40 b& by being connected to a high-pressure 
line containing air at 50 bar and 20°C. The repressurization of the tank occurs so quickly that 
the. process can be assumed to be adiabatic; also, there is no heat transfer from the air to the 
tank. For this illustration, assume air to be an ideal gas with C; = 21 J/(mol K). 

a. If the tank initially contains air at 1 bar and 20°C, what will be the temperature of the air 
in the tank at the end of the filling process? 
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b. After a s~~fficisntly long period of time, the gas in the tank is found to be at rooin temper- 
ature 120'C) bscause of hczt txchange with the tank and the atmosphere. What is the ne\v 
pressure of air in the tank? 

S01.ur20~ 

(Each of these problems contain> only a single unknown thermodynamic properly, so solutions 
should be possible.) 

a. We will take the contents of the tank to be the system. The difference form of the mass (or 
rather mole) and energy balances for this open system are 

In writing the energy bajance we have made the following'obse~ations: 

1. The kinetic and potential energy terms are small and can be neglected. 
2. Since the tank is connecred to a source of gas at constant temperature and pressure, _Hi, 

is constant. 
3. The initial process is adiabatic, so Q = 0, and the system (the contents of the tank) is 

of constant volume, so A V = 0. 

~ubstituting Eq. a in Eq. b, arid recognizing that for the.ideal gas d ( T )  = Cp(T - TR)  
and g ( T )  = C;(T - TR) - RTR, yields 

(Note that the reference temperature TR cancels out of the equation, as it must, since the 
final result cannot depend on the arbitrarily chosen reference temperature.) Finally, using 
the ideal gas equation of state to eliminate N1 and N2, and recognizing that YI = Vt, 
yields 

The only unknown in this equation is TZ, SO, formally, the problem is solved. The answer 
is T = 405.2 K = 132.0S°C. 
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Before proceeding to the second part of the problem, it  is interesting to consider the 
case in which the tank is initially evacuated. Here PI = 0, and so 

c; T2 = - c; Tfl 

, independent of the final pressure. Since Cp is always greater than C\ . [he temperature of 
the gas in the tank at the end of the filling process will be greater than the temperature of 
gas in the line. Why is this so? 

b. To tind the pressure in the tank after the heat transfer process. we use the mass hal::nc< 
and the equation of state. Again, choosing the contents of the tank as the systeuli. the il1abi 
(mole) balance is N2 = Nl,  since there is no transfer of mass into or out of the system 
during the heat transfer process (unless, of course. the tank is leaking: u e  do not consider 
this complication here). Now using the ideal gas equation of state, \\.s have. 

Thus. P? = 28.94 bar. 

A compressor is a gas pumping device that takes in gas at low pressure and discharges i t  at 
a higher pressure. Since this process occurs quickly compared with heat rransfer, i t  is usually 
assumed to be adiabatic; that is. there is no heat transfer to or from the gas during its compres- 
sion. Assunling that the inlet to the compressor is air [which we will take ro be an ideal gas 
with C; = 29.3 J/(mol K)] at I bar and 290 K and that the discharge is at a pressure of I0 bar. 
estimate the temperature of the exit gas and the rate at which work is done on the gas (i.e.. the ' 

power requireyent) for a gas flow of 2.5 molls. 

SOLUTION 
. ~ 

(Since there are two unknown thermodynamic quantities, the final temperature and the rate at 
which work is being done. we can anticipate that the mass and energy balances will not be 
sufficient to solve this problem.) 

The +stem will be taken to be Ehe gas contained in the compressor.The differential form of 
,.the molar mass and energy balances for this open system are 

where we have used the subscript 1 to indicate the flow stream into the compressor and 2 to 
indicate the flow stream out of the compressor. 

Since the compressor operates continuously, the process may be assumed to be in a steady 
state, 

'we return to this problem in the next chapter after formulating the bzlailce equation for an addirionnl thermody- 
namic variable, the ennopy. 
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that is, the time variations of the mass of the gas contained in the compressor and of the energy 
content of this gas are both zero. Also, Q = 0 since there is no Ilea1 transfer to iht gas. and 
bi j  = W~ since the system boundaries [the conipressor) are not changing with tinle. Thus we 
have 

where _W, = w~/&'~ is the work done per mole of gas. Therefore, the power necessary to drive 
the compressor can be computed once the outlet temperature of the gas is known. or the outlet 
temperature can be determined if the power input is know~i. 

We are at an itnpasse; we need more information before a solution can be obtained. lt'is clear 
by comparison with the previot~s examples why we cannot cbtain a solution here. In the previous 
cases, the mass balance and the energy balance. together with the equation of state of the fluid 
and the problem statement. provided the inforniation necessary to determine the final state of the 
system. However. here we have a situation where the ener_cy b:ilance contains t\vo unknowns, 
the final temperature and _VZ.Sirlce neither is specified, we need additional infom~ation about 
the system or process before we can solve the problem. This additional information will be 
obrained using an additional balance equation developed in the next chapter. M 

ILLUSTRATION 3.4-5 
Use of Muss and Energy Bulri17ces ro Solve on ltlenl Gns Prohlrnls 

A gas cylinder of I m3 volume containing nitrogen initially at a pressure of 40 bar arid a tem- 
perature of 200 K is connected to another cylinder of 1 m" volume that is evacuated. A valve 
between the two cylinders is opened until the pressures in the cylinders equalize. Find the final 
temperature and pressure in each cylinder if there is no heat Row into or out of the cylinders or 
between the gas and the cylinder. You may assume that the gas is ideal with a constant-pressure 
heat capacity of 29.3 J/(mol K). 

' / 

This problem is more complicated than the previous ones because we are interested in  changes 
- that occur in two separate cylinders. We can try to obtaiz a solution to this problem in two 

different ways. First, we could consider each tank to be d'separate system, and so obtain two 
mass balance equations and two enersy balance equations, which are coupled by the fact that the 
mass flow rate and enthalpy of the g& leaving the first cylinder are equal to the like quantities 
entering the second cylinder.y Alternatively, we could obtain.an equivalent sft of equations by 
choosing a composite system of the two interconnected gascylinders to be the first system and 
the second system to be either one of &e cylinders. In this way the first (composite) system 
is closed and the second system is open. We will use the second system choice here; you are 
encouraged to explore the first system choice independently and to verify that the same solution 
is obtained. ., - 

The difference form of the mass and energy balance equations (on a molar basis) for the-"' 
two-cylinder composite system are 

-. N/ = , ~ f  +N/ (a) 

' ~ n  alternative solution to tiiis problem giving the same answer is given in the next chapter. 
the enthalpy of the gas leaving the first cylinder is equal to that entering the second, even though the two 

cylinders are at different pressures. follows from the fact that the plumbing between the two can be thought of as 
a flow constriction, as in the Joule-Thomson expansion. Thus the analysis of Illustration 3.2-3 applies to this part 
of the total process. 
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and 

~ f u i  - N J ~ !  + N J ~ . '  
i - i -  1 - 1  2 - 2  !b) 

Here the subscripts 1 and 2 refer to the cylinders. and the superscripts i and j refer to the initial 
and final states. In writing the energy balance equation we havs recognized that for the system 
consisting of both cylinders there is no mass flo~v. heat flom. or change in \rolurnz. 

Now using, in Eq. a, the ideal gas equation of state written as N  = PV!RT and the fact that 
the volumes of both cylinders are equal yields 

Using the same observations in Eq. b and further recognizing rhat fcr a consranr heat capacity 
gas we have, froin Eq. 3.3-8, that 

U ( T )  = C , T  - C ~ T R  - 

yields 

which. on rearrangement, gives 

Since the bracketed quantity in the first term is identically zero (see Eq. a'), we obtain 

(Note that the properties of the reference state have canceled. This is to be espzcted, since the 
solution to a change-of-state problem must be independent of the arbitrarily chosen reference 
state. This is an important point. In nature, the~process will result in the same final state indepen- 
dent of our arbitrary choice of reference temperature, TR. Therefore, if our analysis is correct. 
TR must not appear in the final answer.) , 

Next, we observe that from the problem statement P( = P(;  thus 

and from Eq. a' 

Thus we have-one equation for the two unknowns, the two final temperatures. We cannot assume 
that the final gas temperatures in the two cylinders are the same because nothing in the problem 
statement indicates that a transfer of heat between the cylinders necessary to equalize the gas 
temperatures has occurred. 

To get the additional information necessary to solve this problem, we write the mass and 
energy balance equations for the initially filled cylinder. The rate-of-change form of these equa- - 
tions for this system are 
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and 

In writing the energy balance equation. we ha\.? made use of the fact that 0. IV.<, and dV/c l t  
are all zero. Also. \Ye have nssumed that while the gas temperature is changing with time. i t  is 
spatially uniform ivithin the cylinder. so that at any instant the temperature and pressure of the 
gas leaving the cylinder are identical with those properties of the gas in the cylinder. Thus, the 
molar enthalpy of the gas leaving the c!.linder is 

Since our interest is in the change in temperature of the gas that occurs as its pressure drops 
from 40 bar to 20 bur due to the exaping gas, you niay ask why the balance equations here have 
been written in the rate-of-change f o m ~  rather than in terms of the change over time interval. 
The answer is that since the properties of the gas within the cylinder (i.e., its teniperature and 
pressure) are changing tvith time, so is _ H I ,  the enthalpy of the exiting gas. Thus, if we were 
to use the form of Eq. e intesrated over a time interval (i.e.. the difference form of the energy 
balance equation). 

we would have no way of evaiuating the integral on the right side. Consequently. the difference 
equation provides no useful information for the solution of the problem. However. by starting 
with Eqs. d and e, i t  is possible to obtain a solution, as will be evident shortly. 

To proceed with the solution, we first combine and rearrange the mass and energy balances 
to obtain 

( 1  dU dN1 . -- - dN1 N,-'I_O~---- =1V_Hi  = _ H I T  
dt  ' r l t  r l t  

so that we have 
;( 

Now we use the follo\ving properties of the ideal gas (see Eqs. 3.3-7 and3.3-8)' 

iV = P V l R T  _H = C,(T - TR)' 

and 

U = C;(T - TR) - RTR - 

to obtain 

Simplifying this equation yields 
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Now integrating between the initial and final states, we obtain 

where we have used thq fact that for the ideal gas C; = C; + R. Equation f provides the means 
to compute T;, and 7;' can then be found from Eq. c'. Finally, using the ideal gas equation of 
stare we can compute the final number of moles of gas in each cylinder using the relation 

where the subscript J refers to the cylinder number. The answers are 

COM~VIENTS 

The solution of this problem for real fluids is considerably more complicated than for the ideal 
gas. The starting points are again - 

< /  P; = P2 ( h )  

and 

NI/ + IV{ = N; 

and Eqs. d and e. However, instead of Eq. g we now have 

and 

- 
where _v{ and _V{ are related to (TI/ ,  PI / )  and ( T i ,  P:), respectively, through the equation of 
state or tabular P V T  data of the form 

- -v{ = !{(TI/, $1 (1) 

Y{ =  if, p,/) (m) 

The energy balance for the two-cylinder composite system is 

Since a thermal equation of state or tabular data of the form _U = _U(T, Y )  are presumed avail- 
able, Eq. n introduces no new variables. 
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Thus we have seven equations among eight unknowns (N(, N{,  if, T{, P ( ,  P!. - li;'. and 
_v{). The final equation needed to solve this problem can, in principle, be obtained-by the ma- 
nipulation and integration of Eq. e, as in the ideal gas case, but now using the real fluid equation 
of state or tabular data and numerical integration techniques. Since this analysis is difficuli. and 
a simpler method of solution (discussed in Chapter 6) is available, the solution of this problem 
for the real fluid case is postponed until Sec. 6.5. Ei 

ILLUSTRATION 3.4-6 
Showing Tlznr the Change it7 Stare Variables benveen Fixed Itziriol and Fi17al Srrrres Is Itlti~petl- 
clenr of the Pc~rlz Follorved 

It is possible to go from a given initial equilibrium state of a system to a given final cquilib- 
rium state by a number of different paths, involving different intermediate states and diffirent 
amounts of heat and work. Since the internal energy of a system is n state property. its change 
between any two states must be independent of the path chosen (see Sec. 1.3). The heat and 
work flows are, ho~vever, path-dependent quantities and can differ on different paths berween 
given initial and final states. This assertion is established here by example. One mole of a gas at 
a temperature of 25'C and a pressure of I bar (the initial state) is to be heated and compressed 
in a frictionless piston and cylinder to 30O'C and I0 bar (the final state). Compute rhe hcclt and 
work req~~ired along each of the following paths. 

Path A. Isothermal (constant temperature) compression to I0 bar, and then isobaric (constant 
pressure) heating to 300°C 

Path B. isobaric heating to 3OO"C followed by isothermal compression to I0 bar 
Pclrlz C, A compression in  which PY;' = constant, where y = C;/C;, followed by an 

isobaric cooling or heating. if necessary. to 300°C. 

For simplicity, the gas is assumed to be ideal with C; = 35 J/(mol K). 

j"' 1 Final state 

Path B 7 
I 
I 

P (bar) 

SOLUTION 

The 1-mol sample of gas will be taken as the thermodynamic system. The difference form of 
the mass balance for this closed, deforming volume of gas is 

N = constant = 1 mol 
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and the difference fomi of the energy balance is 

Path .-I 

i. l ,sot11~~~111~i! ~. i ) l~~j>ressio~~ 

Since , 

T: 
= ; / = C; ( T  - T I  and TI = TI = 3 C - 

we have 

LLI = (j and Qi = -\1/; = -5707.7 J/~nol - 

ii. .Isobclric I I C Y I ~ ~ I I :  

and 

[This is. irt fact. a special case of the general result that at constant pressure for a c!osed 
system, Q = SCi d T .  This is easily proved by starting with 

and using the fact that P is constant to obtain 

Now setring Q = J' Q dr yields Q = C{ dT.1 
Therefore, 

\Vii = -8.314 J/(mol K) x 275 K = -2286.3 J/mol 
Q.. ,, - - 38 J, (mol K) x 275 K = 10 450 J/moI 

Q = Qi + Qii = -5707.7 + 10 450 = 4742.3 J/mol 
rv = Wi +- bVii = 5707.7 - 2286.3 = 3421.4 J/mol 
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Path B 
i. Isol~nric lzec~tiizg 

Qi = C i  (7-2 - TI)  = I0 350 J/rnol 
Wi = -K(T2 - Ti) = -2286.3 J/rnol 

ii. l.sot11e1-11itrl co~npression 

Path C 
i .  Cor~rpression rvirh PI/' = consltrirr I 

.V,  Vz constant constant I-.. 
v = - h; - (y2 -y ; -3  

I -R(T2 - TI) -R(T2 - 
- - - --(P.Y, - P l y , )  = I - - = C<(T. - Ti) 

I - y  1 - (c;/c;) 

where Tz can be colnpilted from 

or 

Now 

so that 

Tz = 3-95.15 K = 493.38 K 

and 

i i .  Isobaric henting 

and 



3.4 Applications of the Mass and E n e r ~ y  Balances 83 

S O L C T I ~ K  

Path Q (J/niol) IV  (J l~uol)  Q + I1 = AU(Jln10l) 

4 4761.j 342 I .-! S 163.7 
B - 522.2 S6SS.9 8 163.7 
C 3031.3 51-32.4 8 163.7 

Notics that along each of the three paths considered (and. in fact, any other path between the 
initial and final states). the sum of Q and IV. which is equal to AU, is 8363.7 Jfniol, even 
though Q and 1V separare1y.-are different alor~g the different paths. This illustsares thai whereas 
the inrsmal energy is a :!Ate property and is path independent (i.e., its change i n  goins fro~n 
state 1 to st;lte 2 depends only on these states aricl not on the path between them). the heat and 
tvork itows depend on [he path and are therefore path functions. Bi 

II,LCSTRATION 3.4-7 
Sliui~.ittg T/Iu/ ,bIore I ~ ~ r k  Is O/?/c~i t~e~l  IJci Pruce.s.s 0cc~1r.s n.i//io~t/ Ft.ic~ioti 

An initial pressure of 2.043 bar is maintained on I niol o f  air contained in  a piston-and-cylinder 
system by a set of weights W. the weight of the piston. 2nd [he surro~inding atrnosphele. Work 
is obtained by removing some of the- weights ant1 allowing the air to isothermally expand at 
25 C. rhus lifting the piston and the remaining weights. The process is repeated until all the 
weighrs have been removed. The piston has a mass of to = 5 kg arid an area of 0.01 ni'. For 
simplicity. thrt.air can be considered to be an idertl gas. Assume that as a result of sliding friction 
bet\veen the piston and the cylinder wall. air oscillatory morions of the piston after the removal 
of a weight \Gi l l  eventually be damped. 

Compute the work obtained from the isothermal expansion and the heat required froni exter- 
nal sources for each of the following: 

a. The weight W is taken off in one step. 
b. The weight is taken off in two steps, with W/2 removed each time. 
c. The weight is taken off in.four steps. with W/4 removed each time. 
d. The weight is replaced by a pile of sand (of total weight W), and the grains of sand are 

removed one at a time. 

. Processes b and d are illustrated in the following figure." 

SOLUTION 

I. Anaiysis oTr/~lle problem. Choosing the air in the cylinder to be the system, recognizing that for 
an ideal gas at constant temperature U is constant so that AU = 0, and neglecting the kinetic 
and potential energy terms for the gas (since the mass of 1 mol of air is only 29 g), we obtain 
the following energy balance equation: 

'O~rorn H. C. Van Ness, Underrranding 7hennodynanzics, McGraw-Hill, New York, 1969. Used wirh permission 
of the lilcGraw-Hill Book Co. 
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The total work done by the gas in lifting and accelerating the piston and the weights against the 
frictional forces, and in expanding the system volume against atn~ospheric pressure is contained 
in the - J P  (f1/ term. To see this we recognize that the laws of classical mechanics apply to the 
piston and \\eights. and equate, at each instant, all the forces on the piston and weights to their 
acceleration. 

Forces on piston and weights = 
and weights 

and obtain 

Here we ha\.? taken the venical upward (i-z) direction as being positive and used P and Pa,, 
to rspresent the pressure of the gas and atmosphere; respectively; A the piston area; o its mass; 
I.t' the mass of the \\eights ~n the piston at any time; u the piston velocity: and Ff,  the frictional 
force. which is proponionr;'to the piston velocity. Recognizing that the piston velocity o is equal 
to the rate o i  change of the piston height 11 or the gas volume V,  we have 

Process b 

Process d 
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Also we can solve Eq. b for the gas pressure: 

( L ~ + c . J )  F ( L v + w ) d ~  P = Pa,,,, + -------- 0 - - + - - 
A ,4 4 cir 

At mechanical and therrn~d~namic'equilibriun~ ti.?.. ~vhen ciuldi  = O and u = 01. we have 

With these results, the total work done by the %as can be computed. In particular. 

This equation can be simplified by rewriting the last integral as follo~vs: 

' dil / ' l v  -- (1, = -1, (11 = - - (11 = A (ill2) 
A .  A .  dr (11 / (11 i 1 c:;r 

where the symbol A indicates the change between the initial and final states. Next, we recall 
from mechanics that the force due to sliding friction. here FFr. is in the direction opposite to the 
relative velocity of the moving surfaces and can be written as 

where kri is the coefficient of sliding friction. Thus. the remaining integral can be written as 

. The enegy balance, Eq. a, then becomes 

This equation relates the heat flow into the gas (to keep its temperature constant) to the work 
the gas does against the atmosphere in lifting the piston and weights (hence increasing their 
potential enegy) against friction and in accelerating the piston and weights (thus increasing 
their kinetic energy). 

The work done against frictional forces is dissipated into thermal enegy, resulting in a higher 
temperature at the piston and cylinder wall. This thermal energy is then absorbed by the gas and 
appears as part of Q. Consequently, the net flow of heat from a temperature bath to the gas is 

Since heat will be transferred to the gas, and the integral is always positive, this equation estab- 
lishes that less heat will be needed ib keep the gas at a constant temperattire if the expansion 
occurs with friction than in a frictionless process. 

Also, since the expansion occurs isothermally, the total heat flow to the gas is, from Eq. a, 
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Combining Eqs. e and f, and recognizing that our interest here n.ill he in computing the heat and 
work Rows between states for- which rhe piston has come to rest 11. = 0). yields 

where P i s  the equilibrium final pressure given by Eq. d. Also from Eqs- f, g, and h, we have 

Here CVSET represents the net work obtained by the espansion of the gas (i.e., the work obtained 
in raising the piston and weights and in doing work against the atmosphere). 

The foregoing equations can now be used in the solution of the problem. In particular, as 
a weight is rrii~oved, the new equilibrium gas pressure is computed from Eq. d, the resulting 
volume charye from the ideal gas law. W" and QaT from ' Eq. h. and the work against friction 
from Eq. i. There is. however. one point that should be mentioned before we proceed with 
this calculation. I f  there were no mechanism for the dissipation of kinetic energy to thermal 
energy ([hat is. sliding friction between the piston and cylinder \vaIl. and possibly also viscous 
dissipation on expansion and compression of the _eas due to its bt~lk viscosity), then when a 
weight was removed the piston would be put into a perpetual oscillatory motion. The presence 
of a dissipative mechanism will damp the oscillatory motion. (As will be seen, the value of 
the coefficient of sliding friction, ksr, does not affect the amount of kinetic energy ultimately 
dissipated as heat. Its value does. however, affect the dynamics of the system and thus determine 
how quickly the oscillatory motion is damped.). 

-11. Tl7e,11~rtnericrrl sol~ltion. First, the mass W of the weights is computed using Eq. d and the 
fact that the initial pressure is 2.043 bar. Thus, 

(5 + W )  kg m 1 Pa I bar 
P = 2.043 bar = 1.013 bar+ x 9.807 - x x -  

0.01 m2 s2 kg/(m sL) I@ Pa 

(5 + W) kg = 105.0 kg 

so that I.V = I00 kg. 
The ideal gas equation of state for 1 mol of air at 25'C is 

bar m3 
P V  = NRT = 1 mol x 8.314 x 1 0 ~ ~ -  x (25 + 273.15) K 

mot K 

= 2.479 x lo-' bar m 3 =  2479 J 

and the initial volume of the gas is 

2.479 x lo-' bar m3 
V = = 1.213. x lo-' m3 

2.043 bar 

Process a 
The 100-kg weight is removed. The equilibrium pressure'of the gas (after the piston has 

stopped oscillating) is 

5 kg x 9.807 m/s2 bar 
PI = 1.013 bar + x = 1.062 bar 

0.01 m2 kg/(m s2) 

and the gas volume is 
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2.479 x lo-' bar m" 
V1 = = 2.334 x lo-' rn; 

1.062 bsr 

Thus 

A V  = (2.334 - I._'!_;) x lo-' rn3 = 1.121 x lo-' rn3 
- J 

'dlNm = 1.062 bar x 1.121 x lo-' m3 x 10'- 
bar in.' 

= 1 190.5 J = I_) . '~~ 

and 

VI 2.334 x lo-' Q = N R T  In- =24-9 JIn = 1672.5 J 
Vo 1.213 x lo-' 

(since NRT = 2479 J from Eq. j). Conbequently, the work done against frictional forces (and 
converted to thermal energy), which we dencite by Wf,. is 

The total ~ ~ s e f u l  work obtained, the net heat supplied. and the work against frictional forces 
are fiven in T;lble 1 .  Also, the net work. P A 1'. is sho\vn as the shaded area in thc accoinpanying 
figure. together with the line representing the isotherlnal equation of stare. Eq. j. Note that in  
this case the net work is that of raising the piston and pushing back the atmosphere. 

Table 1 

- w X T  = gNET Q -wlr 

Process I J )  (J) (J) 

Process b 
The situation here is similar to that of process a, except that the weigh1 is relnoved in t\\.o 

50-kg increments. The pressure, volume. u-ork, and heat flows for each step of the process are 
given in Table 2. and - wYET = Pi(A V ) ; .  [he net work for each step, is given in the figure. 
' Process c 

Here the weight is removed in four 25-kg increments. The pressure, volume, work, and heat 
flows for each step are given in Table 2 and summarized in Table I .  Also, the net work for each 
step is given in the Cgure. 

V, m3 
Process a 

V ,  m3 

Process b 
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Table 2 

Process b 
- vi I V ~ . \ ' ~ ~  = Pi(A V)i Q = NRT In - - lVir 

P \' Vi- I 

Stage (bar) (111.:) ( J I  (0 (1) - 

0 2.043 1.213 x lo-' 
1 1.552 1.597 x lo-' 596.0 681.8 85.8 
2 1.062 2.334 x lo-' 782.7 940.7 158.0 
Total 1378.7 1622.5 243.8 

Process c 
Vi - I V ~ . \ ' ~ ~ = P ~ ( A V ) ~  Q = N R T I n -  -\V,., 

P I.' Vi-I 
Stage (bar) (nl' ) ( J )  (J) (J) 

0 2.043 1.2 I-: x lo-' 
I 1.798 1.379 x lo-? 298.5 3 18.0 19.5 
2 1.552 1.597 x lo-' - 338.3 363.8 25.5 
3 1.307 1 .897 x lo-? 392.1 426.5 34.7 
4 1.062 2.334 x lo-? 16j. I 5 13.9 49.8 
Total 1493.0 1622.5 129.5 

Process d 
The computation here is somewhat more difficult since the number of stages to the calculation 

is almost infinite. However. recognizing that in the limit of the mass of a giain of sand going 
to zero there is only a differential change in the pressure and volume of the ias  and negligible 
velocity or acceleration of the piston, we have 

and Wk = 0, since the piston velocity is essentially zero at all times. Thus, I 

- WF!ET. - - QNET = Q = 1 mol x 5.314 - ' x 298.15 K x In 2.334 x lo-' 
mol K 1.213 x lo-' 

= 1622.5 J 

This result is given in Table 1 and the figure. 
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Several points are tvorth noting about this ill~~stration. First, altlio~~gh the initial and final starcs 
of the gas are the same in all three processes, the useful or net work obtained and the net heat 
required differ. Of course, by the energy consewation principle, i t  is true that - WSET = Q" '~  
for each process. It  is important to note that the most useful work is obtained for a given change 
of state if the change i s  carried out in differential steps. so that there is no fricriotial dissipation 
of mechanical energy to thermal energy (compare process d with processes a. b. ancl c). Also. 
in this case. if \ve were to reverse the process and compress the gas. i t  w o ~ ~ l d  be found that the 
minimum tvork required for the compression is obtained when weights are added to the piston 
in differential (rather than finite) steps. (See Problem 3.29.) 

It should also be pointed out that in each of the four processes considered here the gas did 
1622.5 J of \vork on its surroundings (the piston, the weights, and the atmosphere) and absorbed 
1622.5 J of heat (from the thermosratic bath maintaining the system temperature constant and 
from the piston and cylinder as a result of their increased temperature due to fricrional heating). 
We can see this from Table 1 ,  since -(wSET + Wrr) = Q = 1622.5 J for all four processes. 
However, the fraction of the total work of the gas obtained as useful work versus work against 
friction varies among the different processes. E 

At first :lance i t  might appear that in the process i n  illustration 3.3.7 the proscriptior1 
in Chapter 1 that theriiial enersy (here heat) cannot be completely converted to me- 
chanical energy (here work) has been violated. However, that statement incl~rded the 
requirement that such a complete conversion was not possible in a cyclic process 01. in 
a process in which there were no changes in the universe (syster-n plus surroundings). 
In the illustration here heat has been completely converted to work, but this can only 
be done once since the system, the gas  contained within the cylinder, has not been re- 
stored to its initial pressure. Consequently, w e  cannat continue to add heat and extract 
the same amount of energy as work. 

ILLUSTRATION 3.4-8 
Cotnpntit~g rlre Prcss~rre. atrd Hent n17d Work Flo~vs it1 n Con7plicrrted Irlrcrl Gas ~t$bletn 

Consider the cylinder filled with air and with the piston and spring arrangement shown below. 
The external apospheric pressure is I bar, the initial temperature of the air is 25'C, the no-load 
length of the spring is 50 cm, the spring constant is 40 000 Nlm, the frictionless piston weighs 
500 kg, and the constant-volume heat capacity of air can be taken to be constant at 20.3 J/(mol 
K). Assume air is an ideal gas. Compute 

a. The initial pressure of the gas in the cylinder 
b. How much heat must be added to the gas in the cylinder for the spring to compress 2 cm 
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SOLCTION 

a. The pressure of the gas inside the cylinder is a result of the atmospheric pressure (I bar). 
the force exerted on the gas as a result of the weight of the piston, and the force of the 
spring. The contribution from the piston is 

m 1 Pa 1 bar 
F 

1b1 kg x 9.807 - x X-  
s2 kg/(m 9 )  10j Pa 

P~iston = - = 
A n ( d :  1) rn' 
M 500 

= - x 1.337 x 10-'bar = - x 1.2487 x lo-' bar = 0.6937 bar 
d 2 (0.3)? 

The contribution due to the spring is 

N 
-40 000 - x (55 - 50 I x lo-' rn 

kg - m Pa 1 bar - X I - ; - - X I  X-  
7r [(0.3)'/4] mZ s- N kg/(m s') 10-i Pa 

= -0.2819 bar 

Therefore, the pressure of the air in the cylinder is 

P = P~trnob~here P~iston f Pspring 
= 1 + 0.6937 - 0.2829 bar = 1.4 108 bar 

For. later reference we note that the number of moles nf gas in the cylinder is, from the 
ideal gas law, 

a 
,,, 1.4108 bar x -(0.3)~ (0.15) m3 

N=--= 4 
R T  bar rn3 

2 9 8 . 1 5 ~  x 8.314 x 
mol K 

= 0.6035 mol which is equal to 17.5 g = 0.0175 kg 

b. The contribution to the total pressure due to the spring after heating is computed as above. 
except that now the spring extension is 53 cm (55 cm - 2 cm). Thus . 

N 
-40 000 - x (53 - 50) x lo-' m 

m 
P~pring = = -0.1697 bar (0.3)l m' 

a- 
4 

So the final pressure of the air in the cylinder is 

P = 1 + 0.6937 - 0.1697 bar = 1.524 bar 

mote that the pressure at any extension of the spring, x ,  is 

P = 1.6937 - 5.658(x - 0.50) bar where x is the extension of spring (m)] 

The volume change on expansion of the gas (to raise the piston by 2 cm) is 

a 
A V  = -(0.312 m% 0.02 rn.= 1.414 x m3 

4 
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Also. the final temperature of the gas, again from the ideal gas la\\.. i s  

H ,, C' 1.524 bar x -0.3' rn' x 0.17 nl 
T = - =  3 = 365.0 K 

NR - bar m' 
0.6035 mol x 8.3 14 x lo-'- 

mol K 
The work done can be computed in two ways, as shown belo\\. For simplicity. we first 

compute the individual contriburions, and then see how, thesz ternis rre combined. 
Work done by the gas against the atmosphere is 

J 
\i7.Atrnosphsrs = - P . - \ , ~ ~ ~ ~ ~ + ~ ~  x A V = - I bar x I .4 14 x 1 o - ~  m3 x I 0' - = - I 4 I .4 J bar in3 

(The niinus sign indicates that the gas did work on the surroi~nding srmosphere.) 
Work done by the gas in compressing the spring is 

I 

J 
= - 2  x ( 9 - 2 5 ) = 3 2 N m x  I - = 3 2 J  

Nm 

Work done by the gas in raising the 500-kg piston is 

Work done by the pas in raising its center of mass by I cm (why d ~ x s  the center of mass 
of the,gas increase by only 1 cm if the piston is raised 2 crn?) is 

which is negligible compared with the other work terms. If we consider the gas in  the 
cylinder to be the system, the work done by the gas is 

W = Work to raise piston + Work against rtmosphere i Work to c~m~ress'spring 
= -98.1 J - 141.1 J + 32.0 J = -207.5 J 

[Here we have recognized that the gas is doing work by raising the piston and by expansion 
against the atmosphere, but since the spring is extended beyond its no-load point, it is 
doing work on the gas as it contracts. (The opposite v e ~ l d  be true if the spring were 
initially compressed to a distance less than its no-load point.)] 

An alternative method of computing this work is as follows. The work done by the gas 
on expandi'ng (considering only the gas in the system) is 

where y is the height of the bottom of the piston at any.time. The difficulty with the 
integral above is.that two different coordinate systems are involved, since y is the height 
of the piston andx is the extension of the spring. Therefore, we need to make a coordinate 
transformation. To do this we note that when y = 0.15, x = 0.55, and when y = 0.17, 
x = 0.53. Consequently, x = 0.7 - y and 
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This is identical to the result obtained earlier. 
Finally. we can compute the heat that muat be added to raise the piston. The difference 

form of the enerpy balance on the closed s!.srem consisting of rhe pas is 

U(fina1 srate) - U(iniria1 state) = Q + W = AiC\.IT; - 7;:)  .,' 

so that 

Q = /VCv(Tr - T i ) -  CV 
J 

= 0.6035 mol x 20.3 - x 1365 - 295.15) K - 107.5 J 
mol K 

= 819.0 J + 207.5 J = 1016.5 J 

Therefore, to accomplish the desired chanpe. 1026.5 J of heat inust be added to the gas. 
Of this amount, 8 19 J are used to heat the gas. 93 J to raise the 500-kg piston. and 14 I .4 J 
to p~ish back the atmosphere; during the process. the spring supplies 32 J. II 

Based on the discussion of Sec. 3.4 and Illustration 3.4-4, Lye can conclude that the 
equations of mass and energy conservation are not sufficient to obtain the solution to all 
the problems of thermodynamics in which we might be interested. What is needed is a 
balance equation for an additional thermodynamic state variable. The one conservation 
principle that has not yet been used is the conservation of momentum. If. in Eq. 2.1-4, 
8 is taken to be the momentum of a black-box system, we have 

d Rate at which momentum at which momentum 
enters system by all leaves system by all (3.5-1) 

dr mechanisms mechanisms 

where v is the center-of-mass velocity vector of the system, anLM its total mass. We 
could now continue the derivation by evaluating all the momentum Rows; however, it is 
clear by looking at the left side of this equation that we will get an equation for the rate 
of change of the center-of-mass velocity of the system,-not an equation of changz for 
a thermodynamii: state variable. Consequently, the conservation-of-momentum equa- 
tion will not lead to the additional balance equation we need: so this derivation will 
not be completed. The development of an additional, useful balance equation is not a 
straightforward task, and will be delayed until Chapter 4. 

3.6 THE MICROSCOPIC ENERGY BALANCE (OPTIONAL) 

This section appears on the CD that accompanies this text. 
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PROBLEMS 
3.1 a. .A bicyclist is traveling at 20 krn/hr when he en- 

counters a hill 70 rn in height. Neglecting road and 
~vind resistance (a poor assumption). what is the 
r~~asimum vertical elsvation gain the bicyclist could 
achieve without pedaling? 

b. I f  the hill is a down hill. what speed would the bicy- 
clist achieve without pedaling, again neglecting road 

- .and wind resistance'? 
3.1 \Viter in the Niagara River approaches the falls at a ve- 

locity of 8 kmlhr. Niagara Falls is approximately 55 n1 
high. Neglecting air resistance, estimate the velocity of 
the \Yarer at the bottom of the falls. 

3.3 a. One kilogram of steam contained in a horiz?stal 
frictionless piston and cylinder is heated at ycon-  
stant presstlre of 1.013 bar from 125°C to such a 
te~nperature that its volume doubles. Calculate the 
amount of heat that must be udcletl to accomplish 
this change, the final temperature of the steam. the 
ivork tile steam does against its sul-roundings, and 
the internal energy and enthalpy changes of the 
steam for this process. 

b. Repeat the calculation of part (a) if the heating oc- 
curs at a constilnt volume to a pressure that is twice 
the initial pressure. 

c. Repeat the calculation of part (a) assuming that 
steam is an ideal gas with a constant-pressure heat 
capacity of 34.4 Jlmol K. 

d. Repeat the ~alculation~of part (b) bsuming steam is 
an ideal gas a.s in.pan (c). 

3.4 In Joule's experiments, the slow lowering of a weight 
(through a pulley and cable arrangement) turned a stir- 
rer in an insulated container of water. As a result of 
viscosity, the kinetic energy transferred from the stirrer 
to the water eventually dissipated. In this process the 
potential energy of the weight was first converted to ki- 
netic energy of the stirrer and the water, and then as a 
result of viscous forces, the kinetic energy of the wa- 
ter was converted to thermal energy apparent as a rise 
in temperature. Assuming no friction in the pulleys and 

.no heat losses, how large a temperature rise would be 
found in 1 kg of water as a result of5-I-kg weight being 
lowered 1 m? 

3.5 Steam at 500 bar and 600°C is to undergo a Joule- 
Thornson expansion to atmospheric pressure. What will 
be the temperature of the steam after the expansion? 
What would be the dewnstream temperature if the 
steam were replaced by an ideal gas? 

3.6 Water in an open metal drum is to be heated from room 
temperature (2S°C) to 80°C by adding steam slowly 
enough that 21 the steam condenses. The drum initially 
contains 100 kg of water, and steam is supplied at 3.0 
bar and 3WC. How many kilograms of steam should 
be added s o  that the final temperature of the water in 

the tnnk is exactly SOC'? Xcglect all heat losses fro111 
the water in this cslculation. 

3.7 Consider the following statement: "The adiabatic work 
necessar~ to cause a given change of state in a closc~l 
system is independent of the path by which that change 
occurs." 
a. Is t l l i b  statement true or false? Why? Does this state- 

ment contradict Illustration 3.4-6. which estnblislies 
the path dependence oi\\.ork'? 

b. S h o ~  that if the staternsnt is false. i t  uzould be pos- 
sible to construct a machine that would generate en- 
ergy. 

3.5 A nonconducting tank of negligible heat capacity and 
1 m' volume is connected to a pipeline containing 
steam at 5 bar and 370°C. tilled with steam to a pres- 
sure of 5 bar, and disconnected from the pipeline. 
a. I f  the tank is initially evacuated. how much steani is 

in the tank at the end o i  the filling process. and what 
'is its re~iiperature? 

b. If the tank initially contains steanl at I bar and 
150C. how much steam is in the tank at the end 
of the filling process, and what is its tempen~rure? 

3.9 a. A I-kg iron block is to be accelerated through a pro- . 

cess that supplies it with I kJ of energy. Assuming 
all this energy appears as kinetic energy. what is thc 
final velocity of the block? 

b. If the heat capacity of iron is 25.10 J/(mol K )  and 
the molecitlar weight of iron is 55.85. how large a 
temperature rise would result from 1 kJ of energy 
supplied as heat? 

3.10 The voltage drop across an electrical resistor is 
10 volts and the current through i t  is 1 ampere. The 
total heat capacity of the resistor is 20 J/K, and heat 
is dissipated from the resistor to the surrounding air. 
according to the relation 

where Tam is the ambient air temperature, 25°C; T is 
the temperature of the registor; and h,  the heat trans- 
fer coefficient, is equal to 0.2 J/(K s). Compute the 
steady-state temperature of the resistor, that is, the 
temperature of the resistor when the energy loss from 

/ the resistor is just equal to the electrical energy input. 
3.11 The frictionless piston-and-cylinder system shown 

/ here is subjected to 1.013 bar external pressure. The 
piston mass is 200 kg, it has an area of 0.15 m2, 

. and the initial volume of the entrapped ideal gas is 
0.12 m3. The piston and cylinder do not conduct 
heat, but heat can-be added ti6 the gas by heating 
coil. The gas has a constant-volume heat capacity of 
30.1 J/(mol K) and an initial temperature of 298 K, 
and 10.5 kJ of energy are to be supplied to the gas 
through the heating coil. 
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a. If stops placed at the initial eq~rilibri~~rn position of 
the pistori prevent it from rising. =hat \\.ill be the 
final temperature and pressure of the gas? 

b. If the piston is allowed to move freely. what \\.ill 
be the final temperature and volume of the gas.? 

/ 

3,;12. As an energy conservation measure in a chemical 
i 
/ plant, a 40-m3 tank will be used for temporary stor- 
i age of exhaust process steam. This stearn is then used 
i in a later stage of the processing. The storage tank is 

well insulated and initially contains 0.02 m3 of liq- 
uid water at 50°C; the remainder of the tank contains 
water vapor in equilibrium with this liquid. Process 
steam at 1.013 bar and 90 percent quality enters the 
storage tank until the pressure in the tank is 1.013 bar. 
How many kilograms of wet steam enter the tank dur- 
ing the filling process, and how much liquid water.is 
present at the end of the process? Assume that there 
is no heat transfer between the steam or water and [he 
tank walls. 

3.13 The mixing tank shown here initially contains 50 kg 
of water at 25'C. Suddenly the two inlet valves and 
the, single outlet valve are opened. .so that two water 
streams, each with a flow rate of 5 k/min, flow into 
the tank, and a single exit stream with a flow rate of 
:O kglmin leaves the tank. The temperature of one in- 

- let stream is SO°C, and that of the other is 50°C. The 
tank is well mixed, so that the temperature of the out- 
let stream is always the'same as the temperature of the 
water in the tank. - 

a. Compute the stendy-stt~te temperature that will fi- 
riall\. b< obtained in the tank. 

b. De\.elop an expression for the temperature of the 
fluid in the tank at any tirne. 

3.14 A well-insulated storage tank of 60 m' contains 100 L 
of liqiiid \rarer at 75'C. The rest of the tank contains 
steam in equilibrium with the water. Spent process . . 

steam at 1 bar and 90 percent quality enters the stor- 
age rank until the pressure in the tank reaches 2 bar. 
Assunling that the heat losses from the system to the 
tank and the environment are negligible. calculate the 
total amount of steam that enters the tank during the 
filling prwess and the fraction of liquid water present 
at the end of the process. 

3.15 An isolated chamber with rigid walls is divided into 
t\vo equal compartments. one containing gas and [he 
other e\.acuated. The partition between the compart- 
ments ruptures. After the passage of a sufticiently long 
period of rime, the temper:iture and pressure are fourid 
to be l~niforn~ throughout the chamber. 
a. I f  the nlled coinpartment initially contains ail ideal 

gas of constant heat capacity at 1 blPa and 500 K. 
what are the final temperature and pressure in the 
chamber? 

b. If the nlled compartment initially contains steam 
at I hIPa and 500 K, what are the final temperature 
and pressure in the compartment'? 

c. Repear part (a) if the second compartment initially 
contains an ideal gas, but at half the pressure and 
I00 K higher teniperature. 

d. Repeat part (b) if the second compartment initially 
contains steam, but at half the pressure and 100 K 
higher temperature. 

3.16 a. An adiabatic turbine expands steam from 500'C 
and 3.5 MPa to 200°C and 0.3 MPa. I f  the turbine 

'generates 750 kW, what is the flow rate of steam 
through the turbine? 

b. If a breakdown of the thermal insulation around the 
turbine allows a heat loss of 60 kJ per kg of steam, 
and the exiting steam is at 150°C and 0.3.MPa, 
what will be the power developed by the turbine 
if the inlet steam conditions and flow rate are un- 
changed? 

3.17 Intermolecular forces play an important role in de- 
termining the thermodynamic properties of fluids. To 
see this, consider the vaporization (boiling) of _a tiquid 
such as water in the frictionless piston-and-cylinder 
device shown. 
a. Compute the work obtained from the piston when 

1 kg of water is vaporized to steam at 100°C (the 
vapor and liquid volumes of steam at the boiling 
point can be found in the steam tables). 

b. Show that the heat required for the vaporization 
of the steam is considerably greater than the work 
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3.23 I n  Illustration 3.4-6 we considered the compression 
of an ideal gas in which P_V; = constant, where 
;! = C; !C;. Show that such a pressure-volunie re- 
lationship is obtained in the adiabatic compression of 
an ideal gas of constant heat capacity. 

3.24 Air in a 0.3-1n3 cylinder is initially at a pressure of 
I0 bar and a temperature of 330 K. The cylinder is to 
he emptied by opening a valve and letting the pres- 
sure drop to that of the atmosphere. What will be the 
rernperature and mass of gas in the cylinder if this is 
accomplished? 
a. In a manner that maintains the temperature of the 

gas at 330 K? 
b. In a \\.ell-insulated cylinder? 
For siniplicity assume, in part (b), that t,k process oc- 
curs sufticiently rapidly that there is rib heat transfer 
between the cylinder walls and the gas. The gas is 
ideal. and C; = 29 (J/niol K). 

3.25 A .0.01-m3 cylinder containing nitrogen pas initially 
at a pressure of 200 bar and 250 K is connected to 
another cylinder 0.005 m3 in volume, which is ini- 
tially evacuated. A valve between the two cylinders 
is opened until the pressures in the cylinders equalize. 
Find the linal temperatitre and pressure in each cylin- 
der if there is no heat flow into or out of the cylinder. 
You may assume that there is no heat transfer between 
the gas and the cylinder walls and that the gas is ideal 
with aconstant-pressure heat capacity of 30 J/(mol K). 

3.26 Repeat the calculation of Problem 3.25, but now as- 
sume that sufficient heat transfer occurs between the 
gas in the two cylinders that both final temperatures 
and both final pressures are the same. 

3.27 Repeat the calculation in Problem 3.25, but now as- 
sume that the second cylinder, instead of being evac- 
uated,.is filled with nitrogen gas at 20 bar and 1.60 K. 

3.28 A 1.5 kW heater is to be 'used to heat a room with 
dimensions 3.5 m x 5.0 m x 3.0 m. There are no 
heat losses from the room, but the room is not airtight, 

s o  the pressure in the room is always atmospheric. 
Consider the air in the room to be an ideal gas yith 
C, = 29 J/(mol K), and its initial temperature is 10°C. 
a. Assuming that the r a t e 4  heat transfer from the air 

to the walls is low, what will be the rate of increase 
of the temperature in the room when the heater is 
turned on? 

b. What would be the rate of increase in the room 
temperature.if the room were hermetically sealed? 

3.29 The piston-and-cylinder device of Illustration 3.4-7 is 
to be operated in reverse to isothermally compress the 
1 mol of air. Asstime that the weights in the illustra- 
tion have been left at the heights they were at when 
they were removed from the piston (i.e., in process 
b the first 50-kg weight is at the initial piston height 
and the second is at Ah = A V I A  = 0.384 rn above 

the initial piston height). Compute the minimum work 
that ~iiust be done by the strrroundings and the net Iicar 
that must be withdrawn to return the gas, piston. and 
weights to their initial states. Also compute the total 
heat and the total work for each of rhe four expansion 
and compression cycles and comment on the results. 

3.30 The piston-and-cylinder device sho\\.n here contains 
an ideal gas at 20 bar and 3 ' C .  The piston has a mass 
of 300 kg and a cross-sectional area of 0.05 m'. The 
initial \*olume of the gas in the cylinder is 0.03 ni3. 
the piston is initially held in place by a pin. and the 
external pressure on the piston and cylinder is 1 bar. 
The pin suddenly breaks. and the piston moves 0.6 ni 
farther up the cylinder, where it  is stopped by another 
pin. i\ssuming that the gas is ideal with a constant- 
pressure heat capacity of 30 J/(mol K). and that there 
is no heat transfer between the gas and the cylinder 
walls or piston. estimate the piston ijelocity, and the 
temperature and pressure of the gas just before ihc. pis- 
ton hits the second pin. Do this calculation assuming 
a. No friction between the piston and the cylinder 
b. Friction between the piston and the cylinder 
List and defend all assumptions you make in sol\?ing 
this problem. 

Pin I 

P%'i> *.> . 
@*!. :+:-. 5 5  

N'". 2. 

3.31 A 0.6 m diameter gas pipeline is being used for the 
long-distance transport of natural gas. Just past a 
pumping station, the gas.is found to be at a temper- 
ature of 25°C and a pressure of 3.0 MPa. The mass 
flow rate is 125 kds,  and the gas flow is adiabatic. 
Forty miles down the pipeline is another pumping sta- 
tion. At this point the pressure is found to be 2.0 1MPa. 
At the pumping station the gas is'first adiabatically 
compressed to a pressure of 3.0 MPa and then isobar- 
ically (i.e., at constant pressure) cooled to 25°C. 
a. Find the temperature and velocity of the gas just 

before it enters the pumping station. 
. 

b. Find the rate a t  which the gas compressor in the 
pumping station does work on the gas, the temper- 
ature of the gas leaving the compressor, and the 
heat load on the gas cooler. .You may assume that 
the compressor exhaust is also a 0.6-m pipe. (Ex- 
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plain why you cannot solye this probleni. You will 
have another chance in Chapter 4:) 

Nat~rral gas can be assumed to be pure methane 
[molecular weight = 16, C; = 36.8 J/(rnol K)], and 
tui ideal gas at the conditions being considered here. 
Note that the mass flow rate 1\1 is poA .  where p is the 

j mass density of the gas. 11 is the averape gas velocity, 
/ ;~nd A is the area of the pipe. 

x.32 $.itrogen can be liquefied using a Joule-Thomson ex- 

/ pansion process. This is done b!. rapidly and adiabati- 

$ cally expanding cold nitrogen gas froni high pressure 
to a low pressure. If nitrogen at 135 K and 20 MPa 
undergoes a Joule-Thonison expansion to 0.4 MPa. 
a. Estimate the fraction of vapor and liquid present 

after the expansion. and the temperature of this 
~iiixture using the pressure-enthalpy diagram for 
nitrogen. 

b. Repeat the calculi~tion assuming nitrogen to be an 
ideal gas with C; = 79.3 J/I mol K 1. 

3.33 .-I very large mass M of hot porous rock equal to 
10" kg is to be utilized to generate electricity by 
injecting water and using the res~~lting hot steam to 
drive a turbine. As a result of heat extraction: the 
temperature of the rock drops according to Q = 
-MCpdT/dr, where Cp is the specific heat of the ' 

rock which is assumed to be independent of tempera- 
ture. If the plant produces 1.36 x 10"kM1 hr of en- 
ergy per year, and only 25 percent of the heat ex- 
tracted from the rock can be conv7rted to work, how 
long will it take for the temperature of the rock to 
drop from 600°C to I IO'C? Assunit: that for the rock 
Cp = I J/(g K). 

3.34 The human body generates heat by the nietabolism of 
carbohydrates and other food materials. Metabolism 
provides energy for all biological activities (e.g., mus- 
cle contractiorts).   he metabolic processes also gener- 
ate heat, and there are special cells in the body whose 
main function is heat generation. Now let us assume 
that our friend Joe BlueHen ingests 1 L of ice, which 
he allows to melt in his mouth before swallowing. 
a. How much energy is required to melt the ice and 

warm the water to the body temperature? 
b. If 1 g of fat when metabolized releases approxi- 

mately 42 kJ of energy, how much fat will Joe bum 
by ingesting the water? 

c. Suppose that, instead of ice, Joe drank 1 L of water 
at 0°C. How would the answers to parts (a) and (b) 
change? 
Several years ago there was a story circulating 

the Internet that a good way to lose weight is to drink 

a lot of very cold water. since considerable energy 
would be expended within the body in heating up the 
cold water. Based on your calculations above; is that 
a reasonable method of weight loss? (The reason this 
claim was n.iclcly circulated is a rzs~rlt of the sloppy 
use of units. Soriie co~rntries report rhe biologically 
accessible energy in food as being in units ot'calories, 
u.hen in fact the number reported is kilocalories. For 
example, in the United States a teaspoon of sugar is 
reported ito contain 16 calories, when i t  is actually 16 
kilocalories. Cc/lorirs is incorrectly being used as an 
abbreviation for kilocrriories.) 

3.35 Water is to be heated from its pipeline teniperatirre of 
ZO'C to 9OC using superheated steam at 450'C and 
2.5 MPa in a steady-state process to produce 10 kg/s 
of heated water. In each of the processes below, a:;- 
sume there is no heat loss. 
a. The heating is to be done in a mixing tank by di- 

rect ii~jectioil of the steam. all of which corvJenses. 
Determine the two inlet mass Rows needecl to mcet 
the desired hot water flow rate. 

b. Instead of direct mixing. a heat exchanger will be 
used in which the water to be heated will flow in- 
side copper tubes and the steam will parti;tlly con- 
dense on the outside of the tubes. In this case heat 
will flow from the steam to the water. but the two 
streams are not mixed. Calculate the stcani llow 
rate if the steam leaves the heat exchanger a1 50 
percent quality at 100-C. 

3.36 People partially cool themselves by sweating, which 
releases water that evaporates. If during exercise a hu- 
man "bums" I000 kcal (4 184 kJ) in one hour of ex- 
ercise, how many grams of water must evaporate at a 
body temperature of 37'C? Assuming only 75 percent 
of the sweat evaporates (the rest being retained by the 
exercise ciothes), how many grams of sweat must ac- 
tually be produced? . 

3.37 It is thought that people develop respiratory infections 
during air travel because much of the airplane cabin 
air is recirculated. Airiines claim that using orlly fresh 
air in the cabins is too costly since at an altitude of 
30 000 feet the outside conditions are -50°C and 0.1 
bar, so that the air would have to be compressed and 
heated before being introduced into the cabin. The air- 
plane cabin has a volume of 100 m3 with air at the in- 
flight conditions of 25°C and 0.8 bar. What would be 
the cost of completely refreshing the air every minute 
if air has a heat capacity of C; = 30 J/(mol K) and 
energy costs, $0.2 per kW hr? 
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Entropy: An Additional 
Balance Equation 

Several of the illustrations and problems in Chapter 3 show that the equations of mass 
and energy conservation are not sufficient to solve all the thermodynamic enersy flow 
problems in which we rnight be interested. To be more specific, these two equations 
are not always sufficient to determine the final values of two state variables, or the 
heat and work flows for a system undergoing a change of state. What is needed is a 
balance equation for an additional state variable. As we have seen, the principle of 
momentum conservation does not p r~v ide  this additional equation. Although a large 
number of additional state variables could be defined and could serve as the basis for 
a new balance equation, these variables would have the common feature that they are 
not conserved quantities. Thus the internal generation term for each of these variables 
would, in general, be nonzero and would have to be evaluated for the balance equation 
to be of use. Clearly, the most useful variable to introduce as the basis for a new balance 
equation is one that has an internal generation rate that can be specified and has some 
physical significance. 

Another defect in our present development of thermodynamics has to do with the 
unidirectional character of natural processes that was considered in Sec. 1.3. There it 
was pointed out that all spontaneous or natural processes proceed only in the direction 
that tends to dissipate the gradients in the system and thus lead to a state of equilibrium, 
and never in the reverse direction. This characteristic of natural processes has not yet 
been included in our thermodynamic description. 

To complete our thermodynamic description of pure component systems, it is there- 
fore necessary that we (1) develop an additional balance equation for a state variable 
and (2) incorporate into our description the unidirectional character of natural pro- 
cesses. In Sec. 4.1 we show that both these objectives can be accomplished by intro- 
ducing a single new thermodynamic function, the entropy. The remaining sections of 
this chapter are concerned with illustrating the properties and utility of this new vari- 
able and its balance equation. 

INSTRUCTIONAL OBJECTIVES FOR CHAPTER 4 

The goals of this chapter are for the student to: 

Be able to use the rate-of-change form of the pure component entropy balance in 
problem solving 
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Be able to use the difference form of the pure component entropy balance in 
problen~ solving 

0 Be able to calculate the entropy change between two states of an ideal gas 
Be able to calculate the entropy chanpz of a real fluid using thermodynamic prop- 
erties charts and tables 

NOTATION INTRODUCED IN THIS CHAPTER 

Helnlholtz energy = L' f P V  (J) 
Molar Helmholtz energy (J/mol) 
Gibbs energ!- = H + P V (J) 
Molar Gibbs energy (J mol) 
Radiant heat ilux (J/s) 
Entropy (J/K) 
Entropy per mole [J/(mol K)] 
Entropy per unit mass [J.'(kg K)] 
Rate at which entropy is generated within the system [J/(mol K s ) ]  
Entropy generated within the system [J/(mol K)] 
Temperature of body emitting radiation (K) 
Work in a reversible process (J) 
= CplCv 

4.1 ENTROPY: A NEW CONCEPT 

We take. as the starting point for the identification of an additional thermodynamic 
variable the experimental obsenation that all spontaneous processes that occur in  an 
isolated constant-volume system result in the evolution of the system to a state of equi- 
librium (this is a special case of experimental observation 5 ,  Sec. 1.7). The problem is 
to quantify this qualitative obsen-ation. We can obtain some insight into how to do this 
by considering the general balance equation (Eq. 2.1-4) for any extensive variable H of 
a closed, isolated, constant-volume system 

Rate of change ~ f )  . - - (Elate at which 6' is generated 
d t  B in ihe system within the system 

Alternatively, we can write Eq. 4.1-1 as 

dB . 
- = e,,, 
d t  

where #,,, is the rate of internal generation of the yet-unspecified state variable 6'. 
Now, if the system under consideration were in a true time-invariant equilibrium state, 
d 6 / d t  =  since, by definition of a time-invariant state, no state variable can change 
with time). Thus - 

Og,, = 0 at equilibrium (4.1-3) 

Equations 4.1-2 and 4.1-3 suggest a way of quantifying the qualitative observation 
of the unidirectional evolution of an isolated system to an equilibrium state. In par- 
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ticular, suppose we could identify a thermodynamic variable 6' whose rate of internal 
generation e,,, was except at equilibrium, where ken = 0. For this variable 

cl 6' 
- > 0 away from equilibrium 
clr 
dB --  - 0  - . 1 
dt . at equilibrium 

or 6 = constant J 
Furthermore, since the function 8 is increasing in the approach to equilibrium, 6' must 
be a maximum at equilibrium srtbject to the constraints of constant mass, energy, and 
volume for the isolated constant-\.olume system.? 

Thus, if we could find a thermodynamic function with the properties given in Eq. 
4.1-4, the experimental observation of unidirectional evolution to the equilibrium state 
would be built into the thernmodynarnic description through the properties of the func- 
tion 0. That is, the unidirectional evolution to the equilibrium state would be mathc- 
matically described by the continually increasing value of the-function 8 and the oc- 
currence of equilibri~~m in an isolated. constant-volume system to the attainment of n 
maximum value of the function 8. 

The problem, then, is to identify a thermodynamic state function 8 with a rate of 
internal generation, that is always greater than or equal to zero. Before searchins 

. for the variable 0, i t  shouid be noted that the property we are looking for is 6,,,, 2 0: 
this is clearly not as strong a statement as Ogen = 0 always, which occurs if 6' is a 
conserved variable such as total mass or total energy, but it is as strong a genercrl 
stcrte/izent as we carz expect for a i~oncoriservecl variable. 

We could now institute an extensive search of possible thermodynamic functions in 
the hope of finding a function that is a state variable and also has the property that its 
rate of internal generation is a positive quantity. Instead, we will just introduce this new 
thermodynamic property by its definition and then show that the property so defined 
has the desired characteristics. 

The entropy (denoted b?~ the symbol S )  is a statefilnction. In a system in which 
.there arej4o>vs of both lzzat by concl~~ction ( Q )  and I L ' O T ~  [ w ~  and.P(dV/dt)]  
ucross 'the system boriilciries, the cqrzdrlctive heat flow, but not the workflow, 
causes a change in the entropy of the system; this rate of entropy change is 
g/ T ,  where T is the absolzlre thermodynamic temperature of the system at 
the point of the heat flow. If; in addition, there are nrassflows across the sys- 
tem boundaries, the total entropy of the system will also change due to this 

. -< -. 

' I f  wc were to choose the other possibility. $A being less than zero, the discussion here would still be valid - .. 
except that B would monotonically decrease to a minimum, rather than increase to a maximum, in the evolution 
to the equilibrium state. The positive choice is made here in agreenient with standard thermodynamic convention. 
2 ~ i n c e  an isolated constant-volume system has fixed mass$teinal energy, and volume, you might ask how B can 
vary if M, (I, and V or alternatively, the twoatate variables &' and _V are fixed. The answer is that tlie discussion 
of Secs. 1.3 and 1.6 established that two state variables completely fix the state of a uniform one-component, 
one-phase system. Consequently, B (or any other state variable) can vary for fixed g and _V in (1) a nonuniform 
system, (2) a multicomponent system, or (3) a.multiphase system. The first case is of importance in the approach to 
equilibrium in the presence of internal relaxation processes, and the second and third cases for chemical reaction 
equilibrium and phase equilibrium, which are discussed later in this book. 
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c o ~ ~ v e c i e d ~ o ~ ~ ~ .  Tllnt is. eacl? elei7ze17t of I T I N S S  etlteril~g 01. lrcr\.i~ig [lie sxsrcilr 
carries rvitlz it its enrrop (as  well rrs inie1-17clI erzeq?; elrrhalpy, ere. 1. 

Using this definition and Eq. 2.1-4, we have the following as the balance equation 
for entropy:' 

Entropx balance, also 
called the second law 
of thermodynamics, 
for an open system 

where 

Entropy balance for a 
closed system 

X 

r$fk& = net rate of entropy flow due to the Rows of mass into and orit of the 
%=I system (S = entropy per unit mass) 

Q - = rate of entropy How d ~ ~ e  to the flon. of heat across the systen.1 boundary 
. T 
S,,, = rate of internal generation of entropy within the sy\trin. 

For a system closed to the Row of mass (i.e., all IW, = 0), we have 

Based on the discussion above, we then have (from Eqs. 4.1-3 and 4.1-4) . . . . 

d S 
S,,, > 0,. and - d t = 0 at equilibrium 

Equations 4.1-5 are usually referred to as the second law of thermodynamics. 
Before we consider how the entropy balance. Eq. 4.1-5a, will be used in problem 

solvink, we should establish (1) that the entropy f~inction is a state variable, and (2) 
that it has a positive rate of internal generation, that is, Sgen > 0. Notice that Eq. 4.1-5 
cannot provide general informati~n about the internal generation of entropy since i t  is 
an equation fof the black-box description of a system, whereas S,,, depends on the 
detailed internal relaxation processes that occur within the system. In certain s'pecial 
cases, however, one can use Eq. 4.1-5 to get some insight into the form of Len. To see 
this, consider the thermodynamic system of Fig. 4.1-1, which is a composite of two 
subsystems, A and B. These subsystems are well insulated except at their interface, so 
that the only heat transfer that occurs is a flow of heat from the high-temperature sub- 
system A to the low-temperature subsystem B. We assume that the resistance to heat 
transfer at this interface is large relative to the internal resistances of the subsystems 
(which would occur if, for example, the subsystems were well-mixed liquids or highly 
conducting solids),-so that the temperature of each.subsystem is uniform, but varying 
with time. 

3 ~ o r  simplicity, we have assumed that there is only a single heat flow into the system. If there are multiple heat 
flows by conduction, the tern Q / T  is to be replaced by a Q j / T j ,  where Q j  is the hear flow and Ti the 
temperature at the jth heat-flow pon into the system. 
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J Figure 4.1-1 Systems A and B are free to interchange cn- 
ergy. but the composite system (A + B )  is isolated from the 
environment. 

In this situation the heat transfer process occurs in such a way that, at any instanr. 
each s~tbsystem is in a state of internal thermal equilibrium (i.e.. if the two subsys- 
tems were suddenly separated, they would be of uniform but different temperatures 
and would not change with time); however, the cornposi:e system consisting of both 
subsyvtems (at different temperatures) is not in themla1 equilibrium, as evidenced by 
the fact that though the composite system is isolated from the environment, its proper- 
ties are changing with time (as heat is transferred from A to B and the temperatures of 
these subsystems are changing). The rate-of-change form of the entropy balances for 
subsystems A and B, which are passing through a succession of equilibrium states.' 
and therefore have no internal generation of entropy, are 

and 

In writing these equationswe have recognized that the amount of heat that leaves sub- 
system A enters subsystem B,  and that the heat flow from A to B is proportional to the 
temperature difference between the two systems, that is, 

where h is the heat transfer coefficient (experimental observation I0 of Sec. 1.7). 
The entropy balance for the isolated (Q = O), nonequilibrium composite system 

composed of subsystems A 2nd B is 

Since the total entropy is an extensive property, S = SA + Sg, and Eqs. 4.1-6 and 4.1-7 
can be combined to yield 

Since h, TA, and TB are positive, Eq. 4.1-8 establishes that for this simple example the 
ehtropy generation term is positive. It is also important to note that s,,, is proportional 
to the second power of the system nonuniformity, here (AT)'. Thus, s,,, is positive 
away from equilibrium (when TA # TB) and equal to zero at equilibrium. 

4~ process in which a system goes through a succession of equilibrium states is termed aquasistatic process. 
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This expression for the rate of entropy generation was obtained by partitioning a 
black-box system into ttvo s~~bsystenis, res~~lt ing in n limited amount of information 
about processes inlcrnal to the overall system. In Sec. 4.6 a more ~enel.ol derivation 
of the entropy generation term is given, based on the detailed microscopic description 
introduced in Sec. 2.4, and it is shown that the entropy is indeed a st:lts function and 
that S,,, is positive. except in the equilibrium state, where i t  is equal.ro zero. It is also 
established that s,,, is proportional to the second power of the grr~dients of tempera- 
ture and velocity:-thus the rate of generation of entropy is related to rhs square of the 
departure from the equilibri~im state. 

Table 4.1-1 gives several special cases of the entropy balance equation. on both a 
mass and a molar basis, for situations similar to those considered for the mass and 
energy balance equations in Tables 2.2-1, 3.1- 1 .  and 3.1-2. 

Frequently, one is interested in the change in entropy of a system i n  going from state 
1 to state 2, rather than the rate of change of entropy with time. This entcaby change 
can be determined by integrating Eq. 4.1-5 over the time interval tl to 1 2 .  lvhere ( tz  - i i )  

is the (perhaps unknown) time required to go between the two states. The result is 

where 

, 

Sgen = total entropy generated = 

Since Sgen.is always greater than or equal to zero in any process. i t  follows that its 
integral S,,, must also be greater than or equal to zero. 

There are two important simplifications of Eq. 4.1-9. First, if the entropy per unit 
mass of each stream,entering and leaving the system is constant in time (even though 

Table 4.1-1 Rate-of-Change Form of the Entropy Balance 

General equation: 
. . 

Special cases: 
(i) Closed system set Mk = 0 

(ii) Adiabatic process 

(iii) Reversible process 

set Q = 0 in Eqs. a. b, and e (c) 
set S,,, = 0 in Eqs. a. b, and e (d) 

(iv) Open steady-state system 
dS .. 

" .  Q 
so O = ~ I % & & + , + S ~ ~ ~  (el 

k= l 

(v) Uniform system S = M ~  in Eqs. a and b (f) 

Nore: To obtain the entropy balance on a molar basis, replace M~,.?I, by N ~ J  k ,  and M S  by NJ. where is 
the entropy per mole of fluid. 
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the flow rates may vary), we have 

where, ( A M ) k  = St' d t  is the total mass that has entered the system from the A-th 'I 
stream. Next, if the temperature is constant at the location where the heat flow occurs, 
then 

where Q = J:' Q d t  is the total heat flow into the system between r ,  and tz. If :ither of 
these simplifications is not valid, the respective integrals must be evaluated if s q .  4.1-9 
is to be used. This may be a difficult or impossible task, so  that, as with the energy 
balance, the system for which the entropy balance is to be written must be chosen with 
care, as illustrated later in this chapter. Table 4.1-7 summarizes various forms of the 
integrated entropy balance. 

It should be pointed out that we have introduced the entropy function in an ax- 
iomatic and mathematical fashion. In the history of thermodynamics, entropy has been 
presented in many different ways, and i t  is interesting to read about these alternative 
approaches. One interesting source is The Secondkiw by P. W. Atkins (W. H. Freeman, 
New York, 1954). 

The axiom that is used here, S,, 2 0, is a statement of what has historically been 
called the second law of thermodynamics. The principle of conservation of energy 
discussed previously is referred to as the first law. It is interesting to compare the form 
of the second law used here with two other forms that have been proposed in the history 
of thermodynamics, both of which deal with the transformation of heat to work. 

Table 4.1-2 Difference Form of the Entropy Balance 

General equation 

Special cases: 
(i) Closed system set ~k = 0 in Eq. a 

- 
(ii) Adiabatic process 

set [ Q d t  T = O  in Eq. a (c) 

(iii) Reversible process set Saen = 0 . '  in Eqs. a and b (d) 

(iv) Open system: Flow of fluids of constant thermodynamic properties 
K 

set 51 hik dr = *,wkik in Eq. a 
k= 1 k=l 

(v) Uniform system S = M ~  in Eq. a (0 

Nore: To obtain the entropy balance on a molar basis, replace MS by- N J ,  J: ~ k j k  dt by JF I V ~ _ S ~  dr,  
and AMkSk with ANk_Sk. 
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ILLVSTR:~TION 4.1-1 
C1ulrsi11.s S~(itetllt~ui[ ($ihe Secor~cl Lon 

The second-law statement of Rudolf Clausius (1811-1888) is that it  is not possible to construct 
a device that operates in a cycle and whose sole e f f m  is to transfer heat from a colder body to 
a hotter body. Show from the axiom Sfen 2 0 that the process below is impossible, so that the 
Clausius staremznt of the second law is consistent n ith char has been presented in this book. 

The energy balance over one complete cycle, so.that the tle\.ice is i n  the same htaie 31 the begin- 
ning and at the end of the process, is 

since there is no work produced or absorbed in the device. Therefore, the energy balance yielcls 
Q2 = - Q I .  Thus the energy balance tells us that the process may be possible as long as the 
heat flows in and out balance, that is, if energy is conserved. 

The entropy balance over one complete cycle is 

The second-law statement we have used is S,,, > 0. However, since T? > TI, if Q I  were 
' 

positive (heat flow into device from cold body), S,,, < 0, which is a violation of our axiom. 
If Q l  were negative, so that the heat flow was from high temperature to low temperature (or 
equivalently TI > TI) ,  the process would be possible. Consequently, our statement of the second 
law, S,,, 2 0, is consistent with the Clausius version. but much more general. U 

- 
ILLUSTRATION 4.1-2 
Kelvin-Plnnck Staternenr of the Second Law 

An alternative statement of the second law, due to Lord Kelvin (William Thomson, 1824-1907) 
and Max Planck (1858-I947), is that it is not possible to construct a device operating in a_cycle 

- that results in no effect other than, the production of work by transfemng heat from a single 
body. A schematic dia,oram of a Kelvin-Planck device is shown below. . 



106 Chapter 4: Entropy: An Additional Balance Eq~iation 

Show from our axiom S,,, 2 0 that this process is indeed impossible. 

The energy balance over one complete cycle is 

As long as the work produced equals the heat absorbed. this device satisfies the principle of 
energy conservation. and is possible by the first law of themiodynarnics. The entropy balance 
over one complete cycle is 

Since 7 is positive (remember, we are using absolute temperature). for the entropy generarion 
to be positive, Q must be negative. That is. to be consistent with our srhtenient of the second 
law, the device cannot rtbsorb heat and con\.ert all of i t  to work. However. the reverse process. 
in which the device receives work and converts all that work to heat. is possible. Therefore. 
our statement of the second law is consistent u.ith that of Kelvin and Planck. but again more 
general. B 

An alternative wording of the Kelvin-Planck statement is that heat cannot be com- 
pletely converted to work in a cyclic process. However, it is possible, as shown above. 
to do the converse and completely convert work to heat. Since heat cannot be corn- 
pletely converted to work, heat is sometimes considered a less useful form of energy 
than work. When work or mechanical energy is converted to heat. for example, by 
friction, i t  is said to be degraded. 

Finally, notice the very different roles of the first law (energy conservation) and sec- 
ond law (Len 2 0) in the analyses above. The first law did not provide a definitive 
result as to whether a process was possible or not, but merely set some constraints (i.e., 
Q2 = - Q 1 for the Clausius device and W = -Q for the Kelvin-Planck device). How- 
ever, the second law is definitive in that'it establishes that it is impossible to construct 
devices that would operate in the manners proposed. 

So far we have considered the heat flow Q to be due only to condtiction across the 
system boundaries. However, heat can also be transmitted to a system by radiation-for 

Heat flow by radiation 
example, as the sun heats the earth. If there is a radiative heat flow, it can be incorpo- 
rated into the energy balance as an additional energy flow that can be combined with 
the conductive heat flow. The change in entropy accompanying radiative heat transfer 
is more complicated than for conductive heat transfer, and must be treated separately. 
In particular, the entropy flow depends on the distribution of energy in the radiation, 
which in turn depends on the source and temperature of the radiation. Radiation can 
be monochromatic, that is, of a single frequency, when produced by a laser, or  it can 
have a broad spectrum of energies, for example, following the Stefan-Boltzmann law 
for typical radiating bodies, such as the sun, a red-hot metal, or even our bodies (which 
do radiate heat). Further, the frequency distributibn (or energy spectrum) emitted from 
fluorescent and incandescent lamps is different. 

Here we will consider only the entropic contribution from the most common form 
of radiation, that which follows the Stefan-Boltzmann law. In this case, for a radiant 
energy transfer to a system of QR the rate of entropy change is 

- .  
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4 h~ Entropy Row accon~p;uiying radiation = - 
3TR 

where TR is the temperature of the body eilzittii7g the radiation, not the temperature of 
the receiving body. Therefore, the entropy balance for a s! stem. including heat transfer 
by radiation (from a body or dcvice emitting radiation ~ i ~ i r h  a Stefan-Boltzrnann energy 
distribution). is. on a mass basis 

and on a molar basis 

K 
J (is 6 , 4 &  . 
- (lt = 1 ,q.k& -I- - T - + Len 

.t= i T 3TR 

Since radiative heat transfer is not generally iniportant i l l  chemical engineei-ing appli- 
cations of thern~odynamics, Eqs. 3.  I - 10 will not be used much in this book. 

4.2 THE ENTROPY BALANCE AND REVERSIBILITY 

An important class of processes is that for which the rate of generation of entropy is . 
Reversible processes always zero. Such processes are called reversible processes and are of special interest 

in thermodynamics. Since s,,, is proportional to the square of the temperature gra- 
dients and velocity gradients in the system, such gradients must vanish in a process 
in which s,,,. is zero. Notice, however. that although the rate of entropy generation is 
second order in the system pradienis, the internal relaxation processes that occur in the 
approach to equilibrium are linearly proportional to these gradients (i.e., the heat flux 
q is proportional to the temperature gradient V T ,  the stress tensor is proportional to 
the velocity gradient, etc. as shown in Sec. 1.7). Therefore. if there is a very small tem- 
perature gradient in the system. the heat flux q, which depends on V T ,  will be small, 
and fgen, which depends on ( vT) ' ,  may be so small as to be negligible. Similarly, 
ihe rate of entropy generation SF,, may be negligible for very small velocity gradients. 
Processes that occur with such small gradients in temperature and velocity that S,,, is 
essentially zero can also be considered to be reversible. 

The designation reversible arises from the following observation. Consider the change 
in state of a general system open to the flow of mass, heat, and work, between two 
equal Erie intervals, 0 to 11 and t l  to t2, where r l  = 2r,. The mass, energy, and entropy 
balances for this system are, from Eqs. 2.2-4, 3.1-6, and 4.1-9, 
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and 

Now, suppose that all of the mass. heat. and work-flows are just reversed between tl 
and tz from what they had been between 0 and tl. so that 

In this case the equations reduce to 

In general, SZen 2 0, SO the two integrals in Eq. 4.2-2c will be positive, and the entropy 
of the initial and final states will differ. Thus the initial and final states of the system 
will have different entropies and therefore must be different. If, however, the changes 
were accomplished in such a manner: that the gradients in the system over the whole 
time interval are infinitesimal, then's,,, = 0 in each time interval, and Sz = So. In 
thiz case the system has been returned to its initial state from its state at ti by a process 
in which the work and each of the flows were reversed. Such a process is said to be 
reversible. If SZen had not been equal to zero, then S2 > So, and the system would not 
have been returned to its initial state by simply reversing the work and other flows; the 
process is then said to be irreversible. 

The main~haracteristic of a reversible process is that it proceeds with infinitesimal 
gradients within the system. Since transport processes are linearly related to the gradi- 
ents in the system, this requirement implies that a reversible change cccurs slowly on 
the time scale of macroscopic relaxation times. Changes of state in real systems can be 
approximated as being reversible if there is no appreciable internal heat flow or viscous 
dissipation; they are irreversible if such processes occur. Consequently, expansions and 
compressions that occur uniformly throughout a fluid, or in well-designed turbines, 
compressors, and nozzles for which viscous dissipation and internal heat flows are 
unimportant, can generally be considered to occur reversibly (i.e., s~,, = 0). Flows 
through pipes, through flow constrictions (e.g., a valve or a porous plug), and through 
shock waves all involve velocity gradients and viscous dissipation and hence are irre- 
versible. Table 4.2-1 contains some examples of reversible and irreversible processes. 
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Table 4.2-1 Examples of Reversible and Irreversible Processes 

Reversible process: A process that occurs with no (appreciable) internal temperature, pressure, 
Reversible process or velocity gradients. and therefore no internal Rows or viscous dissipation 

Es~rt>rples: 
Fluid flow in a \veil-designed turbine. compressor, or nozzle 
Uniform and slo1.v expansion or compression of a fluid 
Many processes in which changes o c c ~ ~ r  sufficiently slowly that gradients do not appear in 

' 

the system 

Irreversible process: A process that occurs with internal temperature, pressure, and/or v.tlocity 
Irreversible process gradients so that there are internal flows andlor viscous dissipation 

Esrr~~rples: 
Flow of fluid in  a pipe or duct i n  which viscotis forces are present 
FIow of fluid through a constriction such as a partially open valve, a small orifice. or a porous 
plug (i.e.. the Joule-Thomson expansion) 
FIow of a hrid through a sharp gradient such as a shock wave 
Heat conduction process in which a temperature gradient exists 
.Any process in  which friction is important 
Mixing of fluids of different temperatures, pressures, or compositions 

Another characteristic of a reversible process is that if the surroundings are extract- 
ing work from the system, the maximum amount of work is obtained for a given change . 
of state if the process is carried out reversibly (i.e., so that s,,, = 0). A corollary to this 
statement is that if the surroundings are doing work on the system, a minimum amount 
of work is needed for a given change of state if the change occurs reversibly. The first 
of these statements is evident from Illustration 3.4-7, where it was found that the maxi- 
mum work ( w " ~ )  was extracted from the expansion of a gas in a piston-and-cylinder 
device between given initial and final states if the expansion was carried out reversibly 
(by removing grains of sand one at a time), so that only differential changes were oc- 
curring. and there was no frictional dissipation of kinetic energy to thermal energy in 
the work-producing device. It will be shown, in Illustration 4.5-8, that such a process 
is also one for which S,,, = 0. 

Although few processes are truly reversible, it is sometimes useful to model them to 
be so. When this is done, it is clear that any computations made based on Eqs. 4.1-5 
or 4.1-9, with S,,, = S,,, = 0, will only be approximate. However, these approximate 
results may be very useful, since the term neglected (the entropy generation) is of 
known sign, so  we will know whether our estimate for the heat, work, or any state 
variable is an upper or lower bound to the true value. To see this, consider the energy 
and entropy balances for a closed, isothermal, constant-volume system: 

and 

Q 
S2 = S1 + - + Sgen (4.2-4) 

T 

Eliminating Q between these two equations and using TI = T2 = T gives 
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Hellnholtz energy 

Here we have defined a new thermodynamic state variable, the Helmholtz energy, as 

(Note that A must be a state variable since i t  is a combination of state variables.) The 
work required to bring the system from s txe  1 to state 2 by a reversible (i.e., S,,, = 0). 
isothermal, constant-volume process is 

1V.Y = A? - A f  
Reversil~le work at 
constant,.7V. \I. ant[ 7 while the work in an irreversible (i.e.. S,,,, > O), isothermal, constant-volume process 

I between the same initial and final states is 

Since TS,,, > 0. this equation establishes that more work is needed to drive the system 
from state I to state Z if the process is carried out irreversibly than if it were carried out 
reversibly. Conversely, if we are interested in the amount of work the system can do 
on its surroundings at constant temperature and volume in going from state 1 to state 2 
(so that C V ,  is negative), we find, by the same argument, that more work is obtained if 
the process is carried out reversibly than if it is ccrried out irreversibly. 

One should not conclude from Eq- 4.2-7 that the reversible work for any process 
is equal to the change in Helmholtz energy, since this result was derived only for an 
isothermal, constant-volume process. The value of W,'eV, and the thermodynamic func- 
tions to which it is related, depends on the constraints placed on the system during 
the change of state (see Problem 4.3). For example, consider a process occurring in a 
closed system at fixed temperature and pressure. Here we have 

where Pz = PI, Tz = TI, and 

Thus 

- Reversible work at  
constant N, P, and T where 

Gibbs energy G is called the Gibbs energy. Therefore, for the case df a closed system change at 
constant temperature and pressure, we have 

Ws = GZ - G I  + TSgen = WfeV + TSgen 

The quantity TS:,, in either process can be interpreted as the amount of mechani- 
cal energy that has been converted to thermal energy by viscous dissipation and other 
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system irreversibilities. To see this, consider a reversible process (S,,, = 0 )  in a closed 
syjtem. The energy balance is 

(here It' is the sum of the shaft nark and P A V work). If. on the other hand, the process 
Lsas carried out between the same initial and final stales so  that macroscopic gradient5 
arose in the system (that is. irre\crsibly. so Sprn > 0). then 

and 

PV = Wrrs i- TS,,,, (4.2-9b) 

Since TS,,,, is greater than zero. less heat and more work are reqirired to accomplish a 
oiven chcnge of state in the second (irreversible) process than in the first.' This is be- .= 
cause the additional mechanical energy supplied in the second case has been converted 
to thermal energy. It is also generally true that system gradients that lead to heat flows. 
mass flows. and viscous dissipation result in the conversion of mechanical energy to 
tliermal energy and in a decrease in the amount of work that can be obtained from u 
work-producing device between fixed initial and f nal states. 

Finally. since the evaluation of the changes in the thermodynamic properties of a 
system accompanying its change of state are inlportant in thermodynamics, i t  i s  usefirl 
to have an expression relating [he entropy change to changes in other state variables. 
To obtain this equation we.starr with the rate-of-change form of the mass, energy, 
and entropy balances for a system i n  which the kinetic and potential energy terms are 
unimportant, there is only one mass flaw stream, and the mass and heat flows occur at 
the common temperature T: 

and 

d S  Q .  - = M j  + - + S,," 
d t T 

where and are the enthalpy per unitmass and entropy per unit mass of the fluid 
entering or leaving the system. Eliminating M between theseequations and muItipIying 

- the third equation by T yields. 

*The argument used here assumes that work is required to drive the system from state I to state 2. You should 
verify that the same conclusions would bz reached if work were obtained in going from state 1 to state 2. 
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and 

d S  -dill 
T- = T S -  + Q+ TS,,, 

d t  dr 
Of particular interest is the form of these equations applicable to the change of state 
occurring in the differential time interval dr. As in Sec. 3.1, we write 

Q = Q dr = heat flow into the system in the time interval d t  
W, = .kS dr = shaft work into [he system in the time interval clt 

Sgen = Sgen clr = entropy generated in the system in the time interval dr 

and obtain the following balance equations for the time interval d t :  

d U  = f i c l i ~ l +  Q -  P c I V +  W, 

and 

Equations 4.2-10 can be used to interrelate the differential changes in internal en- 
ergy, entropy, and volume that occur betn.een fixed initial and final states that are only 
slightly different. This is accomplished by first solving Eq. 4.2-10b for Q, 

Q = T ~ S -  TS,,,- ~ 3 d ~  (4.2-lla) 

and using this result to eliminate the heat flow from Eq. 4.2-10a, to obtain6 

For a reversible process (S,,, = 0). these equations reduce to 

and 

In writing these equations we have recognized that since the initial and final states of 
the system are fixed, the changes in the path-independent functions are the same for 
reversible and irreversible processes. The heat and work terms that depend on the path 
followed are denoted by the superscript rev. 

Equating the changes in the (state variables) internal energy and entropy for the 
reversible process (Eqs. 4.2-12) and the irreversible process (Eqs. 4.2-1 1) yields 

and 

( - P d V +  WS)=' = ( - P d V +  w ~ ) ~ ~ ~ - T s ~ ~ ~  

6~lternatively, this equation and those that follow can be written in terms of the molar Gibbs energy and the mole 
number change by replacing 6 dM by _C dN. 
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Substituting these results into Eqs. 4.2-1 1 again gives Eqs. 4.2- 12, which are now seen 
to apply fur any process (reversible or irreversible) for which kinetic ltnd potential 
changes are negligible. There is a subtle point here. That is, Eq. 4.2- 12b can be used 
to interrelate the internal energy and entropy changes for any process, reversible or 
irreversible. However. to relate the heat flow Q and the entropy, Eq. 4.2-1 la is always 
vnlid, whereas Eq. 4.2-12a can be used only for reversible processes. 

Although both Eqs. 4.2- 1 1b and 4-2.12b provide relationships between the changes 
in internal energy, entropy, mass. and the work flow for any real process, we \vill, in fact 
usz only Eq. 1.2- 12b to interrelate these changes since, in marly cases. this simplifies 
the computation. Finally, we note that for a system with no shaft work7 

Differential en t ro~v  1 c i g  = T d J -  P c l y  I 

Differential entropy 

a - L I 
change for a closed 
system Since we are always free to choose the system for a given change of state such that 

there is no shaft work (only P A V  work), Eq. 4.2-13a can generally be used to corn- 

~ c = T ~ s -  ~ d v - k e d i v ~  

pute entropy changes in open systems. Similarly, Eq. 4.2- 13b can generally be used to 
compute enrropy changes in closed systems. This last point needs to be emphasized. 
In many cases i t  is necessary to compute the change in thermodynamic properties be- 
tween two sptes of a substance. Since, for this computation, we can choose the system 
in such a way that it is closed and shaft work is excluded, Eq. 4.2- 136 can be used in 
the calculation of the change in thermodynamic properties of the substance between 
the given initial and final states, regardless of the device or path used to accornplisli 
this change. 

change for an open 
system and. further. if the system is closed to the flow of mass, 

4.3 HEAT, WORK, EYGINES, AND ENTROPY 

The discussion of Sec. 4.2, and especially Eqs. 4.2-9, reveals an interesting dictinction 
between mechanical energy (and work) and heat or thermal energy. In particular, while 
both heat and work are forms of energy, the relaxation processes (i.e., heat flow and 
viscous dissipation)that act naturally to reduce any temperature and velocity gradients 
in the system result in the conversion of mechanical energy in the form of s o r k  or the 
potential to do work, to heat or thermal energy. Friction in any moving object, which 
reduces its speed and increases its temperature, is the most common example of this 
phenomenon. 

A problem of great concern to scientists and engineers since the late eighteenth cen- 
tury has been the development of devices (engines) to.accomplish the reverse transfor- 
mation, the conversion of heat (from the combustion of wood, coal, oil, natural gas, and 
other fuels) to mechanic31 energy or work. Much effort has been spent on developing 
engines of high efficiency, that is, engines that convert as large a fraction of the heat 
supplied to useful work as is possible. 

' ~ ~ u i v a l e n t l ~ ,  on a molar basis, we  have dU = T dS - P dV + _G d N .  
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Figure 4.3-1 (0) Schematic diagram of a simple heat engine. (b) Schematic diagram 
of  a fluid flow engine. 

Such eagines are schematically represented in Fig. 4.3-10, where Q is the heat flow 
rate into the engine from the surroundings at temperature TI, Q2 is the heat flow rate 
from the engine to its surroundings at temperature T?, and w is the rate at which work 
is done by the engine. Remember that from the Clausi~is and Kelvin-Planck statements 
discussed earlier that Q? cannot be zero; that is. some of the heat entering the engine 

.cannot be converted to work and must be expelled at a lower temperattire. 
The eng,ine in Fig. 4.3-la may operate either in a steady-state fashion, in which 

case e l ,  Q2,  and 1.v are independent of time, or cyclically. If the energy and entropy 
balances for the engine are integrated over a time interval A t ,  which is the period of one 
cycle of the cyclic engine, or any convenient time interval for the steady-state engine, 
one obtainsY 

where Q = $' Q clr and W = (M/, - P(d V / d r ) )  d t .  The left sides of Eqs. 4.3- 1 
and 4.3-2 are zero for the cyclic and steady-state engines, as both engines are in the 
same state at time t j  as they were at t l .  Eliminating Q2 between Eqs. 4.3-1 and 4.3-2 
yields 

Work done by the engine = - W = Q I - T2Sgen (4.3-3) 

Based on the discussion of the previous section, to obtain the maximum work from 
an engine operating between fixed temperatures TI and T2 it is necessary that all pro- 
cesses be carried out reversibly, so that s::, = 0. In this case 

Maximum work done by the engine = - W = Q - i T2) (4.3-4) 

and 

Engine efficiency = (4.3-5) 
converted to work TI 

'independent of the way the arrows have been drawn in these figures, we still use the sign convention that a Row 
of heat, work, or mass into the system or device is positive, and a Row out is negative. The arrows in this and the 
following figures are drawn to remind the reader of the expected directions of the Rows. Consequently, Q* in Fig. 
4.3-la will be negative in value. 
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This is a surprising result since it  establishes that. independent of thc engine design. 
there is a maximum engine efficiency that depends (7nly on the tempcr:ttui.e le\.els be- 
tween which the engine operates. Less than ideal design or ir-reversible operation of the 
engine will, of course, result in the efficiency of an engine being less rhan the rnaxi- 
nlunl efficiency given in Ecl. 4.3-5. Industrial heat ensi~ies, due to design and operating 
limitations, heat losses, and friction. typically oper3re at abour half this cfficienc!:. 

Another aspect of the conversion of heat to work can'be illustrated by solving for 
Q1, the heat leaving the engine, in Eqs. 4.3- 1 and 4.3-3 to get 

This equation establishes that it is impossible to convert all the hear supplied to a n  
engine to work (that is, for Q2 to equal zero) i n  a continuous or cyclic process. unless 
the engine has a lower operating temperature (T.) of absolute zero. In contrast.,:'iie in- 
verse process, that of converting work or mechanical energy completel!. to heat: can be 
accomplished completely at any temperature, and unfort~rnately occurs i'r-eqrrc.nrly i n  
natural processes. For example, friction can convert mechanical energy conipletely to 
heat. as when stopping an automobile by applying the brake. which converts mcchani- 
cal energy (here kinetic energy) to heat in the brake drum. 

Therefore, it is clear that alttrough heat and work are equivalent i n  the sense that 
both are forms of energy (experiniental observations 3 and 4 of Sec. 1.7). there is a 
real distinction between them in that work or mechanical energy can spontaneo~lsly 
(naturally) be converted completely to heat or thermal energy, but thennal energy can. 
with some effort, be only partially converted to mechanical energy. I t  is in this sense 
that mechanical energy is regarded as a higher form of energy than thermal energy. 

At this point one might ask if i t  is possible to construct an engine having the effi- 
ciency given by Eq. 4.3-5. Nicolas LConard Sadi Carnot (1796-1 832) described such a 
cyclic engine in 1824. The Carnot engine consists of a fluid enclosed in a frictionless 
piston-and-cylinder device, schematically shown in Fig. 4.3-2. Work is extracted from 
this engine by the movement of the piston. In the first step of the four-part cycle. the 
fluid is isothermally and reversibly expanded from volume V,, to volume Vb at a con- 
stant temperature Ti by adding an amount of heat O I  from the first heat source. The 
mechanicil work obtained in this expansion is J,?-P d V .  The next pariof th2 cycle 
is a reversible adiabatic expansion of the fluid from the state (Ph, Vb, TI)  to the state 
( P C ,  V,, T2). The work obtained in this expansion is j;; P clV and i; gotten by directly 

.converting the internal energy of the fluid to work. The next step in the cyclz is to 
reversibly and isothermally compress the fluid to the state (Pd, Vd,  Tz). 

The kork  done on the fluid in this process is J,!~ P d V ,  and the heat renwrecl is 
Q2. The final step in the cycle is a reversible adiaba;ic compressio~to the initial state 
(Pa, V., T,). The work done on the fluid in this pan of the process is J: P d V .  The 
complete work cycle is summarized in the following. table. 

The energy and entropy balances for one complete cycle are 

where 

Carnot cycle work 
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Figure 4.3-2 The Carnot cycle. (a )  Schematic diagram of a Camot engine. (b) The Carnot cycle 
on a pressure-volume plot. (c) Tns Carnot cycle on a ternperature-entropy plot. ( d )  Heat Row 
into the cycle going from point a  to b. ( e )  H e x  flow-into the cycle going from point c to, point 
d. ( f )  Net work flow. 

work Done Heat Added 
Path on the Fluid to the Fluid 

reveniblc - 
isalhermnl 

expansion 
Q I  

revcrsiblc 
(Pb, Vb, Ti)  -(PC, v c ,  T2) 

adiabat~c 
-l; P d V  0 

expansion 

rcvcniblc 
( P d ,  Vd ,  T2) - (Po,  Va,  T I )  -ldva p d v  0 

adlabate 
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and 

Carnot cycle efficiency 
.., 

Now using Eq. 4.3-8 to eliminate (2. from Eq. 4.3-7 yields 

(4.3-9) 

which is exactly the result of Eq. 4.3-4. Equations 4.3-5 and 3.3-6 then follow directly. 
Thus we conclude that the Carnot engine is the most efficient possible in  the sense of 
extracting the most work from a gi):;n flow of heat between temperature baths at TI 
and T2 in a cyclic or continuous minner. 

Perhaps the most surprising aspect of the Carnot cycle engine (or Eq. 4.3-4. for that 
matter) is that the work obtained depends only on T I ,  T2, and the heat flow P I .  and 
does not depend on the working fluid, that is, which fluid is ~ ~ s e d  i n  the piston-and- 
cylinder device. Consequently. the efficiency, - W . / Q , ,  of the Carnot cycle depends 
only on the temperatures TI  and T?. and is the same for all fluids. 

Since the work supplied or obtained in each step of the Carnot cycle is expressible 
in the form - JP d V ,  the enclosed area on the P-V diagram of Fig. 4.3-2h is equal to 
the total work supplied by the Carnot engine to its surroundings in one complete cycle. 
(You should verify that if the Carnot engine is driven in reverse, so that the cycle i n  Fig. 
4.3-2b is traversed Counterclockwise, the enclosed area is equal to the work ahsorhecl 
by the engine from its surroundings in one cycle.9) 

Since the d.ifferentia1 entropy change dS and the heat flow Q for a reversible process 
in a closed system are related as 

the heat flows (and the work produced) can be related to areas on the T-S diagram for 
the process as follows. The heat flow into the Carnot cycle in going from point n to 
point b is equal to 

= T d S  = Tl = TI . (Sb - So) since the temperature is constant J 
This heat flow is given by the area shown in Fig. 4.3-2d. Similarly, the heat flow from 
point c to point d is &pal in magnitude to the area shown in Fig. 4.3-2e, but negative 
in value (since S, is larger than Sd). Finally, since from Eq. 4.3-7 the net work flow 
(work produced less work used in the isothem~al compression step) is equal to the 
difference between the two heat flows-into the Carnot cycle, this work flow is given by 
the rectangular area in Fig. 4.3-2f: A similar graphical analysis of the heat and work 
Bows can be used for other cycles, as will b,e shown in Sec. 5.2. 

Thus, for reversible cycles, the P-V diagram directly supplies information about the 
net work flow, and the T-S diagram provides information about the net heat flow. For 

 ore that if the carnot heat engine is opeired as shown in Fig. 4.3-2 it absorbs heat from the high-temperature 
bath, exhausts heat to the low-temperature bath, and produces work However, if the engine is operated in reverse, 
it accepts work, absorbs heat from thclow-temperature bath, and exhausts heat to the high-temperature bath. In 
this mode it is operating as a refrigerator. air conditioner, or heat pump. 
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Figure 4.3-3 Sketch of a steam rurbine. (Adapted from The World Book E t z c ~ c l o ~ ~ r -  
rlitr. Field Educational Enterprises, Yew York, 1976.) 

, 
/ 

irreversible processes (i.e.. proc;sses for which # O), the heat Row and entropy 
change are not simply related as above. and the area on a T-S diagram is not directly 
related to the heat Row. 

In addition to the Carnot heat engine. other cycles and devices may be used for the 
conversion of thermal energy to mechaiiical energy or work, although the conversion 
efficiencies for these other cycles. because of to the paths followed, are less than that of 
the Carnot engine. Despite their decreased efficiency, these other engines offer certain 
design and operating advantages o\.er the Carnot cycle, and hence are more ividely 
used. The efficiencies of some other cycles are considered in Sec. 5.2. 

Another class of work-producins devices are engines that convert the thermal energy 
of aflowi~zgfl~lid to mechanical enersy. Examples of this type of engine are the nozzle- 
turbine systems of Fig. 4.3-3. Here a high-pressure, high-temperature fluid. frequently 
steam, is expanded through.2 nozzle to obtain a low-pressure, high-velocity gas. This 
gas then impinges on turbine blades. where the kinetic energy of the gas is transferred 
to the turbine rotor, and thus is a~ailable as shaft work. The resulting low-pressure, 
low-velocity gas leaves the turbine. Of course, many other devices can be used to ac- 
complish the same energy transfornation. All of these devices can be schematically 
represented as shown in Fig. 4.3-lb. 

The steady-state mass, energy, and entropy balances on'a molar basis for such heat' 
engines are 

and - 

Q 0 -  - ,sZ)N, + - + Sgen 7- 
(4.3-11) 

Here we have assumed that the kinetic and potential energy changes of the fluid enter- 
ing and leaving the device cancel or are negligible (regardless of what happens inter- 
nally) and that the heat flow Q can'be identified as occurring at a single temperature 
T." Solving these equations for the heat flow Q and thq work flow W; yields 

I01f this is not the case, a sum of Q J T  terns or an integral of the heat flux divided by the temperature over the 
surface of the system is needed. 
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Q = -T(_Sl - _S,)/VI - - TS,,,, (4.3-12) 

and 

Note that the quantity (_HI - T J I )  is ?lor equal to the Cibbs energy unless the tem- 
peranlr? T at which heat transfer occurs is equal to the inlet fluid ternpel-attire (that is. 
G ,  = _ H I  - a similar comment applies to the tern1 ( I I  - T_S,). - 

S&.eral special cases of these equations are important. First, for the isothermal flow 
engine li.e.. for an engine in which the inlet temperature TI ,  the outlet temperature T?, 
and the operating temperature T are all equal), Eq. 4.3-13 reduces to 

LV, -NI  ( _ G I  - _Gz) + TS,,, 

The maximum rate at which work can be obtained from s ~ ~ c h  an engine for fised irilet 
and exit pressures and fixed temperature occurs when the engine is reversible: in  this 
case 

and the heat load for reversible, isothermal operation is 

Qr" = -TIVl (3,' - J2) 

Second, for adiabatic operation (G = 0)  of a flow engine, we have from Eq. 4.3-10 
that 

and 

so that the work flow.is proportional to the difference in the enthalpies of the inlet 
and exiting fluids. Usually, the inlet temperature ind  pressure and theexit pressure of 
the adiabatic flow engine can be specified by the design engineer; the exit temperature 
cannot be specified, but instead adjusts so  that Eq. 4.3-15 is satisfied. Thus, although 

. the entropy generation term does not explicitly appear in the work term of Eq. 4.3- 14, 
it is contained implicitly through the exit temperature and therefore the exit enthalpy . 
B2. By example (Problems 4.9 and 4.24), one can establish that a reversible adiabatic 
engine has the lowest exit temperature and enthalpy for.fixed inlet and exit pressures, 
and thereby achieves the best conversion of fluid thermal energy to work. 

Finally, we want to develop an expression in terms of the pressure and volume for 
-. the maximum rate at which work is obtained, or the minimum rate at which work must 

be added, to accomplish a given change of state in continuous-flow systems such as 
.turbines and compressors. Figure 4.3-4 is a generic diagram of a device through which 
fluid-is flowing continuously..Jhe volume element in the figure contained within the 
dashed lines is a v e j  small region of length A L in which the t'emperature and pressure 
of the fluid can be taken to be approximately constant (in fact, shortly we will consider 
the limit in which A L + 0). The mass, energy, and entropy balances for this steady- 
state. system are 
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Figure 4.3-4 Device with fluid. heat, and 
L L + A L  work flows. 

In  rhsse equations, 4,  &,, and (ig,, are, respectively, the heat and work flows and the 
rat< of entropy generation per unit length of the device. 

Dividing by A L, taking the limit as A  L  -+ 0 ,  and using the definition of the total 
derivative from calculus gives 

lim ~ I L + A L  - N I L  - d l v  - - = o  or N = constant (4.3-17a) 
A L - 0  A L  d L  . 

N lim (4.3-17c) 
AL- tO 

From the discussion of the previous section, the maximum work that can be obtained. 
. or the minimum work required, in a given change of state occurs in a reversible process. 

Setting ~ g e n  = 0 yields 

Kow, from _H = _U + P_V, 

d H = d U + d ( P _ V ) = d _ U + ' P d _ V + _ V d P  - - 

and from Eq. 4.2-13b, - 
d _ U = T d _ S - P d _ V  

we have 

d a - T d _ S = T d _ S - P d _ V + P d _ V + _ V d P - T d _ S = _ V d P  
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and 

Further, integrfiring over the length of the device gives 

W = - =  V d P  - S 
h! . "' i -  

Eq~~ation 4.3- 1 S is the desired result. 
I t  is useful to consider several applications of Eq. 4.3-1 5. For the icleal gas undergo- 

ing an isotherrnal change, so that P_V = RT = constanr. 

For an expansion or compression for which 

p l y :  = = constant 

Work in a polytropic 
process 

. - 

A process that obeys Eq. 4.3-20 is referred to as a polytropic process. For an ideal gas 
it is easy to show that 

y = 0 for an isobaric process 
y. = 1 for an isothermal process 

y = ca for a constant-volume (isochoric) process 
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.Also, we \vill sho\t. later that 

:J = C;/C; for a constant-entropy (isentropic) process 
in an ideal gas of constant heat capacity 

Note that since entropy is a state property, once two properties of a one-phase system. 
such as temperature and pressure, are fixed, the value of the entropy is also fixed. 
Consequently, the entropy of steam can be found in the steam tables or the .\Iollier 
diagram. and that of methane. nitrogen. and HFC-134a in the appropriate figures in 
Chapter 3. In the next section we consider entropy changes for an ideal gas. and in 
Chapter 6 we develop the equations to be used to compute entropy changes for nonideul 
fluids. 

In preparation for the discussion of how entropy changes accompanying a changeof 
htate can be computed, it  is usefi~l to consider the thermodynamic balance equations 
for n change of state of a closed system. The difference form of the energy balance is 

Consequently we xcte that the change in the state variable U.  the internal energy. is 
related to two path variables. the heat and the work. For a change between a given 
initial and final stat?. the internal energy change will always be the same, even though, 
as we have shown in the previous chapter. the heat and work flows along different paths 
\t i l l  be different. Similarly. the entropy balance is 

8 Sf - Si = - + S," ' 
- 

T 

and we have a similar situation as above, where a change in a state function between 
two states is related to two'path functions, here Q/T and the entropy generation. 

This discussion brings up a subtle, sometimes,confusing, but very important point. 
Since properties such as the internal energy, enthalpy, and entropy are state functions, 

Use of a reversible the changes in their values with a change of state depend only on the initial and final 
path to calculate 

states, not or1 the path used to go between these two states. Therefore,"tn calculating a 
the change in state 

change in a state property, such as the internal energy or entropy. between fixed initial. 
variables and final states, any convenient path can be used; to some degree this was demon- 

strated in Illustration 3.4-6. Frequently, a'reversible path will be the most convenient 
for computing the change in the.state variables between given initial and final states 
even though the actual system change is not reversible. However, for path variables 
such as heat flows. work flows, and entropy generation, the path is important, and dif- 
ferent values for these quantities will be obtained along different paths. Therefore, to 
accurately compute the heat flows, the work flows, and the entropy generation, the 
actual path of the system change must be followed. 

To conclude this section, we consider a brief introduction to the thermodynamic 
limits on the conversion of sunlight to electrical (or mechanical) energy. . 

ILLUSTRATION 1.3-1 
Conversion of Radianr Energ). ro Mechanical or Electrical Energy 

Show that a solar or photovoltaic cell that converts solar energy to mechanical or electrical 
energy must emit some of the energy of the incident radiation as heat. 
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SOLUTION 

The way \ye will prove thzt a solar cell milst emit heat is to assume that i t  does not. and show 
that this \vould be a violaricm ot' the elltropy generation principle (that is. the second la\\. of 
thermodynamics). The steady-stare energy balance on a solar sell absorbing radiation but not 
releasing any heat is 

and the entropy balance is 

4 QR 0 = - - + S,,, 
3 TR 

so that 

The only \vay that   can be prater than or equal to zero. ~vhich is necessary to satisfy the 
second law of thermodynamics. is if Q~ 5 0; that is. radiant snergy must be released rather 
than absorbed. Therefore. \ye see that a solar cell alsct obeys the Kelvin-Planck statenlent of the 
second law (see illustration 4.f-1). However, ncte thnl the cell can operale in the rr\.rrse nlanner 
in that it crtn receive electrical energy and completely convert i t  to radiant energy. A light- 
emitting diode (LED) or a metal wire electrically heated until i t  is red hot are two rxanlples of 
complete'conversion of electrical energy to radiant energy. Bi 

ILLUSTK.ATI~N 4.3-7 
M(~vi ln~ l ln  Corn.rrsion of Solnr Et~ergy ro Mecllmriccil or  Electrical Gl r rgy 

Based on analysis of the frequency distribution of radiation from the sun. i t  can be clnsidered 
to-be emitting radiant energy with a Stefan-Boltzmann distribution at a temperature of 6000 K. 
Estimate the maximum efficiency with which this radiant energy can.be converted io clcctrical 
(or mechanical) energy using solar cells (commonly called phoiovoltaic cells). For this ana!ysis, ' 
assume that the solar cell is operating in steady state and is receiving radiant energy, that its 
surface temperature is 300 K, and that it is losing heat by conduct,ion to the environment. 

SOLUTION . 

The enegy.balance on this solar cell is 

and the entropy balance is 
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For maximum conversion efficiency. I,.,, = 0. Therefore, 

and 

and the maximum efficiency is 

- ril 
-- - 

4 7 I - -- 
Q R  3 TR 

With TR = 6000 K and T = 300 K. the masimum efficiency for solar energy con\.ersion is' 
0.9333. or 93.33 percent. 

The efficiency of commercial solar cells is pe~ierally 10 percent or less. rather the 93.33 percent 
from the calculation above. The most important reason for this is that is solar cells (and also 
biological cells in photosynthesis) can use radiant energy in just a small portion of the radiation 
frequency spectrum. Consequently, most of the radiation received by a solar cell is merely ab- 
sorbed as heat, which is why many solar systems combine photovoltaic cells for the production 
of electricity with panels for heating water. Another loss factor is that some of the radiant energy 
received is reradiated to the sky (which can be considered a black body at a temperature of 0 K.) 

Also. one should note that the efficiency calculated above is somewhat less than the Carnot 
efficiency, 

operating between the same two temperatures. However, as there is no way to transfer heat at 
6000 K from the the sun to the earth by conduction, the Camot efficiency is not applicable. El 

Equation 4.2-13b provides the basis for computing entropy changes for real fluids, 
and i t  will be used in that manner in Chapter 6. However, to illustrate the use of the 
entropy balance here in a simple way, we consider the calculation of the entropy change 
accompanying a change of state for 1 mol of an ideal gas,'and for incompressible 
liquids and solids. 

From the discussion of Sec. 3.3 the internal energy change and pressure of an ideal 
gas are 

d_U = C; dT 'and P = RT/_V 

respectively, so that for 1 mol of an ideal gas we have 

If C; is independent of temperature, we can immediately integrate this equation to 
obtain 



Ideal gas entropy 
change with T and 
V as independent 
variables if Cv is a 
constant 

Entrap? change of 
a n  ideal pas with T 
and P as independent 
variables if Cp is a 
constant 
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1 __I 
Using the ideal gas Ian. we can eliminate either the temperature or the volume in this 
equation and obtain expressions for the change in entropy with changes in telnperature 
and pressure, 

-- 

and pressure and volume: 

The evaluation of the &itropy change for an ideal gas in which the heat capacity 
is a function of temperature (see Eq. 3.3-5) leads to more complicated equations than 
those given here. It is left to the reader to develop the appropriate expressions (Problem 
4.13). 

For liquids or solids we can generally write 

since the molar volume is very weakly dependent on either temperature or pressure 
. - (i.e., dy is generally small). Furthermore, since for a liquid or a solid Cv Cp, we 

have 
d_U = C v d T  C p d T  

for these substances, so  that 

and - 

Entropy change for a 
solid or liquid 
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Finally, if thermodynamic tables and charts that include entropy have been prepared 
for  real fluids, the entropy changes accon~panying a change in state can easily be cal- 
culated. In this way the entropy changes on a change of state for  methane, nitrogen, 
HFC-134a, and steam can be calculated using the figures of  Chapter 3 and the tables 
in Appendix A.111 for steam. 

ILLUSTRATION 4.4-1 
Cnlculntion of Enrropj Genemriorr foi- n Process 

Compute the entropy generated on mixing 1 kg of steam at 1 bar and 200°C (state 1) with 1 k_p 
of steam at 1 bar and 3OO'C (state 2). 

SOLUTION 

Considering the 2 kg of steam to be a closed system, the mass balance is 

M /  - (MI + M z )  = 0 or Mf = ,wI + M? = 2 kg 

The eneriy balance is 

M,G, - M ~ G ~  - ,wzLjl= - P ( M , ~ ,  - ~~f~ - M ~ P ? )  
Since the pressure is constant. the U and P V terms can be combined to give 

2 kg . f?(T, =?, P = I bar) '. 

= I kg.  H(T = 20OCC, P = 1 bar) + 1 kg .  H(T = 3OOZC, P = I bar) 

Therefore, 

G ( T ~  =?, P = 1 bar) = $ [ f ? ( T  = 20OCC, P = 1 bhr) + f?(T = 300°C, P = 1 bar)] 

and from the steam tables we find for this value of the enthalpy at a pressure of 1 bar that 
T, = 250°C. Now from the entropy balance, we have 

S,,, = 2 kg . S(T  = 250°C, P = 1 bar) - 1 kg . S(T = 200°C, P = 1 bar) 
- 1 kg - S(T  = 30OoC, P = 1 bar) 

M kJ 
= (Z kg - 8.0333 k g ~  - 1 kg .7.8343 - - 1 kg .  8.2158 - 

kg K kg K 

So we see that mixing two fluids of the same pressure but different temperatures generates 
entropy and therefore is an irreversible process. B 
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ILLUSTRATION 4.4-2 
Iflustrutiorr 3.4- 1 Coi~rincrrd 

Compute the entropy generated by rhs flow of 1 k d s  of steam at 400 bar and 500°C undergoing 
a Joule-Thomson expansion to 1 bar. 

S O L U T I O N  

In Illustration 3.4-1. from the energy 'riiance. we. found that 

= f i ( ~ ,  = 500°C. P = 400 bar) = H? = =(T? ='?, P:! = I bar) 

and then by interpolation of the infom~ation in the steam tables that T? = 214.1°C. From the 
entropy balance on this steady-state sysrrm, we have 

so that 
. 

sL:" = h1, (S2  - St ) 

From the steam tables (using interpolxion to obtain the entropy of srenni at 214.IVC and I bar-). 
we have 

. - kJ 
Si = S(T = iOC) C .  P = 400 bar) = 5.4700 - 

kg K 

and 
. - kJ 
S2 = S(T = 211.I'C, P = 1 bar) = 7.8904 - 

kg K 

Therefore 

Since &,, > 0, the Joule-Thomson expansion is also an irreversible process. 

4.5 APPLICATIONS OF THE ENTROPY BALAXCE 

In this section we show, by example, that the entropy balance provides a usefirl ad- 
ditional equation far the analysis of thermodynamic problems. In fact, some of the 
examples considered here are continuations of the illustrations of the previous chap- 
ter, to emphasize that the entropy balance can provide the infonnation needed to solve 
problems that were unsolvable using only. the mass and energy'balance equations, or, 
in some cases, to develop a simpler solution methd for problems that were solvable 
(see Illustration 4.5-2). 

ILLUSTRATION 4.5-1 
Illrcstrarion 3.414 Continued, Using rlre Entropy Balance 

- 
In Illustration 3.4-4 we med to estimate the exit temperature and power requirements for a gas 
compressor. From the steady-state mass balance we found that 

and from the steady-state energy balance we had 



1 3  Chapter- 4: Entropy: An Additional Balance Equation 

which resulted in one equation (Eq. b) with two unknowns, bvy and T2. NOW. writing a molar 
entropy balance for the same-system yields 

0 = (2, - _s?)N + Sgen (c) 

To obtain an estimate of the esit temperature and the power requirements, we assume that the 
compressor is well designed and operates reversibly. that is 

s,,, = 0 (d) 

Thus. we have 

which is the additional relation for a stare variable needed to solve the problem. Now usin: Eq. 
4.4-3. 

Thus T2 is known, and hence ly, can be computed: 

and 

mol J W 6% = I V ~ V ,  = 2.5 - x 7834.8 - = 19.59 - 
s mol S 

Before ~onsidering the problem to be solved, we should try to assess the validity ofthe as- 
sumption s,,, = 0. However. this can be done only by experime?t. One method is to measure 
the inlet and exit temperatures and pressures for an adiabatic turbine and see if Eq. e is satisfied. 
Experiments of this type indicate that Eq. e is reasonably accurate, so that reversible operation 
is a reasonable.approximation for a gas compressor. 111 

- 
ILLUSTRATION 4.5-2 
An Alten~orive Way ro Solve Otze Problem 

Sometimes it is possible to solve a thermodynamic problem several ways, based on different 
choices of the system. To see this, we consider Illustration 3.4-5, which was concerned with 
the partial evacuation of a compressed gas cylinder into an evacuated cylinder of equal vol- 
ume. Suppose we now choose for the system of interest only that portion of the contents of 
the first cylinder that remains in the cylinder when the pressures have equalized (see Fig. 4.5- 
1, where the thermodynamic system of interest is within the dashed lines). Note that with this 
choice the system is closed, but of changing volume. Furthermore, since the gas on one side 
of the imaginary boundary has precisely the same temperature as the gas at the other side, we 
can assume there is no heat transfer across the boundary, so that the system is adiabatic. Also, 
with the exception of the region near the valve (which is outside what we have taken to be the 
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state remains in that c!.linder at the end of the process. 

system). rhc gas in the cylinder is undergoing a ~iniforrli expansion so there will be no pressure. 
velocity. or temperature gradients in the cylinder. Therefore. we can assume that the changes 
taking place in the system occur reversibly. 

The mass. ener_r>,;and entropy balances (on a molar basis) for this system are 

arid 

N{J: = N($ (c) 

Now the in~portant observation is that by combining Eqs. a and c. we obtain 

so the process is isentropic (i.e., occurs at constant entropy) for the system we have chosen. 
Using Eq. 4.4-3. 

and Eq. d yields 

This is precisely the result obtained in Eq, f of Illustration 3.4-5 using the energy balance on the 
open system consisting of the total contents of cylinder 1. The remainder of the problem can 
non-b: solved in exactly the same manner used in Illustration 3.4-5. 

Although the system choice used in this illustration is an unusual one, it  is one that leads 
quickly to a useful result. This demonstrates that sometimes a clever choice for the thermody- 
namic system can be the key to solving a thermodynamic problem with minimum effort. How- 

= -  ever, one also has to be careful about the assumptions in unusual system.choices. For example, 
consider the two cylinders connected as in Fig. 4.5-2, where the second cylinder is not initially 
evacuated. Here we have chosen to treat tkiat part of the initial contents of cylindei 1 that will be 
in that cylinder at the end of the process as one system and the total initial contents of cyIinder 
2 as a second system. The change that occurs in the first system, as we already discussed, is 
adiabatic and reversible, so that 
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Initial stntc Final state 

Figure 1.5-2 Incorrect system choice for gas contained in cylinder 2. 

One might expect that a similar relation would hold for the system shown in cylinder 2. This is 
not the case, howe\.tr. since the gas entering cylinder 2 is not necessarily at the same temperature 
as the gas already there (.hydrodynamics will ensure that the pressures are the same). Therefore, 
temperature graditnts,<vill exist within the cylinder, and our system, the partial contents of 
cylinder 2, will not bgadiabntic. Consequently. Eq. e will not apply. H 

ILLUS'I'RATION 1.5-3 
Illilsrrclrio~~ 3.4-5 Corlri~~rlecl. Usblg tile Eilrrop? Bcrlcrtlce Insrecld of the Energy Bc~ltrrtce 

A gas cylinder of I m' volume containing nitrogen initially at a pressure of 40 bar and a tem- 
perature of 200 K is connected to another cylinder of I m3 volume, which is evacuated. A valve 
between the two cylinders is opened only until the pressure in both cylinders equalizes and then 
is closed. Find the final temperature and pressure in each cylinder if there is no heat Row into or , 

out of the cylinders. or between the gas and the cylinder walls. The properties of nitrogen gas 
are'given in Fig. 3.3-3. 

SOLUTION .-. 

Except for the fact that niti0gkn.i~ now being considered to be a real rather than an ideal gas, 
the problem here is the same as in Illustratio-n 3.4-5. In fact, Eqs. h-n in the comments to that 
illustration apply hctre. The additional equation needed to solve this problem is obtained in the 
same manner as in Illustration 4.5-2. Thus, for the cylinder initially filled we have 

$, =ST (0) 

For an ideal gas of constant heat capacity (which is not the case here) this reduces to 

by Eq. 42-3. For real nitrogen gas, Eq. o requires that the initial and final states in cylinder 1 be 
connected by a line of constant entropy in Fig. 3.3-3. 

With eight equations (Eqs. h-o) and eight unknowns, this problem can be solved, though the 
solution is a trial-and-enor .process. In general, a reasonable first, guess for the pressure in the 
nonideal gas problem is the ideal gas solution, which was 

Locating the initial conditions (P = 40 bar = 4 MPa and T = 200 K) in Fig. 3.3-3 yie!ds" - 
fif % 337 H/kg and i;' % 0.013tj rn3/kg, so that 

"since the thermodynamic properties in Fig. 3.3-3 are on a mass basis, all calculations here will be on a mass, 
rather than a molar, basis. 
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Notvp~ing Eq. o (in the form $ = k{) and Fig. 3.3-3. \\ e firid T /  165 K. H/ = 3 10 kJ/kg. 
and = 0.0224 m3/kg. so that 

and .\I! = MI - M{ = 25.9 kg, which implies 

Locating P = 2Opar (2 MPa) and = 0.0346 m v k p  on Fig. 3.3-3 ,gi\.ej a value for T/ of 
about 740 K and H,/ = 392 kJ/kg. 

Finally, we must check whether the energy balance i s  satisfied for the conditions computed 
here based on the final pressure we /lave trssrrr>~erl. To do this we must fi rst conipute the internal 
energies of the initial and final states as follows: 

fi; = g; - p; p,i 
kJ m3 P a  I J  I kJ kJ 

= 337 - - 40 bar x 0.0136 - x 10.' - x - x - = 282.6 - 
kg ,kg bar m' Pa 1000 J kg 

Similarly. 

and 

The energy balance (Eq. n of Illustration 3.4-5) on a mass basis is 

Thus, to the'&curacy of our calculitions, the eneriy balance can be considered to be satisfied 
and the problem solved. Had the energy balance not been satisfied, it would have been necessary 
to make another guess for the final pressures and repeat the calculation. 

-It  is interesting to note that the solution obtained here is essentially the same as that for the 
ideal gas case. This is not generally true, but occurs here because the initial and final pressures 
aresufficiently low, and the temperature sufficiently high, that nitrogen behaves as an ideal gas. . Had we chosen the initial pressure to be higher, say several hundred bars, the ideal gas and real 
gas solutions would have been significantly different (see Problem 4.22). a 

-. 
ILLUSTRATION 4.5-4 
Illusrration 3.4-6 Contin~red, Slzowing That Entropy Is a Srate Fcmction 

Show that the entropy S is a state function by computing AS for each of the three paths of 
Illustration 3.4-6. 
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Since the piston-and-cylinder device is frictionless (see Illustration 3.4-6), each of the expansion 
processes will be reversible (see also Illustration 4.5-8). Thus, the entropy balance for the gas 
within the piston and cylinder reduces to 

Path X 

i. isothert~ial compression. Since T is constant, 

i i .  [sobar-ic heating 

(12 h Cf: dT  - -  - - = -- 
clr T . T dr 

and 

A S  = A S A  + AS, = - 19.14 + 24.83 = 5.69 J/(mol K) 

Path B 

i. Isobaric heating 

ii. 'lsorherrnal compression 

Path C 

i. Compression with P Vr  = consranr . .- 

ii. Is~baric hearing 

7-3- J A;, = C; In- =38 - 573.15 
x In - = 5.69 J/(mol K) 

Tz mol K 493.38 
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Figure 4.5-3 X well-insulated box divided into two 
equal compartments. 

This example verifies, at least for the paths considered here. that the entropy is a state function. 
For reversible processes in closed systems, the rate of change of entropy and the ratio Q/ T are 
equal. Thus, for reversible changes. T is also 2. state function, even though the total heat flow 
Q is a path function. 

ILLUSTR.ATION 4.5-5 
Slro\\.i~lg Tlrcrt the Erltrq?y Rerrrlrrs o rlIn.~irrrrrrrr or Erl~ri l ihrirrr~l irz tr Closrd l.rnltrted S ~ . S I ~ I I ~  

(In Sec. 4.1 we established that the entropy function !\.ill be a niaximum at equilibrium in an 
isolated system. This is illustrated by example for the system shown here.) 

Figure 4.5-3 shows a well-insulated box of volunic 6 mi divided into two equal volumes. 
The left-hand cell is initially filled with air ;:t IOO'C and 2 bar, and the right-hand cell is ini- 
tially evacuated. The valve connecting the two cells will he opened so that gas will slowly pass 
from cell I to cell 2. The wall connecting the two cell5 conducts heat sufticiently well that the 
temperature of the gas in the two cells will always be the same. Plot on the same graph ( I )  the 
pressure in the second tank versus the pressure in the first tank, and (2) the change in the total 
entropy of the system versus the pressure in tank I .  At these temperatures and pressures, air can 
be considered to be an ideal gas of constant heat capacity. 

For this system 

Total mass = N = NI + IV? 
Total energy = U = UI +,C2 

Total entropy = S = S I  + Sf= N I S I  + N2J, 

From the ideal gas equation of siate and the fact that V = I V F ,  we have 

. PV N ' - - -  2 bar x 3 m3 - = 193.4 mol = 0.1934 kmol 
bar 1n3 

I - RT 8.314 x - x 373.15K 
mol K 

Now since U =' constant, Ti = Tr, and for the ideal gas _U is a function of temperature only, 
we conclude that TI = T2 = 100°C at all times. This result greatly simplifies the computation. 
Suppose that the pressure in cell 1 is decreased from 2 bar to 1.9 bar by transferring some gas 
from cell I to cell 2. Since the temperature in cell 1 is constant, we have, from the ideal gas law, 

and by mass conservation, NZ = O.OSNI. Applying the ideal gas relation, we obtain P2 = 
0: 1 bar. 

For any element of gas, we have, from Eq. 4.4-3, 
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Figure 4.5-4 The systern entropy change and the pressure in cell 2 as a 
filnction of the pressure i n  sell I .  

since ternperature is constant. Therefort. to compute the change in entropy of the system, we 
visualize the process of trrunsferring 0.05N( moles of gas from cell I to cell 2 as having two 
effects: 

1. To decrease the pressure of the 0.95N; moles of gas remaining in cell 1 from 2 bar to 1.9 
bar 

2. To decrease the pressure of the O.05NI moles of gas that have been transferred from cell I 
to cell 2 from 2 bar to 0.1 bar 

Thus 

-- As - -0.95 In 0.95 - 0.05 1110.05 PI = 1.9 bar 
N; R 

= 0.199 P2 = 0.1 bar 

Similarly, if PI  = 1 .S bar, 

AS -- - -0.9 In0.9 - 0.1 In 0.1 PI = 1.8 bar 
N;: R 

= 0.325 Pz =0.2  bar 

and so forth. The results are plotted in Fig. 4.5-4. 
From this figure it is clear that AS,  the change in entropy from the initial state, and therefore 

the total entropy of the system, reaches a maximum value when PI = P2 = 1 bar. Consequently, 
the equilibrium state of the system under consideration is the state in which the pressure in 
both cells is the same, as one would expect. (Since the use of the entropy function leads to a 
solution that agrees with one's intuition, this example should reinforce confidence in the use of 
the entropy function as a criterion for equilibrium in an isolated constant-volume system.) I0 

ILLUSTRATION 4.5-6 
Showing That the Energy and Entropy Balances Can Be Used to Determine Whether a Process 
Is Possible 
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An engineer claims to have invented a steady-flow device that will take air at 4 bar and 20°C 
and separate i t  into two streams of equal moss. one at I bar and -70'C and the second at I bar 
and 60°C. Furthem~ore, the inventor stares that his device operates adiabaticnlly and does not 
require (or produce) work. Is such 3 device possibled? [Air can be assumed to be an ideal gas 
with a constant heat capacity of C,  = 29.3 J/(niol K)]. 

S ~ L U T I O K  

The three prirlciples of therniodynamics-( 1 ) conservation of mass. (2) conservation of energy. 
and (3) 2 O---must be satisfied for this or any other device. These principles can be used to 
test whether any device can meet the specifications piven here. 

The steady-state mass balance equation for the open system consisting of the device ant1 
irs contents is tllV/tlr = 0 = 2, r \ j l  = rvl + iv2 + li';. Since, froni the problem statement, 
1\j2 = N.3 = --$lvI. mass is conserved. The steady-state energy balance for this device is 

so the energy balance is also satisfied. Finally, the s~eacly-state entropy balance is 

Now using Eq. 4.4-3. we have 

Therefore, we conclude, on the basis of thermcdynamics, that it is possible to construct a device 
with the specifications claimed by the inventor. Thermodynamics, however, gives us no insight 
into how to design such a device. That is an engineering problem. 

Two possible devices are indicated in Fig. 4.5-5. The first device consists of an air-driven 
turbine that extracts work from the flowing gas. This work is then used to drive a heat pump 
(an air conditioner or refrigerator) t6 cool part of the gas and heat the rest. The second device, 
the Hilsch-Ranque vortex tube, is somewhat more inreresting in that it accomplishes the desired 
change of state with only a valve and nb moving parts. In this device the air 6xpands as it enters 
the tube, thus gaining kinetic energy at the expense of internal energy (i.e., at the end of the 
expansion process we have high-velocity air of both lower pressure and lower temperature than 
the incoming air). Some of this cooled air is withdrawn from the center of the vortex tube. The 
rest of the air swirls down the tube, where, as a result of viscous dissipation, the kinetic energy 
is dissipated into heat, which increases the internal energy (temperature) of the air. Thus, the air 
being withdrawn at the valve is warmer than the incoming air. 
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(a) Turbine-hear pump system 
/ I * Hot air, 1 bar 

Compressed air at 
room temperaiure 

'I- Cold air, 1 bar 

Work 

(b) Hilsch-Ranqur vortes tube 

_C 

Cold Warm air 
air - .  

t 
Compressed air 

air 
(cross section) 

Figure 4.5-5 Two devices to separate compressed air into two low-pressure air 
streams of different temperature. #I 

ILLUSTRATION 4.5-7 
Another ~ x c i m ~ l e  of Using the Entropy Bnlnnce in Proble~n Solving 

A steam turbine operates at the following conditions: 

Inlet Outlet 

Velocity (m/min) 2000 7500 
(K) SO0 440 

P (MPa) 3.5 0.15 
Row rate (kghr) . 10 000 
Heat loss (kJ/hr) 125 000 

a. Compute the horsepower develoged by the turbine and the entropy change of the steam. 
b. Suppose the turbine is replaced with one that is well insulated, so that the heat loss is 

eliminated, and well designed, so that the expansion is reversible. If the exit pressure and 
velocity are maintained at the previous values, what are the outlet steam temperature and 
the horsepower developed by the turbine? 

. . 

SOLUTION 

The steady-state mass and energy balances on the turbine and itscontents (the system) yield 
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a. From the Mollier diagram of Fig. 3.3-1 (or Appendix A.III), 

and 

Also, 

so that 

and 

Therefore. 

Also, 

b. The steady-state entropy balance for the turbine and its contents is 

since Q = 0, and = -11;/1. Also, the turbine operates - reversibly so that s,,, = 0, and 
Sl = &; that is, the expansion is isentropic. We now use Fig. 3.3-1. the entropy-enthalpy 
plot (MoIlier diagram) for steam, to solve this problem. In particular, we locate the initial 
steam conditions (T = 800 K, P = 3.5 MPa) on the chart and follow a line of constant 
entropy (a vertical line on the MoIljer diagram) to the exit pressure (0.15 MPa), to obtain 
the enthalpy of the exiting steam ( H z  z 2690 J/g) and its final temperature (T % 373 IS). 
Since the exit velociry is known, we can immediately compute the horsepower generated 
by the turbine: 
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1. Here, as before, the kinetic energy term is of negligible inlportance compared with the 
internal energy term. 

7. Notice from the Mollier diagram that the turbine exit steam is right at the boundary of 
a two-phase mixture of vapor and liquid. For the solution of this problem, no difficulties 
arise if the exit steam is a vapor. a liquid, or a two-phase vapor-liquid mixture since our 
mass, energy, and entropy balances are of general applicabilit\: In particular. the informa- 
tion required to use these balance equations is the internal energy. enthalpy, and entropy 
per unit mass of each of the flow srreams. Provided we have this information, the balance 
equations can be used independent of whether the flow streanis consist of single or multi- 
ple phases, or, in fact, single or multiple components. Here the hlollier diagram provides 
the necessary thermodynamic information, and the solution of this problem is straightfor- 
ward. 

3. Finally, note that more work is obtained from the turbine by operating i t  jir a reversible 
and adiabatic manner. I B!l 

ILLUSTRATION 4.5-8 
Sliowitig 717~1~ S,,, = 0 for ( I  Reversible Process, ntzd S,,, > 0 for (111 Ir-l-n.o:sil~lr Proc.r.s.s 

a. By considering only the gas contained within the piston-and-cylinder device of Illustration 
3.4-7 to be the system, show that the gas undergoes a reversible expansion in each of the 
four processes considered in that illustration. That is, show that S?,, = 0 for each process. 

b. By considering the gas, piston, and cylinder to be the system. show that processes a, b, and 
c of Illustration 3.4-7 are not reversible (i.e., Ss,, > O), and that process d is reversible. 

a. The entropy balance for the 1 mol of gas contained in the p&iton and cylinder is 

where T is the constant temperature of this isothermal system and Q is the total heat 
flow (from both the thermostatic bath and the cylinder walls) to the gas. From Eq. g of 
Illustration 3.4-7, we have for the 1. rnol of gas 

and from Eq. 4.4-2, we have 

since the temperature of the gas is constant. Thus 

so thatthe gas undergoes a reversible expansion in al1,four processes. 
b. The entropy balance for the isothermal system consisting of 1 mol of gas and the piston 

and cylinder is 
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where Q is the heat flow to the piston, cylinder. and gas (QNET of Illustration 3.4-7) and 
SJ - 5; is the enrrop!. change for that composite s\zrc.m: 

S/ - Si = ( S f  - S;)ys + ( S f  - Si)pislon-cylinder 

Since the systenl is isothernial, 

i (5,. - J,),,, = R 111 Eq. 4.4-1) 
Y ;  

and 

( 3 . r  - S;)pis,on-cy~indcr = 0 (SCC Eq. 4.4-6) 

Consequently, 

so we find, using the entries in Table I of Illustration 3.4-7. that 

Sgcn = 

for process d 

Thus, we conclude that for the piston. cylinder. and gas system. processes a, b. and c 
are not reversible, whereas process d is reversible. 

From the results of part (a) we ti nd, that'for.the gas all expansion processes are reversible (i.e.. 
there are no dissipative mechanisms within the gas). ~bwever ,  from part Ib), we see that when 
the piston, cylinder. and gas are taken to be the system. the expansion process is irreversible 
unless the expansion occurs in differential steps. The conciusion, then, is that the irreversibility. 
or the dissipation of mechanical energy to thermal energy. occurs between the piston and the 
cylinder, This is, of course. ,obvious from the fact that the only source of dissipation in this 
problem is the friction between the piston and the cylinder wall. II 

1.6 THE MICROSCOPIC ENTROPY BALANCE (OPTIONAL) 

This smion .appears  on  the CD that accompanies this text. 

PROBLEMS 
4.1 A 5-kg copper ball at 75°C is dropped into 12 kg of Data: 

water, initially at 5"C, in a well-insulated container. Cp (copper) = 0.5 J/(g K) 
a. ~ i n d - h e  common temperature of the water and cop- Cp(water) = 4.2 J/(g K) 

Per ball after the Passage of a long period of time. 4.2 In a foundry, metal castings are cooled by quenching 
b. What is the entropy change of the water in going in an oil bath. Typically, a casting weighing 20 kg and 
h m  its initial to final state? Of the ball? Of the at a temperature of 450°C is cooled by placing it in a 
composite system of water and ball? 150-kg involatile oil bath initially at 50°C. If Cp of the 
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metal is 0.5 J/(kg K), and Cp of the oil 2.6 J/ikg KI. 
deterniine the common final temperature of the oil and 
castin$ after quenching if there are no heat losses. Also. 
find the entropy change in this process. 

-1.2 a. Show that the rate at which shaft work is ohtained or 
seqtlired for a reversible change of state in a closed 
system at constant internal energy and volume is 
equal to the negative of the product of the temper- 
ature and the rate of change of the entrap!. for the 
system. 

b. Show that the rate at which shaft work is obtained or 
required for a reversible change of state in a closed 
system at constant entropy and pressure is equal to 
the rate of change of enthalpy of the system., 

-1.J Steam at 700 bar and 600°C is withdrawn froiyj  steam 
line and adiabatically expanded to 10 bar a t 5  rate of 2 
k/lnin. What is the temperature of the steam that was 
expanded, and what is the rate of entropy generation in 
this process? 

4.5 Two metal blocks of equal mass rL1 of the same sub- 
stance. one at an initial temperature T;' and the other at 
an initial temperature T;, are placed in n well-insulated 
(adiabatic) box of constant volume. A device that can 
produce work from a How of heat across a temperature 
difference (i.e., a heat engine) is connected between 
the two blocks. Develop expressions for the maximum 
amount of work that can be obtained from this process 
and the common final temperature of the blocks when 
this amount of work is obtained. You may assume thar 
the heat capacity of the blocks does not vary \vith tem- 
perature. 

4.6 The compressor discussed in Illustrations 3.4-4 'and 
4.5- 1 is being used to compress air from 1 bar and 290 
K to LO bar. The compression can be assumed to be 
adiabatic, and the compressed air is found to have an 
outlet temperature of 575 K. 
a. What is the value of A S  for this process? 
b. How much work, W,, is needed per mole of air for 

the compression? 
c. The temperature-of the air leaving the compressor 

here is higher than in Illustration 4.5-1. How do you 
account for this? - 

In your calculations you may assume air is an ideal gas 
with C, = 29.3 J/(mol K). 

4.7 A block of metal of total heat capacity Cp is initially 
at a temperature of TI, which is higher than the ambi- 
ent temperature TZ. Determine the maximum amount 
of work that can be obtained on cooling this block to 
ambient temperature. 

4.8 The Ocean Thermal Energy Conversion (OTEC) 
project in Hawaii produces electricity from the temper- 
ature difference between water near the surface of the 
ocean (about 27°C) and the 600 m deep water at 5°C 
that surrounds the island. Estimate the maximum net 

work (total \vork less the work of pumping the water to 
the surface1 that can be obtained from each kilogram of 
water brought to the surface, and the overall efficiency 
of the process. 

4.9 a. A steam turbine in a small electric power plant is 
designed to accept 4500 k ~ g r  of steam at 60 bar 
and 500:C and exhaust the s t e m  at I0 bar. Assum- 
ing that the turbine is adiabatic and has been well 
designed (so that s,,, = 0), compute the exit tem- 
perature of the steam and the power generated by 
the turbine. 

b. The efficiency of a turbine is defined to be the ratio 
of the Lvork actually obtained from the turbine to the 
work that would be obtained if the turbine operated 
isentropically between the same inlet and exit pres- 
sures. If the turbine in part (a) is adiabatic but only 
SO percent efficient. what would be the exit temper- 
ature of the steam? At what rate would entropy be 
_~enerated ~vithin the turbine? 

. c. In off-peak hours the power output of the turbine 
in pan (a )  (100 percent efficient) is decreased by 
adjusting a throttling valve that reduces the turbine 
inlet steam pressure to 30 bar (see diagram) while 
keeping the flow rate constant. Compute TI, the 
steam temperature to the turbine, Tr, the steam tem- 
perature at the turbine exit, and the power output of 
the turbine. 

-1 Turbine 1- 

4.10 Complete pan (b) of Problem 3.31, assuming the con-  
pressGr operates reversibly and adiabatically. 

4.11 Steam is produced at 70 bar and some unknown tem- 
perature. A small amount of s t e m  is bled off just be- 
fore entering a turbine and goes through an adiabatic 
throttling valve to atmospheric pressure. The tempera- 
ture of the steam exiting the throttling valve is 400°C. 
The unthrottled steam is fed into the turbine, where it 
is adiabatically expanded to atmospheric pressure. 
a. What is the temperature of the steam entering the 

turbine? 
b. What is the maximum work per kilogram of steam 

that can& obtained using the turbine in its present 
mode of operation? 

c. Tests on the turbine exhaust indicate that the steam 
leaving is a saturated vapor. What is the efficiency 
of the turbine and the entropy generated per kilo- 
gram of steam? 



d. I t '  the a~nhie~lt temperature is 25-C and the a~nbi- 
cnt pressure is I bar. what is the musi~num possible 
\cork that c o ~ ~ l d  be obtained per kilogram of steam 
in any continuous process? 

-I. I I .A \\ell-insu1:tted. (!.7-m' gas cylinder containing natu- 
ral ga.: (whicli can he considered to be pure methane) 
at Y O  'n;~;. ;11k1 .:(I(] K is exliaus~ed until the pressure 
clrops to 3.5 'u: This process occurs [;\st e n ~ u g h  that 
t1ic.r~ is no Iteat transfer between the cylinder walls 
;!nd the gas. but not sit rapidly as to produce large ue- 
locity or temperature gradients in the gas within the 
cyli~:der. Coniputc the number of nioles of gas with- 
Jra\cn and the final ternperature of the gas i n  the cylin- 
der it' 
a. llcthane gas is assumed to be ideal with C, = 36 

Jl(mol K). 
I). lletti;111e is considered to be a real gas tvitli the 

properties gi\.en in Fig. 3.3-2. 
4.13 I f  ihr hc:~t cap:tciry o f  nri iclral gas is given hy 

show that 

J(T?.\;,j -_S(Tl._V,) = (cr - R)ln ($1 + h ( i - 2  - TI)  

Also develop expressions for this fluid thar replace 
Eqs. 4.4-3 and 4.4-4. 

4.14 a. Steam at 35 bar and 600 K enters a throttling valve 
that reduces the stcam pressure to 7 bar. Assum- 
ing there is no heat loss from the valve, what is 
the exit temperature of the steam and its change ir l  

entropy? 
b. I f  air [assumed to be an ideal gas with C{ = 29.3 

J/(mol K)] entered the valve at 35 bar and 600 K 
and left at 7 bar, what would be its exit tempera- 
ture and entropy change:' 

4.15 A rank contains 20 percent liquid water and SO per- 
cent steam by volume at 200°C. Steam is withdrawn 
from the top of the~ank until the fluid remain.ing in the 
tank is at a temperature of 150PC. Assuming the tank 
is adiabatic and that only vapor is withdrawn, compute 
a. The pressure in the tank finally . 
b. The fraction of vapor and liquid in the tank finally 
c. The fraction of the total water present initially that 

w x  withdrawn 
4.16 One mole of carbon dioxide is to be compressed adi- 

abatically from 1 bar and 25°C to 10 bar. Because of 

irreversibilities and poor desipn of the compressor. tile 
compressor wo1.k required is found to be 25 percent 
greater tltan ihat for ;I well-designed (reversible) com- 
pressor. Conip~~te the outlet ternperature of the car- 
bon dioxide and the work titat must be supplied to 
the compressor ior both the reversible and irseversible 
coriiprrssors for the t\vo cases belo\\.. 
a. Carbon dioxide is an ideal pas \\.it11 a constnnt- 

pressure heat capacity of 37. I5 I J/(~nol K j .  

b. Carbon dioxide is an ideal gas with the cortstant- 
pressure heat capacity given i n  Appenciix A.II. 

4.17 Hydrogen has an auto-ignition temperature of 553 K: 
that is. hydrogen will i ~ n i t e  spont;~neously at that tem- 
perature if exposed to oxygen. Hydrogen is to be adi- 
ahatically and reversibly compressed from I bar and 
300 K to a high pressure. To avoid accider:tal explo- 
sions in case of a leak. the ~naximum allowed exit 
tenlperature from the conlpressor will be SO0 K. Com- 
p~ite the maximum pressure that can be obtainetl i n  thc 
compressor. You may consider hydrogen to be 311 ideal 
gas with the heat capacity given in Appendix A.11. 

4.18 I f  i t  is necessary to compress hydrogen to a higher 
pressure than is possible with the single-compressioii 
step above. an alternative is to use two compressors 
(or a two-stage compressor) with intercooling. I n  such 
a process the hydrogen is con~pressed in the ti rst stage 
of the conlpressor. then cooled at constant pressure to 
rl lower temperature. and then compressed further i n  
a second compressor or stage. Altho~~gh it  may not be 
economical to do so. more than two stages can he userl. 
a. Compute the maximum pressure thar can be ob- 

tained in a two-stage compression with intercool- 
ing to 300 K between the stages. assuming hydro- 
gen to be an ideal gas with the heat capacity give11 

. in Appendix A.11. 
b. Repeat the c;ilculation above for'a three-stage corn- 

pression with intercooling to 300 K. 
4.19 Joe Unidel claims to have invented a steady-state now 

device in which the inlet is steam at 3OO"C and 5 bar. , 

the outlet is saturated steam at 100°C and I bar, the 
device is adiabatic and produces approxiniately 388 
kJ per kilogram of steam passed through the device. 
Should we believe his claim? 

4.20 Steam at 20 bar and 300°C is to be continuously ex- 
panded to 1 bar. 
a. Compute the final. temperature, the entropy gen- 

erated, the heat required, and the work obtained 
per kilogram of steam if tfiis expansion is done by 
passing the steam through an adiabatic expansion 
valve. Will the final state be a vapor, a liquid. or a 
vapor-liquid mikture? 

b. Compute the final temperature, the entropy gen- 
erated, the heat required, and the work obtained 
per kilogram of steam if this expansion is done by 
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passing the steam through a well-designed, adia- 
batic turbine. Will the hnal state be a vapor, a liq- 
uid, or a vapor-liquid mixture? 

c. Comp~~te  the final temperature, the entropy gen- 
erated, the heat required. and the work obtairicd 
per kilogram of steam i f  this expansion is done by 
passing the steam through a well-designed. isother- 
mal turbine. Will the tinal state be a vapor, a liquid. 
or a vapor-liquid misture? 

1.21 In a large refrigeration plant i t  is necessary to com- 
press a fluid, which we ~vill assume to be an ideal gas 
with constant heat capacity. from a low pressure PI  to 
a much higher pressure P2. 

. a. If the compression is done in a single compressor 
, , that operates reversibly and adiabatically. obtain an 

expression for the \vork needed for the compres- 
sion in terms of the nic~ss Row rate. PI. P2. and the 
initial temperature. TI. 

b. If the compression is to be dorie in two stages. 
first compressing the gas from PI  to P * .  then cool- 
ing the gas at constant pressure down to the coni- 
pressor inlet temperature TI. and then compressing 
the gas to P2, develop an expression for the work 
needed for the compression. What should the value 
of the intermediate pressure be to accomplish the 
compression with minimum work? 

1.22 Repeat Problem 3.25, now considering nitrogen to be 
a real gas with the thermodynamic properties given in  
Fig. 3.3-3. 

4.23 An isolated chamber with rigid walls is divided intb 
two equal compartments. one containing steam at 10 
bar and 370°C, and the other evacuated. A valve be- 
tween the compartments is opened to permit steam to 
pass from one charnber to the other. 
a. After the pressures (but not the temperatures) in the 

two chambers have equalized, the valve is closed. 
isolating the two.systems. What are the tempera- 
ture and pressure in each cylinder? 

b. If the valve were left open, an equilibrium state 
would be obtained in which each chamber has the 
same temperature and pressure. What are this tem- 
perature and pressure? 

(Nore: Steam is not an ideal gas under the conditions 
here.) 

4.24 An adiabatic turbine is operating with an ideal gas 
working fluid of fixed inlet temperature and pressure, 
TI and P I ,  respectively, and a fixed exit pressure;Pz. 

. Show that 
a. The minimum outlet temperature, z, occurs when 

the turbine operates reversibly, that is, when Sgcn = 
0. 

b. The maximum work that can be extracted from the 
turbine is obtained when .YE,, = 0. 

4.25 a. Consider the following statement: "Although the 

entropy of a given system may increttse. decrease. 
or remain constant. the etirropy of the universe call- 
not decrease." Is this statement true'? Why'? 

b. Consider any two states. labeled I and 2. S h o ~  that 
if state I is accessible fro111 state 2 by a real (irre- 
versible) adiabatic process. then state 2 is inacces- 
sible from state 1 by a real adiabatic process. 

1.26 A very simple solar engine absorbs heat through a col- 
lector. The collector loses some of the heat it  absorbs 
by convection, and the remainder is passed throc~yh n 
heat engine to produce electricity. The heat engine op- 
erates with one-half the Carnot efficiency with its low- 
temperature side at ambienr rernperclttlre Tlmb and its 
high-temperature side at tlie steady-state temperature 
of the collector, 7,. The expression for the heat loss 
from the collector is 

Rate of heat loss from the collector = k (T, - ?,,,,b) 

~vhere TI is the ten>peruture at \vhich heat enter., the 
solar collector, and k is the o\*erall heat transfer co- 
efficient; all temperatures are absolute. What collec- 
tor temperature produces the masimum rate at Lvhich 
work is produced for a given heat Hux to tlie collector'? 

4.27 I t  is i~ecessary to estimate how rapidly a piece of 
equipment can be evacuated. The equipment. ivhich 
is 0.7 m' in volume. initially contains carbon dioxide 
at 340 K and I bar pressure. The equipment \rill be 
evacuated by connecting i t  ton reciprocating constant- 
displacement vacuum pump that will pclmp out 0. I4 
d l m i n  of gas at any conditions. At the conditions 
here carbon dioxide can be considered to be an ideal 
gas with C; = 39 J/(mol K). 
a. What will be the ten?perature and pressure of the 

carbon dioxide inside the tank after 5 minutes of 
pumping if there is no exchange of helit betireen 
the gas and the process equipment? 

b. The gas exiting the pump is always at I bar pres- 
sure, and'the pump operates in a reversible adia- 
batic manner. Compute the temperature of the gas 
exiting the pump after 5 minutes of operation. 

4.28 A 0.7-m3 tank containing helium at 15 bar and 22°C 
will be used to supply 4.5 moles per minute of helium 
at atmospheric pressure using a controlled adiabatic 
throttling valve. . 
a. If the tank is well insulated. what will be the pres- 

sure in the tank and the temperature of the gas 
stream leaving the thiottling valve at any later time 
t? - 

b. If the tank is isothermal, what will be the p'ressure 
in the tank as a function of time? 

You may assume helium to be an ideal gas with C; = 
22 J/(mol K), and that there is no heat transfer between 
the tank and the gas. 
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4.29 A portable engine of nineteenth-century design used a 
tank of compressed air and an ';eva~:iated" tank as its 
poiver source. The fi rst tank had a <apacity n i  0.3 In' 
and \vas initially filled with air at IJ bar and a temper- 
ature of 7001C. The "evacuated" rank had a capacity 
of 0.75 td. Unfortunately. nineteenrh-century vacuum 
techniques u w e  not very efficienr. >o the "e\.acuated" 
rank contained air at 0.35 bar and 25-C. What is the 
masim~lni total work that could be abtained from an 
air-driven engine connected between rhe two tanks if 
the process is adiabatic? What \vould be the temper- 
ature and pressure in each tank at the end of the pra- 
cess'? You niay assilme that air is an ideal pas tvith 
C,  = 7R!2. 

4.30 A heat exchanger is a device in which heat fl0tr.s be- 
tu2een two fluid streams brought into thermal contact 
through a bnl~ier, such as a pipe \va11. Hear eschmg- 
ers can be operated in either the coiurrent (both ftuid 
streams Ro\ving in the s;uiie direction) or countercur- 
rent (streams flowing in opposite direction) contipura- 
tion: schematic diagrams are given here. 

The heat flow rate from fluid 1 to Huid 2 per unit 
length of the heat exchanger, 6. is proportional to the 
temperature difference (TI - T?): 

Heat flow rate from fluid 1 
to fluid 2 per unit length of = X(TI - T?) 

heat exchanger 1 
where K is a constant of proponionality with units 
of J/(m s K). The fluids in the two streams are the 
same and their flow rates are equal. The initial and fi- 
nal temperatures of stream I will be 35°C and 15'C. 
respectively; and those for stream 2 will be. - 15'C. 
and 5°C. . 
a. Write the balance equations for each fluid stream 

in a portion of the heat exchanger of Iength d L  and 
obtain differential equations by letting d L  + 0. 

b. Integrate the energy balance equations over the 
length of the exchanger to obtain expressions for 
the temperature of each stream at any point in 
the exchanger for each flow configuration. Also 

compute the length of [he exchanger. in units of 
L,, = I<IC~,!~K (where ib? is the mass tlo\b wte of 
either stream). needed lo accomplish the desired 
heat transfer. 

c. Write an expression for the change of entropy of 
stream I with distance for any point in the sx- 
changer. 

4.31 One Inensure of the thermodynamic efiiciency of a 
complex process ( e . ~ . ,  an electrical ,oener;:tirlg s:a- 
tion or an auton~obile engine) is the ratio of the use- 
ful work obtained for a specified change of state to 
the rnz~imum useful work obtainable with the ambi- 
ent temperature To and pressure Po. Here by useful 
work v:e mean the total work done by the system less 
the work done in expansion of the system boundaries 
against the ambient pressure. 

Clearly, to obtain the maxirnilnl useful work all pro- 
cesses sho~rld occur reversibly, and all hear transferred 
to the surroundings should leave the systc~n at To. 
since heat available at any other ternperrrture co~lld be 
used with a Carnot or similar engine to obtain addi- 
tional work. For a similar reason. the feed and exir 
strcalns in an open process shotrld also be at the an]- 
bient conditions. 
a. Show that the rnrtxinium usel'ul work fool. ;t closed- 

system change of state is 

where A = U + PoV - T,S is the closed-syste~n 
availability function. 

b. For a steady-state or cyclic-flow system. show that 
the maximum useful work is 

where 2 = f? - T"S is the fiow availability func- 
tion and M is the mass that has entered the sys- 
tem in any convenient time interval in a steady- 
flow process or in one complete cycle in a cyclic 
process. [Note that since the inletand exit tempel- 
atures and pressures are equal, B1 will equal E2 
and W , V  will equal zero unless a chemical reac- 
tion, (for example, the burning of coal or gasoline, 
a phase change, or some other change in the com- 
position of the inlet and exit streams) occurs.] 

c. Compute the maximum useful work that can be 
obtained when 1 kg of-steam undergoes a closed- 
system change of state from 30 bar and 600°C to 5 
bar and 300°C when the atmospheric temperature 
and pressure are as given in the data. 

d. A coal-fired power generation station generates ap- 
proximately 2.2 kwh of electricity for each kilo- 
gram of coal (composition given below) burned. 
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Using the availability concept. compute the ther- 
modynamic efficiency of the station. 

Dtrra: 
Ambient conditions: 2j:C and 1.013 bar 

Frictiotilsss pisron 

i 

Chemical conlpositiort of coal (sitnplified): 
Carbon 70 weight percent 
Water (liquid) 15 weight percent 
Inorgarlic matter 15 weight percent 

Enthalpy at 25 C. Entropy at 25°C 
1.0 13, bar (kJlmo1) 1.0 13 bar [kJ/(mol K f ]  

0 2  0.0 0.0 
C 0.0 0.0 
coz -393.5 1 -394.4 
H1O (liq) -285,.54 -237.1 
H20 (vap) -24 1.54 -225.6 ' .  

Subsystem 3 

rate is the atmospheric temperature that would result 
at each elevation if a packet of air (for example. as 
contained in a balloon) rose from ground level with- 
out any heat or mass transfer into or out of the packet. 
Assuming that air is an ideal gas. with ;I molecular 
\\.eight of 29 and a constant-press~tre heat capacity 
of 29.1 JI(mo1 K). obtain expressions for the pressure 
profile and the adiabatic lapse rate i n  the at~nosphere. 

4.34 A device is being marketed to your conipany. The de- 
vice takes in hot. high-pressure water iund generates 
\vork by converting i t  to two outlet streams: steam atld 
low-pressure water. You are asked to e\*alu:lte the de- 
vice to see if your firm should buy it. All you are told 
is that 10 kW of work is obtained under the following 
operating conditions: . 

Outlet Otltlet 
..'. Inlet Stream 1 Stream 2 

I t 
Initial conditions 

T 
Initial conditions 

0.15 m.' (each) 10 bur 
I bar. 20°C 20°C 

& 

Assume that the inorganic matter (ash) passes 
through the power station unchanged, that all the 
water leaves as vapor in the flue gas, and that all 
the carbon is converted to carbon dioxide. 

4.32 Two tanks are connected as shown here. Tank 1 ini-. 
tially contains an ideal gas at 10 bar and 20°C. and 
both parts of tank 2 contain the same gas at 1 bar and 
20°C. The valve connecting the two tanks is opened . 
long enough to allow the pressures in the tanks to 
equilibrate and is then shut. There is no transfer of 
heat from the gas to the tanks or the frictionless pis- 
ton, and the constant-pressure heat capacity of the gas 
is 4R. Compute the temperature and pressure of the 
gas in each part of the system at the end of the process 
and the work done on the gas behind the piston (i.e., 
the gas in subsystem 3). 

4.33 An important factor in determining the extent of air 
pollution in urban areas is whether the atmosphere is 
stable (poor mixing, accumu!ation of pollutants) or 
unstable (good mixing and dispersion of pollutants). . 
Whether the atmosphere is stable or unstable depends 
on how the temperature profile (the so-called lapse 
rate) in the atmosphere near ground level compares 
with the "adiabatic lapse rate." The adiabatic lapse 

i 

Mass flow rate (kgls) 1.0 0.5 
T (OC) 300 100 300 
P (MPa) 5.0 
Steam Liquid Quality Sat. 

Subsysteni 2 Subsystem 1 . . - 

unknown . liquid 

Tank volume = 0.5 rn? 

a. What is the quality of the steam in outlet stream I? 
b. Is this device thermodynamically feasible? 

4.35 Diesel engines differ from gasoline engines in that the 
fuel is not ignited by a spark plug. Instead, the air in  
the cylinder is first compressed to a higher. pressure 
than in a gasoline engine, and the resulting high tem- 
perature results in the spontaneous ignition of the fuel 
when it is injected into the cylinder. 
a. Assuming that the compression ratio is 25:l (that 

is, the final volume of the air is 1/25 times the ini- 
tial volume), that air can be considered an ideal gas 
with C'; =.21J/(mol K), that the initial conditions 
of the air are 1 atm and 30°C, and that the compres- 
sion is adiabatic and reversible, determine the tem- 
perature of the air in the cylinder before the fuel 
is injected, and the minimum amount of work that 
must be done in the compression. 

b. The compression ratio in a supercharged gasoline 
engine is usually 10:l (or less). Repeat the calcu- 
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Ir~ticns of pan ( a )  for this compression ratio. 
4.26 A risid. isolated container 300 L in volu~ne is di- 

vided into two F;lrts by a partition. One part is 100 
L in \olunie and contains nitrogen at a pressure of 
200 kPs urld a ttrnpcrature ol' 100 C. The other part. 
100 L in volunle. contains nitrogen at a pressure of 
2 X1?2 and a temperature of 200 C. If the partition 
breaks and a sufticiently long time elapses for the tem- 
perature and pressure to become uniform within the 
contsiner. assuming rhat therz is no hear transfer to 
the container and that nitrogen is an ideal gas with 
C;, = 30J/(mol K )  
a. \vhrlt is the tinal temperature and pressure of the 

gas in the container? 
b. Ho\v niuch entropy is generated in this process? 

4.27 In rlonilal operation. a paper mill generates excess 
stearn ;li 70 bar and 400'C. It is plnnned to use this 
steam :IS the feed to a turbine to generate electricity 
thr thc rnill. There are 5000 k$hr of stearn available. 
and i t  is planned that the exit pressure of the steal11 will 
be 2 bar. Assuming that the turbine is well insulated. 
what is the masimuln power rhat can be generated.by 
the turbine'? 

-1.3s Atmospheric air is to be compressed and heated as 
sho\\.n in the t igun before being fed into a chemical 
reactor. The anibient air is at 10-C and I bar, and is 
first compressed to 5 bar and then heated at constant 
pressure to 400 C. Assuming air can be treated as a 
single-component ideal gas with C; = 21 J/(mol K). 
and that the compressor operates adiatiatically and re- 
versibly. 
a. Deternmine the amount of work that must be sup- 

plied 1.0 the conipressor and the temperature of the 
gas leaving the compressor. 

b. Dsternline the heat load on the heat exchanger. 

20cC. I bar I\ 5 bar 4Ull°C. :bar 

.I\rnhitnt air 

4.39 One I;ilogranl of saturated liquid methane at 160 K 
is placed in an adiabatic pistion-and-cylinder device, 
and the piston will be moved slowly and reversibly 
until 25 percent of the liquid has vaporized. Compute 
the mrtvimum isork that can be obtained. 

4.40 A sugar mill in Florida has been disposing of the 
bagasse (used sugar cane) by open-air burning. You; 
as a new chemical engineer, aetermine that by using 
the dried bagasse as. boiler fuel in the mill, you can 
generate 5000 k z h r  of surplus steam at 20 bar and 
600'C. You propose to your supervisor that the mill 
invest in a steam turbine-electrical generator assem- 
bly to generate electricity that can be sold to the local 
power company. 

a. If you p~~rchase  a new, state-of-the-art acliabatic 
and isentropic >[:am iurhine. 3iiJ [he turbine esit 
pressure is 1 bar. \\,hat is the tenipcrature of the exit 
steam. how mush electrical energy tin kW) cari be 
gcntraicJ, anti ;i.l~;lt 1'l:rction of ihe stc:irn e s i~ inp  
the turbine is ;:~i>l"? 

b. Instead. a niuch cheap.:r used turbine is pl~rch;i.icd, 
which is adiabxic but not isentropic, that at tlie 
same esit pressure of 1 bar produces 90 percent of 
the work produced by the state-of-the-art turbine. 
What is the ren1perature of the csit ste;um. what 
fraction of the stSam exiting tlie turbine is vapor, 
and what is the rate uf entropy gci~er~~tion'? 

4.JI A well-insulated c! linder fitted tvitli a frictionless pis- 
ton initially coiitainj nitrogen at 15 C and 0.1 >]Pa. 
The piston is placed such that the \-olume to the right 
of the piston is 0.5 ill3, and there is neglipible \.ol~tme 
to the left of the piston and between the piston and the 
lank. which is u l ~  \cell insu1:tted. liii~ially the tank 
of voluriir 0.25 ~ n -  contains ~iitri>gcil LII 400 ~ P ; I  i~n(l 
200' C. For the calc~rlations hclou:. ;!.,sil),e thiri rliiro- 
fen is an ideal pas \cith C;, = 19.3J (111ol K )  

a. The piston is a perfect thermal insulator. and the ' 

valve between the cylinder and the tank is opened 
only long enough for the pressure in the tank and 
cylinder to equalize. What will the equalized prcs- 
sure be, and \vhat will be the teruperatures of the 
nitroger. in the tank. in the cylinder to the Icl't of 
the piston, and in the cylinder to the right of the 
piston? 

b. What will the \.olum;s in the cylinder be to the left 
and to the right of the piston? 

c. How much entropy has been generated by the pro- 
cess? 

-1.42 If the piston in the previous problem is replaced by 
one that is a perfect conductor, so that after the valve 
is closed the temperatures of the gas on the two sides 
of the piston equalize (clearly. the piston will move in 
this process), 
a. What will the equalized pressure in the cylinder be, 

and what will be the temperature of the nitrogen in 
the cylinder? 

b. What will the volumes in the cylinder be to the left 
and to the right of the piston? 

c. How much entropy has been generated in going 
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from the initial state (before the valve was opened) 
to the ti~inl state (equalized temperature and pres- 
sure on the two sides of the piston)? 

4.43 A tank of 0.1 m' volume initially containing nitrogen 
at 75 C and I bar will be filled with compressed nitro- 
gen at a rate of 20 molls. The nitrogen coming from 
the coiiipressor and into the tank is at an absolute pres- 
sure of I 10 bar and a temperature of SO'C. The tilling 
process occurs sufficiently rapidly that there is negli- 
gible heat transfer between the gas and the tank \vulls. 
and ;I valve is closed to stop the filling process tvhen 
the pressure in the tank reaches 100 bar. Assuming ni- 
rrogtn is an ideal gas with C; = 29.3J/(mol K) .  
a. What is the nitrogen teniperature immediately after 

the filling process ends? 
b. How long did i t  take for the pressure of the gas in 

the tank to reach I00 bar:' 
c.  After a sufticiently long period of time. due to heat 

tra~ist'er with thc surroi~ntlings. [lie tempt.r:tture of 
the gas drops to 25'C. What is the pressure of the 
nitrogen in the tank? 

4.44 A stream of hot water at 85°C and a Fate of 1 kgls 
is nccded for the pasteurizing unit in a milk-bottling 
plant. Such a stream is not readily available. and will 

' be produced in n well-insulntetl mixing tank by di- 
rectly injecting steam from the boiler plant at 10 bar 
ant1 200-C into city water available at I bar and 10-C. 
a. Calculate the flow rates of city water and steam 

needed. 
b. Calculate the rate of entropy production in  the 

mixing tank. 
4.45 Lo~y-density polyethylene is ~nanufactured fi.0111 erhy- 

lene at medium to high pressure in a radical chain 
polymerization process. The reaction is exothermic. 
and on occasion, because of cooling system friilure 
or operator error, there are runaway reactions that 
raise the pressure and teniperature in the reactor to 
dangerous levels. For safety, there is a relief \.alvs 
on the reactor that will open when the total pressure 
reaches 200 bar and discharge the high-pressure ethy- 
lene into a holding tank with a volume that is four 
times larger than that of the reactor, thereby reduc- 
ing the risk of explosion and discharge into the envi- 
ronment. Assuming the volume occupied by the poly- 
mer is very small, that the gas phase is pure ethylene. 
that in case of a runaway reaction the temperature in  
the reactor ~vill rise to 400°C. and that the holding 
tank is initially evacuated, what will be the temper- 
ature and pressure in the reactor and the holding rank 
if ethylene can be considered to be an ideal gas with 
C; = 73.2 J,.'(mol K)? 

4.46 An inventor has proposed a flow device of secret de- 
sign for incrertsing the superheat of steam. He clairiis 
that a feed steam at I bar and I OOrC is converted to 
superhe;tted steam at I bar and 250°C ant1 saturated 
water (that is. water at its boiling point) also at I bar. 
and that no additional heat or work is needed. He also 
claims that 89.9 percent of the outlet product is SLI- 
perheated steam, and the remainder is saturated \vater. 
Will the device work as claimed? 



' Chapter 3 

Liquefaction, Power Cycles, 
and Explosions 

I n  this chapter we consider several practical applications of the energy ancl entropy hul- 
ances that we have developed. These include the liquefaction of a gas. arld the ani~lys i~  
of cycles used to convert heat to work and to provide refrigeration and air conditioning. 
Finally. as engineers we have a social responsibility to consider safety :IS ~1 paramount 
issue in anything we design or operate. Therefore. methods to estimate [lie energy that 
could be I-elensed in different types of nonchemical explosions are presented. 

I INSTRUCTIONAL OBJECTIVES FOR CHAPTER 5 

I The goals.?f this chapter are for the student to: 

o Be able to,solve problems involving the liquefaction of gases 
Be able to compute the work that can be obtained from different t! pes of power 

cycles and using different working fluids 
Be able to compute the work required for the operation of refrigerarion cycles 

* Be able to compute the the energy release res~ilting from thc i;ncontrolled expon- 
sion of a gas 
Be able to compute the the energy release resulting from an explosicn that in-  
volves a boiling liquid 

' 
NOTATION INTRODUCED IN THIS CHAPTER 

-- 
C.O.P. Coefficient of performance of a refrigeration cycle 

nVap8 Enthalpy change (or-heat) of vaporization per unit mass (Jkg)  
Avap_H Molar enthalpy change on vaporization (Jlmol) 

Tb Boiling temperature of a liquid at atmospheric pressure (K) 
A,,~$ Internal energy change on vaporization her unit mass (Jkg)  
AVap_U Molar internal energy change on vaporization (J/mol) 

1 5.1 LIQUEFACTION 
An important industrial process is the liquefaction of gases, such as natural gas (to pro- 
duce LNG), propane, and refrigerant gases, to name a few. One way to liquefy a gas 
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/ Cu~>l r r  drum 
Coniprcaiur 

(singls or multistage) 

Figure 5.1-1 .A sinlple liq~ieklction process without recycle. 

is to cool i t  below its boiling-point temperature at the desired pressure. However; this 
would require refrigeration equipment capable of producing very low temperatures. 
Therefore, such a direct liyueft~ction process is not generally used. What is more con?- 
nionly done is to start ivith a gas at lous pressure, compress it to high pressure (which 
increases its temperature since work has been done on it), cool this high-temperature 
gas at the constant high pressure, and then expand i t  to low pressure and low tempera- 
illre using it Joule-Thomson exp:tnsion. which p rod~~ces  a mixture of licji~id and v:lpol: 
In  this way the cooling is done at a higher temperature (and pressure). so that low- 
temperatiire refrigeration is not needed. (Such a process is also used internally i n  many 
refrigerutioii cycles. including your home refrigerator, as discilssed in the next section.) 
The vapor and liqiiid are then separated in a Hash drum (an insulated, constant-pressure 
container). The process just described is shown schematically in Fig. 5. I- I .  

The efficiency of this process. that is. the amount of liquefied gas produced for each 
u n i t  of work done in the compressor. can be improved upon by better engineering 
design. For example. instead of merely discarding the low-temperature, low-pressure 
gas leaving the Hash drum (stream 5) ,  the gas can be used to cool the high-pressure gas 
upstream of the throttle vaivt: and then returned to the compressor, so tha; none of the 
gas is wasted or exha~isted to the atmosphere. This process, referred to as the Linde 
process, is shown in Fig. 5.1-2. In this way the only stream leaving the liqitefaction 
plant is liquefied gas. and, as shown in Illustration 5.1-1, more liquefied gas is produced 
per unit of energy expended in the compressor. 

ILLUSTRATION 5.1-1 
Con~paring the Ej jcienc~ of the Simple nnrl Linde Liqiltlfnction Processes 

I t  is desired to produce liquefied natural gas (LNG), which we consider to be pure methane. 
from that gas at. 1 bar and 280 K (conditions at point 1 in Figs. 5.1-1 and 5.1-2). Leaving 
the cooler, methane is  at 100 bar and 210 K (point 3). The flash drum is adiabatic and operates 

exchanger 
" 

valve 
Rash 

,-. drum 

(single- or multistage) 

Figure 5.1-2 The more efficient Linde liquefaction process. 

Liquefied 
gas 



at I bar. and the compressor can hc assumed to ope~.;~te reversibly anil ntliabaiic;~lly. Howe\.sr. 
because of the large presstire change. a three-stage compressor witti ir~tercaoling is itsed. Tlie 
lirst stage compresses the gas from I bar to 5 bar. the >econd stage from 5 bar to 75 bar, a11d the 
third stage from 3-5 bar to I00 bar. Between stapes the gas is isobaricnlly cooled to ?SO K.  

a. Calc~~la te  the atnolint of \vork reqi~ired tor each kilozlam of incrliane that passes throii$ 
': the compressor in the simple liquefaction pro~.e.\. 
b. Calculate the fractions of vapor and liquid Ie;~\,ing the flash drum i n  the simple liquef;~ction 

process of Fig. 5.1-1 and the amoiint of comprssor  work reqi~ired for e:lch kilograni of 
LNG produced. 

c. Xssuming that the recycled methane leaving the heat exchanger in the Linde process (Fix. 
5.1-2) i s  at i bar and 700 K. calculate the aniounr of compressor \cork rccltiired for each 
kilogra~n of LNG produced. 

Drritr: The thermodynamic properties of methane are given in Fig. 3.3-3 
I 

S o l ~ c ~ l o s  

a. For each stage of comprssion. a s s u n ~ i n ~  st.satl!.-\t:~te and rcverbible a~Ii;ih~~tic opcratioi~. 
ice have from the muss. entrgy. and entropy balances. respcc[i\.sl!: 

So through each compressor (hut not intercooler) stage. one Ibllows a line ofconstarlt 
entropy in Fig. 3.3-2 (lvhich is redrawn here with all the stages indicated). For the hrhr 

Figure 5.1-3 Pressure-enthalpy diagram for methane. (Source: W. C. Reynolds, Thermody- 
nanzic Properties in SI, Department of Mechanical Engineering, Stanford University, Stan- 
ford, CA, 1979. Used with permission.) 
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conipressor stage. ive have 

Hi,(T = ?SO K. P = I bar) = 940 kJ/kg and 

Si,(T = 780 K. P = I bar) = 7.2 kJ/(kg K) 

- " 

H,,,(S = 7.2 kJ;(kg K,. P = 5 bar) = 1195 kJ/kg and To,, = 388 K 

so that the first-stage work per kilogram of methane flowing through the compressor is 

I!'( first stage) = ( 1 195 - 940) kJ/kg = 225 M/kg 

After cooling. the temperature of the methane stream is 280 K, so that for the second 
compressor stage. \ve have 

/ 

H,,(T = 'SO K. P = 5 bar) = 938 kJ/kg and 

S;,(T = 2S0 K. P = 5 bar) = 6.35 kJ/(kg K) 

- - 
H ,,,,, ( S  = 6.35 kJ/(kg K). P = 25 bar) = 1180 kJ/kg and To,, = 3S6 K 

Therefore, [he second-stage \vork per kilogram of methane flowing through the cornpressor 
is 

iv(second stage) = ( 1 I SO - 93s) kJ/kg = 242 W/kg 

Similarly, after intercooling. the third-stage compressor work is found from 

Hi,(T = 380 K. P = 25 bar) = 915 kJ/kg ,and 

Sin (T = 780 K, P = 25 bar) = 5.5 kJ/(kg K) 

sou,(.? = 5.5 kJ/(kg K). P = 100bar) = i I4OkJ/kg and T,,,,'= 383 K 

Therefore, the third-stage work per kilogram of methane flowing through the compressor 
is ' 

 third stage) = (1 140 - 915) kJ/kg = 225 kJ/kg 

Consequently, the total compressor work through all three stages is 

b. The liquefaction process is a Joule-Thomson expansion, and therefore occurs at constant 
enthalpy. The enthalpy of the methane leaving theccooler at 100 bar and 210 .K is 493 
kJ/kg. At 1 bar the enthalpy of the saturated vapor is 582 Wlkg, and that of the liquid is 
71 kJ/kg. Therefore, from the energy balance op the throttling valve and flash drum, we 
have' 

Gin = kut or 
!In this equation snnrrored liquid refers 10 the fact that the phase is at its equilibrium (boiling) temperature at the 
specified pressure. 
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t i / ?  1 0  K.  100 bar) = ( 1 - ( ' ~ ~ ~ ( s a t ~ ~ r a t e d  v;ipor. I bar) /., H (sarurc~tecl liqtlid, I bar) 

str that cv = O.S36 is the fr:~:ricln oi\apor lea\*irig rliz iI;ish brtln.~. arid ( I - w )  = 0.174 is the 
fractioli of the methane that has burn liquetied. Therefore. for each kilogram of methane 
that enters the simple 1iquef:iction unit. 3'26 p of metiiane are lost as vapor; and only i74 
g of LNG are produced. Furrher. since 721  kJ of \yolk are recluiretl in  the compressor to 
produce 17-i g of LKG. approsimately 4149 kJ of compre>sor \\-ark are required for each 
kilogram of LNG produced. 

c. LVhile the Linde process look:, more complicatecl. i t  c:lri bc analyzed in  a relatively simple 
manner. First. \ye choose the system for writing balance rqt~ation.k to be the strbsysrem 
consisting of the hear exchan:$i-. throttle valve. arid Hnsh drum (rhough other choices c o ~ ~ l d  
be made). The mass 2nd endzy brtlances for this st~bs!.sterli (since there are no heat losses 
to the oilrside or any \vork fl0a.s) are 

or. taking i\?; = 1 and letting PJ be the niass f::actiori ot' tapcx. 

I = ( I  - t u ) + c v  

tbr the mass balance. and 

H(T = 2lOK. P = I00 bar) 

= w .  H ( T  = 200 K. P = I bar) -+ ( I  - r.~j . H(saturated liquid, P = I bar) 

for the energy balance. The ~olttrion to this equation is (!J = 0.609 as the fr~~ction of vapor 
thai is recycled. and 0.396 as the fraction of liquid. 

The balance equations for mixing the streams immediately before ihe compressor are 

1Gfy + 21 = 1 ~ ~ 1  

and basing the calculation on 1 kg of flow into the compressor, 

- 
1 = I ,Lj5t = 0.604 and = 0.396 

for the mass balance. and 

. A . - 
:l.Il,H1, + Mj,H5, = l \ ; l l t f i l*  

0.396. g ( ~  = ZSOK,-P = I bar) 

+ 0.604. f i ( ~  = 200K, P = 1 bar) = f i l t (T = ?, P = 1 bar) 

ki kJ W -  
0.396.940 - + 0.60LC. 770 - = 837.3 - = H ( T  = ?, P = 1 bar) 

kg kg kg 
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for the energy balance. Using the redrawn Fig. 3.3-2 here, we conclude that the temperj- 
ture of a stream entering the compressor is 233 K. To complete the solution to this problenl. 
we need to compute the compressor work load. Following the solution for part (a), we rind 
for the firsr stage th:it 

Hi, ,(T = 2-33 K. P = 1 bar) = 837 kJ /kg and 

Si,,(T = 233 K, P = 1 bar) = 6.8 kJ/(kg K) 

fi ,,,, (.? = 6.8 kJ (kg K). P'= 5 bar) = 1020 kJ/kg and T,,,, = 3SS K 

Therefore. now the first-stage \\.ark per kilogram of methane flowin; throi~gh the corn- 
pressor is , 

IV (first stage) = 1020 - 837 kJ/kg = 183 kJ/kg 

Since the methane Iea\.ing the intercooler is at 250 K and 5 bar, the \vork in each of the 
second and third stages of the compressor is the smie as in part (a). Therefore. the toatl 
compressor work is 

1V = IS3 + 242 + 225 = 650 kJlkg of methane through the compressor 

However. each kilogram of niethane through the compressor results in  only 0.396 kg of 
LNG. as thc remainder of the methitne is recycled. Consequently, the compressor \vork 
required per kilogra~n of LNG produced is (650 kJ/kg)/0.396 kg = 16.41 kJ/kg of LSG 
produced. This is to be compared with 3149 kJ/kg of LNG produced in the siniple lique- 
faction process. 

By comparing the Linde process with the simple liquefaction process we see the importance 
and advantages of clever engineering design. In particular, the Linde process uses only about 40 
percent of the enerey reqt~ired in the simple proczss to produce a kilogram of LNG. Also, unlike 
the simple process, the Linde process releases no gaseous methane, which is a greenhouse gas 
and contributes to globa! warming. into the atmosphere. Finally, it should be pointed out that 
since a graph of thermodynamic properties, rather than a more detailed table of values. \\.as 
used, the numerical values of the propzrties read from the diagram are approximate. R 

5.2 POWER GENERATION AND REFRIGERATION CYCLES - 

S o  far we  have considered only the Carnot cycle fo r  converting heat (produced by 
burning coal, oil, o r  natural gas) to work (usually electricity). While this cycle is the 
most efficient possible for converting heat to work, in  practice it is rarely used because 
of  the large amount of  work that must be  supplied during the isothermal compression 
step. One  of the simplest and most widely used commercial cycles is the Rankine cycle, 
shoGn in Fig. 5.2- 1 with water as the operating or so-called working fluid, though other 
fluids may also be used. 

In this cycle the turbine and the pump are considered to operate isentropically, the 
condenser operates isobarically, and the fluid in the boiler is  heated at constant pres- 
sure. T h e  properties and path for this cycle are: 
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Rankine cycle C' . 

High-prrssurc I 
$[cam 

watrr 

SIC3m 

C' Fig~rre 5.2-1 Rankine cycle. 

I 

Point Path to Nest Poini T P .? 6 Energy Flow 

I 71 PI  I fi I . - 
isetllrc;~~ic L CV, = 1I.I V, ( P2 - P, j - 

7 - 72 P: S : = . S ~  H: 
Isobaric .i. I b I, 

> 73 1>: = I-'. j3 H 
lsenrropic 1 ivT = ,(I ( fij - f i?)  - - 

4 T4 p 4  s, = s3 ii, 
Isobaric L Q c 

I TI PI = Pj -:I f i l  

The work flqws in this process are comp~lted as follows. 

Step 1 + 2 ipump) 
The mass and energy halunces on the open systeni consisting of the pump and its 
contents operating at stiady state are 

nnd 

d U  . A 

- = o = / M ~ H ~  + lLj2lLiZ + Wp 

so that - \v, = -hj2fi2 - M l H l  = M ( H 2  - fil) 
= MI (f i2  + p2Q2 - 6, - PI Ql) 

= iviQI (P, - PI) 

since the molar volume and internal energy of the liquid are essentially independent 
.- 

of pressure at constant temperature. 

Step 3 -+ 4 (turbine) 

since the mass flow rate-is constant throughout the process, and 
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The efficiency 11 of this process (and other cyclic processes as \yell) is defined to be 
the ratio of the net \i~ork obtained. here -(% + wp). \\.here P& is negative and l i b  is 
positive i n  valtle, to the heat input &: that is. 

t1 = - ( ~ v T  + wP) 

QB 

The plot of this cycle on a temperature-entropy diagram is such that 1 -+ 2 is a 
line of constant entropy (vertical line). 3 -+ 3 is a line of constant pressure, 3 -t 4 
is another line of constant entropy. and 4 -+ 1 closes the cycle with a line of con- 
stant temperature. Several different locations for these lines, depending largely on the 
operation of the boiler, are +own in Fig. 5.2-2. 

Qz-3 Q,, W" ET 
(el C f i  (g) 

Figure 5.2-2 (n&(rl) T-.? diagrams of various Rankine cycles. (e )  Area equal to heat flow into 
boiler. (f)  Area equal to heat removed in condenser. (g) Area equal to net work produced in 
cycle. 
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Figure 5.7-2~.r looks like the T-.? diagram for the Carnot cycle (Fiz. 4.3-2c), and 
indeed at these conditions the Rankine cyclc has the same efficiency as the Carnot 
cycle. The practical difficulty is that the high-speed turbine blades will severely erode 
if impacted by liquid droplets. Therefore, step 3 -+ 4 should be completely in the vapor 
region. :is in Fig. 5 .2 -2b  and ti. Also. to nlinimize the work required for the pump, the 
fluid passing through it shoilld be all licluid, as in Fis. 5 . 2 - 3  and d. Therefore, of the 
choices in Fig. 5.2-7, the conditions in Fig. 5.7-2rl are used for practical operation of 
Rankine power cycle. In this case. the efficiericy is less than that of the Carnot cyclc. 
Also. the condenser operating temperature is generally determined by the available 
cooling water. However, lower temperatures and pressures in the condenser improve 
the efficiency of the cycle (see Problems 5 . 2  and 5.3). 

As pointed out in Sec. 4.3, the differential entropy change (IS and the heat Row Q fur 
a reversible process in a closed system are related as follows: 

so that the heat flows (and the work produced) are relatzd tc.) areas on [he T-S diagram 
for the Rankine power cycle n.s follows. The heot How into the cycle on going froni 
point :! to 3 is equal to 

This heat flow is given by the area shown in Fig. 5.2-2r .  Similiuly, the heat flow from 
point 1 to 1 is equal in magnitude to the area shown in Fig 512-2f. but negative in value 
(since S4 islarger than S! ) .  Finally, since from the energy balance, the net wor-k flow is 
equal to the bifference of the two heat flows into the cycle, this work Row is given by 
the area in Fig. 5.2-2g. 

Similar graphical analyses can be done for the other cycles considered in this sectian, 
rhough we will not do so. 

. ILLUSTRATION 5.2-1 
Cc~larloting the Eficiency of a Steain Po\;er Cycle 

A Rankine power generation cycle using steam operates at a temperature of IOWC in the con- 
denser. a pressure of 3.0 MPa in the evaporator, and a maximum temperature of 600°C. Assum- 
ing the pump and turbine operate reversibly, plot the cycle on a T-S diagram for steam, and 
compure the efficiency of the cycle. 

SOLUTION 

We start by plotting the cycle on the lemperature-entropy diagram for steam (Fig. 3.3-lh, re- 
peated below). Then we construct the table of thermodynamic properties (which follows) for 
each point in the cycle using the known operating conditions and the path from each point in 
the cycle to the next point. Based on this information, we can [hen compure the efficiency of the 
cycle 

( W  + W )  -(-947.6 -I- 3.03) 944.3 
'I = - - --= - 0.290 or 29.0 percent 

QB 3260.2 3260.2 
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(Sta:~) T P S I-/ v 
Po!:it Path to Next Point ( > )  (MPa) (kJ /kgKl  ( k g )  k  Energy Flow 

I (Saturated liquid) 100 0.10/35 1.3069 419.04 Il.OO/OC! 

Isentropic 

Isobaric 

Isentropic 

I 

Isobaric Q, = Hi - f ? ~  
= 4 19.01 - 2734.7 
= -23 15.7 k J / k g  

I Saturated liquid 100 0./0135 1.3069 4l9.04 

!\;lit: In  preparing this table we have used bold notation to indicate data gi\cn in  the prohlcr~l statemsnr (e.2.. 100 C) or fro111 information 
on an adjacent point in  the cycle (also indicated by arrows connectin_r t\vo points). italics to indicxri. nun~bcrs fotiild in  the stcaln tnblcs 
(e.:.. 0.10135 bIPa). and a tilde to indicate numbers obtained from the steam rilbles by inrcrpola~ion 1c.g.: -2734.7 kJ/kg). 

The Rankine power cycle ,above receives heat at a high temperature, emits i t  at :I 

lower temperature, and produces work. (Does this cyclz violate the Kelvin-Planck 
statement of the second law? The answer is no since there are two heat flows, one 
into the cycle from a hot body. and the second from tht cycle into a cooler body ur 
cooling water. Consequently, not all the heat a\*ailable ar high temperature is converted 
into work, only a   or ti on of it.) A similar cycle. known as the Rankine refrigeration cy- 
cle, operates essentially in reverse by using work to pump heat from a low-temperature 
region to a high-temperature region. This.refrigeration cycle is shown in Fig. 5 2 - 3 0 ,  

In a home refrigerator the condenser is the air-cooled coil usuaIly found at the bottom 
or back of the refrigerator, and the evaporator is the cooling coil located in the freezer 
section. Here the compressor and the turbine are considered to operate isentropically, 
and the condenser and evaporator to operate at constant pressure. Frequently, and this 
is the case we consider here, the condenser receives a t\vo-phase mixture and emits a 
saturated liquid at the same pressure. The properties and path for this cycle are given 
in the following table. 

..Schematic diagrams of the path of this cycle on'both ~ - j  and P - f i  diagrams are 
.-. shown in Fig. 5.2-3b. 

A s j n  the previous case, the mass flow is the same in all parts of the cycle, and we 
designate this by M. The steady-state energy balance around the evaporator and its 
contents yields 
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Refrigeration cycle 

Lo\\-pressure vapor 

0 
@ Low-pressure 

v a p o r - l ~ q u ~ d  
t I mixture 

0 High-pressure 4 
\'npor liquid 

0,. 

Figure 5.2-3 (q) The Rankine refrigeration cycle. (b) The Rankine 
refrigeration cycle on T-S  and P-H dia, orains. 

The energy balance on the compressor is 

o = & F ? ~ - M & + %  or wp=),)(&--&) 
The energy balance on the condenser is 

Point Path.& Next point T P .? f i  Energy Flow 

1 (Saturated liquid) TI PI 
Isentropic 

.j.1 fil 
1 

2 A .. WT (Vapor-liquid mix.) T2 p2 s 2 = S 1  fi2 
Isobaric 1 .i. 
[also isothermal 

QB 

in this case] 
.. 3 (Saturated Gapor) T3 = T? P3 = PZ s3 

Isentropic 
fi3 

1 
4 * A Ir/, 

(Superheated vapor) T4 p4 s4 = S3 k, 
Isobaric 1 

1 TI PI = P4 .?I fi1 
Qc . 
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and the energy balance on the turbine is 

In refrigeration it  is common to use the term coefficient of performance (C.O.P.), 
defined as 

(State) . 
Point Path to Next Point T P S .4 Energy Flow 

1 (Saturated liquid) TI  PI SI fi, 
Isenthalpic 1 0 

2 (Vapor-liquid mixture) fi p? sz I& = f i l  
Isobaric heating 1 1 - Q B 

[also isothermal 
in this case] 

3 (Saturated vapor) Tj = Tz P3 = P2 S3 
Isentropic 1 - A 

wp 
4 (Superheated vapor) TJ PA S, = Sj 6 4  

Isobaric 1 - QC 
1 TI PI = P, il 21 
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h" 
Low-pressure 

vapor-liquid 

H~gh-pressure 
\ apor l~quid 

Q, 

Figure 5.2-4 (a) The vapor-cornpression refrigeration cycle. (h) The 
vapor-compress'ion refrigeration cycle on  T-3 and P-6 diagrams. 

Schematic ~ - j  and P-f? diagrams of the path of this cycle are shown in Fig. 5.2-iib. 
The mass flow is the same in ail parts of the cycle, and we designate this by 1G1. The 
steady-state energy balance around the evaporator and its contents yields 

O =  1f;llj2 - M.& + dB .or QB =A(& - fj2) 
The energy balance on the compressor is 

and the energy balance on the condenser is 

The coefficient of performance (C.O.P.) for the vapor-compression refrigeration cy- 
cle is 

Heat removed from low-temperature region 
C.O.P. = 

Net work required for that heat removal 
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ILLUSTRATIOX 5.2-2 
Crrlclrlnriilg rile Coeficielir c!f Peifioriirai7c.r o f c ~ n  A1rroiuol7ile .4ii- Coiitlirioliet. 

An automobile air conditioner uses a vapor-cornpressio~l refrigeratior1 cycle \\-ith the en~isoii- 
mentally friendly refrigerant HFC-134n as the working fluid. Tlie followins d s u  are a\:ail~lblr 
for this cycle. 

Point Fluid State Temperature 

1 Saturated liquid 55' C 
2 Vapor-liquid ~mixtt~re 
3 Saturated vapor 5'C 
4 Sttperheated vapor 

a. Supply the missing temperatures and the pressures in the table. 
b. Eval~~ate the coefficient of perforniance for the refrigeration cycle dehcribcd In thi:, pi-oh- 

lem. 

The keys to being able to so1L.e this problem are ( I )  to identify the paths het\\sen the vasioub 
locations and (2) to be able to use the thermodynaniic properties chart of Fig. ?..;--I for HFC- 
1342 to obtain the properties at each of the locations. The following fgure sl~o\\b rile pat11 
followed in the cycle, and the table provides the thermodynamic properties For clch \rage cd'thc 
cycle as read fron? the figure. 
With this information, the C.O.P. is 

8 e  f i  - f i  402 - 180 . 
C.O.P. = - = - =r = 4.07 

W - f i  432 - 402 

Enthalpy -(kl/kg) 
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Stirling cycle 

Point State Path T ( 'C)  P (MPa) H (kJ/kg) .C? (kJ/kp K )  
- - 

I Saturated 5 1.493 280 1.26-7 
liquid 

Isenthalp to 5 'C I 
2 Vapor-liquid 3 0.350 280 1.30 

mixture 
P constant ?‘ 

3 Saturated 3 0.350 402 1.725 
vapor 

Isentrope to 1493 kPr! .!. 
4 Superheated 60 1.493 132 1.725 

vapor 
P constant - - T 

I Saturated 5 1.493 280 1.262 ,' 
liqttid , 

In [his r;thle rhc numbers in boldhtce :ire propenisz kclo\'.n from the prohletil statenlent or I'ronl an adjrrccnr 
>rep i n  ~ h c  cycle (i.e.. a process t h ; ~  is a! constmr prc...uri. as in srcps 2 -+ 3 and 4 -+ I .  ar con.\rarir 
c.nrh;ilpy ;ts i n  stcp I i 2. or at consi;rn~ cntrop? 3. i n  >rep .? -+ 4). The n~nnhers  in italics are I'ounci l'roin 
Fig. 3.3-4 with the st;tte of tht. rcl'rigrrant lixed froin rhc \slues of the know11 varicthles. 

A large n ~ ~ m b e r  of other cycles and variations to the standard cycles considered 
- above have been proposed. We consider only a few additional cycles here. The Stirling 

cycle, shown in Fig. 5.2-5, operates ~ v i t h  a \.apor-phase working fluid, rather than a 
two-phase mixture as  considered above. In this process the compressor and turbine. 
which are on the s;me shaft, are cooled and heated, respectively, in order to operate 
isothern~ally. T h e  heat exchanger operates isochorically (that is, at constant volume). 
Tlte P-Q and T-S traces of.this cycle are sho~vri in Fig. 5.2-6. The  properties and p ~ t h  
are shown in the table. 

Point Path to Next Point T P ? fi Energy Flow 
- .  

1 TI ' P, QI . HI 
V = constant 1 

% el? 
2 TI P! v, = PI ljrl 

T = constant L - QT, - LV22 

3 T, ,= T2 Pj li, Ijj 
V = constant -4 ' -  -Q34 = O i l  

4 TJ PA V4 = V3 fi4 - 
T = constant 4 -Qc, - ~ V A I  

1 TI = TJ PI VI 21 

Q, - -. 

Figure 5.2-5 The Stirling 
cycle. 
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I I 

V \ 

Figure 5.2-6 The Stirlinp cycle on P- and T-S  diagrams. 

Froin an energy balance on stread 3 i i i  the resenerator. we Ilave (at steady state) 

Adding these two ecluations and noting that + Qz4 = 0. sincr: 1he1.e i s  rlo net heat 
flow into or out of the he:)[ exchanger. gives 

An energy balance on the compressor (4 i I )  gi1.e~ 

. . 
iLI(Hj - H I )  + + Qc = 0 

and on tile turbine (3 3 3) gives 

*if( H? - F j 3 )  + Ch3 + QT = 0 

Adding these last two equations toperher gives 

~ r o m  the balance equation on the heat exchanger. the first two terms cancel. Also, 
wJI + "; is equal to bi/O,l. Thus we obtain 

- 
+ Oc + QT = o 

Therefore, the efficiency of this Stirling cycle, q,  is 

The Ericsson cycle is similar to.the Stirling cycle except that each of the ssreams in 
the regenerator is at a constant (but different) pressure rather than at a constant volume. 
The P-? and T-,$ traces are shown in Fig. 5.2-7. 

The properties and path are given in the following table. 
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P s 

Figure 5.1-7 The Ericsson cycle on P-i' and T-5 diagrams. 

Pvint Path to Next Point T P fi Energy Flow 

1 TI P I  8; 
P = constant L hl2 

7 - TI Pz = P I  f i2  
L T = constant Q T ,  - W2.i 
7 j  = T2 4; fi: 

P = constant 1 -Q;4 .= 912 
4 T4 P4 = P3 fi4 

T = constant 1 -QC, - ~ Q J I  
I T I  = T4 P I  61 

The balance equations are exactly as for  the Stirling cycle, s o  that the efficiency is 

- w,,, - I&, - rt;, ,,=-= - .  - - W O U l  

., QT =. QT Qc + w0"t 

Indeed, the only computational difference between the Stirling and Eridsson cycles 
is that the thermodynamic properties at  the various'points of the cycle are slightly 
different because of the difference between the constant-pressure and constant-volume 
paths. 

ILLUSTRATION 5'2-3 
Ccrlc~llnting rhe EfjTciency of cin Ericssotz Cjcle 

An Ericsson cycle with airas the working fluid is operating between a low temperature of 70°C 
and a high temperature of 450°C. a low pressure of 2 bar, and a pressure compression ratio of S 
(so that the high pressure is 16 bar). Assume that at these conditidns air can be considered to be 
an ideal gas with C; constant. Compute the properties ateach point in each of these cycles and 
the cycle efficiencies. 

We first compute the energy flows in each step of the process. In this analysis the pycess is at 
steady state so that all the time'derivatives are equal to zero and the mass flow rate M (actually 
we will use the molar flow rate N) is constant throughout the process. 

- 
1 -+ 2 Through the regenerative heat exchanger 

Energy balance: 
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2 -+ 3 Through the izothertnal turbine 
E11crg.v 11triot1cr: 

wli,t;Pe KT = Pr P2 is [lie compression ratio of the turbine. Conseque:?tly. 

3 -+ 4 Tliroi~gli [lie regeneri~ti\.e heat esch~uiger 
E~~c,t;qy htr1trtrc.r: 

However. 

which i~nplies (since CI: is constant) that T, - 'TI = T3 - T,. Also, since both the 
compressor and turbine are isothermal (so that T? = T; and T4 = TI), the te~iiperature 
decrease of stream 1 exactly equals the temperatt~re increase of stream 3 for this case 
of an ideal gas of constant heat capacity. 

4 -+ 1 Isotherniai conipressor 
As for the isothermal turbine, \$ s tind 

Qc P I  I.v, 1 PI - = KTl In - and - = RTl In - 
i~ ps N PA 

The efficiency of this cycle is 

Since each of the streams in the heat exchanger operates at constant pressure, i t  
follows that P3 = PJ and Pz = P I .  Therefore, 
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As Tz is the hish temperartlre of the cycle ruld Ti is  the lo\v ten~peraturt. this efficiency 
is exactly eij:ial to the Carnot tfticieiicy. (Indeed. i t  can be sllo\vn that ior any cycle, 
if the two hex transfers to rhe sun.oundings occur at different but constant rernpera- 
tures, as is rhc case here \vith rtn isothern~al compressor and an isothern~al turbine. the 
efficiency ofthe cycle will be that of a Carnot cycle.) 

Therefore. the eftici-ncy of the Ericsson c!.cle considered here is 

Note that the efficienq is depeiident oil the tenlperatures of the \.tlrious parts of the cycle, but 
not on the pressures or rhe compression ratio. However. the pressure ratio doe; affect the heat 
and work flows in each part of the cycle. El 

Conlpttte the efficient! of a Stirling c! cle operating under the same conditions as the Ericsson 
cycle above. 

The terms for each of the steps in the Stirling cycle :Ire the sane ns for the Ericsson cycle: 
however. the propertie> are slightly different. since in thi.i case the heat eschungcr (regeneratus) 
operates such that each of its streams is at constant volulne. not constant pressure. Therefore. 
rather than Pz = PI as in the Ericsson cycle. here we h~1i.e (by the ideal pas la\\.) P2 = PI T 2 / T I .  
Similarly, PJ = P3T1. T:. Therefore. 

Since T? = T3 and TI = T,, both the cornpresso; and turbine bperate isothern~ally. Therefore, 
the efficiency of the Stirling cycle is also equal to that of the Camot cycle. For the operating 
conditions here, tl = 0.525. Bl 

A common method of producing mechanical work (usually for electrical power gen- 
c-i~tion) is to use a gas turbine and the Brayton o r  gas turbine power cycles. This  open 
cycle consists of a compressor (on the same shaft as  the turbine), a combustor in which 
fuel is added and ignited to heat the gas. and a turbine that extracts lvork from the 
high-temperature, high-pressure gas, which is then exhausted to the atmosphere. The  
open-cycle gas  turbine is used, for  example, in airplane jet engines and in some trucks. 
This cycle is shown in Fig. 5.2-81 

In this cycle the compressor and  turbine are assumed to operate isentropically, and 
the gas flow through the combustor is at constant pressure. Note that the temperatures 
of streams I and 4 may not be the same, though the pressures are both atniospheric. 

The  closed gas turbine cycle is shown in Fig. 5.2-9. Closed cycles are typically used 
in nuclear power plants, where the heating fluid in the high-temperature heat exchanger 
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Point Path to Next Point . T P S - H Elicsg\- Flow 

+ 
isi laust gas 

I' J 

Figure 5.2-8 The optn Brayton poLvcr c!cle. 

is the reactor cooling fluid. which for safety and cnvironrnental reasons must bc con- 
tained within the plant, and the low-ternperat~~se coolant is river water. T h e  pscrpcsties 
and path for this cycle are given below. 

I 
Isentropic 

2 
Isobaric 

3 
Isentropic 

4 
Isobaric . 

I 

H~gh-temperature 
Closed Brayton cycle heat exchanger 

I Low-temperature 
heat exchanger 

Figure 5.2-9 The closed Brayton power 
generation cycle. 
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Assuming the ~vorking Huid in n Brllyton power cycle is an ideal gas of constant heat capacity. 
show that the efficiency of the cycle is 

and obtain an esplicit expression for the efficiency in terms of the cycle temperatures 

SOLUT~OS 

For path I -+ 7. through the compressor. we have from the energy balance that 

Also from 2, = 3,. we have 

Similarly. across the gas turbice, 3 -+ 4. we have 

and 

But Pz = P2 and P, = P I ,  so that 

Across the high-temperature heat exchanger, 2 -+ 3, we have 

0 = i?_~? - ~ _ H 3  .+ ~ 7 3  

-- Q23 - H - H - C;(T3 - G) 
N - 3  ' - 2 -  

-. 
Similarly, across the low-temperature heat exchanger, 4 -+ 1, . 

Q4 1 - = Ijl - _H4 = C;(Ti - T4) 
N 
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tlowevrs. irorn 7; /  T; = TI I TI, we have that 7::/ T; = T3/ T2. so th:lr 

where KT- = P2/PI is the corilj~res:;iorl r;~~io. 
The ti11;tl cyclic clevice we consitler is the 11e;lt P L I I ~ I ~ .  tIl ;~t is. ;I device usecf to pulnp 

13e;tt h-om ;I low-ltrnper-arure source tct n Iligh-temperat~rre sink ljy expending wo1.k. 
Rcfligeratol.~ ancl air conclitioners are exanples of Ilea! purnps. Heat punips (with ap- 
propriate valving) are now being inst:~llecl i n  residenti;~! housing so thnt tlley c;~n be 
usecl for both winter Ileatirig (by pumping hc;lt to the hoirsc from its :;\.it-roi~nclings) L I I I ~ I  
summer cooling (by pumping hent froin the house to the sun.ountIir~gs). 7-he surround- 
ings may be either the atmosphere, the water in it lake. or, with use of undergrouncl 
coils, the ear-th. The term p ~ l ~ ~ t p i ~ l g  is L I S C ~  since in both the winter and sun!!-rler motios, 
heat is being t;tken from a region of lo\\/ temper-rtture i~nd.exhrtustcd to u region ol' 
higher tempe~at~rr-e. In principle, any power generation or refrigesation c!,cli: [hat can 
be made to operate in reverse can serve i s  a heat purnp. 

A heat p~rriip thnt uses the vapor-compression refrigert~tion cycle anti t\\:o connected 
(so that they oper:tte together) three-way valves is sctte~natically strowrr in  Fig. 5.2- 10. 
111 this way the indoor coil is the concienserduring !he winter months and the eva!soratnr 
or boiler during the summer. Similarly, the outcloorcoi! is the evaporator (boikr) daring 

I-lca~ins cycle Coolinl: c?c!c 

1-Ieat purnp .---- 

Indoor 1~- 

i* 1 
0 .uie-*~i~on~?(ise~,t,iiiIpic) @ 

expansion valve or capillary tube expansion valve or capil!ary rube 

Figure 52-10 fieat purnp in  heating (winter) arid cooling (summer) cycles. 
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the \vin[cr a;id the corlclenscr ciuring the summer. The vapor compression refrigc.r~tion 

cycle was ciiscirssed earlier i n  this section. ancl tile paths on T-S ancl /-'-(I plots are 
givcn i i i  Fig. 5.2-40. 

Consider a residential heat pump that uses lake water as a heat source in the winter and as a 
heat sirik in the summer. The house is to be maintained at a winter temperarure of 1S.C and a 
summer temperature of 25°C. To do this efficiently, i t  is found that the indoor coil temperature 
should be at 5 0 C  in the winter ancl S'C in the summer. The o~rtdoor coil remperature <an be 
assumed to be S'C during the winter months and 35°C during the summer. 

a. Comp~~te  the coefficient of performance of a reverse Carnot cycle (Carnot c!.clr heat 
pump) in the winter and summer if i t  is operatirig between the temperatures listed above. 

11. Instead of the reverse Carnot cycle. a vapor-compression cycle will br used for the heat 
plinip with HFC-134a as the working fluid. Compute the winter and summer coefficients 
of perform:uice for this heat punip. Assume that the only pressure chan~es in the cycle 
occur across the coriipressor and tlie expansion vul\ce, ant1 that tlie only heat transfer to 
ancl from the refrigerant occurs in the irldoor and outdoor l~eat transfer coils. 

I-Ieatirig Cooling 
Point Temperature Temperat~~re Fluid State 

I 50°C 35" C Saturated liquid 
2 Vapor-liquid mixture 
3 5°C 5'C Saturated vapor 
4 Superheated vapor 

SOLUTION 

a. Ctrrrlot cycle coeficierzrs qfperforrllonce: 

The energy balance on the cycle is 

o = Q l + Q z + k V  

The entropy balance is 

since Sgcn = 0 for the 'Carnot cycle. Therefore, 

- T2 
Q ? = - Q ~  and - w = Q 2 + Q I  = 

TI 
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-hi 7;  (5  -!- 273.15) - C.O.P. (lvintcr) = - - -- - - 6.18 
iif T:! - 7; 4 5 

I). Ktpor. c.oiit/)res.sio~i e c l e  coci'jiicirirrs of prtj;7/.11riorce: 
The following procedure is trsrd to locate the cycles cli [lie prest.ure-cnrlii~Ii,y diag!.ani o f  

Fig. 3.3-4, a portion of wliich is repeated tiere. Firsl, point I is icizntifetl as corrcspondilrg 
to the sat~l~.ated lici~rid ;it the condelirer tempert~ture. (!n this i'llust~xtion the co~iilense~~ is 
the indoor coil at 50'C i n  the hearing mode, ancl tlie oatcluor coil at 35:C in the cooling 
rnode.) Sirrce the path from point 1 to 7 is a n  isenthttlpic (Joule-Tliomson') esp>unsion, 
a downward vertical line is drautn lo tlie evaporator temperature (corrc.sponding to tlte 
o~trdoor coil ten1per;iture of 5'C in  the heating mode. or in tile cooling mode to the irirlaor 
coil telttperature, wlriclt also happens to be SEC in tliis illustration). *Sllis tempera!Llrr n[:tl 
[lie erltlralpy of point I l i x  tlie loc:rtion of point 2. Next. point 3 is Ib~liiil by clsit\viiig 

' ;I horizuntal line to the sat~t~xtetl vapor at the e\,opomtor pl-ess~~re. 'l'lie jiath i ' r~m pc)ilit 
2 10 3 describes the vuporization of the \.:lpor-li~j~~i~I 111ix!t11-e tha: rc:;~rltei! frc111i tlie Jo~tle- 
'Stromso~~ espansion. Tlie e\laporator is the otitdoor coil in rile lietrting mod< ant! (lie iiltloor 
coil in rlte cooling  node. 

Tlie path honi point 3 to -1 is thro~~gh tile compressor, which is ass~trnz~l !o he isc~rirol)ic. 
;~nd so corresponcls to a line of constant entt-opy o n  the pressure-elrtlt:!lpy di;tgsam. Poii~l 
4 is locatecl on this line at its irrtersection wit11 [Ire horizorttal line co~~resporrdirlg to the 
pressnre of the evaporator. Tlre fluid at point 4 is a superlieate~l vnpor. TI)? p:ltll fron. 
4 to I is a horizontal line'of constunt pressure. te!.miti:lting at the s;flui'awtl licluitl ill  t l ie 
ten?prratt~re arrci pressure of the condenser. 

The i~tbles below give the valttes of those properties (reud from tlie pressure-enthalp4 
diagra~rl) at eacli point in tile cycle needed for the calc~!lation of [lie coeflicient of perfor. 
Ilianoe in the heating arrd cooling modes of [lie heat pimp. In t!rese rub!es the propel-tie: 
known at each point from the problem statement or from an adjacent [joint nppc;rs i n  bud. 
face, and the properties found from tlte chart at eacli poini appear in icolics. 

~ l e & i i r ~  (winler operation) 

Point T ("C) P 1 )  Condi!ion 
. -  , 

I SO 1.319 Saturated liquid 271.9 
L 

2 .  5 0.3499 Vapor-liquid mixture 271.0 
4, ., 

5 5 3 Saturated vapor 401.7 1.7252 
1. 

4 58 1.319 Superheated vapor 432 1.7252 

Therefore, 
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Winter (heating) 

Enihalpy (kJ/kg) 

Enthalpy (kJ/kg) 
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arid 

179.S 
- 4.23 C.O.P. = - - 

30.3 

Cooling (s:tntnier operation) - 

Point T ((C) P (hik)  Condl~ion 

I 35 0.8879 Snt~rrared l i c l ~ ~ i c l  2119.2 
I 

2 5 0.34Y5, Vapor-liijuitl niixttrre 249.2 
L 

3 3 0.3499 Satur~ttctd vapor 4p1.7 1.7252 
/ 1 

4 -15 O.SS79 S~~perl~rarzd vapor -1.36 1.7252 

Note that in both the healing and cooling modes, the heat ptrrnp iri h i s  ii!usts:!rio~t 
has a lower coeflicient of pzrfornlance (and therefore lower efficiency) :han a reverse 
Carnot cycle operating bet~vsen the same temperatures. Finally, i t  shou!tl be n-~tntionec! 
that the thermodynamic properties listed above were obttzined fr-om a dc~ailetl !!icrriioc!y- 
namic properties t:~ble for HFC-I3c!a, akin to the steam tables for \v:l[er i!! i?ppendix A.111: 
valr~es cannot be obtai~ied from Fig. 3.3-4 to this level of accuracy. &3 

5.3 THE THERMODYNAMICS OF MECHANICAL EXPLOSIONS 

In this section we are interested in predicting the uncontrolled energy release of an 
explosion that occurs without a chemical reaction. Tllar is, we are interested in energy 
released from an explosion that results from the bursting of an overpressuiized iaiik, 
or the rapid depressurization of a hot liquid thac leads to its partialiy boiling (fi,ab!lin:) 

to a vapor-liquid mixture. We do not consider chemical explosions, for example, the 
detonation of TNT or a natural gas expiosion, both of which iilvoive rnul;ip!e chem- 
ical reactions and require the estimate of properties of mixtures thit we have not yet 
considered. Chemical explosions are considered in Chapter 13. 

First we consider the impact of an exp1osion iwolving a high-pressure gas, aild then 
we consider the explosion of a flashing liquid due to r q i d  depressu~ization. A p ~ l m a ~ y  
character;.stic of an explosion is that it is rapid, indeed so  rapid that there is insuifkient 
time for the transfer of heat or mass to or from the exploding material. Instead, the 
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Inilial system 
hounciary 

Figure 5.3-1 Explosion-a rapid. uniform expansion.?f the 
shock wave moves al less tli;tn tlie speed of souncl, tlie event 
i s  clanified as ;I cleflafration. I f '  the shock wavc travels at rhe 
speeil of souiid. tile event is an explosion. 

exploding rnatker iindet.goes a rapid expansion. pushing away the surrounding air. This 
is schematically illustrated in Fig. 5.3-1. 

During a detonation, a shock wave is produced: outside this shock wave the pressure 
is ambien.t. but inside the shock wave the pressure is above ambient. This shock wave 
continlies to travel outward until, as a result of the expansion of the gas behind the 
shcck front, the pressure inside the wave falls to ambient pressure and the temperature 
is below the initia! temperature of the gas. If the initial pressure is sufficienily high, the 
shock ivave will travel at, b t~t  not exceed, the speed of sound. This is the strict definition 
of an explosion. If the shock wave travels at ~ slower speed, the event is referred to as 
a dellagration. It is the overpressurization or pressure difference resulting from the 
passage of a shock wave that causes most of the damage in an explosion. 
. We rornpilte the energy released from an explosion, since the energy release is re- 
lated to the extent of ~ver~ressilrization and the amount of iiarnage. We do this by. 

. writing-the thermodynamic balance eqiiations for a closed system consisting of the ini- 
tial contents of an exploding tank.This is a system with an expanding boundary (as the 
explosion occurs) that is closed to the transfer of inass and is adiabatic (i.e., Q = 0) 
since the expansion occurs too rapidly for heat transfer to occur. We also assume that 
the expansion occurs uniformly, so that there are no temperature or pressure gradients, 

- except at the boundary of the shock wave. 
The difference form of the mass balance for this closed system inside the shock wave 

is 

M j  - Mi = 0 or Mf = Mi = M (5.3-1) 

Here the subscript i denotes the initial state, before the explosion has occurred, and f 
denotes the final state, when the system volume has expanded to such an extent that 
the pressure inside the shock wave is the ambient pressure. The energy balance for this 
system is 
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Using tile mass balance nrlcl the fact that the final presst~re is nnlbie~lt ~ i \ ' t s  

t1e1-tt Sg,,, is thq-'i.~itropy genr.l.~ltzd during the explosion. Since the esp:insion is 11 L I I ? ~ -  
form espansiu'iiil ( ~ 1 2 ~  is, tlicse are no spatial gi-adicnts except at [lie s!iock \\-nv? !,o~liid- 
: I C ~ ) .  tile ollly seiier~~ioll  ofelltsopy OCCLISS ;ICI.OSS !he shock wavs. li. Lye neglect [liis 
entropy gerte~.atio:i. the work we con?pu:c: will be son:cwh;ii too I;ish. I-!o;vcver. i l l  

safety probleins \\-e prcl'ci. i~ he col!serv;~tivc ;iiicI crr- o n  the side of overpl-;~dic!ingig ;I:: 

energy release r.eul~i:lg Ir-o~n .:)I, esplosio~,. sil~cc \ i le ;i~.c ~isui~!ly i~i~~!-csteil i n  e:,iiinai- 
ing the masimuln tnergy relerise :inti the rnaxi~~lum clalilase ihal cuuli! resa!!. Ft~sthcl-, 
we re;~lly clo nu1 have a good \say of cornpu~ing the umouiit ofcntropy generate(! tiu~-i~!g 
itn esplosion. Conseqriently. \vs will sel S,,,,, =. 0, anti !'r.oln Ecls. 5.3-2 and -! oi>ixin 

Balance eciuotions 
for a vapor-phase 

. . which provides the acfditionni eclt~ation necessary :o fiird Tl. and U.,.. 
Equations 5.3-3 ancl 5.3-5 will be used to cotnpute the work or explosive erlesgy 

imprtrted :o the surroundings as a result of a gas phase explosion. This work is t r - ta~~-  
fel-red to the s ~ ~ r r o ~ ~ n d i n g s  by the damase-producing ovel-pressurizatior! or' the shock 
wave. The procedure to be used to compute the energy transfer to the stirr~oundings is 
as follows: 

--1 
/ ~ l i : f i ( ~ j .  P = ambient) - Gj'&. Pi)! = %" 1 (3.3-3) 

1 .  Knowing t!lc initja! ten~peratur-e and presstlr: of c!ie system. co!!iptir$ :lie irririal 
spocific'volunie Vi,  specific intel-n:il encsgy Ui, and specific entropy S;. 

2. If the mnss of the system is known, proceed to step 3. IF  the mass of [Ire syste:ri 
is not kn0u.n. but the total initial v o l ~ ~ m c  of'lhe system Ys is knoivn, corr?ptr te [he 
mass from 

esplosion 1 

where -C1' is [lie enesgy t11:lt the explocling system imparts to its susrouniiin~s. 
This eclurl~ion coritnins tivo ~~nknowris, 1.V and C/(T1., 1' = alrlbienr), th3: c;~llnill 

ecrtluate since T,! is ~~nkno\vll. l'herefore. we need anc~ll!el-ec!uarion. wliich \A e get i'~.ii!?l 

the entropy brtlancz. Tlie el~ii-op!: balance for- this systenr is 

3. Since the initial and final specific entropies of the system are rhe s;t:lie (see ELI. 
5.3-3, complite the final temperature of the systern from the 1rr1ow1-r fin;il specific 
entropy and the ambient pressure. 

4. Froin the ambient pressyre and computed final temperature, calcuiare the fina! 
sgecific inteinai energy Uf. 

5. Finally, use Eq. 5.3-3 to determine how much work the exploding system does 
on its surroundings. 

To use ihe procedm-e described above, we to be able so compute die rl?ermody- 
iiamic properties of the fluid. \iVe may have access to tables of thcrixl~dyr,ar~lic l?rtlper- 
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ties for tile iliii~l. For esample, if the f l i~ id  is water vapoi; we coulcl 1.ise the steam tables. 
Other- possibilities inclutle using graphs for tile properties of the gas under considera- 
tion, the ideal gas law. or if available an accurate equation of state for the fluid (to be 
discussed in the next chapter). 

A tank of volume 0.1 rn' that contains steam at 600' C and 1 MPa bursts. Estimate the energy of 
the blast. For coinparison. the blast energy of trinitro~oluene (TNT) is 4600 kJIkg. 

From the srs:tni tabJes tvr have at the initial coi~tlitions that = 0.401 1 m3/kZ, fi = 3296.5 kJ/kg, 
ant1 .? = 8.0290,KJ!(kp K). At P = 0.1 MPa = 1 bar we have that .f = 5.0290 kJ/(kg K) at 
T = 248'C. where 6 % 7-731 kJ/kg. Consequently. 

This is equivalent to the energy released by 30.7 g of TNT. IE9 

The sinlplest and least accurate procedure for calciilating the blast energy is to as- 
sume that the fluid is an ideal gas with a constant heat capacity. In this case we have . . 

(using a molar basis rather than per unit mass) 

pi vs 
iV = number of moles = - (5.3-6) 

RT; 

where Vs is the initial system volume (i.e., the volume of the tank). Also, 

T f  (P = ambient) J ( T f ,  P = ambient) - S(Z, Pi) = 0 = C; In.: - R In 
I;: pi 

Then 

W = N:_U ( T f  P = ambient) - _U (Ti, Pi)] = NC; (T! - I;:) 

- - 



I-Ierr P, is the initial pressure, t!iat is, the 111-essure ;I[ whicl~ [Ire ILIIIL L ~ L I I . S ~ S .  YS i?, !!ie 
i n i t i i t l  toial volame of the system or tnnk .  P is tile ambient pi-ess~~rc.. ;ind --I[' (u.I~icil 
is a p o . i i i ~ ~  n~!tnbzl-) is rhz work oi. energy ~11e csplosian irupn1.u r i l  i~s s[.!!-!.ot:nrli!~g>. 
\vhich is ~ v l ~ a l  does [he dai11:lge. 

A con1p1-essecl air rank has 3 tol~~rne o!'O.!67 In' iuicl contni~ts air ;it 1S.C itrid 650 b;lr \vllrrl i! 
esplotle.i. Esriluatr [Ire anrount of work cforie or1  he st!rroi.rritii~lgs i l l  [lie espt~~>ioir. Cainllnte [ire 
I'NT eqi!isaletli ol' rile conlprs~sec! :rir rarik bl:!s~. 

D(I[o: Fi~r i ~ i r  C{ = 29..7, J/I llio! I < )  ;111d y = C{/C<. = 1.390. 

( l . . ; a i , \ - l ,  l..:~ii,l 
650 has x 0. 167 111' 

- \ L f  = - 
(1.396 - I )  

23 020 kJ 
kJ 

= 5.0 kg of TnlT 
4600 - 

kg TNT 

Clearly. this is n siz;ible rsplosion. 111 lilct. a blast of  5 k_r of TNT wil! causr. rile toi:il dest~.r~c- 
[ion of srructlrres !lot reinlorcrd to witl~stantl biasis \vitliin 3 cil-clrf r)!' ncliu.  7 iilelcrs ir.rmi.t!!c 
blast site, substorrtix! damnst. ottt to a mdi~is of 14 ntctrls, !nitror s!ri~crur;~! tl:uilap: otrr to 55 
meters. and broken \vindo\vs o~rt to I30 meters. Also, emirurn ruptures can lie cxpi.ctcil lo I0 
meters from !he site of the explosion. fa 

So far ive have considered the blast energy w!reil tile Ruid is a zits. !i'ihe fi!!iil co11- 
tained in the vessel is a liquid, the same cq~tations apply: 

~ ( T J ,  = ambient) = .?(7;, Pi) (5.3-5) 

and 

- .- W = ~ L I [ ~ ' ( T / ,  P = ambient) - ( j (T i?  Pi)] (5.3-3) 

However, for a licjuid the entropy and internal energy are, to an excellent approaima- 
tion, independent of pressure. This implies that there is no entropy or internal energy 
change from [he failure of a vessel cor~taining a liquid (as long as the lirlcict does :lot 

v a p o r k ) .  Consequently, there is no b l s t  energy resulting from the change in tiizrrno- 
dynamic p~operties of the fluid. However, there wil! be sonie release of energy that 
had been stored as elastic or strain energy in the walls of  he contuiner. Sincc (he cva1:i- 
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ation of this conti.ibiition is basecl on solid iilccllanics ancl iloi tiicrmociy~ian~ics, it is 
11171 disci~ssed here. The ini~~orlant  obscrvaiion is that compressetl rases cai; result in 
devastaling explosions; howevei-, cornpi-es:iecl Iicliiicls, as long as they iio not vaporize, 
contain little energy to release on an esplosion.' It is for this reason that liquids, not 
gases, are used t o  test high-pressure vessels before they are put into use. 

A vaporizing liquid is considered next. If  a tank initially under high pressure rup- 
lures, i t  is possible :hat as a result of the sudden depressurization the licluid or Iiqitid- 
vapor mixtiire initially in the tank may partially or .completely vaporize. Such esplo- 
sions are known as boiling liquid-evaporating vapor explosions (BLEVEs). Here we 
estimate tlie energy released on a BLEVE. 

For generality we assume that bolh the initial and final states iricltlde two phases, 
anti we use oi and COJ to repi-esent the "iraction of vapor in the initial and final states, 
respectively. The mass balance for this system is 

l'tie energy balance is 

and the entropy balance is '. 

M [ C O ~ ~ " ( T J ,  P = nmbiknt) + ( 1  - w l . ) f i l - ( ~ ~ ,  P = ambient)] 
- h.l[toigv(7;, Pi )  + (1 - o i ) f iL(7 ; , ' ~ ; ) ]  = W 

(5.3-11) 

* 
'1t should be noted that we have considered ogly the internal enerzy cliange of an explosioi>. For air or steam this 
is all we need to consider. However, if the tank contents are conibiistibie, the result can be more devastating. There 
arc numerous examples of a tanc of combustible material rupturing and producing a flammable vapor cloud. At 
some point distant from the initial explosion, this vapor cloud comes in contact with sufficient oxygen and an 
ignition source, which results in a second. chemical explosion. In chemical plants svch secondaty explosions are 
usually more devastating than the initial explosion. 

Dalance eclu:~tioiis / C O , ~ ~ ( T J ,  P = ambient) -I- ( l  - WJ).?~(TJ, P = ambient) 
for a vapor-liquid I ='CO;.?"(X, P ; ) + ( I  --~;)i~-(];, pi) 

(5.3-12) 

explosion 
' 

Elere the superscripts V and I, indicate the vapor and liquid phases, respectively. Also, 
it shoulcl be remembered that if two phases are present, the temperature must be the 
saturation temperature of the fluid at the specified pressure. For example, if the fluid is 
watcr and the.final condition is ambient presslire (1 atrn or 1.013 bar), then TI must be 
1 oo0c.  

X L L U S T R A T X O N  5.3-3 
Etzergy Releasedfron~ n Stentn- Water Expiosiorz 

Joe Udel decides to install his oyn 52-gallon (0.197 rnj) hot-water heater. However, being cheap, 
he ignores safety codes and neglects to add safety devices such as a thermostat and a rupture 
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disk or pressure relief valve. In operation, the !tot-water he;1[cr is a l r t ~ ~ s t  cont;)letely I'illed \h:ith 
liquid water and the pressure in the heater tt~nk is the wateriiile pressure of !.8 bar or !!!e s:uier 
saturation pressure at the heater temperature, whichever is greater. Tire lvuler hentes tank \ \ i l l  
rupture at a pressure of 20 bar. Sevrnll hours a3er Joe con~plqres the ins[allation of Lhe water 
heater, it explodes. 

a. Whar w:ts the ternpes;iture of [he ivater when thc tnnk esplnded'? 
b. Estimate the energy released in the blast. 

SOLUTION 

a. From Appendix A.III the thenuodynarnic psoper!ies of saturated lic;r~id water a1 20 bar ( 2  
MRI) are 

'fherefore, the water tempemtui-e when the [;ink cxp!odcs is 212:C'L"C. Also, us inrlicaicd 
ir: the problern stnternent, the tank contains only liquid, so 01, --- 0 ant1 

b. After the explosion vve expect to ]lave a vapor-liquid n~ixtuse. Si~lce the prcssurc ih I arlil 
(actually, we use 1 bar). the teniperntllre is IOPC and the other th~rn~oclyr~:tmic properties 
are 

M'e first use the entropy balance to dcterrnine the tinctiorls o f  vapor ai>d liclt~id pt'eseoi 

2.4474 = o /7.3594 +- (! - mi) 1.3026 

which gives 

Next, to calculate the blast energy we use the enerzy balance, Eq. 5.3-1 1: 

This is ecl~rivalent to 3.43 kg of TNT. 
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C ~ M h l ~ t i r  

In January 1982 a !arge hoi-water txnk explocletl in an 0kl:bomx school, killing 7 people and 
injuring 33 others. Ths tank was found 40 meters from its original location, and part of the 
scliool cafeteria \\*as destroyed. It was estirnatecl that the tank failed at a pressure of only 7 bar.!# 

If :hermodynamic tables for the fluid in the explosion are 1101 available, it may still 
be possible to make an estimate of the fraction of vapor and liquid present after the 
explosion and the energy released knowing just the heat of vaporization of the fluid and 
its liquid heat capacity. To do this, we first wriie the unsteady-state mass and energy 
balances on the open system consisting of the liquid, shown in Fig. 5.3-2. In this figure 
it/ is the molar flon rate of the liquid being vaporized. The mass and energy balances 
for this open, constant-volume system are as follows: 
kfc~ss bal~mce 

cl lC1 - = -& 
clt 

ti 
- ( ,Vi i jL)  1 -,$lJjV 
tlr 

Here we have used the superscripts L and V to indicate the vapor and liquid phases. 
Also, wc will use that for liquids at moderate.presst~re C L  fil-, as discussed earlier. 
Therefore, using this result and combining the two above equations. we have 

clkL n L d M  d M  
1tl- + H - = -H" 

clt d t  tit 

, cl T (1 ill 
MCp- = - A,;lpIf 

clt dr 

Here we have used ( 1 2 ~  = C ~ L I T .  Also, we hn\e defined the heat of vaporization of 
a liquid, A,,~H, to be the difference between the enthalpies of the vapor and liquid 
when both are at the boiling temperature (i.e., ~,, ,k = - HL). 

Integrating this equation between the initial and final states, we have 

r -I 
I I 
I t 
I 
I j Figure 5.3-2 Boiling liquid-evaporating vapor event. The 

( ( i dashed line indicates the system for which the mass and energy 
1 .................... 1 balances are being written. 
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where. in  writing the last of these eqttacions, we have assumcc( tliat both rile liq~tid i1e;li 
capacity and the heat of vaporization are inilcpe~:iient ul'tempera!ii:e. 1Ve then ob~ni~:  

iv'orz [hilt the final temperature. Tf. is the nct~.mal boilitlg temperature of the tluiil. Ti,. 
Also. the initial and final masses in this equatior! are those of the licluic!. F~~r:lier, it' 
the prc-explosion state is otll\; iiquir! (w; = 0). then : C I f / P f l ;  is the I'saciion o f  !ic!~~ici 
initially present that is i ~ o f  v~porized ir: the BLEVE. For tl~is case we have 

between the To proceed f ~ ~ r t h e ~ ;  we neeti to compute the change in interna! enLI,=y 
initial and ti nal states. For siinpiicity ir t  tl~is calc~~l;ttion, we choose the reference st:ttc: 
to be one in which the inte~ual energy is zero for the licj~~id at its normal boiling point. 
anti compute the internal energies ofthe othcs stales relative to tl~is I-eference state since 
our interest is only with chrtnges in inrernaf enersy. (Note that this choice ol'refercnce 
state is just a matter of  convenience and not a necessity. Can you sl~ow that any  state can 
be,choscn :IS the reference state for the calculation of the energy differences ~~ i t i iou t  
affecting the f ind res~tlt?) Conscqi~ently, we have 

fi1.(7i,, P = I bar) = O (5.3- [?;I) 
- v 
U (Tb, P = 1 bar) = fiL(&,, fj = 1 bill-) + A,.:,,fi ,- -. ." 

ancl 

Therefore, the energy released in an explosion is 
1 

Simplified kquatior~ a v 
* L 

for estimating the - b' = 1~[5~(22;:, Pi) - cofU (Tb, P = ambient) - (1 - w j ) U  (T,, P = ambient)] 
energy released on a 
two-phase explosion 

.... . 
1 

( 5 X j  
where wf is given by Eq. 5.3-1 8. 

ILLTJSTR~ITION 5.3-4 
Use of the Sir~zplijed Eql~arion ro Crzlc~lli~le the Energ->I Released bz a Evo-Phase E.rp!usio 
(BLEVE) 
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Rewori: tlie previous illusrr~rion usitif only the fact thai tlie density of water at 212.4"C is about 
0.85 g/crn3, and that over ti.,? renipeiature ran_re 

J J kJ c(;. = 2 .  is? - and A,,, fi = 2250 - = 2250 - 
g K b 0 kg 

SOLUTION 

Given the density of watei d5ilve. we ha1.e 

Next, we use 

which is eqiial to the value i'ound in the previous illustration using accurate thermodynamic 
tables. 

Next we have 

compared with 15 772 kJ from the more accurate calc~ilation of the previous example. Since the 
total mass and the fraction Laporized have been correctly calculated, all the error is a result of 
the approximate calculation of the internal energies. Sonetheless. such approximate calculations 
are useful when detailed thern~odynamic data are not available. 

PROBLEMS 
5.1 a. An automobile air conditioner uses the vapor- 

compression refrigeration cycle with HFC-1343 2s 

the refrigerant. The operational temperature of the 
evaporator is 7°C and that of the condenser is 45-C. 
Determine the coefficicnt of performance of this air- 
conditioning system and the amount of work needed 
for each kilojoule of cooling provided by the air 
conditioner. 

b. For service in high-temperature areas, the condenser 
temperature may go up to 65°C. How would the an- 
swers to part (a) change in this case? 

5.2 It is desired to improve the thermal efficiency of the 
Rankine power generation cycle. Two possibilities have 
been suggested. One is to increase the evaporator tem- 
perature, and the second is to decrease the condenser 
temperature (and consequently the pressure) of the low- 
pressure part of the cycle. 

a. Draw a 7-.? diagram for the Rsnkine cycle similar 
to that in Fig. 5.2-2d, but with a higher evaporator 
temperature. Show from a comparison of those two 
diagrams that the efficiency of the Rankine power 
generation cycle increases with increasing evapora- 
tor temperature. 

b. Repeat part (a) for a lower condenser temperature. 
5.3 Using a ~-.l? diagram, discuss the effect of subcooling 

in the condenser and superheating in the evaporator on 
.the efficiency of a Rankine (or other) power generation 
cycle. 

5.4 A power plant using a Rankine power generation cycle 
and steam operates at a temperature of 80°C in the con- 
denser, a pressure of 2.5 MPa in the evaporator, and a 
maximum evaporator temperature of 700°C. Draw the 
two cycles described below on a temperature-entropy 
diagram for steam, and answer the following questions. 



a. What is the efficiency of this power plant. :~ssk~n~ing 
the pump and turbine operate adiabt~iic;~lly :md se- 
versibly? What is the temperature of the steani leav- 
ing the tvrbine? 

I). IS  the turbine is founcl to be only $5 percelit cfticient, 
~ ~ l t t r t  is [lie ouera11 efliciency of the cycle? \Yhnt is 
the te~nperature of the sleanl 1e;lving rhe turbine in 
this case? 

5.5 Forest cabins, rerllote 111obile homes. Aniisii farnis. and 
resitleritial structures in locations t~llere elecrricity is 
not available are often ecl~ripped \sir11 ;tbsor[~tion refrig- 
erators tli;rt rely on changes from absorptioli at loit- tem- 
per:~tures I(? desorptioli at high ternperatuses to produce 
pressure cli;tnges in a rel'rigel-ation system instead of a 
cornpressor. The energy source Ibr such refri$~-atioli 
systems is a tliirne. typically producetl by proliiine or 
tunorher Ic~el. The most coriimon :tbsorption refrigera- 
tion \vorbing fluid is the nmnioni;i-watcr~systc'1~1. The 
only ~ ~ t t c ~ l t  ever a\t~;rdctl to Albel-t Eil~stciri \\ ,ah for an 
absorrio~i refriger;~rion design. 

The simplest represenlation of an absorp!iciri refrig- 
ei.:itiotl is given i n  the ligure below. The cncrgy !lows 
in such a tlevice are a high-teriipert~e ( T f I )  Iterit flow 

~r , i ro r .  ;I (&,) that supplies the eticrgy Sor ~ h c  relri;.. 
low-tempe~tture (.I;.) lieitt flow (01.) into tile con- 
denser of the refrigeration cycle extracted I'rom the cold 
box of the sefrigeratol: nntl a niodcr;~te-te~iipr:r;tt~tre 
(Ttr) treat I l o ~ v  out of the refrigcrilt~r: 

5.6 a. Xitrogerl can be liclt~eliecl  siris is :i sinlple .!ou!e- 
Thorrison espnnsiorl proccss. 7'11is is r!olle by :.;rj~idl? 
arid adiabatically expanding colt1 nitrogen h.onl 
a high-pressure gas to a lo\\-te~nperaturc. I w -  
pressuse v;ipor-Iiquici ~ilisr~rre. 'I;) produce tiic iligt! 
prcssur?. nilrogc~~ ir.iiti;tlIy avaitixhie ;I[ O . !  hli':~ at~t! 
!35 K is reversibl!. and adi;tbatic;tily corii;:ressi.~! i t )  

2 ~LPY. isobtiricnlly coolcc! to 1-35 K. rrcompressc.~! 
to 20  .\iPa. and asniii isoSasica!l! cooled bei'orc u ~ i -  
dsrguirig the .io~~li--T/ion~so~i eaparision ro 0. I blP3. 
\Vliat ix the tcn!pc.rature of t!!e li:j~~icl niirogen. ;!!:J 
Iiot~.: nluch compressor work is rerli~ireti per Lilcl- 
cram of l i c j ~ ~ i c l  nitrosen prodttcccl'! 

b. If .  to inlprove efliciency. rile LinLle process is L ! > ~ . L I  
~sirt~ the same [\YO-stagc comps5.>sor as in p;t!.t ( i t !  

and \\it11 nitrogen sapor leuvi~;$ the Ireat exc1iarlyi.r 
at 0. I klPa ;)lid 175 I(, how ~ ~ ~ t c l i  conipsessor ? \ .~ j rk  

is rcijtrirctl per kilogran? c ~ f  i i i lu ic l  rlitrogcn pro- 
tl~rcr~!? 

5.7 A Rankirie steam cycle hits been p~ciposetl to gcncr:t:r 
v~orb t'roni birr~ling fuel. TIlc ie~-npo~.ii~ir.c' oi' :lie 0~irk:ls 
fuel is I 100. C, atid cooling water is ;w;:ilaD!e at i 5 C. 
, . I he ste:im leaving the boiler is :ti 70 b:~r arid 700 C. 
ant1 tile c~ncle~ise~. produces ;I s;lt~ls:t:~'d l i c l ~ r i d  21 0.7 
bar. The stearn lines are wcll insul;~icd. titc t~isbine :t:ici 

pump operate reversibly :~nd adiabirtically. zrid sollie or' 
the rnecliriniccrl work generated by tiis t~:siiiiic is ~~secl 
to clrive rhe pump. 
a. \LrIrrtt is the net v;ork ohiainecl in thc cycle per kilo- 

gr:in: of steal11 generated in the boiler'? 
b. t low mtrcll heat is discorded i!i the cor~ilcriser per 

kilogram of steam senerated in  11ie boiler,? 

c. \Vti;tt fraction of tile work gener,nred by th!: turbine 
is used to operate rhe prirrip? 

cl. i-io\\. ~nucli lieat is absorbed in  the boiler pcr kilo- 
grim of srr;lnl generated? 

e. Calcu!:ite the engine efficiency ;~nd compare i: with 
the efficiency of a Carnot cycle receiving Ilea! at 
I I11O'C and tiischarging heat at  15'C. 

5.8 As in Illustration 5. I -  I i t  is desired to produce lique- 

a. Colnpttte the coefficient of performance for an ab- 
sorption refrigerator defined as 

Q L C.O.P. = - 
r? l /  

assunling that the absorption refrigeration cyc!e is 
reversible. 

b. Calculate the maximum coefficient of perfomlance 
that can be achieved if heat transFer horn the name 
occurs at 750°C, the arribient temperature near the 
refrigerator is 27"C, and tile temperature inside the 
refrigerator is -3°C. 

lied tnet!la:le; however, the conditions are now ciinriged 
so chat the gas is injtially avaiinltle rt 1 bar ant1 3-00 K. 
and rnetllane leaving the cooler will be at 100 bar and 
200 K. Tile flash dl-t:m is adiabatic and operates nt  I 
bar, and each compressor stagc can be assulned to op- 
erate reversibly and adiabatically. A three-stage eom- 
pressor wit1 be used, &it11 the Erst stage cornpres~irlg 
the gas from I b~ i r  to 5 bar, rhe second stage from 5 
bar to 7-5 bar, and [lie third stage i'ronl 25 bar to 10L\ 
bar. Between stages the gas will be isotiarically cooled 
to 200 K. 
a. C n l c ~ l ~ ~ r e  the amount of work required for each ki!c- 

grxrn of methane that passes tfiroug! rhc cornpr~ssor 
in the simple liq~~efaction process. 
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!I. C'ali-i:late (lie fractions oi'vapor nr;d liquid leaving 
ihi. I?:tsll di-unl i l l  thc ~iiiiplc iiquektctlon process 
(1:' Fig. 5.1-1 anti tile amount ol' compressor ivork 
ieii~ii.cd for c:ich Iriiogrcl,rn of LNG prociucrd. 

c. .-\ssuiiiing that the recycled nietliane leaving the 
!lea1 exchanger in tlie Linde process (Fi:. 5.1-2) 
is at I bar and 200 K. c:llculate the amoulit of com- 
pressor \.vork required per kilogram of LSG pro- 
duced. 

5.9 Higtl-pressure heliurii is aiailable from gas producers 
i n  0.045-ni3 cylintlers at 100 bar and 295 K. Calc~llate 
the espiosio~i equivalent of a tank of compressed lie- 
lium i n  tzrrns of kilograms of  TNT. Assurne heliuiii is 5.13 
an ideal gas. 

5.10 The "Quick Fill" bicycle tire fi llinp system consists of 
a small (2 cni cliaiiieter. 6.5 cm long) cylinder filled 
with nitrogen to a prcssure of 140 bar. Esririiate the 
csplosion ecl~~iv:ilerit of the 93s contitined in tlie cylin- 
tler in gritins of TNT. r\ssunie nitrozeii is an ide:ll gns. 

5.11 A tank contniniiig licjuid \\.ater in ecluilibriu~n v:itli :I 

srn;rll amotint of vapor at 15 bar suddenly ruptures. 
Estiniate the fraction of liquid water in tlie tank th;lt 
I1;tsh \!rtporizes. and the explosive energy released per 
kilograin of w;~ter initially i n  the tank. 

5.12 Electrical power is to be produced frorn a stenin tur- 
bine connected to a nuclear reactor. Steam is obtained 
from the reactor at 540 K and 36 bar. the turbine eiit 
pressure is I .0 bar. and the turbine is adiabatic. 
a. Compute tlie maximun~ work per kilogrant .of 

stearn that can be obtained from tlie turbine. 
. ' 

A clever chemical engineer has suggested that the 
single-stage turbine considered here be replaced by a 
two-stage adiabatic turbine. and that the steam exiting 
from the first stase be retiirnecl to the reactnr and re- 

hearrd. at constant pressure. to 540 K. and then fed to 
the second stage ol' thc tui-hiiie. (See the iigiire. I 

b. Coi;lplite the rilaxi~ii~iiii work obtninecl per kilo- 
zrani of stearn if tllc tivo-stage turbine is used and 
rlie eztla~lst pressure of the first stage is P' = 
4 (36 $. 1 .O) = 15.5 bar. 

c. (?ompiite tlie rnasi~iiunl ivork obtained per kilo- 
gram of steam if tlie in-o-stage turbine is uscd and 
the eshaust pressure of the first stage is P' = 
, 46  x 1 = 6.0 bar. 

d. Conipute the heat absorbed per kilograni of stsani 
i n  tlir reheating steps in parts (b) and (c). 

.A coal-hred power plant had been operating using a 
sranclard Rankine cycle to produce poiver. The operat- 
ing conditions are as given in  Illustratior?6.2- I. How- 
e*:cr. the boiler is aginp and will need 6 be replaced. 
l~.liile tvaiting for tlie replaceinent. i t  has been wg- 
gesed that for safcty the operating teniperaturr bs re- 
dusect froni 600°C to 400 C. The plant operate. with 
sream. \virli a condenser temperature of 100.C. and in 
this emergency rnocle the boiler would operate at 3.0 
hiPa and 400°C. 
a. Can the plant kinction in this mode? Why or \shy 

not'? 
b. A clever operator suggests that a Joule-Thonipson 

valve could be placed after the boiler and before 
the turbine. This valve is to be designed such that 
the eshatist frorn tlie turbine is at the same condi- 
tions as in Illustration 5.7- 1 ,  0. 10135 iMPa and ap- 
proximately 126°C. Assuming that the pump and 
turbine operate adiabatically and reversibly. fill in 
the missing tt~ermod~namic properties in the table 
below. [Values that are unchariged froin Illustration 
5.2-1 are given in bold.] 

c. Determine the heat and work Ro~vs per kg of steam 
in tlie pump, boiler, turbine an? condenser. 

6. What is the efficiency of.this new cycle? I-Io\\ does . 

i t  compare with the efficiency of the cycle in Illus- 
tration 5.2-1 ? 

During methane liquefaction, about 1000 kg of 
methane are stored at a pressure of 10 hlPa and 150 
K. The plant manager is \=wried about the possibility 
of explosion. Determine the energy released by a sud- 
d m  rupture of this storage tank and the temperature 
and physical state of the methane immediately after 
the rupture. 
A Rankine power generation cycle is operated with 
water as the &orking fluid. It is found that 100 MW.of 
power is produced in the turbine by 89 kg/s of steam 
that enters the turbine at 700°C and 5 MPa and leaves 
at 0.10135 MPa. Saturated liquid water exits the con- 
denser and is pumped back to 5 MPa and fed to the 
boiler, which operates isobarically. 



1 Esir from condenser 100 . 0.10135 1.3069 4 i9.04 
en tn  to p~lrnp 100 0.10135 1.3069 419.04 

2 Esir from pump 
entry to boiler 103 3.0 1.3069 432.07 

3 Esit from boiler 
enrry tb J-T valve .' 3.0 

4 Esir from J-T valve 
enrr!. t o  turbine. 

5 Esit from turbine 
enrn to condenser 126.2 0.10135 7.5085 2734.7 

a. The turbine operates adiabatically, but not re- 
versibly. Find the temperature of the steam exiting 
the turbine. 

t). Determine the rate ofenrropy generation in the tur- 
bine and compute the efficiency of t!ie turbine. 

c. How much work must be supplied to the pump'? 
5-16 The United States prc:luces about 2700 megawatts . 

(>!W) of electricity fsom geothern~al energy, which 
is comparable to burning 60 niillion barrels of oil 
each year. Worldwide about 7000 IMW of geothermal 
electricity are produced. The process is that naturally 
occurring steanl or hot water t h a a  not far below the 
earth's surface (especially in places such as Yellow- 
stone National Park and other volcanic and geother- 
mal areas) is brought to the surface and usetl to heat 1 
working fluid in a binaryfluid power generation.cycle, 
such as that shown in Fig 5.2-9. (Geothermal steam 
and water are not directly injected into a turbine, as 

- .  

the dissolved salts and niinerals wo~~lcl precipitate an!! 
quick!y damage the equipment.) For gt.oi!lemi;~l wa- 
ter nt ten3perati:res !ess than 200°C. isobura!-re is used 
as the working fluid. Isobutane is vaporizzc! attd :;u- 
perlle;~tetl to :IS0 K ~ind I0 b!P;: in the lieat esc!ianger 
by the t;eotherm:11 water. ;:ntl is then pussecl :I!roug!i 
ii turbine (which we ;rill assunx fo bc adi;~b:ttic   id 
isentropic) connected to an electrical generator. T!re 
isobutaiie nest pzisses through an isobaric coridenscr 
that produces u sut:~r:ttccl licl~~itl at 320 K. A pl'cssitrc- 
enthalpy c!ingr:tm for isobutr:nc fi-tllows. 
a. At what pressure does the coni!enscr opel~tt '? 
b. What aie the temperature and pressure of L I ~ C  

isobutane leaving the turbine? 
c. Determi!~e the work prod~~ceii by the turbine per 

kilogram of isobutane circul;tti~~g, and the flow rare 
of isobutane necessary to produce 3 ?vlW of eiec- 
tricity. 

d. Draw the cycle of the process on ilir: isobutane 
pressure-enthalpy diagram. 

c. Obtain lhe i~eat or work requirenie!its Sor tlte For~r 
t~rlits of the cycle in {lie table below. . . 

Heat f!o\v 'h!ork flow 
Unit (kJ/kg) (kJ/kg) 

Pump 0 '? 
Boiler ? 0 
Turbine 0 ' t 

Conde!iser '? 0 

-f. M'hat is the efficiency of the propos'ed cycle? 
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Chapter 

INSTRUCTIONAL OBJECTIVES FOR CWABTER 6 

I The goals of this chapter are for ihe student to: 

,.- e Be able to evaluate the partial derivative of a thennodynamic variab1e viitll respec[ 
to one variable (e.,o., temperature) while holciing a second variable constant (e.g., 
pressure) (Sec. 6.2) 

s Be able to intel-relate the partid derivatives that arise. in therniodynan~ids (Sec. 
6.2) 

The Tlsermodyna~nic 
Properties of 

In Cliapterb 2. 3,  and 4 we derived ;I general set of baiance ecluations hi. !liiEi, energy, 
ant1 entropy that c:!n be used to compu!e ericrgy changes, anil Ileal or work ieqiiire- 
ments, for &lie changes of state of'arly s~ibskmce. tIowevei, lhese balance equ;iiio~~s :!re 
in terms of the internal energy, entlialpy, and entropy rather t1'1:lii the pressure arlti tent- 
perature, the \cariables most easily measured aiicl thtis most often t~sed to specify the 
thermodynamic state of the system. To illus:i.ate the ~rsc of the ba!:iiice eqi.iations in the 
simplest manner, examples were.given using either ideal gases or fluitis whose thcr- 
modynarnic properties were available in graphical and tabular form. Unfix-~u~l;lte!y, :lo 
eas is ideal over the whole range of pressure and Leniperature, and t!-iermoltynaniic " 

properties tabies are not always avai!able, so a necessary ingredient or Inany thei--- 
modynarrlic cornpt~tations is :he crtlc~tlation of the therrnoilynamic proper~ies of real 
substances in any state. The main topic of [his chapter is es~ablishing how to soive 
thermodynpmic problems for real substances given heat capilcity clata and tile rela- 
tionship between pressure, volume, and temperature. The'problenl of constnicting a 
therniodynamic properties chart from sucit data is also considerccl. The discussion of 
the relationship between the ideal gas and absolute tempernlure scales, wiricll began i n  
Chapter 1, is completed here. Finally, the principle of corresponc!ing states and gener- 
alized equations of state are considered, as is their application. 

* Be able to obtain volumetric equation of'statc parameters fronl criiica! properties 
(Sec. 6.3) 

IS7 
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3 e  abie to solve pro(~lcrns for real iluicls using volilrnetric cquatioils of state (e.g.. 
ban der-PXials or Peng-Robiilson) (Szcs. 6.4 and 6.7) 

a Bc able to construct tables and charts of tl~ermodynamic propertics (Sec. 6.4). 

40T~YFION INTRODUCED I N  THIS CHAPTER 

L-I(T) 
A 

b(7-i  
B 

B(7.1 
C (T) 

f'r 

Pr 
r,. 

Equation-of-state parameter (dimensions depend on equation) 
Dirnensior~less form of equ2tion-of-state parameter a 
Equation-of-state parameter (~n'/mol) 
Diniensionless form of equation-of-state parametcr b 
Second virial coefficient (m3/mol) 
Third virial coefficient (rn3/mol)' 
Pressure at the critical point (kPa) 
Rcduced pressure = P /  PC 
Ten~perati~re at the critical point (K) 
reduced temperature = T! T, 
Mol:u- volunie at the critical pollit (m3/mol) 
Rediicecl volunie = y/_V, 

P \' 
Compressibility ractor = -=- 

RT 
Compressibility factor at the critical point 

coefficient of thermal expansion = - 

Temperature-dependent term in equation of state 
1 ay 

isothermal compressibility = -- (-1 ( k ~ a - ' )  v l3P , 
Parameter in temperature dependence of a ( T )  in equation of state 

Joule-Thomson coefficient = ($1 (K k ~ a - I )  
I1 - 

w Acentric factor 

6.3. SOME MATHEMATICAL PRELIMINARIES 

In the previous chapters eight thermodynamic state variables (P, T, _V, 3, _U, 4, _A, and 
G),  which frequently appear in thermodynamic calculations, were introduced. If values - 
of any two of these variables are given, the thermodynamic state of a pure, single-phase 
system is fixed, as are the values of :he remaining six variables,(experimentaI obser- 
vation 8 of Sec. 1.7). Mathematically we describe this situation by saying that any 
two variables may be chosen as the indepencient variables for the single-component, 
one-phase system, and the remaining six variables are dependent variables. If, for ex- 
ample, T and _V are taken as the independent variables, then any other variable, such 
as the internal energy _U, is a dependent variable; this is denoted by _U = _U(T, _V) to 
indicate that the internal energy is a function of temperature and specific volume. The 
change in internal energy d u ,  which results from differential changes in T and y, can 
be computed using the chain rule of differentiation: 

where the subscript on each derivative indicates the variable being held constant; that 
is, (alJ/13T)v - denotes the differential change in molar internal energy accompanying a 
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Table 6.6-1 The Critical and Other Constants for Selected Fluids 

Molecular 
Wright 

Substance Symbol (g mol-I) TJK) P,.(kIPa) V,.(m3lkmol) Z,. ':, TI:,I( K )  

Acetylene C2H2 26.038 308.3 6.110 0.1 I3 0.271 4 189.2 
Ammonia N H; 17.031 405.6 1 I .2S 0.0724 0.142 0.250 239.7 
Argon Ar 39.948 150.8 4.874 0.0749 0.29 1 - 873 
Benzene C6H6 78.1 14 562.1 4.894 0.159 0.171 2 1  353.3 
11-Butane C4Hlo 55.124 425.2 3.800 0.155 0.274 1:s .  193 272.7 
Isobutane C 3 1 o  53.124 408.1 3.648 0.263 .-- 0.283 I.. i 76 26 1.3 
I-Butene C4Hs 56.105 419.6 4.013 0.240 0.277 !:I. 137 266.9 
Carbon dioxide COz 44.010 304.2 7.376 0.0940 0.274 5 194.7 
Carbon monos-ide CO 25.010 132.9 3.496 0.093 1 0.295 ~l.r!49 8 1 .7 
Carbon tetl.achloride CC14 153.823 556.4 4.560 0.276 0.372 0.194 349.7 
11-Decane CIOHI? 142.186 6 17.6 2.108 0.603 02-17 0.190 447.3 
11 -Dodecanc CIIHX 170.340 658.3 1.824 0.7 13 0.14 (1.562 489.5 
Ethane C2Hc, 30.070 305.4 J.SS4 0.l48 O.2S5 0.1)9S lS4.5 
Ethyl ether C4H 1110 74.123 466.7 3.6-38 0.1SO 0.262 1:1.351 307.7 
Ethylene C I H ~  28.054 283.4 5.036 0.129 0.276 1 . 0  169.4 
Helit1111 He 4.003 5.19 0.727 0.0573 0.301 -(1.387 4.2 I 
11-Heptane C ~ H I ( ,  100.205 540.2 2.736 0.304 0.263 0.35 1 37 1.6 
11-Hexane chH1.1 86.178 507.4 2.969 0.370 0.260 0.296 341.9 
Hydrogen Hz 2.016 33.2 1.297 0.065 0.305 -0.22 20.4 
Hydrogen fluoride HF 20.006 46 1 .O 6.4S8 0.069 0.12 0.372 292.7 
Hydrogen sulf de H2S 34.080 373.2 8.941 0.0985 0.284 0.100 212.8 
 methane C HA 16.043 190.6 4.600 0.099 0.788 0.00s 1 1  1.7 
Naphthalene c11)Hs 128.174 748.4 4.05 0.410 0.267 0.302 491.1 
Neon Ne 20.183 4k.4 2.756 0.04 1 7 0.31 l 0 27.0 
Nitric oxide NO 30.006 180.0 6.485 0.058 0.250 0.607 12 1.d 
Nitrogen Nz 28.013 126.2 3.394 0.0895 0.290 U.iH0 77.4 
11-Octane CSHIS 1 14.232 568.8 '2.482 0.492 0.259 0.394 '398.8 
Oxygen 0 2  3 1.999 154.6 5.046 0.0732 0.288 0.011 90.2 
12-Pentane C ~ H I I  72.151 469.6 3.374 0.304 0.262 i.i.251 309.1 
Isopentane C ~ H I ~  72.151 460.4 3.384 0.306 0.271 0.227 301.0 
Propane . C3H3 , 4.097 369.8 . 4.146 . ' 0.203 0281 0.152 731.1 
Propylene C; H6 42.051 365.0 4.620 0.181 0.275 0.148 225.4 
Refrigeranr R I2 CC12F2 120.914 385.0 4.114 0.2 17 0.280 0.176 243.4 
Refrigerant HFC- 134a CH2FCF3 102.03 374.23 4.060 .0.198 0.258 0.332 247.1 
Sulfur dioxide . SO2 64.063 430.8 7.883 0.122 0.268 0.25 1 263 
Toluene C7 Hs 92.141 591.7 4.113 0.3 16 0.264 0.157 383.8 
Water HI 0 18.015 647.3 22.048 0.056 0.229 0.344 373.2 
Xenon Xe 13 1.300 289.7 5.836 0.1 18 0.286 0.002 165.0 

Solvce: Adapted from R. C. Reid, 5. M. Prausnitz, and B. E. Poling, The Propenies ofCnses and Liquids. 4th ed.. SicGr~w-Hill.  New 
York, 1986, Appendix A and other sources. 

ior. (It is, however, a great improvement over the ideal gas equation of state, which 
predicts that Z = 1 for all conditions.) 

The fact that the critical compressibility of the van der Waals fluid is not equal to 
that for most real fluids also means that different values for the van der LVaals parame- 
ters are obtained for any one fluid, depending on whether Eqs. 6.6-3a, Eqs. 6.6-4a, or 
Eqs. 6.6-4b are used to relate these parameters to the critical properties. In practice, the 
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critical volume of a fluid is known with less experimental accuracy than either the 
critical temperature or critical pressure. so that Eqs. 6.6-4a and critical-point data are 
most frequently used to obtain the van der Waals parameters. Indeed, the entries i n  
Tables 6.1-1 and 6.6-1 are related in this way. Thus, if the parameters in Table 6.4-1 
are used in the van der Waals equation. the critical temperature and pressure will be 
correctly predicted, but the critical volume will be too high by the factor 

where Z, is the real fluid critical compressibility. 
Although the van der Waals eq~lation is not accurate, the idea of a correspondence of 

states to ~vhich i t  historiczlly led is both appealins and, as we will see. i~seful. Attempts 
at using the corresponding-states concept over the last 40 years have been directed 
toward representing the compressibility factor Z as a function of the reduced pressure 
and temperature, that is. 

iireiztal &I([,  or  from a very accurate equation of state. That such a procedure has some 

pl'\\.o-paranieter 

merit is evident from Fig. 6.6-7. where the co~npressibility data for different fluids 

Z = P_V/RT = Z(P,.. T,.) (6.6-7) 

have been made to almost superimpose by plotting each as a function of its reduced 

corresponding states 
where the functional relationship between T,.. P,.. and Z is de!er~,riiled f i n i ~  erperi- 

temperature and pressure. 
A close study of Fig. 6.6-2 indicates that there are systematic deviations from the - 

simple corresponding-states relation of Eq. 6.6-7. In particular, the compressibility 
factors for the inorganic fluids are almost always below those for the hydrocarbons. 
Furthermore, if ~ ~ . 6 . 6 - 7  ivere universally valid, all fluids would have :he same value 
of the critical compressibility Z,. = Z ( P r  = I, Tr = I ) ;  however. from Table 6.6- 
1, i t  is clear that Z,  for most real fluids ranges from 0.23 to 0.3 1. These failings of 
Eq. 6.6-7 have led to the development of more complicated corresponding-states prin- 
ciples. The simplest generalization is the suggestion that there should not be a single 
Z .= Z(P,,  T,) relationship for all fluids:but rather a family of relationships for differ- 
ent values of 2,. Thus, to find the value of the compressibility factor for given va!ues 
Tr and P,, it would be necessary to use a chart of Z = Z ( P r ,  T,) prepared from exper- 
imentaldata for fluids with approximately the same value of Z,. This is equivalent to 
saying that Eq. 6.6-7 is to be replaced by 

Alternatively, fluid characteristics other than Z,  can be used as the additional parameter 
in the generalization of the simple corresponding-states principle. In fact, since for 
many substances the critical density, and hence Z,, is known with limited accuracy, if 
at all, thereis some advantage in avoiding the use of 2,. 

pitzerI3 has suggested that for nonspherical molecules the acentric factor o be used 
as the third correlative parameter, where o is defined to be 

Acentric factor / 0 = -1.0 - ~ ~ g , ~ [ p ~ ~ ~ ( T r  = o . ~ ) / P ~ I  / 
I3see Appendix 1 of K. S. Pitzer, Thermodynnmics. 3rd ed., McGraw-Hill, New York, 1995. 
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1.1 I -  I I I I I 

Reduced pressure, P, 

Figure 6.6-1 Compressibility factors for different fluids as a function of the reduced teillpeKltL1~e and PriSSUrF. 
[Reprinted with perinission from G.-J. Su, bid Etg. Clienr. 38. 803 (1946). Copyright American Chenlic~l 
Society.] 

Three-parameter 
corresponding states 

Here pwP(Tr = 0.7) is the vapor pressure'of the fluid at Tr = 0.7, a temperature near 
the normal boiling point. In this case the corresponding-states relation would be of the 
form 

Even these extensions of the conesponding-states concept, which are meant to ac- 
count for molecu la r s~c tu re ,  cannot be expected to be applicable to fluids with perma- 
nent dipoles and quadrupoles. Since molecules with strong permanent dipoles interact 
differently than molecules without dipoles, or !b in  molecules with weak dipoles, one 
would expect the volumetric equation of state for polar fluids to be a function of the 
dipole moment. In principle, the corresponding-states concept could be further gener- 
alized to include this new parameter, but we will not do so here. Instead, we refer you to 
the book by Reid, Prausnitz, and Poling for a detailed discussion of the corresponding- 
states correlations commonly used by engineers.14 

The last several paragraphs have emphasized the shortcomings of a single correspon- 
ding-states principle when dealing witti fluids of different molecular classes. However, 
it is useful to point out that a corresponding-states correlation can be an accurate rep- 

"J. M. Prausnin, B. E. Poling, and J. P. O'Connell, Properties of Gases.and Liquids, 5th ed., ivlcGnw-Hill. New 
York, 200 1. 
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Reduced pressure. P, 

Figure 6.6-3 (Reprinted with permissinn from 0. A. Hougen, K. M. Watson, and R. A. 
Ragarz. Chemical Process~Principles Chctrrs. 2nd ed., John Wiley & Sons, New York, 
1960. This figure appears as an Adobe PDF file on the CD-ROM accompanying this book, 
and may be.enlarged and printed for easier reading and for use i n  solving problems.) 

resentation of the equation-of-state behaviorwithin any one class of similar molecules. 
Indeed, the volumetric equation-of-state behavior of nmny simple fluids and most hy- 
drocarbons is approximately represented by the plot in Fig. 6.6-3, which was developed 
from experimental data for molecules with 2, = 0.27. 

The existence of an accurate corresponding-states relationship of the type Z = 
Z(T,, P,) (or perhaps a whole family of such relationships for different values of Z, 
or o) allows one to also develop corresponding-states correlations tor that contribution 
to the thermodynamic properties of the fluid that results f r ~ m  molecular interactions, 
or nonided behavior, that is, the departure functions of Sec. 6.4. For example, starting 
with Eq. 6.4-22, we have 
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and using the corresponding-states relation, Eq. 6.6-7, yields 

RT v = -Z(T,., P,) 
- P 

and 

so that 

H ( T ,  P )  - _ H ' ~ ( T .  P) - 

H ( T .  P )  - _ N ' ~ ( T ,  P )  - = - RT; (6.6-8) 
T, . 

The important thing to notice about this equation is that nothing in the integral depends 
on the properties of a specific fluid, so that when the integral is evaluated using the 
corresponding-states equation of state, the result will be applicable to al l  corresponding- 
states fluids. 

Figure 6.6-4 contains in detailed graphical form the corresponding-states prediction 
for the enthalpy departure from ideal gas behavior computed from Fig. 6.6-3 (for fluids 
with Z ,  = 0.27) and Eq. 6.6-8.'' 

The enthalpy change of a real fluid in going from (To, P = 0 )  to (T, P )  can then be 
computed using Fig. 6.6-4 as indicated here: 

from Fig.6.6-J 

Similarly, the enthalpy change in going from any state ( T I ,  P I )  to state (T2, P2) can be 
computed from the repeated application of Eq. 6.6-9, which yields 

l s ~ o t e  that Eqs. 6.6-8.6.6-9, and 6.6-10 contain the term W-_N'~) /T , ,  whereas Fig. 6.64 gives (&IG -_H)/T,. 

- 
Enthalpy change from 
corresponding states 

_H(T~ ,P~) -ZJ (T I . ,P I )=  1 Tr2. Pr? 
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Figure 6.6-4 (Reprinted with pamission from 0. A. Hougen, K. M. Watson, and R. A. Ragatt, 
Cl~emical Process Principles Clrans, 2nd ed., John Wiley & Sons, New York, 1960. This figure 
appears as an Adobe PDF file on the CD-ROM accompanying this book, and may be enlarged 
and printed for easier reading and for use in solving problems.) 

- 
The form of Eqs. 6.6-9 and 6.6-10 makes good physical sense in that each consists of 

two terms with well-defined meanings-The first term depends only on the ideal gas heat 
capacity, which is a function of the molecular structure and is specific to the molecular 
species involved. The second term, on the other hand, represents the nonideal behavior 
of the fluid due to intemolecular~interactions that do not exist in the ideal gas, but 
whose contribution can be estimated from the genera~izedco~eiation. -- 

In a manner equivalent to that just used, it is also possible to show (see Problem 6:6) 
that 
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This equation and Fig. 6.6-3 are the bases for the entropy departure plot given in Fig. 
6.6-5.16 Thc change in entropy between any two states ( T I ,  P I )  and (T;. Pz)  can then 
be comp~~tcd from 

Entropy change from 1 
coi-~-espoi~ding states S(T2, P.1- S ( 6 ,  P I )  = d T  - R l: $ i 

Similarly, corresponding-states plots could be developed for the other therniodynamic 
properties JL.. 4, and _G, though these properties are usually computed from the rela- 

/ 

tiom 

U = & - P _ V  - 
A=_U-T_S - (6.6-13) 
G = _ H - T J  

and the corresponding-states figures already given. 

ILLUSTRATION 6.6-2 
Usir~g Corresponrling Sr~ltes to Sohe a Real Gas Problerrl 

Rework Illusrration 6.5-1, assuming that nitrogen obeys the generalized correlations of Figs. 
6.6-3. 6.6-4. and 6.6-5. 

SOLUTIOX ' 

From Table 6.6-1 we have for nitrogen T, = 126.2 K and PC = 33.94 bar, and from the inirial 
conditions of the problem, 

170 100 - 2.946 T,=-=1.347 and Pr=- -  
126.2 . 33.94 

From Fig. 6.6-3, Z = 0.741, SO' 

Therefore, following Illustration 6.5-1, 

N ( t  = 0) = 1432.7 mol 
N ( t )  = 1432.7 - lor mol 

and , 

0.15 m3 
V(r = SOmin) = - = 1.6082 x lo4 m3/mol 

(1432.7 - 500) mol 

To compute the temperature and pressure at the end of the 50 minutes, we use 

I6?4ote that Eqs. 6.6-1 1 and 6.6-12 contain the term .$ - .$IG. whereas Fig. 6.6-5 gives 3'' - 3. 
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Figure 6.6-5 (Reprinted with permission from 0. A. Hougen. K. M. Watson, and R. A. Ragatz, 
Chemical Process Principles Charts, 2nd ed., John Wiley & Sons, New York, 1960. This figure 

-.-. appears as an Adobe PDF file on the CD-ROM accompanying this.book, and may be enlarged 
and priilted for easier readini and for use in soIving problems.) 
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and recognize that 

IC S(r = 0)  = S ' ~ ( T .  _V),=o + (J - _S )r=o 

and 

so that 

S(r = 50 niin) - _S(i = 0) = Y G ( ~ ,  P),=5o !.in - s"(T, P)I=u IG 

+ (_S - _~'~)r=jO rnin - (J - S ) r = ~  

where 

s l G ( ~ ,  P)l,io ,,,in - J i G ( ~ ,  P ) ~ = o  
T(r = 50 min) 

= 17.2 In 
170 

P(t = 50 min) 
+4.2 x I O - : [ T ( ~  = 50 min) - 170) - 8. j iJ ln  

1 00 
IC . 0-states charts. (_S - 5 '),=o IS Both of the (S - JG)  terms are obtained from the correspondin, 

easily evaluated. since IG the initial state is known; that is. Tr = 1.347 and P, = 2.946. so th:~t, 
from Fig 6.6-5 lJ - S ),=o = -2.08 cal/(mol K) = -8.70 J/(mol K). TO coillpllte (5 -_SO) 
at 1 = j0 minutes is more difficult because neither Tr nor P, is known. The proceduru to be 
followed is 

1 .  Vlr = 50 min) is known. so guess a value of T(r = 50 rnin). (A reasonable lirst guess is - - - .  
the ideal gas solution obtained earlier.) 

2. Use - V ( i  = 50 min) and T (1 = 50 min) to conipute. by trial arid error, P(i = 50 oiii~) 
from ,. 

3. Use the values of P and T from steps I and 2 to compute ( 3  - JI~),=:O ",in. 
4. Determine \vhether S(r = 50 min) = S(i = 0) is satisfied with the trial values of T and 

P.  If not, guess another value of T(t = 50) and go back to step 2. 

Our solution after a number of trials is 

T ( t  =50min)  = 136K 
P(r = 50 rnin) = 41 bar 

COMMENT 

Because of the inaccuracy in reading numerical values from the corresponding-states graphs. 
this solution cannot be considered to be of high accuracy. Fa 

It should be pointed out that although the principle of corresponding states and Eqs. 
6.6-7,6.6-8, and 6.6-1 1 appear simple, the application of these equations can become 
tedious, as is evident from this illustration. Also, ihe use of generalized correlations . will lead to results that are not as accurate as those obtained using tabulations of the 
thermodynamic properties for the fluid of interest. Therefore, the corresponding-states 
principle is used in calculations only when reliable thermodynamic data are not avail- 
able. 
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6.7 GENERALIZED EQUATIONS OF STATE 

Although the discussion of the previous section focused on the van der Waals equation 
and corresponding-states charts for both the compressibility factor Z and the thermo- 
dynamic departure functions, the modern application of rht corresponding states idea 
is to use generalized equations of state. The concept is most easily demonstrated by 
again using the van der Waals equation of state. From Eqs. 6.2-38, 

and the result of the inflection point analysis of Sec. 6.6, the constants rr and b can be 
obtained from the fluid critical properties using 

27 R'T! R T,. 
CL = - and 17 = - 

64 PC S PC, 

The combination of Eqs. 6.2-3Sh and 6.6-44 is an example of a generalized equation of 
state. since we now have an equation of stare that is presumed to be valid for a class of 
fluids with parameters (n  and 0) that have not been fitted to a whole collection of exper- 
imental data, but rather are obtained only from the Rnid critical properties. The impor- 
tant content of these equations is that they permit the calculation of the P Y T  behavior 
of a fluid knowing only its critical properties. as was the case in corresponding-states 
theory. 

I t  must be emphasized that the van der LVaals equation of state is not very nccunrle 
and has been used here merely for demonstration because of its'simplicity. It is never 
used for engineering design predictions, though other cubic equations of state are used. 
To illustrate the use of generalized equations of state, we will consider only the Peng- 
Robinson equation, w h i c h ~ i ~ c ~ m n i o n l ~  used to represent hydrocarbons and inorganic- 
gases such'as nitrogen, oxygen, and hydrogen sulfide. The generalized form of the 
Peng-Robinson equation of state is 

Complete generalized 
Peng-Robinson 
equation of state I with 

R? T? 
a ( T )  = 0 . 4 5 7 2 4 - L a  ( T )  

P C  

where o is the acentric factor defined earlier and given in Table 6.6-1. 
Equations 6.7-1 through 6.7-4 were obtained in she following manner. First, the 

critical-point restrictions of Eqs. 6.6-1 were used, which leads to (see Problem 6.1 1) 

and 
K = 0.37464 +. 1.54226~ - 0.26992m2 (6.7-4) 



6.7 Generalized Equations of State 25 1 

R'T,? R T,. 
ci(T,) = 0.45724- and b = 0.07780- 

P C  P C  

Next, to improve the predictions of the boiling pressure as a function of temperature. 
that is, the vapor pressure (which will be discussed in Sec. 7.5), Peng and Robins011 
added an additional temperature-dependent term to their equation by setting 1 

o ( T )  = n(T,)a ( T )  
1 

i 
Note that to satisfy the critical-point restrictions, a ( T  = T,.) must equal unity. as does 
the form of Eq. 6.7-3. The specific form of a given by Eqs. 6.7-3 and 6.7-4 was chosen 
by titring vapor pressure data for many fluids. 

There are two points to be noted in comparing the generalized van der Waals and 

I Peng-Robinson equations of state. First, although the parameter a is a constant in the 
van der Waals equation, in the Peng-Robinson equation it is a function of tempera- 
ture (actually reduced temperature, T, = TIT,) through the temperature dependence 
of a.  Second, the generalized parameters of the Peng-Robinson equation of state are 

1 functions of the critical temperature, the critical pressure. nnd the acentric facrol. o of 

I 
the fluid. Consequently, the Peng-Robinson equation of state, as generalized here. is 
said to be a three-parameter (T,, PC, w) equation of state, whereas the \/an drr Vv'anls 
equation contains only two parameters, T,. and PC. 

This generalized form of the Peng-Robinson equation of state (or other equations 
of state) can be used to compute not only the compressibility, but also the departure 
functions for the other thermodynamic properties. This is done using Zqs. 6.4-29 and 
6.4-30. In particular, to obtain numerical values for the enthalpy or entropy departure 
for a fluid that obeys the Peng-Robinson equatioil of state, one uses the following 
procedure: I 

3 
1. Use the critical properties and acentric factor of the fluid to cnlculate b, K ,  and 

the temperature-independent part of a  using Eqs. 6.7-1,6.7-2, and 6.7-4. 
2. At the temperature of interest, compute numerical values for a and n using Eqs. 

6.7- 1 and 6.7-3. 
3. Solve the equation of state, Eq. 6.4-2, for J' and compute Z = P_V/ RT. .Alter- 

natively, solve for Z dire'ctly fiom the equivalent equation . 

where B = PbIRT and A = ~ P I R ~ T ' .  
4. Use the computed value of Z and 

' 

For Peng-Robinson 
equation of state 

to compute @(T, P )  ' _ H ' ~ ( T ,  P ) ]  andlor p ( T ,  P )  - ' I G ( ~ ,  P)]  as desired, 
-i: 

- 
v using Eqs. 6.4-29 and 6.4-30. 

The enthalpy and entropy departures from ideal gas behavior calculated in this way can 
be used to solve thermodynamic problems in the same manner as the similar functions 
obtained from the corresponding-states graphs were used in the previous section. 
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It is clear that the calculation outlined here using the Peng-Robinson equation of 
state is, when doing computations by hand. more tedious than merely calculating the 
reduced temperature and prcssure and using the graphs in Sec. 6.6. However, the equa- 
tions here have some imponant advantages \vith the use of digital computers. First. this 
analytic computation avoids putting the three corresponding-states graphs in a corn- 
puter memory in numerical form. Second. the vsliles of the compressibility factor and 
departures from ideal gas properties obtained in the present three-parameter calculation 
should b e  more accurate than those obtained from the simple two-parameter (T,, PC)  
corresponding-states method of the previous section because of  the additional fluid 
parameter (acentric factor) involved. Also. there is an absence of interpolation errors. 
Finally, if, at some time in [he future, it is decided to use a different equation of state, 
only a few lines of  computer code need be changed. as opposed to one's having to draw 
a complete new series of corresponding-states graphs. 

Before there was easy access to electronic calculators and computers, it was common 
practice to apply the correspondins-states principle by using tables and graphs as illus- 
trated in the previous section. Now, however. the usual industrial practice is to directly 
incorporate the corresponding-states idea that different fluids obey the same form of 
the equation of  state, by using digital computer programs and generalized equations of 
state such as  the one  discussed here. This  is demonstrated in the following illustration. 

ILLUSTRATION 6.7-1 
Using rhe Peng-Robinson Eclrrcriion of Srate to S o / w  n Real Gns Probletir 

Rework Illustration 6.5-1 assunling that nitrogen can be described using the Peng-Robinson 
equation of state. 

.... SOLUTION 

The equations for solving this problem are the same as in Illuhtration 6.5-1. Specifically. the 
final temperature and pressure in the tank should be such that the molar entropy of gas finally 
in the tank is equal the initial molar entropy (Eq. c of Illustration 6.5-1). and the final molar 
volume should be such that rhe correct number of moles of gas remains in the tank (Eq. e of 
Illustration 6.5-1). The main difference here is that the Peng-Robinson equation of state is to be 
used in the solution.The general procedure used to calculate thermodynamic.properties from 
the Peng-Robinson equation of state, and specifically for this problem, ishs follows: 

1. Choose values of T and P (these are known for the initial state and here will have to be 
found by'trial and 'error for the final state). ' 

2. calculate a and b using Eqs. 6.7-1 through 6.7-4 and them A = a p / R ' T 2  and B = 
PbIRT .  

3. Find the compressibility Z or the molar volume (for the vapor phase in this problem) by 
solving the cubic equation, Eq. 6.7-5 (here for the largest root). 

4. Using the value of Z found above and Eq. 6.4-30 to calculate the entropy departure from 
ideal gas behavior, _S - 2IG. (Note that though they are not needed in this problem, the 
enthalpy departure and other properties can also be computed once the compressibility is 
known.) ' 

The equations to be solved are first the Peng-Robinson equation of Eqs. 66-1 to 6.7-4for the 
initial molar volume or compressibility, and then the initial number of moles in the tank using 
Eq. d of Illustration 6.5-2. The results, using the Visual Basic computer program described in 

. Appendix B.1-2, the DOS-based program PR1 described in Appendix B.II-1, the MATHCAD 
worksheet described in Appendix B.m, or the MATLAB program described in B.IV included 
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on the CD-ROM accompanying this book, are 

Z = 0.6769 _V(r  = 0) = 0.9567 x lo-' m'/nlol 

iV(r = 0) = 1567.9 ~nol  and (2 - _s'~),=" = -9.19 J/(mol K) 

Consequently, 

iV(r = 50) = 1567.9 - 10 x 50 = 1067.9 mol and 
V (r = 50) = 0. I5 m3/ 1067.9 mol = 1.4046 x lo-' 1n3/~nol - 

Also 

Equations a and b are to be solved together with the Peng-Robinson equation of state 2nd 
Eq. 6.4-30 for the entropy departure. This can be done in several ways. The simplest is to use. 
an equation-sojving program; this is illustrated using the blATHCAD worksheet described in 
Appendix B 111. A somewhat more tedious method is to use one of the other Peng-Robinson 
equation-of-state programs described in Appendix B in an iterative fashion. That is, one could 

. . use the following procedure: 

1. Guess the final temperature of the expansion process (the ideal gas result is generally a 
good initial guess). 

2. Using the Peng-Robinson equation of state, iterate on,the pressure until the correct value 
of _V(r = 50) is obtained for the guessed value: of T ( t  = 50). 

3. With the values of T(r = 50) and P ( t  = 50) so obtained, check whether Eq. b above is 
satisfied. If i t  is, the correct solution has been obtained. I f  not, adjust the guessed value of 

' T ( t  = 50) and repeat the calculation. 

The result, directly from the MATHCAD worksheet or after several iterations with the other 
programs following the procedure above, is - 

T ( r  = 50 min) = 134.66 K and P ( t  = 50 min) = 40.56 bar 

[Note that at these conditions @ - J ~ ~ ) , = ~ ~  = -10.19 Jlrnol.] Ea 

Though we will usually use the generalized Peng-Robinson equation of state for 
calculations .and illustrations in this text, it is of interest to also list the generalized 
version of the Soave-Redlich-Kwong equation of state since it is also widely used in - industry: 

Soave-Redlich-Kwong RT p=--  a (TI 
equation of state (6.4-1 b) 

V - b  _VW+b) - 
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and 

6.S THE THIRD LAIV OF THERMODYK-AMICS , 

In most treatises on thermodynamics. i t  is usual to refer to the la\vs of thermociynam- 
ics. The conservation of energy is referred to as the First I,a\\, of Ttier~iiotlynanlics. 
and this principle was discussed i n  detail in  Chapter -3. The positive-dftinitt nature 01 
entropy genei-ation used in Chapter 4. or any of the other stateinenrs such as those ot' 
Clausi~is or Kelvin and Pl::nck, are referred to :is the Second Law ofThermodynati1- 
ics. The principle ofconsen~ation of mass precedes the development of rhermodynam- 
ics. and therefore is not considered to be a law of thel-modyniimics. 

There is a Third  Law of Thermodynamics, though i t  is less generttlly useful than 
the first two. One version of the third law is 

Tile Lintropy of (ill sribsr~rl~ces ill tlze pelfe'rcr c~ysta l l i~ le  .stLire Ifor ~oli~1.s) or  I ~ I L '  pe):fi'cr 
liqtiid state f i r  e.wrnple, for helium) is zero nt the crbsol~rre zero oftetl1per(rrrr1-c. (0  K). 

Third  law of 
thermodynamics Before we can use this statement, the perfect state must be defined. Here by "perfect" 

we mean without any disturbance in the arrangement of the atoms. That is, the sub- 
stance must be without an? vacancies, dislocations, or defects in the structure of the 
solid (or liquid) and not contain any impurities. The statement of the third law here 
is somewhat too constraining. A more correct statement is that all substances in  the 
perfect state mentioned above should have the same value of entropy at d K, not neces- 
sarily a value of zero. It is mostly for convenience in the preparation of thermodynamic 
tables that a value of entropy of zero at 0 K is chosen. 

There are several implications of the above statement. The first obvious one is that 
there will be no entropy change on a chemical reaction at 0 K if each o f ~ h e  reacting 
substances is in a perfect state, to produce one or more products in perfect states. In 
fact, it was this observation that led to the formulation of+he third law. A second 
implication, which is less obvious and is sorrietimes used as an alternative statement of 
the third law, is 

It is impossible to obtain a temperature of absol~lte Zero. 

This statement is proved as follows. From Eq. 6.2-20, we have 

for a change at  constant pressure. To continue we divide by d T  and take the limits as 
T + 0 to obtain 



6.9 Estimation Methods for Critical and Other Properties 255 

There is esperimental evidence showing that the constant-pressure heat capacity is 
finite and positive in value :it all temperatures, and zero at absolute zero. Since Cp i~ 
positii-e and 7 is zero, we have 

There are tii.0 possible conclusions from this equation. One is that as T decreases to 
ubholats zero (so dT is negative). the entropy of any substance will become negative 
infinity. HoLvever. the experimental evidence is that the Gibbs energy of a substance. 
G = H - TS. converges..to its enthalpy as absolute zero is approached, which means 
that the entropy must finite. Therefore. the second, alternative concli~sion is that i t  
is not possible to reach a temperature of 0 K. This interpretation is the correct one. and 
in fuct 0 K has riot been attained in the laboratory. (However. with considerable effort 
temperatures of the order of 3-0 to I00 nK have been obtained.) 

1 6.9 ESTIMATION IMETHODS FOR CRITICAL AND OTHER PROPERTIES 
I 

To use either [he generalized eq~trttions of state (such as the Peng-Robinson and Soave- I 
! Redlich-Kwong equations) or the method of corresponding states, one needs informa- 

tion on the critical and other properties of the fluids of interest. The discussion so far 
; 
i hns been concerned with moiecitles for which such data are available. Howevei-. an is- 
1 sue that arises is what to do when one does not have such data, either because the data 
I 
i are not available, (e.g., the compound one wishes to study has not yet been made in 

1 - '  

the laboratory) or perhaps because one is interested in a preliminary identification of 
which compounds or which class of compounds might have certain desired properties. 
This is especially the case in "product engineering," where one isinterested in creating 

/ a compound or mixture of compounds with certain desired properties. This might be 

1 done by using a fast computational method to narrow the search of compounds with 
the desired properties,.and then going to the library, searchiilg the Web, or doing mea- 
siirements in the laboratory to determine if the compounds so identified actually do 
have the desired properties. This task of identifying compounds with specific prop- 
erties to make a new product is different from the usual job of a chemical engineer, 
which is "process engineering," that is, desjgning a process to make a desired product. 
Also, the thermodynamic properties of most pharmaceuticals and naturally occurring 
biologicali~produced chemicals are unknown, and this is another case where being 
able to make some estimates, even very approximate ones, can be useful in developing 
purification methods. 

The most common way to make properties estimates in the absence of experimental 
data is to use various group contribution methods. The basis of the method is that a 
molecule is'thought of as a collection of functional groups, each of which makes an 
additive, though not necessarily linear, contribution to'the properties of the molecule. -.. Then as a resu4t of summing up the contributions of each of the functional groups, the 
properties of the molecule are obtained. The underlying idea is that all molecules can be 
assembled from a limited number of functional groups (much in the same way that all 
of English literature can be created from only the 26 letters or functional groups in the 
alphabet). We will consider only one simple group contribution method for estimating 
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pure component properties here. that of Joback". though a number of other methods 
exist. 

However, before we proceed, a word of caution. Any grottp contribution method is 
inherently approximate and has some shortcomings. For example, it is assumed that 
a functional group makes the same contribution to the properties of a molecule inde- 
pendent of the molecule. and also which other f~tnctional groups i t  is bound to. This 
is a serious assumption. and one that is not generally true. For example, a methylene 
group, -CH2-, makes a different contribution to the properties of a molec~tle if its 
binding partners are other methylene groups, halogens. or alcohols. Also, since sim- 
ple group contribution methods are based on merely counting the number of each type 
of functional group, and not on their location within the molecule, they do not distin- 
guish between isomers. In principle. group contribution methods can be improved by 
accounting for the first nprest  neighbors, or the first and second nearest neighbors of 
each functional group. E;'owever. this makes the method much more difficult to apply, 
and would require exte'hsive high-accuracy data and complicated data regression meth- 
ods to obtain the contributions of each group. Instead. generally only simple group 
contributions methods are used, with the ~inderstanding that the results will be of Lin- 
certain accuracy and only of use for preliminary nnaly\is. not for engineering design. 

The Joback group contribution method uses the following ecluations: 

T, ( K )  = 
Th (K) 

0.554 + 0.965 . 1; v;AT,,; - (xi ~;AT,,;)' 

I 
PC (bar) = 

0 .113+0 .0032~ t l - xv ; . np , . . ;  I 

TI (K) = 122 + v; . ~ T J , ;  
I 

In these equations, the subscripts c, b, and f indicate the critical point, boiling point, and 
freezing point, respectively; the A terms are the contributions of the group to each of 
the specifiedproperties given in the following table; and vi is the number of functional 
groups of type i in the molecule. 

To use the generalized form of, for example, the Peng-Robinson or Soave-Redlich- 
Kwong equations of state, one also needs the acentric factor. If the vapor pressure of 
the substance is known as a function of temperature, and the critical properties are 
known, the acentric factor can be computed from its definition, 

''see, for example, Chapter 2 of B. E. Poling, I. M. Prausnitz. and 1. P. O'Connell, The Properties of Gases and 
Liquids, 5th ed., McGraw-Hill, New York, 2001 
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Table 6.9-1 Joback Group Contrihurions to Pure Conipc~nent Properties 

Croup LL T,. n P,. 2 \:. A Ti, L. T,. 

-CH3 nonring 0.0141 -0.00 12 65 23.58 -5.1 

)CH? nonring 0.0 I 89 0.0000 56 22.58 1 1.27 

-CH2- ring 0.0 loll 0.0025 48 27.15 7.75 

\CH- nonring 0.0164 0.0020 4 I 2 1.74 12.64 

'CH- ring 0.0 121 0.0004 3 8 71.78 I9.SS 
/ 
\ / 
/C, nonring 0.0067 0.0043 27 15.25 46.43 
\ / 
,C, ring 0.0042 . 0.0061 27 2 1.32 60.15 

=CH? nonri~ig 0.01 I3 -0.0028 56 18.18 -4.32 
=CH- nonring 0.0 129 -0.0006 46 24.96 8.73 . 

=CH- ring 0.0082 0.001 1 4 1 26.73 8.13 
=c( nonring 0.01 17 0.001 1 38 24.11 11.14 

/ .  =C rtng 0.0 143 G.0008 32 3 l .Ol  37.02 
=c; nonring 0.0026 0.0028 36 76. I5 17.75 
s C H  nonring 0.0027 -0.0008 46 9.2 - 1  1.18 
ZEC- nonrilig 0.0020 0.00 16 37 27..3S 64.32 
-Fall 0.01 l l -0.0057 27 -0.03 - 15.78 
-CI ~ 1 1 1  0.0 105 -0.0049 5 8 38.13 13.55 
-Br all 0.0 133 0.0057 7 1 66.86 43.43 
-I all 0.0068 -0.0034 97 93.81 4 1.69 
-OH alcohol 0.074 1 0.01 12 28 92.88 44.45 
-OH phenol 0.0240 - 0.0 184 -25 76.31 82.83 
-0- nonring 0.0168 - 0.0015 IS 22.41 77 73 

-0- ring 0.0098 0.0048 13 3 1.22 23.05 
\C=O nonring . 0.0380 .. . 0.003 1 62 76.75 61.2 

>C=O ring 0.0284 0.0028 55 94.97 75.97 
O=CH- aldehyde 0.0379 0.003 82 72.24 36.9 
-COOH acid 0.079 1 0.0077 89 169.09 155.5 
-COO- nonring 0.048 1 0.0005 Y2 8 I. 1 53.6 
=O other -0.0 143 0.0101 36 . - 10.5 2.08 
-NHI all 0.0243 0.0 109 38 - 10.5 2.0s 

'NH nonring 0.0295. 0.0077 35 50.17 52.66 

0.0114 . -- 
\ N H  ring 0.0130 29 > ~ . 8 2  101.51 

. / 
\N- nonring 0.0 169 0.0074 9 1 1.74 48.84 
-N= nonring 0.0255 ' -0.0099 0 74.6 0 
-N= ring 0.0085 0.0076 34 57.55 68.4 
-CN all 0.0496 -0.0101 9 1 125.66 59.89 
-NOr all 0.0437 0.0064 9 1 152.54 127.24 
-SH all 0.003 1 0.0084 63 63.56 20.09 . 
-S- nonring 0.01 19 0.0049 54 68.78 34.4 
-S-. ring - .  - 0.0019 0.005 1 3% 52.1 79.93 
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When such information is not available. the following approximate equation can be 
used: 

3 TI,,. 
p> =: -- log PC - 1 

7 1 - Thr 

where Tb, = q,/T,. A very crude approximation. which was not suggested by Joback, 
is to use a n  estimated rather than a measured value for  the normal boiling-point tem- 
perature in this equation should experimental data not be available. 

II .L~~TR..ITIOX 6.9-1 
G,nirp Cotzrri l~~~iio~~ Esti~z~nte of'rilc. Prol~er1ie.s ($0 Prrre Fl~rirl 

Use the methods described above to estimate the properties of 11-octane that has a boiling point of 
398.8 K and ethylene glycol (1.2-ethnnediol) that has a boiling point of 470.5 K. Also compare 
the estimates of using and not using the measured boiling points. 

S ~ L U T I O S  

The resulrs for /,-octane are as fbllows: 

Experiment Using Ti, Not Using Ti, 

Th (K) 398.8 398.8 382.4 
7.f (K) 2 ; 6.4 , 179.4 179.4 
T,. (K) 568.8 569.2 545.9 
P, (bar) 74.9 25.35 25.35 
V, (cc/mol) 492 483.5 453.5 

. (0 0.392 0.402 0.402 
. . 

The results, for ethylene glycol are 

Experiment Using Th Not Using Th 

Th (K) 470.5 470.5 . 429.5 
TI (K) 260.2 233.4 233.4 
Tc (K) 645.0 645.5 589.3 
PC. (bar) 77.0 66.5 66.5 
V, (cclmol) . ? 185.5 185.5 
o ? 1'.094 1.094 

We see that while none of the results are perfect, the estimates for n-octane are reasonably 
good, while those for ethylene glycol are less accurate. However, all the predictions are good 
enough to provide at least a qualitative estimate of the properties of these fluids. That is espe- 
cially important when experimental data are not avai!able, as is the case here for the critical 
volume and acentric factor of ethylene glycol. Note also that if a measured value of the normal 
boiling temperature is available and used. it results in a considerably more accurate value of the 
critical temperature than is the case if the information is not available. .. 

Another situation in which approximate group contribution methods are especially useful is in 
.product design where an engineer can ask (on a computer) what changes in properties would 
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reslrlt if one or more functional groups were added, removed or replaced in a tnolecult.. An  
example of a product design will be given later in this book 

However, i t  is in~portant to semernber that sll group contribution methods are \.cry approxi- 
mate. Therefore, while the methods discussed here can be used to obtain a prelimin;~sy estii~late 
of the properties of a niolecule, they should be verified against measurements befo:.e being used 
in an engineering design. 

6.10 klORE ABOUT THERMODYNAMIC P.ARTIAL DERIVATIVES (OPTIONAL) 
cC 

C > 'i 
This section appears on the CD that accompanies this text. 

( ,:\y 
1 -. -_'  

P R O B L E M S  

Note that when the CDR icon appears next to a problem, 
i t  will be helpful to use the computer programs andlor 
IMA'\'fHCAD worksheets on the CD-ROIM accompanying 
this book and described in Appendix H in solving part of' 
:ill of the problem. 

6.1 For steam at 500°C and I0 MPa, using the ~Mollier dia- 
gram, 
a. Compiite the Joule-Thomson coefficient / I  = 

( a r i a  PI,. 
b. Cornpute the coefficient KZ = (aT/a P)?.. - c. Relate the ratio (?_H/I?_S)~/(~)_H/Z_S)~ to / r  2nd KS. 

and compute its value for steam at the same condi- 
tions. 

6.2 Derive Eqs. 6.4-29 and 6.4-30. 
6.3 Evaluate the difference 

for the ideal and van der Waals gases, and for a gas that 
obeys the virial equation of state. 

6.4 One of the beauties of thermodynamics is that it pro- 
vides interrelationships- between various state va~iables 
and their derivatives so that information from one set uf 
experiments can be used to predict the results of a com- 
pletely different experiment. This is illustrated here. 
a. Show that 

Thus, if the Jeule-Thomson coefficient ,u and 
the volumetric equation of state (in analytic or 
tabular form) are known for a fluid, Cp can be 
computed. Alternatively, if Cp and j~ are-known, 
(aQ'/T)/aT)p can be calculated, or if Cp and 
(a (V/T) /aT)p  are known, p can be calculated. 

b. Show that 

so that i f / (  and Cp are known functions of terilpcl-a- 
ture ;it pressure P, and _V is known at P and T,. the 
specific volutne at P and 7'' can be cotnputecl. 

6.5 Derive Eqs. 6.6-2 and 6.6-3, and sho\v that 
Zc.lv:tn dcr \V;l:~lr = 31s. 

6.6 Derive Eq. 6.6- 1 I .  
6.7 One hundred cubic meters of carbon diosidc. initially at 
i .,.-. ..< 150°C and 50 bar is to be isothermally cornpressed in 
3a frictionless piston-md-cylinder device to a final prrs- 

sure of 300 bar. Calculate 
i. The volume of the compressed gas 

ii. The work done to compress the gas 
iii. The heat flow on compression 
assuming carbon dioxide 
a. Is an ideal gas 

+ 
b. Obeys the principle of corresponding states ot' Sec. 

6.6 
c. Obeys the Peng-Robinson equation of state 

6.8 By measuring the temperature change and the specific 
volume change accompanying a small pressure change 
in a reversible adiabatic process, one can evaluate the 
derivative 

and the adiabatic compressibility - 
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Develop an expression for (?IT13 P ) s  in terms of T. 1'. 
CI,. u. and cr. and show that 

6.9 Prove that the followiilg statements are true. 
a. (Z_H/C~_V)T is e q ~ ~ a l  to zero if ( ~ ? l - f / d P ) ~  is equal ro 

zero. 
b. The derivative (d_S/8_V)p for a fluid has the same 

sign as its coefficient of thermal expansion n and is 
inversely proportional to it. 

6.10 By ~neasuring the temperature change accompany- 
ing a tlifferential volume change in a free expansion 
across a valve and separately in a reversible adia- 
batic expansion, the two cierivatiies (~ 'T/c?_V)~ and 
(?T/G_V), can be experimentally evaluated. 
a. Develop expressions for these derivatives in terms 

of rile more f~~ndnlnental quilntities. 
I). Evalua(e these tlerivatives for a van der W'lals Il~iiJ. 

6.1 1 a. Sho~v for the Peng-Robinson equation of state (Eq. 
6.4-2) that 

and 

b. Determine the critical compressibility of the Peng- 
Robinson equation of state. 

6.12 Ethylene at 30 bar and 100°C passes through a heater- 
0 expander and emerges at 20 bar and 1503C. There is 
'd no flow of work into or out of the heater-expander. 

but heat is supplied. Assuming that ethylene obeys the 
Peng-Robinson equation of spte, compute the flow of 
hear into the heater-expander per mole of ethylen;. 

3"ar - - i kTk  20 bar 
100°C **$ 150°C 

6.13 '4 natural gas stream (essentially pure methane) is 
@ available at 310 K and 14 bar. The pas is to be 

compressed to 345 bar before transmission by un- 
derground pipeline. If the compression is carried out 
adiabatically and reversibly, determine the compres- 
sor outlet temperature and the work-of compression 
per mole of methane. You may assume that methane 
obeys the Peng-Robinson equation of state. See A p  
pendix A.11 for heat capacity data. 

6.14 Values of the virial coefficients B and C at a fixed 

temperature can be obtained from experimental P_V T 
data by noting that 

a. Using these formulas. show that the van der Waals 
eq~~ation leacls to the following expressions for the 
virial coefficients. 

b. The temperature at which 

is called the Boyle temperature. Show that for the 
van der Waals fluid 

where T,  is the critical temperature of the van der 
Waals fluid given by Eqs. 6.6-3. (For many real 
gases TRClyle is approximately 2.5TC!) 

6-15 From experimental data i t  is kno~vn 'thrtt at moder- 
ate pressures the volumetric equation of state may be 
written as 

where the virial coefficient B is a function of tem- 
'perature only. Data for nitrogen are given in the 
table. 

a. Identify the Boyle temperature (the temperature at 
which B = 0) and the inversion temperature [the 
temperature at which p = ( C ? T / C ~ P ) ~  = 01 for 
gaseous nitrogen. 

b. Show, from the data in the table, that at tempera- 
tures gbo-~e the inversion temperature the gas tem- 
perature increases in a Joule-Thomson expansion, 
whereas it decreases if the initial temperature is be- 
low the inversion temperature. 

c. Describe how you would find the inversion temper- 
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5orrtz.r: J .  H .  Dpnio~id and E. 
B. Sniilli. Tl~c, Viriirl Co~[fic.ietrrs 
c!/'Gr~,sc,,s. C1:trrndon Press. Os- 
fl>rtl. 1969. p. I SS. 

iiturc as a function of prcssure for nitrogen using 
Fig. -3.3-3 ant1 for methtine using Fig. 3.3-2. 

6.16 Eightcen kilogrnnis of the refrigerant HFC-1342 at 
150 C is contained in a ().03-177-' tank. Compare the 
pretliction you can make for the pressure in the tank 
with that obtained using Fig. 3.3-4. For data, seeT:ible 
6.6- 1 .  

6.17 Calculate the molar volume. enthalpy. and entropy of 
carbon tetrachloride at 300 C arid 35 bar usjng the 

., , .--, Peng-Robinson' equation of state and the principle of 
corresponding states of Sec. 6.6. Th& following data 
are ;tvailable: 

H ( T  = 16°C. ideal gas at P = 0. I bar) = O - 
_S(T = 16'C. ideal gas at P = 0. I bar) = 0 

T .  = 283.2'C 

PC = 45.6 bar 

Z,. = 0.272 w = 0.191 

6;: see Appendix A.11 . . 

6.18 The Clausius equation of state is 

a. Show that for this volumetric equation of state 

C p ( P ,  T )  = Cv(P ,  T )  + R  
C p ( P , T )  =C1;(T) .  

and 

- C v P ,  T )  = C;(T)  

b. For a cehain process the pressure of a gas must 
be reduced from an initial pressure Pi to the final 
pressure Pz. The gas obeys the Clausius equation 

of state, and the pressure reduction is to be accom- 
plishecl either by passing the gas through a Ho\v 
coiistriction. such as a pressure-reducing \.alvc, or 
by passing it  through a small gas turbine l\\.hich 
we can assume to be both reversible and adi:ibatic). 
Obtain expressions for the final gas temperature in 
each of these cases in terms of the initial state a~icl 
the properties of the gas. 

6.19 A tank .is divided into two equal chanibers b!. nn in- 
&$ ternal diaphragm. One chamber contains methane at a 
wj pressure of 500 bar and a temperature of ZO'C. and the 

other chamber is evacuated. Suddenly. the diaphragm 
bursts. Compute the final temperature and pressure of 
the gas in the tank after sufficient time has passed for 
equilibrium to be attained. Assume that there is no 
heat transfer between the tank and the pas and that 
methane: 
a. is an ideal gas: 
b. obeys the principle of corresponding stales ol' Sec. 

6.6: 
c. obeys the van der Waals equation of state: 
d. obeys the Peng-Robinson equation of state: 
Dorci: For sit~iplicity you may assurnc C,  = 
35.56 J/(lnoI K). 

6.20 The divided tank of the precedinp problern is re- !? plilced with two interconnected tanks of eqa:ll vol- 
- ume: one tank is initially evacuated, and the orher con- 

tains methane at 500 bar and 2O'C. .4 valve connect- 
ing the two tanks is opened only long enough tc allow 
the pressures in the tanks to equilibrate. I f  there is 110 

heat transfer between the gas and the tanks. \\.hat are 
the temperature and pressure of the gas in each tank 
after the valve has been shut? Assume that methane 
a. Is an ideal gas 
b. Obeys the principle of corresponding states of Sec. 

6.6 
c. Obeys the Peng-Robinson equation of state 

6.21 Ammonia is to be isothermally compressed in a spe- 
( a cia!ly designed flow turbine from 1 bar and 100:C to ,-&* 

50 bar. if the compression is done reversibly. compute 
the heat and work flows needed per mole of ammonia 
if 
a. Ammonia obeys the principle of corresponding 

states of Sec. 6.6. 
b. Ammonia satisfies the Clausius equation of state 

P W  - b )  = RT with b  = 3.730 x lo-' m3/kmol. 
c. Ammonia obeys the Peng-Robinson equation of 

state. 
6.22 A tank containGg carbon dioxide at 400 K and 50 bar 
@ is vented until the temperature in the tank falls to 300 

K. Assuming there is no heat transfer between the gas 
and the tank, find the pressure in the tank at the end of 
the venting process and the fraction of the initial mass 
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of gas remaining in the tank for each of the follo\ving 
cases. 
a. The equation of state of carbon dioxide is 

P ( /  - b) = RT with b = 0.0441 m3/kmol 

b. Carbon dioxide obeys the law of corresponding 
states of Sec. 6.6. 

c. Carbon dioside obeys the Peng-Robinson equation 
of state. 

The low-pressure (ideal gas) heat capacity of 
C 0 2  is given in Appendix A.11. 

6.23 Derive the equations n e c e s s q  to expand Illustration 
6.4- 1 to include the thermodynamic state variables in- 
ternal energy, Gibbs energy, and Helmholtz energy. 

6.24 Draw lines of constant Gibbs and Helmholtz enersies 
on the diagrams of Illustration 6.4- 1. 

6.25 The speed of propagation of a small pressure pulse or 
sound wave in a fluid, us. can be shown to be equal to 

where p is the molar density. 
a. Show that an alternative expression for the sonic 

velocity is 

where y = Cp/Cv. 
b. Show that y = 1 + R/CV for both the ideal gas 

and a gas that obeys the Clausius equation of state 

and that v is inde~endent of s~ecific volume for 
both gases. 

c. Develop expressions for us for both the ideal and 
the Clausius gases that do not contain any deriva- 
tives other thBn Cv and Cp. 

6.26 The Force required to maintain a polymeric fiber at a 
length L  when its unstretched length is Lo has been 
observed to be related to its temperature by 

a. Develop an equation that relates the change in en- 
tropy of the fiber to changes in its temperature and 
length, and evaluate the derivatives (CS/3L)-r and 
( S S / a T ) L  that appear in this equation. 

b. Develop an equation that relates the change in in- 
ternal energy of the fiber to changes in its temper- 
ature and length. 

c. Develop an equation that relates the entropy of the 
fiber at a temperature and an extension Lo to its 
entropy at any other temperature T and extension 
L. 

d. If the fiber at T = Ti and L = L; is stretched 
slowly and ~tdiabatically until i t  attains a length LJ-, 
what is the fiber temperature at TJ? 

e. In polymer science i t  is common to attribute the 
force necessary to stretch a fiber to energetic and 
entropic effects. The energetic force (i.e., that 
part of the force that. on an iso[hermal exten- 
sion of the fiber, increases irs internal energy) is 
Fu = (C?-u/6L)T, and the entropic force is Fs = 
- T ( S S / C L ) ~ .  Evaluate Fu and Fs for the fiber be- 
ing considered here. 

6.27 Derive the following Maxwell relations for open sys- 
tems. 
a. Starting from Eq. 62-52, 

b. Starting from Eq. 6.2-6a, 

F = y T ( L  - Lo) c. Starting from Eq. 6.2-7a, 

where y is a positive constant. The heat capacity of 
the fiber measured at the constant Ien,& Lo is given 
by 

where a and are parameters that depend on the fiber 
length. 
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d. Starting from Eq. 6.2-8a, 

6.28 For real gases the Joule-Thomson coefficient is 
greater than zero at low temperatures and less than 
zero at high temperatures. The temperature at which 
,L( is equal to zero at a given pressure is called the in- 
version temperature. 
a. Show that the van der Waals equation of state ex- 

hibits this behavior, and develop an equation for 
the inversion temperature of this fluid as a function 
of its specific volume. 

b. Show that the van der kVxals prediction for 
the inversion temperature can be written in the 
corresponding-states form 

c. The following graph shows the inversion'temper- 
ature of nitrogen as a function of Fressure.'"Plot 
on this graph the van der Waals prediction for the 
inversion curve for nitrogen. .s j 

'Pressure, bar 

6.29 Nitrogen is to be isothermally compressed at O'C from '9 I bar to 100 b w  Conlpute the work ~qi l i red tbr this 
compression; the change in internal energy. enthalpy: 
Helmholtz and Gibbs energies of the gas: and the heat 
that must be remo\.ed to keep the gas at constant tein- 
perature if 
a. The gas is an ideal gas. 
b. The gas obeys the virial equation of stare 

with B = - 10.3 x m3/rnol and C = 15 17 x 
I 0-I= mh//ml'. 

c. The gas is described by the van der \V,lals ecluatioii 

with o = 0.1368 Pa m6/rnol' and 6 = 3.S64 x 
lo-' m3/mol. 

d. The gas is described by the Peng-Robinson equa- 
non of state. 

6.30 For an isothermal process involving a fluid described 
by the Redlich-Kwong equation of state. develop es- 
pressions for the changes in 
a. Internal energy 
b. Enthalpy 
c. Entropy 
in terms of the initial temperature and the initial and 
final volumes. 

'6.31 'Steam is continuously expanded from a pressure of 25 
bar and 300°C to 1 bar through a Joule-Thomson ex- @ pmllision valve. Calculate me final temperature and the 
entropy generated per kilogram of steam using 
a. The ideal gas law 
b. The van der Waals equation of state 
c. The Peng-Robinson equation of &ate 
d. The steam tables 

6.32 Repeat the calculations of Problem 6.13 i f  the me- 
@ chanical efficiency of the adiabatic turbine is only 85 

percent. 
6.33 In statistical mechanics one tries to find an equation 

for the partition function of a substance. The canonical 
partition function, Q ( N ,  V, T), is used f ~ r  a closed 
system at constant tempeFmIre, volume, and number 
of particles N. This partition function can be written 

I 8 ~ r o m  B. F. Dodge, Chemical Engineering Thermodynamics, McGraw-Hill. Used with permission of McGnw- 
Hill Book Company. 
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as a product of teriiis as follows: 

n.here j ' ( T )  is the part that depends only on the prop- 
eriiej of a single molecule. and Z(I\'/ V, T) is a nor- 
malized configuration integral that is unity for an ideal 

and depends on the interaction energies among the 
molecules for a real gas. Also, the Helmholtz energy is 
related to the canonical partition function as follows: 

ivhere k is Boltzmann's constant (the gas constant di- 
vided b!. Avogadro's number). Write expressions for 
all the thermodynaniic properties of a Ruid in ternis of 
its canonical partition function and its derivatives. 

6.34 Any residual property is detined to be 

\\.here IG denotes the satlie property in the ideal gas 
slate. Such a quantity is also referred to as a departure 
function. 
a. Develop general expressions for LI_H%; ilC/rcs, 

il_Src" and d_Gre' with temperature and pressure as 
the independent variables. 

b. Recognizing that as P + 0 all fluids become ideal 
gases. so that their residual properties are zero, dk- 
velop explicit expressions for the residual proper-. 
ties _HE" Ures,  _SrrS, and _GRS as functions of tern- 
perature and pressure for the van der Waals equa- 
tion of state. 

c. Repeat.part (a) for the Peng-Robinson equation of 
state. 

. d. Repeat part fa) for the Redlich-Kwong equation of 
state. 

Problems Involving the Redlich-Kwong Equation of 
State (6.35-6.45). 
6.35 a. Show for the. Soave-Redlich-Kwong equation of 

state (Eq. 6.4- I) that 

R' T;Z 
a(T) = 0.427 48----a (T) 

PC 

b. Show that the critical compressibility of the 
Soave-Redlich-Kwong equation of state is 113. 

6.36 '.Derive the expressions for the enthalpy and entropy 
departures from ideal gas behavior (that is, the ana- 
logues of Eqs. 6.4-29 and 6.4-30) for the Soave- 
Redlich-Kwong equation of state. 

93\7 Repeat Ill~~stration 6.1-1 using the Soave-Redlich- 
id Kwong equation of state. 

$38 Repeat Illustration 6.7-1 using the Soave-Redlich- 
. .. i .' > Kwong equation of state. - 
639  Redo Problem 6.7 with the Soave-Redlich-K~vong 
.. .'. 
!. : ; equation of state. 
w 

$A? Redo Problem 6.12 with the Soave-Redlich-Kwong 
(,>! equation of state. 

6-4.1 Redo Problem 6.22 with the Soave-Redlich-Kuong 
r - ., 

equation of state. -d 
9 4  Using the Redlich-Kwong equation of state, compute 
!*: the following quantities for nitrogen at 295.15 K. 

a. The difference Cp - CV as a function of pressure ,,, 
froni low pressures to very high pressures 

b. Cp as a function of pressure from low pressures 
to very high pressures. [Hhlr: I t  is easier ro first 
compute both Cp - CV and CV for chosen vali~es 
of volunie. then compute :he pressure that corre- 
sponds to those volumes, and finally calculate Cp 
as the sum of (Cp - CV) + CV.] 

6.43 The Boyle teniperature is detined as the temperature at 
which the second virial coefficient 8 is equal to zero. 
a. Recognizing that any equation of state can be ex- 

panded in virial form. find the Boyle temperature 
for the Redlich-Kwong equation of state in terms 
of the parameters in that equation. 

b. The Redlich-Kwong parameters for carbon diox- 
ide are a = 6.466 x 1 0-a m6 MPa K"." mol-' and 
b = 2.971 x lo-.' m' mol-I. Estimate the Boyle 
temperature for carbon dioxide, assuming that i t  
obeys the Redlich-Kwong equation of state. 

6.44 fa the calculation of thermodynamic properties, i t  is 
convenient to have the fo!lowing partial derivatives: 

a z 
I i m ( 5 )  and ~ITI(~) 
P--to T 7 

where Z = (P_V/RT)  is the compressibility factor. 
Develop expressions for these two derivatives for the 
Redlich-Kwong equation of state in terms of mlper- 
ature and the Redlich-Kwong parameters. 

6.15 The second virial coefficient B can be obtained from 
experimental PVT data or from an equation of state 
from 

a. Show that for the Redlich-Kwong equation 
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the second virial coefficient is 

b. Compute the second virial coefficient of n-pentane 
as a function of temperature from the Redlich- 
Kwong equation of state. 

6.46 The Joule-Thomson coefficient. p ,  given by 

is a function of temperature. The temperature at which 
j (  = 0 is known as the inversion temperature. 
a. Use the van der Waals equation of state to deter- 

mine the inversion temperature of HZ, 07. N1, CO, 
and CH4. The van der Waals parameters for these 
*, . . ,,lses can be found in Table 6.4- 1 .  

11. Repeat part (a) using the Redlich-Kwong equation 
of state. 

6.47 Using the Redlich-Kwong equation of state, compute 9 and plot (on separate graphs) the pressure of nitrogen 
as a function of specific volume at the two tempera- 
tures: 
a. l lOK 
b. 150 K 

6.48 Use the information in Illustration 6.4-1 and the :-,a Soave-Redlich-Kwong equation of state to compute '-/ the thermodynamic properties of oxygen along the 
following two isotherms: 
a. 155 K 
b. 200 K 

6.49 Repeat Problem 5.9 assuming that helium is described :? by the Peng-Robinson equation of state. 

650 Repeat Problen~ 5.10 assuming that nitrogen, is de- 
scribed by the Peng-Robinson equation of state. 
In this chapter, from the third law of thermodyrlamics, 
i t  has been shown that the entropy of all substances 
approaches a common value at 0 K (which 'for con- 
venience we have taken to be zero). This implies that 
the value of the entropy at 0 K is not a function of 
volume or pressure. Use this information to show the 
following: 

at T = 0 K and. that the coefficient of thermal expan- 
sion 

6.52 .A fluid is described by the Clnusiu.; equation of state 

where b is a constsnt. Also, the ideal gas hen[ capacity 
is given by 

For this fluid. obtain explicit expressions for 
a. A line of consrrlnt enthalpy as a function of pres- 

sure and teniperxure 
b. A line of const;:nt entropy as a function of temper- 

ature and pressure 
c. Does,-this fluid have a Joule-Thomson inversion 

tem?erature'! 
6.53 ,A piston-and-cylinder device contains 10 kniol of 11- 

pentane at -35.5.C and 100 bar. Slowly the piston 
\.>/ - is moved until the vapor pressure of 11-pentline is 

reached. and then further moved until 5 kinol 01' the 
11-pentane is evaporated.-This complete process Lakes 
place at the constant temperature of -35.5'C. Assume 
ti-pentane can be described by the Peng-Robinson 
equation of state. 
a. What is the volume change for the process? 
b. How much heat must be supplied for the process 

to be isothermal? 
6.54 Develop an expression for how the constant-volu~ne 

heat capacity varies with temperature and specific vol- 
ume for the Peng-Robinson fluid. 

6.55 A manuscript recently submitted to a major journal for 
publication gave the following volumetric and thermal 
equations of state for a solid: 

V ( T . P ) = a + b T - c P  and _ U ( T . P ) = d T i e P  - 

where a:b, c, (1. and e are donstants. Are these two 
equations consistent with each other? 

6.56 The following equation of state describes the behavior 
of a certain fluid: 

where the constants are a = m3 W(bar mol) = 
10' (J K ) / ( b d  mol) and b = S x 10-' m3/mol. Also, 
for,this fluid the mean ideal gas constant-pressure heat 
capacity, Cp, over @e temperature range of 0 to 300°C . 
at 1 bar is 33.5 J/(mol K). 
a. Estimate the mean value of Cp over the tempera- 

ture range at 12 bar. 
b. Calculate the enthalpy change o i  the fluid for a 

change from P = 4 bar, T = 300 K to P = 12 bar 
and T = 400 K 
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c. Calculate the entropy change of the fluid for the 
same change of conditions as in part (b). 

6.57 Thc van der Waals equation of state with o = 
0.1365 Pa m3/moi2 and h = 3.564 x 10-' m'/~nol 
can be used to describe nitrogen. 
3. Using the van der Waals equation of state. prepare 

a graph of pressure (P) of nitogen as a function of 
log _V, where _V is molar volume at temperatures of 
I00 K, 125 K, 150 K, and 175 K. The range of the 
plot should be _V = 1 x lo-' to 25 m'lmol. 

b. One mole of nitrogen is to be isothermally corn- 
pressed from 100 kPa to 10 MPa at 300 K. Deter- 
mine (1) the molar volume at the initial and final 
conditions and (2) the amount of work necessary 
to carry out the isothermal compression. 

c. Repeat the calculation of part (b) for an ideal gas. 
6 . 3  A bicycle pump can be treated as a piston-and- 
:'Ti . .... cylinder system that is connected to the tire at the 
"' ..closed" end o f  the cylinder. The connection is 

through a valve that is initially closed, while the cylin- 
der is filled with air at atmospheric pressure, following 
irhich the pumping in a cycle occurs as the plunger 
(piston) is pushed further into the cylinder. When the 
air pressure in the cylinder- increases until it reaches 
the same pressure as that in the tire, the valve opens 
and further movement of the piston forces air from the 
pump into the tire. The whole process occurs quickly 
enough that there is no significant heat flow to or from 
the surroundings to the pump or tire during the pump; 
ing process. Thus, a sjngle pumping cycle can be con- 
sidered a three-step process. First, air is drawn into 
the pump cylinder at constant pressure. Second, as the 
pumping begins, the valve is closed so that the pres- 
sure increases without a flow of air from t h e  pump. 
Third, the valve opens and the pumping action forces, 
air into the tire. Here. we are interested in calculations 

how far down will the piston have moved before 
the valve opens? \Shut is the temperature of the 
gas? 

b. Repeat rhe caiculation of part (a) if the Penp- 
Robinson equation is used to describe air. assuni- 
ins that rhe critical constants and acentric factor of 
air are the same as for nitroger~. 

6.59 The Euken coefficienr .' is defined as < = ( F T / ~ _ v ) ~ .  - 
a. Show that the Euken factor is also equal to 

b. \Shat is t ~ i v a l u e  of the Euken coefficient for an 
ideal gas-':' 

c. Develop an explicit espression for the Euken coef- 
ficient for a g a s  that is described by the truncated 
virial equation 

d. Develop an expression for the Euken coefficient 
for a gas that is described by the Peng-Robinson 
equation of state. 

6.60 Redo Probtem 4.45 if ethylene is described by the 
truncated virial equation with B (T) = 5.56 . lo-' - 
0.0561T m?/rnol and T in K. 

6.61 Redo Problem 4.45 if ethylene is described by the 
Peng-Robinson equation of state. p-, 

6.62 a. Show that 

only for the second step if the tire pressure is initially 
b. Use the result of part (a) to show that for a stable 60 psig (5.15 bar absolute). For reference, the cylinder 

system at equilibrium ( a _ V / a ~ ) ~  and (dy/dT),  
of a bicycle hand pump is about 50 cm long and about 
3 cm in diameter. must have opposite signs. 

c. Two separate measurements are to be performed 
on a gas enclosed in a piston5and-cylinder devrce. 
In the first measurement the device is well insu- 
lated so there is no flow of heat to or from the 
gas, and the piston is slowly moved inward, com- 
pressing the gas, and its temperature is found to 
increase. In the second measurement the piston is 
free to move and the external pressure is constant. 

Air in pump -4 small amount of heat is added to the gas in the 
cylinder, resulting in the expansion of the gas. Will - - - - the temperature of the gas increase or decrease? 

6.63 Gasoline vapor is to be recovered at a filling station 
a. If the ambient temperature is 25°C and air is rather than being released into the atmosphere. In 

treated as an ideal gas with C; = 29.3 Jl(mo1 K), the scheme we will analyze, the vapor is first con- 2. 
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densed to a liquid and then pumped back to a stor- 
age tank. Determine the work necessary to adiabat- 
ically pump the liquid gasoline from 0.1 MPa and 
25'C to 25 MPa, and the final temperature of the liq- 
uid gasoline. Consider gasoline to be n-octane and 
Cp = 122.2 J/(mol K) independent of temperature. 

6.64 .4 3-m3 tank is in the basement of your house to store 
propane that will be used for home and water heating 
and cooking. Your basement, and therefore the con- 
tentcof the tank, remain at 20C.C all year. ~ni'tiall~, ex- 
cept for a small vapor space the tank is completely 
full of liquid propane, but by January 60 percent of 
the propane has been used. Compute 
a. The fraction of the,remaining propane that is 

present as vapor ,' 
b. The total flow of h$at into the tank over the period 

in which the propane has been used 
6.65 Pipelines are used to transport natural gas over thou- <'>, sands of miles, with compressors (pumping stations) .\e 

at regular intervals along the pipeline to compensate 
for the pressure drop due to Row. Because of the long 
distances involved and the good heat transfer, the gas 
remains at an ambient temperature of 20°C. At each 
pumping station the gas in compressed with a single- . 
stage compressor to 4 MPa, and then isobarically 
cooled back to 20°C. Because of safety and equipment 
constraints, the gas temperature during compression 
should not exceed 120°C. ~ s s u m i n g  natural gas is 
methane that is described by the Peng-Robinson equa- 
tion of state, how low a pressure is allowed before the 
gas should be recompressed? 

6.66 In a continuous manufacturing process, chlorodifluo- 
romethane (CHCIF*), initially at 10 bar and 420 K, 
passes through an adiabatic pressure-reducing valve 
so that its pressure drops to 0.1 bar (this last pressure 
low enough that CHClF2 can be considered to be an 
ideal gas). At these operating conditions, the gas can 
be represented by a one-term virial equation of state: 

The folloTing data are available for this gas: 

256100 cm3 
B (T) = 297.6 - - 

T mol 

and 

J - 
C; = 27;93 + 0.093T - 

mol K 
What is the temperature of the chIorodifluoromethane 
exiting the valve? 

6.67 How much entropy is generated per mole of chlorod- 
ifluoromethane that passes through the pressure- 
reducing valve of the previous problem'? 

6.68 One kilogram of saturated liquid methane at 160 K is 
placed in an adiabatic piston-and-cylinder device, and 

@ the piston will be moved slo\\lg and reiersibly un- 
til 25 percent of the liquid has vaporized. Con~pute 
the maximum work thnt can be obtained. assuming 
that methane is described by the Peng-Robinson equa- 
tion of state. Compare your results with the solution to 
Problem 4.39. 

6.71 The thermoelastic effect is the temperature change 
that results from stretching an elastic material or fiber. 
The work done on the material is given by 

d& w = Force x Rate of change of distance = .-I . L . G . - 
d t  

where 

Force - Force 
u = Stress = -- 

Cross-sectional area A 

and 

d& 1 d L  - = Rate of strain = - - 
d t  L dr 

In the situation being considered here, the thermody- 
namic properties such as the heat capacity depend on 
the stress (just as for a gas the heat capacity depends 
on the pressure). 
a. Develop the energy and entropy balances for this 

one-dimensional material, assuming that there is 
no additional work term other than the stretching 
work, pnd that the volume of the material does 
not change on stretching (that is,'the length change 
is compensated for by a chanze in cross-sectional 
area). . 

b. An elastic, material has the following properties at 
733 K and a stress of 103 MPa. 

and 

Estimate the change in temperature per unit of 
strain at these conditions. 



Equilibrium and Stability 
in One-Component Systems 

Now that the basic principles of thermodynamics have been developed and some corn- 
' 

p~~tational details coilsidered, we can study one of the fundamental problems of rherrno- 
dynamics: the prediction of the equilibrium state of a system. In this chapter we esam- 
ine the conditions for the existence of a stable equilibrium state in a single-component 
system, with particular reference to the problem of phase equilibrium. Equilibritim i n  
multicomponent systems will bz considered in  following chapters. . . 

INSTRUCTIONAL OBJECTIVES FOR CHAPTER 7 

The goals of this chapter,are for the student to: 

Identify the criterion for equilibrium in systems subject to different constraints 
(Sec. 7.1) 
Use the concept of stability to identify when phase splitting into vapor and liquid 
phases will occur (Sec. 7.3) 
Identify the conditions of phase equilibrium (Sec. 7.3) 
Be able to identify the critical point of a fluid (Sec. 7.3) 
Calculate the fugacity of a pure substance that is a gas or a liquid when a volu- 
metric equation of state is asailable (Sec. 7.4) 
Calculate the fugacity of a pure liquid or solid when a volumetric equation of state 
is not available (Sec. 7.4) 

- Use fugacity in the calculation of vapor-liquid equilibrium (Sec. 7.5) 
Be able to determine the number degrees of freedom for a pure fluid (Sec. 7.6) 

NOTATION INTRODUCED IN THIS CHAPTER 

' f Fugacity (Wa) 
3 Number of degrees of freedom - - 4 Fugacity coefficient = f / P . 

fs',,(~) Fugacity of phase I at a phase change at temperature T (Wa) 
H~ Molar enthalpy of a liquid (kJ/mol) - 
HS Molar enthalpy of a solid Od/mol) - 
HV Molar enthalpy of a vapor (Wmol) - 
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A,,p& Enthalpy change (or heat) of vaporization = - dL (kJ1mol) 
At.,,& Enthalpy change (or heat) of melting = aL - (kTImol) 
Asub& Enthalpy change (or heat) of sublimation = _H' - dS (kTImo1) 

P, Triple-point pressure (kPa) 
p S U b ( ~ )  Sublimation pressure at temperature T (kPa) 
PWP(T) Vapor pressure at temperature T (Wa) 

T, Triple-point temperature (K) 

7.1 THE CRITERIA FOR EQUILIBRIUM 

In Chapter 4 we established that the entropy function provides a means of mathemat- 
ically identifying the state of equilibrium in a closed, isolated system (i.e., system 
in which M, U, and V are constant). The aim in this section is to develop a means 
of identifying the equilibrium state for closed thermodynamic systems subject to other 
constraints, especially those of constant temperature and volume, and constant temper- 
ature and pressure. This will be done by first reconsidering the equilibrium analysis 
for the closed, isolated system used in Sec. 4.1. and then extending this analysis to the 
study of more general systems. 

The starting points for the analysis are the energy and entropy balances for a closed 
system: 

and 

Here we have chosen the system in such a way that the only work term is that of the 
deformation of the system boundary. For a constant-volume system exchanging no heat 
with its surroundings, Eqs. 7.1-1 and 7.1-2 reduce to 

Balance equations for (7.1-1) 
a closed system 

% - 

- = - -I- S,," 

with 

so  that 

Second law of 
thermodynamics 

- . 
U = constant 

s,,, 2 0 (the equality holding at equilibrium or for reversible processes) 

(or, equivalently, = constant, since the total number of moles, or mass, is fixed in a 
closed, one-component system) and 
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I I 

Since the entropy function can only increase in value during the approach to equilib- 
rium (because of the sign of s,,,), the entropy must be a maximum at equilibrium. 
Thus, the equilibrium criterion For a,closed, isolated system is 

S = maximum 
or I at equilibrium in a closed system at constant U and V 

S = maximum 
(7.1-3) 

At this point you might ask how _S can achieve a maximum value if _U and _V are 
fixed, since the specification of any two intensive variables completely fixes the values 
of all others. The answer to this question was given in Chapter 4, where i t  was pointed 
out that the specification of two intensive variables fixes the values of all other state 
variables in the uniform equilibrium state of a single-component, single-phase system. 
Thus, the equilibrium criterion of Eq. 7.1-5 can be used for identifying the final equilib- 
rium state in a closed, isolated system that is initially nonuniform, or in which several 
phases or components are present. 

To illustrate the US? of this equilibrium criterion, consider the very simple, initially 
nonuniform system shown in Fig. 7.1- 1. There a single-phase, single-component fluid 
in an adiabatic, constant-volume container has been divided into two subsystems by an 
imaginary-boundary. Each of these subsystems is assumed to contain the same chemi- 
cal species of uniform thermodynamic properties. However, these subsystems are open 
to the flow of heat and mass across the imaginary internal boundary, and their temper- 
ature and pressure need not be the same. For the composite system consisting of the 
two subsystems, the total mass (though, in fact, we will use number of moles), internal 
energy, volume, and entropy, all of which are extensive variables, are the sums of these 
respective quantities for the two subsystems, that is, 

and 

Now considering the entropy to be a function of internal energy, volume, and mole 
number, we can compute the change in the entropy of system I due to changes in N', 
u', and V' from Eq. 6.2-5c. 

-.. 

Figure 7.1-1 An isolated noneqtiilibrium system. 
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In a similar fashion dsl '  can be computed. The entropy change of the con~posite system 
is 

However, the total number of moles, total internal energy, and total volums are constant 
by the constraints on the system, so ihat 

d N  = d N i  + dN" = 0 or d N 1  = -dN1'  

d~  = clu' + d ~ "  = 0 or nu1 = - d u n  (7.1-7) 
I dV = clV +clv l '  = 0 or  c l ~ '  = -d l / "  

Consequently. 

Now since S = maximum or d S  = 0 for all system variations at constant N, U ,  and 
V (here all variations of the independent variables d ~ ' ,  d ~ ' ,  and ( I N '  at constant total 
number of moles, total internal energy, and total volume), we conclude that 

1 1  - 
= 0 so that - - - 

T '  T"  
or T I  = T" (7.1-9a) 

(since it has already been shown that T' = T") 

Therefore, the equilibrium condition for the system illustrated in Fig. 7.1-1 is satisfied 
if both subsystems have the same temperature, the same pressure, and the same molar 
Gibbs energy. For a single-component, single-phase system, this implies that the com- 
posite system should be uniform. This is an obvious result, and it is reassuring that it 
arises so naturally from our development. 

The foregoing discussion illustrates_how the condition d S  = 0 may be used to iden- 
tify a possible equilibrium state of the closed, isolated system, that is, a state for which . 
S  is a maximum. From calculus we know that d S  = 0 is a necessary but not sufficient 
condition for S  to achieve a maximum value. In particular, d S  = 0 at a minimum value 
or an inflection point of S ,  as well as when S  is a maximum. The condition d% s 0, 
when d S  = 0, assures us that a maximum value of the entropy, and hence a true equi- 
librium state, has been identified rather than a metastable state (an inflection point) or 
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an unstable state (minimum value of S). Thus, the sign of d2s  determines the stability 
of the state found from the condition that dS = 0. The implications of this stability 
condition are considered in the next section. 

It is also possible to develop the equiIibrium and stability conditions for systems 
subject to other constraints. For a closed system at constant temperature and volume, 
the energy and entropy balances are 

and 

Eliminating Q between these two equations, and using the fact thar. T dS = cI(TS), 
since T is constant, gives 

( U -  7 -  dA  - - - = -TSge, < 0 
rl r d t 

Here we have also used the facts that T 2 0 and s,,, 2 0, SO that (-T&,) 5 0. Using 
the same argument that led from Eq. 7.1-4 to Eq. 7.1-5 here yields 

A = minimum 
or for equilibrium in a closed system at constant T and V 

A = minimum - . . . .. (7.1-10) 

It should be noted that this .result is also a consequence of s,,, > 0. 
If we were to use Eq. 7.1-10 to identify the equilibrium state of an initially nonuni- 

form, single-component system, such as that in Fig. 7.1-1, but now maintained at a 
. constant temperature and volume, we would find, following the previous analysis, that 

at equilibrium the pressures of the two subsystems are equal, as are the molar Gibbs 
energies (cf. Eqs. 7.1-9 arid Problem 7.4); since temperature is being maintained con- 
stant, it would, of course, be the same in the two subsystems. 

For a closed system maintained at constant temperature and pressure, we have 

and 

Again eliminating Q between these two equations'gives 

dU d d d dG 
- + - ( P V ) -  - (TS)  = -(U+ PV - T S )  = - = -TS,,, 5 0 (7.1-11) 
d t  d t  d t  d t  d t  

so that the equilibrium criterion here is 
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ILLUSTRATION 7.1-1 
Clsing t l~e  Eqrlilibrirlnz Cot~ditiotl ro Solve a Sitnple Problem 

Most important of the 
equilibrium criteria 

This equation also leads to the equality of the molar Gibbs enersies (Eq. 7.1-9c) as 
a condition for equilibrium. Of course. since both temperature and pressure are held 
constant, the system is also at uniform temperature and pressure at equilibrium. 

Finally, the equilibrium criterion for a system consisting of an element of fluid mov- 
ing with the velocity of the fluid around i t  is also of interest, as such a choice of system 
arises in the study of continuous processing equipment used in the chemical industry. 
The tubular chemical reactor discussed in Chapter 14 is perhaps the most common ex- 
ample. Since each fluid element is moving with the velocity of the fluid surrounding it, 
there is no convected flow of mass into or out of this system. Therefore, each such el- 
ement of mass in a pure fluid is a system closed to the flow of mass. and consequently 
is subject to precisely the same equilibrium criteria as the closed systems discussed 
above (i.e., Eq. 7.1-5,7.1-10. or 7.1-12, depending on the constraints on the system). 

The equilibrium and stability criteria for systems and constraints that are of interest 
in this book are collected in Table 7.1-1. As we will see in Chapter 8. these equilibrium 
and stability criteria are also valid for multicomponent systems. Thus the entries in this 
table form the basis for the analysis of phase and chemical equilibrium problems to be 
considered dcring much of the remainder of this book. 

Using the method of analysis indicated here, it is also possible to derive the equilib- 
rium criteria for systems subject to other constraints. However, this task is left to you 
(Problem 7.2). 

As a simple~example of the use of the equilibrium conditions, u e  consider a problem 
to which we intuitively know the solution, but want to show that the answer arises 
naturally from the analysis of this section. 

G = minimum 
or for equilibrium in a closed system at constant T and P 

G = minimum - 

Two identical metal blocks of mass M with initial temperatures TI.; and T2,i, respectively, are 
in contact with each other in a well-insulated (adiabatic), constant-volume enclosure. Find the 

Table 7.1-1 Equilibrium and Stability Criteria 

System 

Isolated, adiabatic 
fixed-boundary system 

Isothermal closed 
system with fixed 
boundaries 

Isothermal, isobaric 
closed-system 

~sothe~$nal, isobaric 
open system moving 
with the fluid velocity 

Constraint 

U = constant 
V = constant 
T = constant 
V=constant 

T = constant 
P = constant 
T = constant 
P = constant 
M = constant 

Equilibrium Criterion Stability Criterion 

S = maximum 
dS = 0 d'S < 0 

A = minimum 
dA=O d ' ~  > 0 

G = minimum 
dG = 0 d2G > 0 

G = minimum 
dG = 0 d'G > 0 



274 Chapter 7: Equilibrium and Stability in One-Component Systems 

final equilibrium temperatures of the metal blocks. (Of course, intuituively, we know the solu- 
tion, TI. = T2. /. However, we want to show that this arises naturally, though with some work, 
from the equilibrium condition, as we will encounter many problems, especially when we deal 
with mixtures, where our intuition will not help us identify the equilibrium state.) 

. . . . . . . . .  .,.. . P .. . . ..? . .  . . . . . .  . . . . . .  
; 

..T . . . . . . . . . .  . . .  .->. 

Adiabatic enclosure . .  .: . . .  ....... . . . .  ... . . . . . . . .  ..... . . .  . . . . . .  . . . . . . .  

:. ... 
2 .  - ,  

. . . . . . . . . .  .:, * : : . . . . . .  . . .  . ',..?.,.: - ' ?. . :' 
.,.. < .. - . . .  . . - .  :: . . .  . .  ,:. :. ... . . . .  , .. . ,. . . . . .  ..>. 

..,.., - .  . . . . . .  

SOLUTIOS 

We will choose the two metal blocks as the system for writing the balance equations. There 
is no exchange of mass between the blocks. so the mass balance does not provide any useful 
information. The energy brtlance for the system is 

M t v  (TI. - TI,,') + M t v  (Ti/  - Tl.,r) - M t v  (TI., - TI.,[) - Mdv (T?., - T2.rer) = 0 

which reduces to 

The entropy balance cannot be used directly to provide useful information since the entropy 
generation due to heat transfer cannot be evaluated at this stage in the calculation. However, we 
can use the fy,t that for a system in which M, U, and V are Cpnstant, at equilibrium the entropy 
is a maximum with respect to the independent variations within the system. The final entropy of 
the system is 

- The only possible Yariations are in the two final temperatures, TI ,  and T2, f. However, as 
the energy baiance'connects these 'two temperatures, only one of them can be considered to be 
independent, say T1,f. Therefore, to identify the equilibriurri state we set the differential of the 
entropy with respect to TI, equal to zero: 
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Now taking the derivative of the energy balance with respect to T I ,  /, we obtain 

Comparing Eqs. b and c, we have 

Clearly, the only way this combined equation can be satisfied is if TI.  = T7, = Tf; that is, the 
final temperature of the two blocks must be equal, which is the intuitively ob,uious solution. 

To calculate this final equilibrium temperature, we use the energy balance, Eq. a, 

which has the solution 

Knowing the final state of the system, it is of interest to calculate the amount of entropy 
generated in the process of achieving equilibrium. We do this using the difference form of the 
entropy balance, 

ILLUSTRATION 7.1-2 
Proving the Equaliry of Gibbs Energies for Vapor-Liquid Equilibrium 

Use the information in the steam tables of Appendix A.111 to show that Eq. 7.1-9c is satisfied at 
100°C and 0.101 35 MPa. 

SOLUTION 

prom the saturated steam temperature .table, we have at 100°C and 0.101 35 MPa 

Since = I? - T>. we have further that 
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and 

which, ro the accuracy of the calculations here. confirms that CL = 6" (or, equivalently, that 
G~ = _G') at this vapor-liquid phase equilibrium state. - a 

7.2 ST-4BILITY OF THERMODYNAMIC SYSTEMS 

In the previous section we used the result dS = 0 to.identify the equilibrium state of 
an initially nonuniform system constrained to remain at constant mass, internal energy, 
and volume. In this section we explore the information content of the stability criterion 

d ' ~  < 0 at constant M,  U, and V 
/ 

[The stability analysis for closed systems subject to other constraints (i.e., constant 
T and V or constant T and P) is similar to. and, jn fact, somewhat simpler than the 
analysis here, and so i t  is left to you (Problem 7.3).] 

By studying the sign of the second differential of the entropy, we are really consid- 
ering the following question: Suppose that a small fluctuation in a fluid property, say 
temperature or pressure, occurs in some region of a fluid that was initially at equilib- 
rium; is the character of the equilibrium state such that d 2 s  < 0, and the fluctuation 
will dissipate, or such that d2s  > 0, in which case the fluctuation grows until the 
systein evolves to a new equilibrium state of higher entropy? 

In fact, since we know that fluids exist in thermodynamically stable states (experi- 
mental observation 7 of Sec. 1.7), we will take as an empirical fact that d ' ~  < 0 for all 
real fluids at equilibrium,.and instead establish the restrictions placed on the equations 
of state of fluids by this stability condition. We first study the problem of the intrin- 
sic stability of the equilibrium state in a pure single-phase fluid, and then the mutual 
stability of two interacting systems or phases. 

We begin the discussion of intrinsic stability by considering further the example of 
Figure 7.1-1 of the last section, equilibrium in a pure.fluid at constant mass (actually, 
we will use number of moles), internal energy, and volume. Using the (imaginary) 
subdivision of the system into two subsystems, and writing the extensive properties N, 
U ,  V, and S as sums of these properties for each subsystem, we were able to show in 
Sec: 7.1 that the condition 

for all system variations consistent with the constraints (i.e., alfiariations in d ~ ' ,  d  V1, 
and d u') led to the requirements that at equilibrium 

and 

Continuing, we write an expression for the stability requirement d2S < 0 for this 
system and obtain 
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In this equation we have used the abbreviated notation 

I 

etc. 
1'. ,\' U.A' 

Since the total number of moles, total internal energy, and total volume of the com- 
posite system are fixed, we haye, as in Eqs. 7.1-7, 

I 

(IN'  = -r(;\lll d u l  = --dulI d v '  = - c l ~ l l  

Furthermore, since the same fluid in the same state of aggregation is present in regions 
I and 11, and since we have already established that the temperature, pressure. and 
molar Gibbs energy each have the same value in the two regions, the value of any state 
property must be the same in the two subsystems. It follows that any thermodynamic 
derivative t h a ~  can be reduced to combinations of intensive variables must have the 
same value in the two regions of the fluid. The second derivatives (Eq. 7.2-2b), as we 
will see shortly, are combinations of intensive and extensive variables. However, the 
quantities NS,,, where x and y denote U ,  V, or N ,  are intensive variables. Therefore, i t  
follows that 

N' s.:, '= N ' s.; (7.2-3) 

Using Eqs. 7.1-7 and 7.2-3 in Eq. 7.2-2 yields 

The term (N' + N")/N'N" must be greater than zero since mole numbers can only be 
. -. positive. Also, we can eliminate the superscripts from the products NS,,, as they are 

-. - equal in the two regions. Therefore, the inequality Eq. 7.2-4a can be rewritten as 
-.- 
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Equations 7.2-3 and 3 must be satisfied for all variations in N ' .  u ' ,  and V '  if the 
fluid is to be stable. In parricular, since Eq. 7.2-4b must be satisfied for all variations in  
U' ( d U 1  # 0)  at fixed values of N' and V'  (i.e., d ~ '  = 0 and d  V '  = 0) ,  stable fluids 
must have the property that 

NSuu < 0 (7.2-5a) 

Similarly, by considering variations in volume at fixed internal energy and mole num- 
ber, and variations in mole number at fixed volume and internal energy, we obtain 

and 

,' 

as additional conditions for fl~Gd stability. 
More severe restrictions on the equation of state result from demanding that Eq. 

7.2-4b be satisfied for all possible and s im~~l t aneo~ i s  variations in internal energy, vol- 
ume, and mole number and not merely for variations in  one property with the others 
held fixed. Unfortunately. the present form of Eq. 7.2-4b is not well suited for studying 
this more general situation since the cross-terms (i.e., clu'cl v ' ,  c l l l ' r l ~ ' ,  and ~ l I / ~ c l ~ ~ )  
may be positive or negative depending on the sign of the variations I / ( / ' ,  cl v ' ,  and d ~ ' ,  
so that little can be said about the coefficients of these terms. 

By much algebraic manipulation (Problem 7.32), Eq. 7.2-4b can be written as 

where 

Scv SUN 
d X I  = d U 1 + - d v l + - d N '  

SL'U suu 

and - 

The important feature of Eq. 7.2-6 is that it contains only square terms in the system 
variations. Thus, ( d x l ) ' ,  ( d ~ ' ) ' ,  and ( d ~ 3 ) '  are greater than or equal to zero regard- 
less of whether d l J ' , d v l ,  and d ~ '  individuaIly are positive o r  negative. Consequently, 
if 
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Eq. 7.7-6. and hence Eq. 7.2-4b, will be satisfied for all possible system variations. 
Equations 7.7-7 provide more restrictive conditions for fluid stability than Eqs. 7.2-5. 

It now remains to evaluate the various entropy derivatives, so that the stability re- 
strictions of Eqs. 7.2-7 can be put into a more usable form. Starting from 

and using that for the open system that 

I leads to 

' 
! 

< O  NSuu = -- 
T' Cv 

I Since T is absolute temperature and positive, one condition for the existence of a stable 
1 equilibrium state of a fluid is that 

. (7.2-9) First or thermal 
stability. criterion That is, the constant-volume heat capacity must be positive, so that internal energy 

increases as the fluid temperature increases. 
Next, we note that 

'and from Eq. 7.2-8, 

to obtain 

' ~ o t e ,  from these equations. that NSUU, NSuv, and N S w  are intensive variables, as was suggested earlier, 
whereas SUU, Suy, and SW are proportional to N - I .  
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Similarly, but with a great deal more algebra, we can show that 

and 

Thus, a further stability restriction on the equation of state of a substance, since T is i 

positive, is that 

Second or  mechanical 
stability criterion 

where KT is the isothermal compressibility of the fluid, introduced in  Sec. 6.2. This 
result indicates that if a fluid is to be stable, its volume&c equation of state must be 
such that the fluid volume decreases as the pressure increases at constant temperature. 
As we will see shortly, this restriction has important implications in the interpretation 
of phase behavior from the equation of state of a fluid. 

Finally, and with a great deal more algebra (Problem 7.32), one can show that O3 . 

is identically equal to zero and thus does not provide any further restrictions on the 
equation of state. 

The main conclusion from this exercise is that if a fluid is to exist in a stable equi- 
librium state, that is, an equilibrium state in which all small internal fluctuations will 
dissipate rather than grow, the fluid must be such that 

and 

Alternatively, since all real fluids exist in thermodynamically stable states, Eqs. 7.2-12 
and 7.2-13 must be satisfied for real fluids. In fact, no real fluid state for which either 
( ~ P / B _ V ) T  > 0 or Cv < 0 has yet been found. 

_ Equations 7.2-12 and 7.2-13 may be thought of as part of the philosophical content 
of thermodynamics. In particular, thermodynamics alone does not .give information 
on the heat capacity or the equation of state of any substance; such information can 
be gotten only from statistical mechanics or experiment. However, thermodynamics 
does provide restrictions or consistency relations that must be satisfied by such data; 
Eqs. 7.2-12 and 7.2-13 are examples of this. (Consistency relations for mixtures are 
discussed in later chapters.) .: P '. 
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ILLUSTRATIO~U 7.2-1 
Using the Stetuu 7rrhles to Sl~o\>. Tliar the St~biiiry Cotiditiot~s Are S(ltisfiec1 for Stent,~ 

Show that Eqs. 7.2- 12 and 7.7- 13 are satistied by superheated steam. 

SOLUTION 

It is easiest to use Eq. 7.2-13 in the form (ZP/d/)T < 0, which requires that the volume 
decrease as the pressure increases at constagt temperature. This is seen to be true by using the 
superheated steam table and ohserving that V decreases as P increases at fixed temperature. For 
example, at 1000'C 

Proving that Cv > 0 or t~ > 0 is a bit more difficult since 

and the internal enegy is not given at constant volume. Therefore. interpolation methods must 
be used. As an example of how the calculation is done. we start with the following data from 
the superheated vapor portion of the steal11 tables. 

P = 1.80 MPa P = 2.00 MPa 

T Y C )  ? (m3kg) fi (klkg) - \i (m3/kg) a ( k~ lkg )  

To proceed, we need values of the internal enegy at two different temperatures and the same 
specific volume. We will use P = 2.00 MPa and T = 1000°C as one point: at these conditions 

= 0.2933 m3/kg and 6 -= 4048.0 kJ/kg. We now need to find the temperature at which 
V = 0.2933 m3/kg at P = 1.80 MPa. We use linear interpolation for this: 

T - 800 - - Q(T,  1.80 MPa) - ? ( 8 0 0 " ~ ,  1.80 MPa) 0.2933 - 0.2742 - - 
900 - 800 ? ( 9 0 0 0 ~ ,  1.80 MPa) - Q(80o0c,  1.80-MPa) 0.3001 - 0.2742 

so that T = 873.7S5C. Next we need the internal energy at T = 873.75'C and P = 1.80 MPa 
(since at these conditions V = 0.2933 rn3/kg)..~gain using linear interpolation, 

873.75 - 800 fi(873.7s0c, 1.80 MPa) - f i ( 8 0 0 ' ~ ,  1.80 MPa) - - 
900 - 800 f i ( 9 0 0 " ~ ,  1.80 MPa) - f i ( 8 0 0 " ~ ;  1.80 MPa) 

we find that 

f i(873.75'~, 1.80 m a )  = 5 ( 8 7 3 . 7 5 " ~ ,  0.2933 m3/kg) = 3799.4 kl/kg 
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Finally, replacing the derivative hy a finite difference. and for thc average kmperature [i.e., 
j 

T = (1000 + 873.75)/2 = 936.9Cl. we have I 

i 
c(  100OQC, 0.2933 m' ;kg) - fi(873.75'~. 0.2933 m' kg) 

=x 
1000C - 873.75'C 

m Similarly, we would find [hat tv > d at all other conditions. i 
I 

Next we consider the problems of identifying the equilibrium state for two interact- ! 
ing phases of the same molecular species but in different states of aggregation, and of i 
determining the requirements for the stability of this state. An esarnple of this is a vapor I 
and a liquid in equilibrium. To be general, we again consider u conlposite system iso- 
lated from its environment, except that here the boundary bet\veen the t\vo subsystems 
is the real interface between the phases. For this system, we have 

N = N' + N" = constant 

V = V'  + V" = constant 

Since N, U, and V are fixed, the equilibrium condition is that the entropy should attain 
a maximum value. Now, however. we allow for the fact that the states of aggregation 

..in regions I and I1 are different, so that the fluids in these regions may follow different 
equations of state (or the,di,fferent vapor and liquid branches of the same equation of . .. 
state). 

Using the analysis of Eqs. 7.1-6, 7.1-7, and 7.1-8. we find that at equilibrium (i.e., 
when dS = O), 

Important criteria for 
phase equilibria under 
all constraints 

Here Eqs. 7.2-15a and b provide the obvious conditions for equilibrium, and since 
two different phases are present, Eq. 7.2-15c provides a less obvious condition fqr 
equilibrium. 

Next, from the stability condition d's < 0, we obtain (following the analysis that 
led to Eq. 7.2-2b) 

Here, however, the two partial derivkives in each of the bracketed terms need not be 
equal, since the two phases are in different states of aggregation and thus obey differ- 
ent equations of state, or  different roots of the same equation of state. It is clear from a 
comparison with Eq. 7.2-2b that a sufficient condition for Eq. 7.2-16 to be satisfied is 
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Must be satisfied in 
each stable phase 

that each phase to be intrinsically stable; that is, Eq. 7.2-16 is satisfied if, for each of 
the coexisting phases, the equations 

are satisfied. Therefore, a condition for the mutual stability of two interacting subsys- 
tems is that each subsystem be intrinsically stable. 

7.3 PHASE EQUILIBRIA: APPLICATION OF THE EQUILIBRIUM AND STABILITY 
CRITERIA TO THE EQUATION OF STATE 

Figure 7.3-1 shows the shapes of different isotherms computed using a typical equation 
of state (for illustration we have used the van der Waals equation of state). In this 
figure the isotherms are labeled so that T5 > T4 > T; > T2 > T I .  The isotherm T3 
has a single point, C, for which (aP/a_V)T = 0; at all other points on this isotherm 
(c'P/a_V)T < 0. On the isotherms T4 and Tj, (BP/c?_V)~ < 0 everywhere, whereas on 
the isotherms TI and T2, (~?p/c '_V)~ < 0 in some regions and (SP/i?_V)T > 0 in other 
regions (i.e., between the points A and B on isotherm T I ,  and the points A' and B' on 
T2). The criterion for fluid stability requires that (aP/2_V)T < 0, which is satisfied 
for the isotl~erms T4 and Ts, but not in the aforementioned regions of the TI  and T:! 
isotherms. Thus we conclude that the regions A to B and A' to B' of the isothernls TI  
and T2, respectively, are not physically realizable; that is, they will not be observed in 
any experiment since a fluid in these states is not stable, and instead would go to an 
appropriate stable state. 

This observation raises some questibn about the interpetation to be given to the 
TI and T2 isotherms. We cannot simply attribute these oddities to a peculiarity of the 

*.- 

_v 

Figure 7.3-1 Isotherms of the van der Waals equation in the 
pressure-volume plane. 
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Figure 7.3-2 A low-temperature isotherm of the van der Waals equation. 

van der Waals equation because many other. more accurate equations of state show 
essentially the same behavior. Some insight into the physical meaning of isotherms 
such as T, can be gained from Fig. 7.3-2, which shows this isotherm separately. If 
we look at any isobar (constant-pressure line) between PA and PB in this figure, such 
as Pa, we see that it intersects the equation of state three times, corresponding to the 
fluid volumes _V,, _VL, and _V:. One of these, _V:, is on the part of the isotherm that is 
ilnattainable by the stability criterion. However. the other two intersections, at _V, and 
VL, are physically possible. This suggests that at a given pressure and temperature the - 
system can have two different volumes, a conclusion that apparently contradicts the 
experimental observation of Chapter 1 that two state variables completely determine 
the state of a single-component, single-phase system. However, this can occur if equi- 
librium can exist between'two phases of the same species that are in different states of 
aggregation (and hence density). The equilibrium between liquid water and steam at 
100°C and 101.325 W a  (I atm) is one such example. 

One experimental observation in phase equilibrium is that the two coexisting equi- 
librium phases must have the same temperature and pressure. Clearly, the arguments . 
given in Secs. 7.1 and7.2 establish this. Another experimental observation is that as the 
pressure is lowered along an isotherm on which a liquid-vapor phase transition occurs, 
the actual volume-pressure behavior is as shown in Fig. 7.3-3, and not as in Fig. 7.3-2. 

v v vv 
Figure 73-3 A low-temperature isotherm of a real fluid. 
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That is. there is a portion of the isotherm where the specific volume varies continuousl!~ 
at fixed temperature and pressure; this is the two-phase coexistence region, here the 
vapor-liquid coexistence region. 

The \.ariation of the overall (or two-phase) specific volume in this region arises from 
the fact that although the specific volumes of the vapor and liquid phases are fixed 
(since the temperature and pressure are fixed in each of the one-phase equilibrium 
subsystzms), the fraction of the mixture that is vapor. wV, can vary continuously from 
0 to 1. In the two-phase region the'specific volume of the two-phase mixture is given 
by 

where oV and wL are fractions of vapor and liquid, respectively, on a molar basis. 
(Equation 7.3-la could also be written using volumes per unit mass and mass frac- 
tions.) These fractions can vary between 0 and 1 subject to the condition that wV + oL 
= 1. Solving for wV yields 

iMax\vell or lever rule 

and 

Equations analogous to those here also hold for the a, Cf, _C, 2, a n d .  Equations of 
the form of Eq. 7.3-lc are the Maxwell's rules or lever rules first discussed in Sec. 
3.3. . . 

ILLUSTRATION 7:3-1 
Compuring the Properties of a Tivo-Phase Mixrure 

Compute the total volume, total enthalpy, and total entropy of 1 kg of water at 100°C. half by 
weight of which is steam and the remainder liquid water. 

SOLUTION 

' From the saturated steam temperature table at 100°C, the equilibrium pressure is 0.101 35 MPa . and 

Using Eq. 7.3-la on a mass basis gives 
- - 

? = 0.5 x 0.001 004 + 0.5 x.1.6729 = 0.836 45 m3/kg 

The analogous equation for enthalpy is 

W fi = wLfiL + covev = 0.5 x 419.04 + 0.5 x 2676.1 = 1547.6 - 
kg 
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and that for entropy is 

Consequently, the continuous variation of specific volume of the vapor-liquid mix- 
ture at fixed temperature and pressure is a result of the continuous change in the frac- 
tion of the mixture that is vapor. The conclusion, then, is that an isotherm such as that 
shown in Fig. 7.3-2 is an approximate representation of the real phase behavior (shown 
in Fig. 7.3-3) by a relatively simple analytic equation of state. In fact, i t  is impossible 
to represent the discontinuities in the derivative (8 that occur at y L  and _VV 
with any analytic equation of state. By its sigmoidal behavior in the two-phase region. 
the van der Waals equation of state is somewhat qualitatively and crudely exhibiting 
the essential features of vapor-liquid phase equilibrium; historically, i t  was the first 
equation of state to do so. 

We can improve the representation of the two-phase region when using the van der 
Waals or other analytic equations of state by recognizing that all van der Waals loops. 
such as those in Fig. 7.3-2. should be replaced by horizontal lines (isobars), as shown 
in Fig. 7.3-3. This construction ensures that the equilibrium phases will have the same 
temperature and pressure (see Eqs. 7.1-9a and b). The question that remains is at which 
pressure should the isobar be drawn, since any pressure such that 

will yield an isotherm like that in Fig. 7.3-3. The answer is that the pressure chosen 
must satisfy the last condition for equilibrium, _G1 = _GI1. 

To identify the equilibrium pressure, we start from Eq. 4.2-8b, 

and recognize that for the integration between any two points along an isotherm of the 
equation of state, we have 

Thus, for a given equation of state we can identify the equilibrium pressure for each 
temperature by arbitrarily choosing pressures Pa along the van der ~ a a l s  loop, until 
we find one for which 

pb pa - 
Vapor-liquid - G V - ~ L = O = ( _ V ~ P + ~ ~  y d p + L b  _ V ~ P  (7.3-2) 
coexistence pressure 
or vapor pressure Here the specific volume in each of the integrations is to be computed from the 

equation of state for the appropriate p'art of the van der Waals loop. Alternatively, we 
can find the equilibrium pressure graphicalljr by noting that Eq. 7.3-2 requires that 

- areas I and I1 between the van der Waals loop and the constant pressure line in Fig. 
7.3-2 be equal at the pressure at which the vapor and liquid exist in equilibrium. This 
vapor-liquid coexistence pressure, 'which is a function of temperature, is called the 
vapor pressure of the liquid and will be denoted by Pvap(T). 

We can continue in the manner described here to determine the phase behavior of 
the fluid for all temperatures and pressures. For the van der Waals fluid, this result is 



7.3 Phase Equilibria: Applicarion of the Equilibrium and Stability Criteria to the Equation of State 257 

Figure 73-1 The van der Waals fluid with the vapor-liquid coexistence region identified. 

shown in Fig. 7.3-4. An important feature of this figure is the dome-shaped. [\yo-phase 
coexistence region. The inflection point C of Fig. 7.3-1 is the peak of this dome, and 
therefore is rhe highest temperature at which the condensed phase (the liquid) can exist; 
this pbint is called the critical point of the liquid. 

It is wonhwhileretracing the steps followed in identifying the existence and location 
of the two-phase region in the P-V plane: 

1. The stability condition (dP/a_V)r < 0 was used to identify the unstable region 
of an isotherm and thereby establish the existence of a two-phase region. 

2. The conditions T' = T" and P' = P" were then used to establish the shape (but 
not the location) of the horizontal coexistence line in the P-V plane. ' 

3. Finally. the equilibrium condition _G1 = _G" was used to locate the position of the 
coexistence line. 

A more detailed representation of phase equilibrium in a pure fluid, including the 
presence of a single solid phase?> given in the three-dimensional P V T  phase dia- 
gram of Fig. 7.3-5. Such complete phase diagrams are rarely available, although data 
may be available in the form of Fig. 7.3-4, which is a projection of the more complete 
diagram onto the P-V plane, and Fig. 7.3-6, which is the projection onto the P-T 
plane. 

n e  concepts of phqe equilibrium and the critical point can also be considered from 
a somewhat different point of view. ~resbrne it were possible to compute the Gibbs en- 
ergy as a function of temperature and pressure for any phase, either from an equation . 
of state, experimental data, or statistical mechanics. Then, at fixed pressure, oiie could 

'If several solid phases occur corresponding to different crystal smcnues, as is frequently the case, the solid 
region is panitiooed into several regions. 
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Figure 7.3-5 The P VT phase diagram for a substance with a single solid 
phase. [Adapted from J. Kestin, A Coiirse in Tlzernzodynarnics, vol. 1 .  @ 
1966 by Blaisdell Publishing Co. (John Wiley & Sons, Inc.) Used with 
permission of John Wiley & Sons, Inc.] 

I I Melting (krion) curve . 

Figuie 7.3-6 Phase diagram in the - 
T P-T plane. 
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Liquid 

I Vapor 
I 
I 

P = constant I 
I Figure 7.3-7 The molar Gihb; cnergy as a func- 
I 
I . tion of temperature for the v a p i  and liquid ph:~ses 
TP of the same substance. 

;.plot _C as a function of T for each phase, as shotvn in Fig. 7.3-7 for the vapor and 
' liquid phases. From the equilibrium condition that _G be a minimum. one can concliide 

that the liquid is the equilibrium phase at temperatures below T p ,  that rhe vapor is the 
equilibrium phase above T P ,  and that both phases are present at the phase transition 
teniperature Tp. 

If such ca!.culations are repeated for a wide range of temperatures and pressures, i t  
is observed that the angle of intersection 8 between the liquid and vapor Gibbs energy 
curves decreases as the pressure (and temperature) at which the intersection occurs 
increases (provided P 5 PC). At the critical pressure, the two Gibbs energy curves 
intersect, with 6' = 0: that is. the two curves are collinear for some range of T around 
the critical temperature T,. Thus, at the critical point, 

Further, since (C_G/ZT)p = -3, we.have that at thz critical point 

3 L ( ~ c ,  PC) = (TC, PC) 

Also, for the coexisting phases at equilibrium, we have 

by Eq. 7.2- l5c. Since the molar Gibbs energy, molarentropy, temperature, and pressure 
each have the same value in the vapor and the liquid phases, the values of all other state 
variables must be identical in the two equilibrium phases at the critical point. Conse- 
quently, the vapor and liquid phases become indistinguishable at the critical point. This , 
is exactly what is experimentally observed. At all temperatures higher than the critical 

- temperature, regardless of the pressure, only the vapor phase exists. This is the reason 
for the abrupt terminus of the vapor-liquid coexistence line in the pressure-temperature 
plane (Fig. 7.3-6). [Thus, we have two ways of recognizing the fluid critical point: 
first, as the peak in the vapor-liquid coexistence curve in the P - V  plane (Fig. 7.3-4), 
and second, as the terminus of the vapor-liquid coexistence curve in the P-T plane.] 

Also interesting is the fluid triple point, which is the intersection of the solid-liquid, 
liquid-vapor, and solid-vapor coexistence curves. It is the only point on the phase di- 
agram where the solid, liqhid, and vapor coexist at equilibrium. Since the solid-liquid 
coexistence curve generally has a steep slope (see Fig. 7.3-6), the triple-point temper- 
ature for most fluids is close to the normal melting temperature, that is, the melting 
temperature at atmospheric pressure (see Problem 7.10). 
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Although, in general, we are not interested in cquilibii~lrn states that are unstable 
to large perturbations (the metastable states of Chapter I), superheated liquids and 
subcooled vapors do occur and are sufficiently familiar that we will briefly relate these 
states to the equilibrium and stability discussions of this chapter. For convenience, the 
van der Waals equation of state and Fig. 7.3-2 are the basis for this discussion, though 
the concepts involved are by no means restricted to this equation. We start by noticing 
that although the liquid phase is thermodynamically stable along the isotherm shown 
in Fig. 7.3-2 down to a pressure P,, the phase equilibrium analysis indicates that the 
vapor, and not the liquid. is the equilibrium phase at pressures below the vapor pressure 
P, = P'3p(Tl). If care is taken to avoid vapor-phase nucleation sites, such as by having 
only clean, smooth surfaces in contact ~vith the liquid, i t  is possible to maintain a liquid 
at fixed temperature below its vapor pressure (but above its limit of stability, P,,), or at 
fixed pressure at a temperature higher than its boiling temperature, without having the 
liqyiil boil. Such a liquid is said to be superheated. The metastability of this state is 
illustrated by the fact that a superheated liquid, if slightly penurbed, may vaporize with 
explosive violence. (To prevent this occurrence, '-boiling stones" are used in chemistry 
laboratory experiments.) It is also possible. if no condensation nucleation sites, such 
as dust particles. are present, to prepare a vapor at a pressure higher than the liquid- 
vapor coexistence pressure or vapor pressure at the given temperature, but below its 
limit of stability [i.e., between Pa = Pv"(TI )  and Ph in Fig. 7.3-21 or, at a temperature 
lower than the liquid boiling temperature. Such a vapor is termed subcooled and is also 
metastable. (See Problem 7.8.) Why superheating and subcooling occur is discussed in 
Sec. 7.8. 

At sufficiently low temperatures, the van der Waals equation predicts that the limit 
of stability of the liquid phase occurs at negative values of pressure, that is, that a liquid 
could support a tensile force. In fact, such behavior has been observed with water in  
capillary tubes and is thought to be important in the vascular system of plants.3 

7.4 THE MOLAR GIBBS ENERGY AND FUGACITY OF A PURE COMPONENT 

In this section we consider how one uses an equation of state to identify the states 
. of vapor-liquid equilibrium in a pure fluid. The starting point is the equality of molar 

' 

Gibbs energies in the coexisting phases, 

G ~ ( T ,  P )  = @'(I, P )  

To proceed, we note that from Eq. 6.2-Sb, 

so that 

and 

3 ~ o r  a review of water under tension, especially in biological systems, see P. F. Scholander. Am Sci. 60, 584 
(1 972). 

- 7 .  
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Since our presumption here is that we have an equation of state from which w.e can 
compute _V as a function of T and P ,  only Eq. 7.4-2 will be considered further. 

Integration of Eq. 7.4-2 between any two pressures PI and P? (at constant tempera- 
ture) yields 

If the fluid under consideration were an ideal gas, then yrG = RT/ P, so that 

Subtracting Eq. 7.4-4 from Eq. 7.4-3 gives 

Further, (I) setting PI equal to zero, (2) recognizing that at P = 0 all fluids are ideal 
gases so that G(T1, P = 0 )  = _ G ' ~ ( T ~ ,  P = 0). and ( 3 )  omitting all subscripts yields 

For convenience, we define a new thermodynamic function, the fugacity. denoted 
by the symbol f ,  as . - 

Definition of fugacity [ G ,  P )  ( T  
f = Pexp - ] = P e x p [ $ ~ p ( ~ - ~ ) ~ ~ )  

l and the related fugacity coefficient #I by 

Definition of the 
fugacity coefficient @ = - =  

G(T, P) - _c'~(T, P )  
p 1 = e x p ( & ~ p ( ~ - $ )  dp) 

From this definition it is clear that the fugacity has units of pressure, and that f --+ P 
as P -+ 0; that is, the fugacity becomes equal to the pressure at pressures low enough 
that the fluid approaches the ideal gas state.4 Similarly, the fugacity coefficient @ = 
f/P -+ 1 as P -+ 0. Both the fugacity and the fugacity coefficient will be used 
extensively throughout this book. 

4 ~ t  is tempting to view the fugacity as a sort of corrected pressure; it is, however, a well-defined function related 
to the exponential of the difference between the real and ideal gas Gibbs energies. 
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The fugacity function has been introduced because its relation to the Gibbs energy 
makes it useful in phase equilibrium calculations. The present criterion for equilibrium 
between two phases (Eq. 7.1-9c) is _G' = _G", with the restriction that the tempera- 
ture and pressure be constant and equal in the two phases. Using this equality and the 
definition of the fugacity (Eq. 7.4-6) gives 

Now recognizing that the ideal gas molar Gibbs energy at fixed temperature and pres- 
sure has the same value regardless of which phase is considered yields as the condition 
for phase equilibrium 

or in terms of the fugacity. 

In~portant forms of I , f ' ( ~ .  P) = , f " ( ~ .  P )  / 
equilibriunl criterion 

and in terms of the'fugacity coefficient. 

(7.4-7b) 

Since these equations follow directly from the equality'of the molar Gibbs energy in 
each phase at phase equilibrium, EqS. 7.4-7 can be used as criteria for equilibriurn. 
They will be used for this purpose in this book. 

Since the fugacity is, by Eq. 7.4-6, related to the equation of state, the equality of 
fugacities provides a direct way of doing phase equilibriilm calculations using the equa- 
tions of state. In practice, however. Eq. 7.4-6 is somewhat difficult to.use because al- 
though the molar volume Y is needed as a function of T and Pi i t  is difficult to solve 
the equations of state considered in Sac. 6.4 explicitly for volume. In fact, all these 
equations of state are in a form in which pressure is an explicit function of vol?~me and 
temperature. Therefore, it isuseful to have an equation relating the fugacity to an in- 
tegral over volume (rather than pressure). We obtain such an equation by starting with 
Eq. 7.4-6b and using Eq. 6.4-25 at constant temperature in the form 

to change the variable of integration to obtain (Problem 7.14) 

where Z = P_V/RT is the compressibility factor defined earlier. [Alternatively, Eq. 
7.4-8 can be obtained from Eq. 7.4-6 using 

G ( T ,  P )  -  GIG(^, P )  = @(T, P )  - _ H ' ~ ( T ,  P ) ]  - T u ( T ,  P )  - siG ( T ,  P)] 

and Eqs. 6.4-27 and 6.4-28.1 
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For later reference we note that from Eqs. 7.4-2 and 7.4-6 we have 

Also. the temperature dependence of the fugacity is usually given as the temperature 
dependence of the logarithm of the fugacity coefficient ( f / P ) ,  which is cvrllpilted as 

- 
1 a G(T ,  P )  - _G"(T, P )  

RT T:T 
{_G(T, P )  - _GiG(T, P ) )  - - [ RT2  

- 
1 

- - - (J(T,  P ) - J ~ T ,  P ) )  - G ( T ,  P )  - G L C ( T ,  P)  
RT [ RT2 

I 
I 

In deriving this result we have used the relations ( ~ _ G / C ~ T ) ~  = -_S and _G = _H - T J .  
Since the fugacity function is of central importance in phase equilibritini cnlcula- 

tions, we consider here the computation'of the fugacity for pure gases, liquids, and 
solids. 
a. Fugacity of a Pure Gaseous Species 

To compute the fugacity of a pure gaseous species we will always use a volunietric 
equation of state and Eq. 7.4-6b or 

where the superscript V is used to designate the fugacity and compressibility of the 
vapor phase. Thus. given a volumetric equation of state 07 a gas applicable up to the 
pressure of interest, the fugacity of a pure gas can be computed by integration of Eq. 
7.4-8. At very low pressures, where a gas can be described by the ideal gas equation of 
state 

we have T - 

(7.43) 

General fugacity 
coefficient equation 

Thus, for a low-pressure gas, the fugacity of a species is just equal to the total pressure. 
The calculation of the fugacity when detailed thermodynamic data, such as the steam 

tables, are available is demonstrated in the following illstrations. 

In cf_V - In zV + (2" - I )  
P 
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Use the volumetric information in the steam tables of Appendix A.111 to compute the fugacity 
of superheated steam at 300°C and 8 MPa. 

SOLUTION 

With tabulated volumetric data, as in the steam tables, i t  is most con\.enient to use Eq. 7.4-6a: 

From the superheated vapor steam rables at 300°C, we have 

Numerically evaluating the integral using the data above, we find 

rn3 MPa 1"" ( y  - F) d P  -1.093 x - 
mol 

and 

m3 MPa 
-1.093 x - 

f = 8 MPa exp = 8 exp(-0.2367) MPa 
MPa m3 

573.15 K x 8.314 x - 
mO1 I mol K 

= 8 x 0.7996 MPa = 6.397 MPa 
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Also, the fugacity coefficient. 4, in this case is 

Had the same calculation been done at a much higher temperature, the steam woiild be closer to 
an ideal vapor. and the fugacity coefficient would be closer to unity in value. For esanipic. the 
result of a similar calculation at 1000°C and 10 lMPa yields f = 9.926 MPa and 4 = f; P = 
0.9926. kit 

ILLUSTRATION 7.4-2 
Aftenlarive Firgocity Colc~llarion 

Use other data in the superheated vapor steam tables to calculate the fugacity of steam at 300'C 
and 8 >Ips. and check the answer obtained in the previous illustration. 

At 3OO'C and 0.01 MPa we have from the steam tables 2 = 3076.5 kJ/kg and S = 9.28 13 
kJ/(kg Kj. Therefore, 

and G(3WC,  0.01 MPa) = -2243.1 J/g x 18.015 g/mol = -40 409 ~/rnol. '~ince the pres- 
sure; so low (0.01 MPa) and well away from the saturation pressure of steam at 300°C (which 
is 8.58 I YIPa), we assume steam is an ideal gas at these conditions. Then using Eq. 7.4-3 for an 
ideal gas. we have 

J 
= -8555.7 - 

mol 

For real steam at 300°C and 8 MPa, we have, from the steam tables, fi = 2785.0 k J k g  and - 

.? = 5.7906 kJ/(kg K), so that 

Id 
6 ( 3 0 0 " ~ ,  8 MPa) = 2785.0 - 573.15 x 5.7906 = -533.88 - 

kg 
and 

J . 
G(300°C, 8 MPa) = -9617.9 - - mol 

Now using Eq. 7.4-6a in the form 

[GO", P )  ; F i G ( ~ ,  P )  
f (T, P )  = P exp 

- I 
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results in 

-9617.9 - (-8555.7) 
J(300°C, 8 MPa) = 8 MPa esp 

8.314 x 573.15 I 
= 8 MPaesp[-0.22291 

= 6.402 MPa 
which is in excellent agreement with the results obtained in the previous illustration. 1 

Compute the fugacity of saturated steam at 300;C. 

SOLUTION 

The saturation pressure of steam at 300°C is 8.581 MPa, and from Illustration 7.3-1 we have 
6' = -520.5 kJkg and sV = -9376.8 J/rnol. Following the previous illusrration. we have 

. S . jS l  \IPo R-j- 
G ' ~ ( ~ o o : c ,  8.58 I MPa) = _ ~ ' ~ ( 3 0 0 -  C, 0.0 I MPa) -f - / - d ~  

0.0 i >lpn P 

= -40 409 f 8.314 x 573.15 In 858.1 
J 

= -822 1.6 - 
mol 

Therefore, 

-9376.8 - (-822 1.6) 
f V(3003C, 8.581 MPa) = 8.581 MPaesp 

5.314 x 573.15 I 
= 8.581 MPa x 0.3847 

= 6.7337 MPa 

COMMENT - 
Note that since, at equilibrium, f = f L ,  i t  is also true that 

f L(300°~ ,  8.58 1 MPa) = 6.7337 MPa 
PI 

At low to moderate pressures, the virial equation of state truncated after the second 
virial coefficient, 

PY -- B  (TI  - Z = l + -  (7.4-11) 
RT - V 

may be used, if data for B ( T )  are avaifable. Using Eq. 7.4-1 1 in Eq. 7.4-8, we obtain 
(Problem 7.14) • 

f "(T, P )  2B(T)  --- - 2 P B ( T )  
Fugacity coefficient: In I n 2  = - In Z (7.4-12) v 
virial equation of state 

P  - Z R T  

where 
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ILLUSTRATION 7.4-4 
Calculatiot~ of the Filgacity of rr Gns Using rile Krial Eqlmtion 

Compute the fugacities of pure ethane and pure butane at 373.15 K and 1, 10, and 15 bar, 
assuming the virial equation of state can describe these eases at these conditions. 

BET(373.15 K) = -1.15 X lo-' m'jm01 

Bsc(373. 15 K) = -4.22 x lo-' m'jmol 

[Sorlrce: E. M .  Dontzler, C. M. Knobler, and M. L. Windsor, J. Phys. Cflem. 71, 676 (1968).] 

SOLUTION 

Using Eqs. 7.4-12> we find 

Ethane Butane 

P (bar) Z f' (bar) Z f' (bar) 

Since the pressures are not very high, these results should be reasonably dccurate. However, 
the virial equation with only the second virial coefficient will be less accurate as the pressure 
increases. In fact. at slightly above 1-5 bar and 373.15 K. 11-butane condenses to form a liquid. 
In  this case the virial equation description is inappropriate, as it does not show a phase change 
or describe liquids. &I 

At higher pressure, a more complicated equation of state (or higher terms in the virial - .  

expansion) must be.used. By using the (not very accurate) van der Waals equation, one 
obiains 

Fugacity coefficient: f V  V n 
In-=.In-=---- van der Waals P - V - b  RT_V 

equation of state o r  

' For hydrocarbons and simple gases, the Peng-Robinson equation (Eq. 6.4-2) provides 
a more accurate description. In this case we  have 

I I 
(7.4-14a) 

where in Eqs. 7.4-13 and7.4-14a, A = ~ P / ( R T ) '  and B = P b / R T .  Of course, other 
equations of state could b e  used for  the fugacity calculations starting from Eq. 7.4-5, 
though w e  d o  not  consider such calculations here. 

Fugacity coefficient: ' 

Peng-Robinson 
equation of state 

f v a 
I n - = ( Z  - 1 ) - I n  

zV + ( I  + A ) ~ P / R T  

P Z V  + (1 - A ) ~ P / R T  1 
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To use either the virial. van der Waals, Peng-Robinson, or other equation of state to 
i 

calculate the fugacity of a gaseous species, the following procedurt is used: (1) For a 
given value of T and P, use the chosen equation of state to calculars the molar volume 
V or, equivalently, the compressibility factor 2. When using cubic or more compIi- - 
cated equations of state. it is the low-density (large 4( or 2) solution that is used. (2) 
This value of 4( or Z is then used in Eq. 7.4-12.7.4-13, or 7.4-14, as appropriate, to cal- 
culate the species fugacity coefficient, f/P, and thus the fugacity. The Peng-Robinson 
equation-of-state programs or MATHCAD worksheets described in Appendix B can 
be used for this calculation. 

Fugacity coefficient 
corresponding states 

ILLUSTRATION 7.4-5 
Calculnrioiz of the F~lgncin of a Gas Using rhe Penp-Robinson Eq~torion eiSmte 

Compute the fugacities of pure ethane and pure butane at 373.15 K an$ 1 ,  10, and 15 bar, 
assuming the Peng-Robinson equation describes there gases at these cosZitions. 

I 
I 
I 

Using the Visual Basic conlputer program described i n  Appendix B.1-2. the DOS-based program 
PRl described in Appendix B.11-I, the MATHCAD worksheet described in Appendix B.liI, or 
the MATLAB program described in Appendix B.IV and the data in Table 4.6-1, we obtain the 
following: 

Ethane Butane 

P (bar) Z,. f (bar) Z f (bar) 

1 0.996 1.00 0.985 0.99 
10 0.957 9.58 0.837 8.57 
15 .. .: 0.935 14.06 0.733 11.81 

COM~LIENT 

We see that these results are only slightly different from those computed with the virial equa- 
tion of state. The differences would become larger as the pressure increases or the temperature 
decreases. ta 

For hand calculations it is simpler, but less accurate, to compute the fugacity of a . 

species using a specially prepared corresponding-states fugacity chart. To do this, we 
note that since, for simple gases and hydrocarbons, the compressibility factor Z obeys 
a corresponding-states relation (see Sec. 6.6), the fugacity coefficient f/P given by 
Eq. 7.4-6 can aIso be written in corresponding-states Erm as follows: 
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Reduced pressure. P, 

Figure 7.4-1 (Reprinted with permission from 0. A. Hougen;K. M: Watson, and R. A. 
Ragatz, Chetnicnl Process Principles Charts, 2nd ed., John Wiley & Sons, New York, 1960.) 

Consequently, the fugacity coefficient can be tabulated in the corresponding-states 
manner. The corresponding-states correlation for the fugacity coefficient of nonpolar 
gasesand liquids given in Fig. 7.4-1 was obtained using Eq. 7.4-15b and the compress- 
ibility correlation (Fig. 6.6-3). 

b. The Fugacity of a Pure Liquid 

The fugacity of a pure liquid species can be computed in a number of ways, depending 
on the data avGlable. If the equation of state for the liquid is known, we can again start 
from Eq. 7.4-8, now written as 

where the superscript L is used to indicate that the liquid-phase compressibility (high 
density, small _V and 2) solution of the equation of state is to be used, and it is the 
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liquid-phase fugacity that is beins calculated. Ilsing, for example, the Peng-Robinson 
equation of state in Eq. 7.4-8 yields 

Fugacity coefficient 
Peng-Robinson f L  (I In - = (zL - 1) - In 
equation of state P 

To use this equation, we first. at the specified value of T and P, solve the Peng- 
Robinson equation of s tae  for the liquid compressibility, zL, and use this value to 
compute f L ( ~ ,  P). ~f~ ,cburse .  other equations of state could be used in Eq. 7.4-5. 
The Peng-Robinson equation-of-state programs or MATHCAD worksheets described 
in Appendix B can be used for this calculation for the Peng-Robinson equation of state. 

a/--%, . .'-l P 

ILLUSTRATION 7.4-6 
, --. 

3 :  3 Ccrlc~~ia~ion of tile Fusncin of n Llquld U S I I I ~  rhe Petrg-Robinson Eqiltrtron of Strite 
-t=* 
L-~ Compute the fugacit! of pure liquid )r-pentane and pure 11quld benzene at 373.15 K and 50 bar 

using the Peng-Roblnson equation of state 

SOLUTION 

Using one of the Peng-Robinson equation-of-state programs in Appendix B with the liquid 
(high-density) root, we'obtain for /I-psntane 

" ~ ~ ~ ( 3 7 3 . 1 5  K, P = 50 bar) = 0.2055 

fPE(373.15 K. P = 50 bar) = 6.22 bar 

and for benzene 

ZBz(373. 15 K, P = 50 bar) = 0.1522, 

f~~(373 .15  K, P = 50 bar) = 1.95 bar n 
If one has some liquid volume data, but not an equation of state, it is more convenient 

to start with Eq. 7.3-6, which can be rearranged to 

and perform the integration. However, one has to recognize that a phase change from a 
vapor to a liquid occurs within the integration range as the pressure is increased from 
zero pressure to the vapor pressure, and that the molar volume of a fluid is discontinu- 
ous at this phase transition. Thus, the result of the integration is 

R T l n  - =_G(T, P)-_G"(T, P )  (3 
Pvnp ( 7 )  -/ ( y - F ) d P + R T A ( l n i )  + J P  ( ! - % ) d l '  - 

P=O P phase PvaP(T) 
change 
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The first term on the right side of this equation is the difference between the real and 
ideal gas Gibbs energy changes of compressing the vapor from zero pressure to the va- 
por pressure of the substance at temperature T. The second term allows for the Gibbs 
energy change at the phase transition. The last term is the difference between the liq- 
uid and ideal gas Gibbs energy changes on compression of the liquid from its vapor 
pressure to the pressure of interest. 

From Eq. 7.4-7 and the fact that the pressure is continuous and the fugacities are 
equal at a phase change, we have . 

) phase = 0  
change 

and from Eq. 7.4-6, we further have that 

(- RpT) V - ---- d P  = RTln 

where ( f /P)sal .T  is the fugacity coefficient of the saturated fluid (either vapor or liquid 
at the phase transition pressure, since these fugacities are equal) at temperature T. 
Finally,. the last term in Eq. 7.4-1 6 can be partially integrated as follows: 

Combining these terms yields the following expressions for the fugacity of a pure liq- 
uid: 

The exponential term in this equation, known as the Poynting pressure correction, 
accounts for the increase in fugacity due to the fact that the system pressure is higher 
than the vapor pressure of the liquid. Since the molar volume of a liquid is generally 
much less than that of a gas (so that P _ V ~ / R T  << 1). the Poynting term is only impor- 
tant at high pressures. (An exception to this is for cryogenic systems, where T is very 
low.) 

Equation 7.4-18 lends itself to several levels of approximation. The simplest approx- 
imation is to neglect the Poynting and (f/ P),at terms andset the fugacity of the liquid 

. equal to its vapor pressure at the same temperature, that is, ' 

Simplest 
fL(T, P )  = Pvap(T)  (7.4:19) 

approximation for f The result is valid only when the vapor pressure is low and the liquid is at a low total 
pressure. Although this equation applies to most fluids at low pressure, it is not correct 
for fluids that associate, that is, form dimers in the vapor phase, such as acetic acid. A 
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more accurate approximation is 

Better approximation 
for SL 

Best approximation 
for f 

which states that the fugacity of a liquid at a given temperature and any pressure is 
equal to its fugacity at its vapor pressure (as a vapor or liquid). This approximation 
is valid provided the system pressure is not greatly different from the species vapor 
pressure at the temperature of interest (so that the Poynting term is negligible). To 
evaluate f '(T, P'"), any of the methods considered in Sec. 7.4a may be used. For 
example, if second virial coefficient data afe available, Eq. 7.4-13 can be used, or if 
an equation of state is available for the vapor, but not for the liquid (as may be the 
case for nonhydrocarbon fluids), Eq. 7.4-5 (or its integrated form for the equations of 
state considered in Sec. 7.4a) can be used to estimate f '(T, PV"). Alternatively, but 
less accurately. ( f/P)saLT can be gotten from the corresponding-states diagram of Fig. 
7.4- 1 using the saturation line and the reduced temperature of interest. 

Another approximation that can be made in Eq. 7.4-18 is to take into account the 
Poynting pressure correction, but to assumk that the liquid is incompressible (Fig. 7.3-4 
for the van der \Vaals equation of state. for example, does indicate that at constant 
temperature the liquid volume is only slightly pressure dependent). In this case 

V ( P  - P'") 
fL(r,  P )  = Pvnp(T) (7.4-21) 

where the term on the right, before the exponential, is the same as in Eq. 7.4-20. Alter- 
natively, one can use .. .. 

where the fugacity coefficient is evaluated using the principle of corresponding states 
and Fig. 7.4-1. However, if an equation of state for the liquid is available, one should 
use Eq. 7.4-8. 

ILLUSTRATION 7.4-7 
Calculation of the Fugacity of Liquid Waterfrom Density Data 

Compute the fugacity of liquid water at 300°C and 25 MPa 

SOLUTION 

From Eq. 7.4-18, we have 

Since liquids are not very compressible,'we can assume (away from the critical point of steam) 
that lL - I:, SO that 

f L(~, P) '= f %'(T) exp [&(p - R T  pvaP(T))] 
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From Illustrarion 7.4-3 we have f "'(300°C) = 6.7337 kIPa and from the steam tables. at 300'C. 
P m p  = 8.58 1 MPa and PL = 0.001 404 m3/kgg, so that 

rn3 I kg ySOt= I.4Mx lo-'- X - x 18.015 o 
kg 10"s mol 

- m3 
= 2.5293 x lo-' - 

mol 
Consequently. 

1 mol ' f L ( 3 ~ ' ~ .  25 MPa) = 6.7337 MPaexp 
MPa mj 

8.314 x - x 573.15 K 
mol K 1 

= 6.7337 exp[O.O8715] MPa 

= 6.7337 x 1.091 1 MPa = 7.347 MPa 

c. Fugacity of a Pure Solid Phase 

The extension of the previous discussion to solids is relatively simple. In fast ,  if we 
recognize that a soiid phase may undergo several phase transitions, and let _v' be the 
molar volume of the Jth phase and P' be the pressure above which this phase is stable 

. at the temperature T. we have 

Here PS" is generally equal to the sublimation pressure of the so1id.j Since the subli- 
mation (or vapor) pressure of a solid is generally small, so that the fugacity coefficient 
can be taken equal to unity, it is usually satisfactory to approximate Eq. 7.4-73 at  low 
total pressures by 

or, for a soiid subject to moderate or high total pressures, by 

Calc~ilarion of the Fugacity oflcefrom Density Data 

Compute thd fugacity of ice at -5°C and pressures of 0.1 MPa, 10 MPa, and LO0 MPa. 

5 ~ e l o w  the triple-point temperature, as the pressure is reduced at constant temperature, a solid will sublimate 
directly to a vapor. However. near the triple-pint temperature some solids first melt to form liquid. and then 
vaporize as the ambient pressure is redurerl at constant temperature (see Fig. 73-6). In such cases PSa'(T) in Eq. 
7.4-23 is taken to be the vapor pressure of the liquid. 

. 
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Dntn: 

At -5cC, the sublimation pressure of ice is 0.4 kPa and its specific gravity is 0.9 15. 

SOLUTION 

We assume that ice is incompressible over the range from 0.4 kPa to 100 MPa, so that its molar 
volume over this pressure range is 

From Eq. 7.4-24b, we then have 

I 
- in3 

1.969 x lo-' - x (0. I - 0.0004) MPa 
fi,,(-j°C, 0.1 MPa) = 0.4 kPa exp mol 

MPa m' 
268.15 K x 8.314 x --- 

mol K 
= 0.4exp[S.797 x lo-'] kPa 

= 0.4 x 1.000 88 kPa 

= 0.4004 kPa 

I 
Similarly, 

m3 
1.969 x lo-'-- x (10 - 0.0004) MPa 

fi,,(-S°C, 10 MPa) = 0.4 kPaexp mol 
MPa m3 

268.15 K x 8.314 x - 
mol K 

= 0.4369 kPa 

, I 
- m3 

1.9'69 x iO-' -. x (100 - 0.0004) MPa 
fi,,(-S0C, 100 MPa) = 0.4 kPaexp mol 

MPa m3 
268.15 K x 8.314 x - 

mol K 

= 0.9674 kPa 

Generally, the change in fugacity of a condensed species (liquid or solid) with small pressure 
changes is small. Here we find that the fugacity of ice increases by 10 percent for an increase in 
pressure from the sublimation pressure to 100 bar, and by a factor of 2.5 as the pressure on ice 
increases to 1OOO bar. . 
ILLU~TRATION 7.4-9 
Calculation of the Fugacity of Naphthalene from Density Data 

The saturation pressure of solid naphthalene can be represented by 

log,, Psa'(bar) = 8.722 - - 3783 (T in K) 
T 
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The density of the solid is 1.025 glcm'. and the molecular \\*eight of naphthalene is 128.19. 
Estimate the fugacity of solid naphthalene at 35"C at its vapor pressure. and nl>o at 1, 20. .30. 
40, j0, and 60 bar. (This information is used in Sec. 12.1 in a study of supersritical ph:~se 
behavior.) 

SOLUTION 

We start with Eq. 7.4-23 for a single solid phase with the assumption that the solid is incom- 
pressible: 

Using the data in the problem statement. 

Since the sublimation pressure is so lo\\.. we can use (see Fig. 7.4-1) 

Therefore, 

f "T = 35'C. P"' = 2.759 x lo-' bar 

At any higher pressure, we have 

fS(7 = 35"C, P )  = 7.789 x lo-'' (bar) 

128.19 cm3 
< 

-- x ( P  - 2.879 x lo-') bar x lo-" 
1 .025 mol 

bar m3 
5.314 x lo-' - x 308.15 K 

mol K 

The result is 

7.5 THE CALCULATION OF PURE FLUID-PHASE EQUULUBRIUM: THE - 
COMPUTATION - OF VAPOR PRESSURE FROM AN EQUATION OF STATE 

Now that the fugacity (or equivalently, the molar Gibbs energy) of a pure fluid can be 
calculated, it is instructive to consider how one can compute the vapor-liquid equilib- 
rium pressure of a pure fluid, that is, the vapor pressure, as a function of temperature, 
using a volumetric equation of state. Such calculations are straightforward in princi- 
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ple, but, because of the iterative nature of the computation involved, are best done on a 
computer. One starts by choosing a temperature between the melting point and critical 
point of the fluid of interest and guessing the vapor pressure. Next, for these values 
of T and P, the equation of state is solved to find the liquid (smaller _V and 2 )  and 
the vapor (larger _V and Z) roots, which we denote by zL and z V ,  respectively. These 
values are then used in the fugacity coefficient expression appropriate to the equation 
of state to obtain f L  and f V .  Finally, these \slues are compared. If f L  is, within a 
specified tolerance, equal to f ', the guessed pressure is the correct vapor pressure 
for the temperature of interest. If, however. the liquid-phase fugacity is greater than 
the vapor-phase fugacity (i.e., f > f "), the guessed pressure is too low; i t  is too 
high if f > f L. In either case, a new guess must be made for the pressure, and the 
calculation repeated. 

Figure 7.5-1 is a flow diagram for the calculation of the vapor pressure using the 
-0 Peng-Robinson equation-of-state (the Peng-Robinson equation-of-state programs in . 
\- a 

Appendix B can be used for this calculation): clearly. other equations of state could 
* .  
_' have been used. Also, the algorithm could be modified slightly so that pressure is cho- 

sen, and the boiling temperature at this pressure found (in this case remember that, 
from Eq. 6.7- 1, the n parameter in the eq~~at ion of state is temperature dependent). 

Enter T,, P,, w , 
t 

Enter T and guessed value of P 

I +/ Compute A and B, where ,, 
A = aPIRZT2 and B = PbIRT 

Solve Eq. 6.7-5 for ZL and ZV 1 
Compute fV by substituting 
- - Zv into Eq. 7.4-14a 

compute fLby  substituting ---- ZLinto Eq. 7.4-14b 

Figure 7.5-1 Flow sheet of a computer 
program for the calculation of the vapor 
pressure of a fluid using the Peng-Robinson 
equation of state. 
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Figure 7.5-2 contains experimental vapor pressure versus temperature data for 11- 

butane, together with vapor pressure predictions from (1) the van der Waals equation: 
(2) the Peng-Robinson equation, but with a = 0.457 2 4 ~ ~ ~ 2 1 ~ ~  rather than the correct 
expression of Eq. 6.7-1; and (3) the complete Peng-Robinson equation of state,. that is. 
with the n parameter being the function of temperature given in Eq. 6.7-1. From this 
figure we see that the vapor pressure predictions of the van der Waals equation are not 
very good, nor are the predictions of the simplified Peng-Robinson equation with the 
n parameter independent of temperature. However. the predictions with the complete 
Peng-Robinson equation are excellent. Indeed, the specific form of the temperature 
dependence of the a (T) term in the a parameter was chosen so that good vapor pressure 
predictions would beobtained at all temperatures, and so that u(T,) = 1 to ensure that 
the crilical-point conditions are met. 

Finally, it should be pointed out that in the calculation scheme suggested here, the . 
initial guess for the vapor pressure at the chosen temperature (or temperature at fixed' 
pressure) must be made with some care. In particular, the pressure (or temperature) 
must be within the range of the van der Waals loop of the equation of state, so that 
separate solutions for the vapor and liquid densities (or compressibilities) are obtained. 
If the guessed pressure is either too high so that only the high-density root exists, or 
too low so that only the low-density root exists, the presumed vapor and liquid phases 
will be identical, and the algorithm of Fig. 7.5- 1 will accept the guessed pressure as the 
vapor pressure, even though it is an incorrect one-phase solution, not the correct two- 
phase solution to the problem. The incorrect "solution" so obtained is referred to as the 
trivial solution (in which the two phases are identical) rather than the actual solution 

Figure 7.5-2 The vapor pressure of n-butane as 
a function of temperature.-The points are the 
experimental data. Line a is the prediction of the 
van der Wads equation, line b is the prediction 
of the Peng-Robinson equation with a = 1, and 
line c is the prediction of the complete Peng- 
Robinson equation [i.e., a = a (t)].  The reason 
for plotting In PV"p versus 1/T rather than PmP 

l W l T  (K). versus T is discussed in Sec. 7.7. 
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to the problem, in which vapor and liquid phases exist. The best method of avoiding 
this difficulty is to make a very good initial guess, though this becomes increasingly 
harder to do as one approaches the critical point of the fluid, and the van der Waals 
loop becomes very small (remember, it vanishes at the critical point). 

Of course, using an equation of state, not only can the vapor pressure of a fluid be 
calculated, but so can other ihermodynamic properties along the vapor-liquid phase 
boundary. This is demonstrated in the following illustration, which is a continuation of 
Illustration 6.4-1, dealing with the thermodynamic properties of oxygen. 

ILLUSTRATION 7.5-1 (Illustration 6.4-1 continued') 
Using ml Equation of State to Culc~tlare the Wtpor Presstrre of n Conzporrnll 

Using the data in Illustration 6.4-1, and the same reference state, compute the vapor pressure of 
oxygen over the temperature range of -200°C to the critical temperature, and also compute the 
specific volume, enthalpy, and entropy along the vapor-liquid equilibrium phase envelope. Add , 
these results to Figs. 6.4-3, 6.4-4, and 6.4-5. 

-.. 
*A" 

SOLUTION 
,- >: i 
$3 Using the Peng-Robinson equation-of-state programs or IMATHCAD worksheets described i n  

Appendix B, we obtain the results in Table 7.5-1. The vapor pressure as a function of temper- 
ature is plotted in Fig. 7.5-3. The specific volumes and molar enthalpies and entropies of the 
coexisting phases have been added as the two-phase envelopes in Figs. 6.4-3, 6.4-4, and 6.$-5.. 

ILLUSTRATION 7.5-2 (Illustration 6.4-1 concluded) 
Con~pleting the Construction of a Tlier-~nodynumic Properries Cfiart Using an Eq~cririon of State 

Complete the calculated thermodynamic properties chart for oxygen by-considering tempera- 
tures between - 100°C and 7200°C. 

I __. 

SOLUTION 

The calculation here is much like that of Illustration 6.4-1 except that for some pressures at 
temperatures below the critical temperature, three solutions for the compressibility or specific 

T (K) 
160 140 120 100 80 

I/T (K) X 10' 

Figure 7.5-3 The vapor pressure of oxygen calculated using 
the Peng-Robinson equation of state. 
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Table 7.5-1 Thermodynamic Properties of Oxygen Along the Vapor-Liquid Phase Boundary Calculated Using the 
Peng-Robinson Equation of State 

7- ('c) Vapor Liquid T (:C) Vapor Liqutd 

P = 0.1 1 bar P = 12.30 bar 
' Z  0.9945 0.0004 Z 0.8062 0.037 1 

-200 - _ V  53.3256 0.0232 -150 )' 0.6713 0.0309 
H - -631 1.60 - 13 501.04 - H -5475.94 - 10 829 37 

z_S -20.87 7 1  19.14 _S -48.49 -91.95 

P = 0.47 bar P = 20.54 bar 
Z 0.9832 0.00 16 Z 0.7 170 0.064 1 

-190 _V 14.575 1 0.0241 -140 _V 0.3864 0.0346 
H - -6064.97 - 13 013.02 - H z  -5534.19 -10 131.95 
_S -29.34 -1 12.90 _S .,. -52.20 -56.72 

P = 1.39 bar P = 32.15 bar 
Z 0.96 1 1 0.0045 Z 0.5983 0.1 107 

-IS0 _V 5.36 17 0.0252 - 130 _V 0.22 15 0.01 10 
H - -5842.7 1 - 12 517.98 - H -5780.50 -9273.39 
_S -35.65 - 107.30 _S -56.43 -8O.S-l 

P = 2.19 bar P = 39.44 bar 
Z 0.9452 0.0070 Z 0.5191 0.1501 

-175 _V 3.5151 0.0259 -125 _V 0.1621 0.0469 
H - '-5744.89 -12261.51 - H -6043.66 -87 16.50 

_S -38.25 -104.64 _S -59.19 -77.23 

P = 3.31 bar . .. , P = 47.85 bar 
Z 0.9256 0.0103 Z 0.4000 0.2253 

-170 _V 2.3964 0.0266 - 120 _V 0.1065 0.0600 
H - -5658.53 -1 1 997.44 - H -6599.85 -7885.19 

_S -40.60 - 102.05 _S -63.62 -72.01 

P = 6.76 bar 
Z 0.8745 0.0204 

-160 )' 1.2175 0.0284 
H - -5529.07 - 11 440.52 

_S -44.75 -96.99 

V [=) m3/kmol: _H [=I J/mol = k.l/kmol; _S [=] J/mol K = W/(kmol K). - 

volume are obtained. To choose the correct solution in such cases, the vapor pressure calculated 
in the previous illustration is needed. If three solutions are obtained and the system pressure 
is above the vapor pressure, the liquid is the stable phase and the smallest compressibility (or 
specific volume) is the correct solution, and it should be used in the calculation of all other 
thermodynamic properties. Conversely, if the system pressure is beloE the calculated vapor 
pressure, the vapor is the stable phase and the largest compressibility or specific volume root is . 
to be used. 

Using this calculational procedure, which is incorporated into the programs on the CD-ROM 
and discussed in Appendix B, the entries in Table 7.5-2 were obtained. These values also appear 
in Figs. 6.4-3, 6.4-4, and 6.4-5. 
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Table 7.1-2 The Thermodynatnic Pro3nies of Oxygen in the Low-Temperature Range 
Calculated Using the Pmg-Robinson Equation of State 

T (OC) 

- 125 -150 -175 -200 

P = l b a r  
Z 0.9915 0.9863 0.9756 0.0038 
v - 12.2138 10.0988 7.9621 0.0232 
H .. - -4302.26 -4995.07 -5684.10 -13 491.36 

_S - 19.97 -25.09 -3 1.35 ' -119.04 

P = 2 bar 
z 
v - 
H - - 
_s 

P = 5 bar 
z 
v .- 
H - 

_s 

P = 10 bar 
z 

, 
P = 20 bar 
z 

P = 40 bar 
z 
v 

P = 50 bar -. 
Z 0.1740 0.1458 0.15'63 0.1899 
v - 0.0429 0.0299 0.0255 0.023 1 
H - -8937.76 -10 844.89 -12 199.92 - 13 405.54 
_S -79.04 -93.01 -105.27 -1 19.42 

(continued) 
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Table 7.5-2 (Continued) 

P = 60 bar 
z 
v - 
H - 
_s 

P = 70 bas 
z 
v - 
B 

.,' s 

P = 80 bar 
z 

P = 90 bar 
z 

P = 100 bar'. 
z 
V - 

V [=I m3/mol: _H [=] J/mol = kJ/kmol: _S [=I J/mol K = kJ/(hol  K). - 

NOTE 

This completes the calculation of the thermodynamic properties of oxygen. You should remem- 
ber, however, that these results were obtained using only a simple, generalized three-paraineter 
(T,, PC, a) cubic equation of state. Therefore, although they are good estimates, the results are 
not of as high an accuracy as would be obtained using a considerably more complicated equa- 
tion of state. For example, an equation with 59 constants specific to water was used to compute 
[he very accurate properties of steam in the steam tables (Appendix A.111). Clearly, a very large 
amount of carefully obtained experimental data, and sophisticated numericai analysis, must be 
used to obtain the 59 equation-of-state consmts. This, was done for water because in various 
industrial applications, especially in the design and evaluation of steam boilers and turbines, the 
properties of steam are needed to high accuracy. II 

It must be emphSized that the generalization of the Peng-Robinson equation-of- 
state parameters given by Eqs. 6.7-2,6.7-3, and 6.7-4 is useful only for hydrocarbons 
and inorganic gases ( 0 2 ,  N2, C 0 2 ,  etc:). For polar fluids (water, organic acids, al- 
cohols, etc.), this simple generalization is not accurate, especially at low temperatures 
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and pressures. A numbzr of alternative procedures have been suggested in this case. 
One is to add.additiona1 species properties in the generalization for the equation-of- 
state parameters, such as the dipole moment, polarizability, and/or other properties. A 
simpler and generally more accurate procedure is to make the equation-of-state pa- 
rameters specific for each fluid. One such procedure, and the only one that we shall 
introduce here, is due to Stryjek and  era.^ which is to replace Eq. 6.7-4 with 

where 

J -  Here K ,  is a parameter specific to each pure compound that is optimized to accurately 
' fit lo\r--temperature vapor pressure information. We refer to this modification of the 

Pens-Robinson equation as the PRSV equation. We also note (for later reference) that 
in this case 

du (T) 
d T 

ILLUSTRATION 7.5-3 
Vapor Pressure ~alculariar~sfor Water:with the Peng-Robitlsot~ Equation of State 

a. Compare the predictions for the vapor pressure of water from the Peng-Robinson equation 
of state with generalized coefficients with data in the saturated steam tables. 

b. Use the FRSV equation of state with Eqs. 7.5-1 and 7.5-2 with K, = -0.0665,to calcclate 
the vapor pressure of wafer, and compare the results with data i n  the steam tables. 

In the table below are the vapor pressure data from the steam tables and as calculated from the 
Peng-Robinson (PR) and PRSV equ~tions of state. 

Clearly, the PRSV equation of state, with the fluid-specific parameter K,, leads to more accu- 
rate water-vapor pressure predictions than the Peng-Robinson equation of state with generalized 
parameters. This is not surprising since the PRSV equation has an extra parameter that can be 
fit to data for each fluid. In general, the difference in accuracy. between the Peng-Robinson and 
PRSV equations will be larger the more different the fluid is from a simple hydrocarbon, with 
the PRSV equation being more accurate. For comparison, values of the vapor pressure calcu- 
lated from the Peng-Robinson equation of state with a equal to a constant value i f  unity are also 
.given. These values are in poor agreement with the experimental data, and demonstrate why a 
has been made a hnction of temperature; Finally, since the critical properties were used in de- 
termining the parameters in the peng-~obinson (with a a constant or a function of temperature) 

6 ~ .  Stryjekand,J;H. Vera, Can I. Chem Eng. Sci. 64,334.820 (1986). 
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Vapor Pressure (kPa) 

T (K) Steam Tables PR (a (T I )  PR (a = 1) PRSV (K, = -0.0665) 

273.16 0.61 13 0.4827 121.7 0.6094 
283.15 1.2276 0.9969 164.8 1.2233 
293.15 2.339 1.947 218.6 2.330 
303.15 4.246 3.617 284.8 4.229 
323.15 12.35 10.94 460.7 12.30 
343.15 31.19 . 28.50 705.9 31.08 
373.15 101.4 ' 95.98 1 233 101.0 
393.15 198.5 191.3 1712 198.0 
423.15 475.8 467.4 2 67-6 474.4 
448.15 892.0 885.9 3 668 . 889.5 
474.15 1 554 1 555 4 976 1 550 
523.15 3 973 4 012 8 228 3 970 
573.15 8 581 8 690 12 750 8 602 
623.15 16 513 16 646 18 654 16 579 
643.15 2 1 030 21 030 7 1 440 2 1 030 

and PRSV equations, both equations must give the same critical point. so that the difference 
between these equations is greatest far away from the critical point, at low temperatures and 
pressures. LB 

In Chapter 10 we consider vapor-liquid equilibria in mixtures. For such calculations 
i t  is important to have the correct pure component vapor pressures if the mixture behav- 
ior is to be predicted correctly. Therefore, for equation-of-state calculations involving 
polar fluids, the PRSV equation will be used. 

7.6 SPECIFICATION OF THE EQUILIBRIUM THERMODYNAMIC STATE OF A 
SYSTEM OF SEVERAL PHASES: THE GIBBS PHASE RULE FOR A 
ONE-COMPONENT SYSTEM 

As we have already indicated, to completely fix the equilibrium thermodynamic state 
of a one-component, single-phase system, we must specify the values of two state 
variables. For example, to fix the thermodynamic state in either the vabor, liquid, or 
solid region of Fig. 7.3-6, both the temperature and pressure are needed. Thus, we say 
that a one-component, single-phase system has two degrees of freedom. In addition, 
to fix the total size or extent of the system we must also specify its mass or one of its 
extensive properties, such as total volume or total energy, from which the mass can be 
calculated. 

In this section we are interested in determining the amount of information, and its 
type, that must be specified to completely fix the thermodynamic state of an equi- 
librium single-component, multiphase system. That is, we are interested in obtaining 
answers to the folIowing questions: 

- - - 
1. How many state variables must be specified to compleiely fix the thermodynamic 

state of each phase when several phases are in equilibrium (i.e., how many de- 
grees of freedom are there in a single-component, multiphase system)? 

2. How many additional variables need be specified, and what type of variable 
should they be, to fix the distribution of mass (or number of moles) between the 
phases, and thereby fix the overall molar properties of the composite, multiphase 
system? 
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3. What additional information is needed to fix the total size of the multiphase sys- 
tem? 

To specify the thermodynamic state of any one phase of a single-componenr. multi- 
phase system, two thermodynamic state variables of that phase must be specified; that 
is, each phase has two degrees of freedom. Thus, it might appear that if P phases are 
present, the system would have 2P degrees of freedom. The actual number of degrees 
of freedom is considerably fewer, however. since the requirement that the phases be 
in equilibrium puts constraints on the values of certain state variables in each phase. 
For example, from the analysis of Secs. 7.1 and 7.2 i t  is clear that at equilibrium the 
temperature in each phase must be the same. Thus, there are 'P - 1 relations of the 
form 

T I  = TIi 
T I  = ~ i l i  

that must be satisfied. Similarly, at equilibrium the pressure in each phase must be the 
same. so that there are an additional P- 1 restrictions on the state variables of the form 

Finally, at equilibrium, the molar Gibbs energies must be the same in each phase, so 
that 

which provides an additional P - 1 restrictions on the phase variables. 
Since there are a total of 3(P- 1) restrictions on the 2P state variables needed to fix 

the thermodynamic state of each of the P phases, the number of degrees of freedom 
for the single-component, multiphase system is 

Thus, the specification of 3 - p state variables of the individual phases is all that is 
.needed, in principle, to completely fix the thermodynamic state of each of the phases 

Gibbs phase rule for 
a single-component 
system 

Number of state Restrictions on 
these state variables 

3= Number of degrees 
as a result of each of the of freedom 

=2P-3(P-  1 )  

= 3 - P  
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in a one-component, multiphase system. Of course, to fix the thermodynamic stares of 
the phases, we would, in fact, need appropriate equation-of-state information. 

It is easy to demonstrate that Eq. 7.6-1 is in agreement with our experience and with 
the phase diagram of Fig. 7.3-6. For example, we have already indicated that a single- 
phase (P  = 1) system has two degrees of freedom; this follows immediately from 
Eq. 7.6-1. To specify the thermodynamic state of each phase in a two-phase system 
(i.e., vapor-liquid, vapor-solid, or solid-liquid coexistence regions), it is clear from 

*. Fig. 7.3-6 that we need specify only the temperature or the pressure of the system; thz 
- *  value of the other variable can then be obtained from the appropriate coexistence curve. 

Setting 'P equal to 2 in Eq. 7.6-1 confirms that a two-phase system has only a single 
degree of freedom. Finally, since the solid, liquid, and vapor phases coexist at only a 
single point, the triple point, a single-component, three-phase system has no degrees 
of freedom. This also follows from Eq. 7.6-1 with P equal to 3. 

The character of the variable to be specified as a degree of freedom is not completely 
arbitrary. To see this, consider Eq. 7.3-la, which gives the molar volume of a two- 
phase mixture as a function of wV and the two single-phase molar volumes. Clearly. 
a specification of either yV or yL is sufficient to fix the thermodynamic state of both 
phases because the two-phase system has only one degree of freedom. However, the 
specification of the two-phase molar volume _V can be satisfied by a range of choices 
of temperatures along the coexistence curve by suitably adjusting wV, so that _V or 
any other molar property of the two phases combined is not suitable for a degree-of- 
freedom specification. Consequently, to fix the thermodynamic state of each of the P 
phases in equilibrium, we must specify 3 - properties of the incfividual phases. 

Next we want to consider how many variables, and of what type, must be specified 
to also fix the distribution of mass or number of moles between the phases, so that the 
molar thermodynamic properties of the system consisting of several phases in equi- 
librium can be determined. If there are P phases, there are P va!ucs of wi, the mass 
fraction in phase i, which must be determined. Since the mass fractions must sum to 
unity, we have 

as one of the,relations between the mass fractions. Thus, 'P - 1 additional equations of 
the form 

5,i9i = 

i= l 

or generally, - . 

are needed. In these equations, 8' is the property per unit mass in phase i, and 8 is the 
property per unit mass of the multiphase mixture. 
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From these equations, it is evident that to determine the mass distribution between 
the phases, we need to specify a sufficient number of variables of the individual phases 
to fix the thermodynamic state of each phase (i.e., the degrees of freedom 3) and 
P - 1 thermodynamic properties of the multiphase system in the form of Eq. 7.6-3. 
For example, if we know that steal11 and water arein equilibrium at some temperature T 
(which fixes the single-degree freedom of this two-phase system), the equation of state 
or the steam tables can be used to obtain the equilibrium pressure, specific enthalpy, 
entropy, and volume of each of the phases, but not the mass distribution between the 
phases. If, in addition, the volume [or enthalpy or entropy, etc.) per unit mass of the 
two-phase mixture were known, this would be sufficient to determine the distribution of 
mass between the two phases, and then all the other overall thermodynamic properties. 

Once the thermodynamic propenies of all the phases are fixed (by specification of 
the 3 = 3 - P degrees of freedom) and the distribution of mass determined (by the 
specification of an additional P - 1 specific properties of the multiphase system), the 
value of any one extensive variable I rota1 volume. total enthalpy, etc.) of the multiphase 
system is sufficient to determine the total mass and all other extensive variables of the 
multiphase system. 

Thus, to determine the thermod!namic properties per unit mass of a single-cornpol 
nent, two-phase mixture, we need to specify the equivalent of one single-phase state 
variable (the one degree of freedom) and one variable that provides information on 
the mass distribution. The additional specification of one extensive property is needed 
to determine the total mass or size of the system. Similarly, to fix the thermodynamic 
properties of a single-component, three-phase mixture, we need not specify any single 
state variable (since the triple point is unique), but two variables that provide informa- 
tion on the distribution of mass between the vapor, liquid, and solid phases and one 
extensive variable to determine the total mass of the three-phase system. 

. . ~ .. 

ILLUSTRATION 7.6-1 
Use of the Gibbs Phnse Rule 

a. Show, using the steam tables, that fixing the equilibrium pressure of a steam-water mixture 
at 1.0135 bar is sufficient to completely fix the thermodynamic states of each phase. (This 
is'an experimental verification of the fact that a one-component, two-phase system has 
only one degree of freedom.) 

b. Show that additionally fixing the specific volume of the two-phase system at I m3/kg 
is sufficient to determine the distribution of mass between the two phases. 

c. What is the total enthalpy of 3.2 m3 of this steam-water mixture? 

a. Using the saturation steam tables of Appendix A.LII, we see that fixing the pressure at 
1.0135 bar is sufficient to determine the temperature and the thermodynamic properties of 
each phase: 

Alternatively, specifying only the temperature, the specific volume, the specific enthalpy, 
or in fact any one other intensive variable of one of the phases wouId be sufficient to fix 
the thermodynamic properties of both phases. However, a specification of only the system 
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pressure, temperature, or any one-phase state variable is not sufficient to deterniine the 
relative amounts of the vapor and liquid phases. 

b. To determine the relative amounts of each of the phases, we need information from tvhich 
coV and wL can be determined. Here the specific volume of the two-phase mixture is given. 
so we can use Eq. 7.3-1, 

+ = w V 3 "  + (1 -wV)P'- 

and the relation 

wv +- oL.*= 1 

to find the distribution of mass between the two phases. For the situation here, 

I m3/kg = wv( l  .6729 m3/kg) + (1 - wV)(O.OO1 044 rn3/kg) 

so that 

and 

c.  Using the data in the problem statement. we know that the total mass of the steam-water 
mixture is 

From the results in parts (a) and (b) we can compute the enthalpy per unit mass of the 
two-phase mixture: r - 

Therefore. 

7.7 THERMODYNAMIC PROPERTIES OF PHASE TRANSITIONS 

' In this section several general properties of phase transitions are considered, as well as , 
a phase'transition classification system. The discussion and results of this section are 
applicable to all phase transitions (liquid-solid, solid-solid, vapor-solid, vapor-liquid, 
etc.), although special attention is given to vapor-liquid equilibrium. 

One phase transition property important to chemists and engineers is the slope of 
the coexistence curves in the P-T pIane; the slope of the vapor-liquid equilibrium line 
gives the rate of change of the vapor pressure of the liquid with temperature, the slope 
of the vapor-solid coexistence line is equal to the change'with temperature of the vapor 
pressure of the solid (called the sublimation pressure), and the inverse of the slope 
of the liquid-solid coexistence line gives the change of the.melting temperature of the 
solid with pressure. The slope of any of these phase equilibrium coexistence curves 
can be found by starting with Eq. 7.2-15c, 



. . 

-= -. 

31s Chapter 7: Equilibrium and Stability in One-Component Systems 

where the superscripts label the phases. For a small change in the equilibrium temper- 
ature d T ,  the corresponding change of the coexistence pressure d P (i.e., the change in 
pressure following the coexistence curve) can be computed from the requirement that 
since Eq. 7.7-1 must be satisfied all along the coexistence curve. the changes in Gibbs 
energies in the two phases corresponding to the temperature and pressure changes must 
be equal, that is, 

d _ ~ [  = d _ ~ "  

Using Eq. 6.2-8b in Eq. 7.7-2 gives 

or, since P and Tare the same in  both phases for this equilibrium system (see Sec. 7.2) 

From Eq. 7.7- 1 ,  we hlso haye 

so that Eq. 7.7-3 can be rexritten as 

C l a p e ~ r o n  equation 

where A@ = 8'-@I1, and \ye have used P'"' to denote the equilibrium coexistence pres- 
sure.' Equation 7.7-4 is the Clapeyron equation; i t  relates the slope of the coexistence 
curve to the enthalpy and volume changes at a phase transition. 

Figure 7.3-6 is, in many ways, a typical phase diagram. From this figure and Eqs. 
7.7-3 and 7.7-4 one can make several observations about property chailges at phase 
transitions. First, since none of the coexistence lines has zero slope, neither the entropy 
change nor the enthalpy change is equal to zero for solid-liquid, Iiquid-vapor, or solid- 
vapor phase transitions. Also, since the coexistence lines do not have infinite slope, A V 
is not generally equal to zero. (In general, both the heat of fusion, Afu,_H = dL - $, 
and the volume change on melting, Afu,_V = xL - zS, are greater than zero for the 
liquid-solid transition, so that the liquid-solid coexistence line is as shown in the figure. 
One exception to this is water, for which Af,,,_H > 0 but Afus_V .: 0, so the ice-water 
coexistence line has a negative'slope.) From Sec. 7.3 we know that at the fluid critical 
point the coexisting phases are indistinguishable. Therefore, we cah conclude that A&, 
A?, and AS are all nonzero away f ~ o m  the fluid critical point and approach zero as 
the critical point is approached. 

pMp is used to denote the vapor pressure of the liquid, pSUb to denote the vapor pressure of the solid, and pSat to 
designate a general equilibrium coexistence pressure; equations containing PSat are applicable to both the vapor 
pressures and sublimation pressures. 
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Ciausius-Clapeyron 
equation * 

Of particular interest is the application of Eq. 7.7-4 to the vapor-liquid coexistence 
curve because this gives the change in vapor pressure with temperature. At tempera- 
tures for which the vapor pressure is not very high, it is found that 1" >> yL and 
A_V x 1'. If, in addition, the vapor phase is ideal, we have ASap_V = _v" = R T I P ,  
so that 

and 

which relates the fluid vapor pressures at two different temperatures tq.the heat of 
vaporization, Avap_H = &V - _HL. Equation 7.7-5a is referred to as.Ae Clausius- 
Clapeyron equation. The heat of vaporization is a function of temperature; however, 
if i t  is assumed to be independent of temperature. Eq. 7.7-5 can be integrated to give 

Approximate (7.7-6) 
integrated 
Clausius-Clapeyron 
equation a result that is also valid over small temperature ranges even when A,eap_H is temper- 

ature dependent. Equation 7.7-6 has been found to be fairly accurate for correlating 
the temperature dependence of the vapor pressure of liquids over limited temperature 
ranges. (Note that Eq. 7.7-6 indicates that In PV"p should be a linear function of I I T ,  
where T is the absolute temperature. It is for this reason that Figs. 7.5-2 and 7.5-3 were 
plotted as In f '"p versus I /  T.) 

ILLUSTRATION 7.7-1 
Use ojrlle Cla~lsirts-Clnpeyron Eqrrntion 

The vapor pressure of liquid 2.2.4-mmethyl pentane at various temperatures is given below. 
Estimate the heat of vaporization of this compound at 25OC. 

Vapor pressure 
0.667 1.333 2.666 5.333 8.000 13.33 26.66 53.33 101.32 

Temperature 
PC) -15.0 -4.3 7.5 20.7 29.1 40.7 58.1 78.0 99.2 

SOLUTION 
. . 

Over a relatively small range of temperature (say from 20.7 to 29. 1°C), Avnp_H may be taken to 
be constant. Using Eq. 7.7-6, we obtain 

AvnP_H - l~[f'VaP(TZ)IPw(T~)I - - h(8.00015-333) = 4287.8 -= 
R 1 1  - 1 1 --- 

T2 TI 302.25 293.85 

so that 
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Figure 7.7-1 The vapor pressure of 
7_,2,4-trimethyl pentane as a ftlnction 
of temperature. 

One can obtain an estimate of the temperature variation of the heat of vaporization by noting 
that the integration of Eq. 7.7-5 can bz carried out as an indefinite rather than definite integral. 
In this case we obtain 

where C i s  a constant. Therefore, if we were to plot In PV"P versus 1/T, we should get a straight 
line with a slope equal to - h,3,_H/R if the heat of vaporization is independent of temperature, 
and a curve if AvapfJ varies with temperature. Figure 7.7-1 is a vapor pressure-temperature plot 
for the 2.2.4-trimethyl pentane system. As is evident from the linearity of the plot. A,,,& is 
virtuaily constant over the v;hole temperature range. Hi 

This illustration is a nice example of the utility of thermodynamics in providing interrelation- 
ships between properties. In this case, we see how data on the temperature dependence of the 
vapor pressure of a fluid can be used to determine its heat of vaporization. 

The equation developed in the illusuation can be rewritten as 

with B = AVap_H/R, &d it is reasonably accurate for estimating the,temperature dependence of 
the vapor pressure over small temperature ranges. More commonly, the - Antoine equation 

Antoine equation In P V W ( T )  = A - 

is used to correlate vapor pressures accurately over the range from 1 to 200 @a. Antoine cpn- 
stants for many substances are given by Poling, Prausnitz, and O 'C~nnel l .~  Other: commonly 
used vapor pressure correlations include the Riedel equation 

*B. E. poling, J. M. Prausnitz, and J. P. O'Connell, The Propenies of Gases and Liquids. 5th ed., McGraw-Hill. 
New York (2001). 
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and the Harlecher-Braun equation, 

which must be solved iteratively for the vapor pressure, but is reasonably accurate from low 
vapor pressure up to the critical pressure. 

IilierrelcrrO~p [he Thernlorly,ln/?lic Properties of Pl~nse C I I N I I ~ C S  

The follo\ving vapor pressure data are available 

T (T) P'" (mm Hg) 

Ice ,/' -4 3.180 
- 2 3.880 

Water t l 5.194 
t-t 6.101 

Estimate each of the following: 

a. Heat of sublimation of ice 
b. Heat of vaporization of water 
c. Heat of fusion of ice 
d. The triple point of water. 

a. Here we use Eq. 7.7-6 in the form 

so that 

J 
Asub_H = 6130 K x 8.314 - - 

J kJ 
- 50 965 - = 50.97 - 

- mol K mol mol 

b. Similarly, here we have 

J 
AVap_N = 5410 K x 8.314 - - J kJ - 44 979 - = 44.98 - 

mol K mol mol 
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ASub_H = _H (vapor) - a (solid) 

and 

A,,,,_H = _H (\sapor) - _H (liquid) 

it  then follows that 

kJ 
A,,& = _H (liquid) - _H (solid) = A,,t,_H - AYop_H = 50.97 - u . 9 8  = 5.99 - mol 

d. At the triple-point temperature T, the sublimation pressure of the solid and the vapor pres- 
sure of the liquid are equal;;we denote this triple-point pressure as P,. Using Eq. 7.7-6 for 
both the solid and liquid ghases gi\.es 

and 

- - - --- 
T; T T, 275.15 

The solution to this pair of ~quations is T, = 273.279 K, and P, = 4.627 mm Hg. The 
reported triple point,is 2.73.16 K and 3.579 mm Hg, so our estimate is quite good. 

COMMENT 

This example illustrates the value of thermodynamics in interrelating properties in that from two 
sublimation pressure and two vapor pressure data points, we were able to estimate the heat of 
sublimation. the heat of vaporization, the heat of fusion, and the triple point. Further, we can 
now use the information we have obtained and write the equations 

and 

Consequently, we can also calculate the sublimation pressure and vapor pressure of ice and 
water, respectively, at other temperatures. Using these equations, we find 

pSub (- 10°C) = 1.95 1 rnm Hg 

which compares favorably with the measured value of 1.950 mm Hg. Also, 

Pv" (+lO°C) = 9.227 mm Hg 

compared with the measured value of 9.209 rnm Hg. !a 
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An important characteristic of the class of phase transitibns we have been consider- 
ing so far is that, except at the critical point, certain thermodynamic properties are clis- 
continuous across the coexistence line; that is, these properties have different values in 
the two coexisting phases. For example, for the phase transitions indicated in Fig. 7.3-6 
there is an enthalpy change, an entropy change, and a volume change on crossing the 
coexistence line. Also, the constant-pressure heat capacity Cp = beconies 
infinite at a phase transition for a pure component because Fmperature is constant and 
the enthalpy increases across the coexistence line. In contrast, the Gibbs energy is, by 
Eq. 7.2-15c, continuous at a phase transition. 

These observations may be summarized by noting that for the phase transitions con- 
sidered here, the Gibbs energy is continuous across the coexistence curve, but its first 
derivatives 

= - S  and (g) =, 
T 

are discontinuo~is, as are all higher derivatives. This class of phase transition is called 
a first-order phase transition. The concept of higher-order phase transitions follows 
naturally. A second-order phase transition (at constant T and P )  is one in which _G 
and its first derivatives are continuous, but derivatives of second order and higher are 
discontinuous. Third-order phase transition is defined in a similar manner. 

One example of a second-order phase change is the structural rearrangement of 
quartz, where _G, J, and _V are continuous across the coexistence line, but the constant- 
pressure heat capacity, which is related to ttie second temperature derivative of the 
Gibbs energy, 

is not only discontinuous but has a singularity at the phase change (see Fig. 7.7-2). 
Another example of a second-order phase transition is the change from the ferromag- 
netic to paramagnetic states in some materials. No phase transitions higher than second 
order have been observed in the laboratory. 

2 
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Figure 7.7-2 The specific heat of quartz near a 

1.0 
second-order phase transition. (Reprinted with per- 

200 4M3 600 mission from H. B. Callen, Thermodynamics, John 
~ ( " c )  - Wiley & Sons, New York, 1960.) 
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7.8 THERMODYNAMIC PROPERTIES OF SMALL SYSTEMS, OR WHY SUBCOOLING 
XKD SUPERHEATING OCCUR 

A drop of liquid in a vapor cor>sists of molecules in the bulk of thz liquid interacting 
with many other molecules, and molecules at the surface that on the liquid side of the 
interface interact with many molecules and on the vapor side interact with only a few 
molecules. Consequently, the enerzy of interaction (a part of the internal energy) of the 
molecules at the interface between the two phases is different from that of molecules 

.in the bulk. Other cases of molecules at the surface having different energies than those 
in the bulk occur at liquid-liquid. liquid-solid, and solid-vapor interfaces. Except for 
very small drops that have large surface areas relative to their volume, the number of 
moiecules at the surface is very much smaller than the number of molecules in  the 
bulk, so that the effect of the difference in energies between molecules in the bulk and 

. surface molecules can be neglected. However. for very small drops. this surface effect 
, is important. 

The contribution to the energy from the surface is usually written as GA, where G is 
the surface tension for the liquid-vapor inteiface (or the interfacial tension for a liquid- 
liquid interface) and A is the surface area. The r r A  contribution is the two-dimensional 
analogue of the P V term for bul'k fluids. Including the effect of changing surface area 
in the energy balance, just as we have included the effect of changing volume, gives 
for a closed system without shaft work 

where P  is the external pressure on the system. The negative sign on the c~(dA/dt) 
term is due to the fact that the system must do work to increase its surface area, just as 
the system must do work against the surroundings to expand (increase its volume). 

Our interest here will be in  sphericardrops, as droplets'that occur in nature are gen- 
erally spherical or almost so. In this case V = ;nr3 and A = 47rr2, where r is the 
drop radius. Therefore, the energy balance is 

or simply 

where P,,, = ( P + 2 o / r )  is theinternal pressure in the droplet as a result of the external 
pressure and the surface tension acting on the surface of the droplet. (The same relation 
between the internal pressure and the external pressure can be obtained from a force 
balance.) If the drop is very large (i.e., r 4 a), the external pressure and the internal 
pressure are equal. However, for a very small drop (that is, as r  4 0), the internal 
pressure is very much Iarger than the external pressure. (The expression for the internal 
pressure indicates that it becomes infinite in the limit of a drop of the size of a single 
molecule. However, when only one or a few molecules are involved, one must use a 
statistical mechanical description, not the macroscopic thermodynamic description - in _ s ;,-- -- 
this book. Therefore, we will not consider the$se -*- .- .. of - r being of moIecular dimensions.) _ _ -A__r  ,s; 

, t -  - 5  ' . -c -- - . , 
r - -  * - 

>__ - - 
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Table 7.8-1 Surface Tension at a Liquid-Vapor Intkrface 

Liquid Temperature ("C) cr (dynelcrn)' 

Water 20 72.9 
25 72.1 

Methanol 20 22.7 
Ethanol 20 22.1 
1-Octanol 20 . 27.6 
Benzene 20 28.9 
Aniline 20 43.4 
Glycerol 20 64.0 

" Perfluorohexane 20 11.9 
11-Heptane 20 20.4 
n-Octane 20 21.6 

20 Propionic acid 26.7 
Mercury 20 487 
Sodium 139 198 
Sodium chloride 1073 115 

'Divide by 1000 for ~ l r n ? .  

Table 7.8-2 Interfacial Tension at a Liquid-Liquid Interface 

Liquid Temperature ("C) a (dynelcm)' 

. Waterln-butyl alcohol 20 1.8 
Waterlmercury 20 415 
Waterhenzaldehyde 20 15.5 
Waterldiethylene glycol 25 57 
Mercuryln-hexane 20 378 

. . 
'Divide by 1000 for ~lrn'. 

Some values of the surface tension (for vapor-liquid interfaces) and interfacial ten- 
sions (for liquid-liquid interfaces) are given in Table 7.8-1. 

We now consider two cases. The first is a bulk liquid at a temperature T subject to 
an external pressure of P.  The fugacity of this liquid, f (T, P ) ,  can be computed by 
any of the methods described earlier in this chapter. The second case is that of a small 
droplet of the same liquid at the same temperature and external pressure. The fugacity . 

of this droplet is 

where yL is the molar volume of the liquid, and we have introduced the Poynting 
correction (so that the fugacity of the liquid drop can be expressed as the product of 

. the fugacity of the bulk liquid at the, same temperature and same external pressure) and 
a correction factor for the surface effect. Clearly, the contribution from the surface term 
is always greater than unity, so that the fkgacity of the drop is always greater than the 
fugacity of the bulk liquid at the same temperature and external pressure. Further, this 
difference will be very large if the drop is very small, as shown in Fig. 7.8-1. 

There are several implications of this result. The first is that since at a given temper- 
ature the fugacity of a drop is higher than that of a bulk liquid, it will attain a value of 
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Figure 7.8-1 Difference in Gibbs energy between a bubble of radius r and 
the bulk fluid for water at 20°C. 

1.013 bar at a lower temperature than that of the bulk liquid; that is, the boiling temper- 
ature of small drops at atmospheric pressure will be lower than that of the bulk liquid 
(Problem 7.72). Or, more generally,.small drops will vaporize more easily than the 
bulk fluid because of their higher fugacity (a thermodynamic effect) and their greater 
surface area per unit masd.(promoiing mass transfer). Also, as veporization of the drop 
occurs and the drop radius becomes smaller, both the fugacity of the liquid in the drop 
and the surface-to-volume ratio increase, so that the vaporization process accelerates. It 
is for this reason that to vaporize a liquid quickly in consumer products-for example, 
in an air freshener-an atomization process is used that produces small droplets. 

From the relationship between fugacity and molar Gibbs energy, we know that the 
molar Gibbs energy of a droplet is higher than that of the bulk fluid at the same tem- 
perature and external pressure. This is shown in Fig. 7.8-1. In particular, as the droplet 
radius goes to zero, this difference in molar Gibbs energy becomes infinite. 

Instead of vaporization, which is the disappearance of a phase, consider the opposite 
process of condensation, in which a liquid phase is created. The liquid will form when 
the fugacity (or, equivalently, molar Gibbs energy) of the liquid is less than that of 
the vapor. However, we see from Fig. 7.8-1 that the first liquid droplet that forms, 
of infinitesimal size, will have a very large Gibbs energy. Therefore, a vapor can be 
cooled below its normal condensation temperature (as long as there is no dust or other 
nucleation sites present) but may not condense, because while the Gibbs energy of 
the bulk liquid will be less than that of the vapor, the Gibbs energy of the very small 
droplets that will form first is greater than that of the vapor. This is the phenomenon of 
subcooling. As the vapor continues to be cooled, the difference between the vapor and 
bulk liquid Gibbs energies will become large enough to overcome the Gibbs energy 
penalty required for the formation of the first droplet of liquid. Once this first droplet 

_ is formed, since the Gibbs energy of a droplet decreases by the droplet growing in size, 
droplet growth (condensation) then occurs rapidly. 
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Similarly, to initiate boiling in a liquid, an infintesimal bubble of vapor must first be 
created. However, here too there is a very large Gibbs energy barrier to the formation of 
the first. very small bubble, and unless boiling chips or other devices are used to induce 
the nucleation of bubbles, on heating the normal boiling temperature will be exceeded 
before boiling starts. This is superheating. Note that the cause of both subcooling and 
superheating is the cost in Gibbs energy of producing a new phase (the liquid droplet 
in subcooling and a vapor bubble in superheating). 

Similar phenomena occur in other phase transitions, such as solidification or crystal- 
lization. That is, on cooling a liquid, initially a temperature below its nomlal freezing 
point will be reached without freezing (liquid-solid subcooling), and then suddenly a 
significant amount of freezing or crystallization will occur. 

There is a related process that occurs after nucleation of a new phase and is espe- 
cially e~ iden t  in crystallization. Initially, crystals of many different sizes form when 
crystallization (or freezing) first occurs. If the system is adiabatic (so that no further 
heating or cooling is supplied the small crystals will decrease in size and eventually 
disappear, while the large cryslals will grow, until there may be only a few (or even 
just one) larse crystals. This phenomenon is referred to as Ostwald ripening. We can 
easily understand why this occurs by examining Fig. 7.8-1, where we see that crystals 
of large size (radius) have a lower Gibbs energy than crystals of small size. Therefore, 
in the evolution toward equilibrium, the state of lowest Gibbs energy, the Gibbs energy 
of the system is lowered by replacing many small crystals with a few larger ones. 

PROBLEMS 
7.1 By doing some simple calculations and plotting several 

graphs, one can verify some of the statements made in 
this chapter concerning phase equilibrium and phase 
transitions. All the calculations should be done using 
the stem. tables. 
a. Establish, by direct calculation, that 

for steam at 2.5 MPa and T = 224°C. 
b. Calculate _GV at P = 2.5 MPa for a collection of ' 

temperatures between 225 and 400°C and extrapo- 
late this curve below 224°C. 

c. ~ i n d  sL at.160, 170, 180, 190,200, and 210°C. Plot 
this result on the same graph as used for part (b) 
and extrapolate above 224°C. (Hint: For a liquid _H 
and S can be taken to be independent of pressure. 
Therefore, the values of _H and _S for the liquid at 
any pressure can be gotten from the data for the sat- 
urated liquid at the same temperature.) How does 
this graph compare with Fig. 7.3-7? 

d. Plot1  versus Tat P = 2.5 MPa for the teperature 
range of 150 to 40@C, and show that _V is discon-- 
tinuous. 

e. Plot Cp versus T at P = 2.5 MPa over the temper- 
ature range of 150 to 400°C, and thereby establish 
that Cp is discontinuous. 

f. Using the data in the steam tables, show that the 
Gibbs energies per unit mass of steam and liquid 

. water in equilibrium at 300°C are equal. 
7.2 a. Show that the condition for equilibrium in a closed 

system at constant entropy and volume is that the 
internal energy U achieve a minimum value subject 
to the constraints. . 

b. Show that the condition for equilibrium in a closed 
system at constant entropy and pressure is that the 
enthalpy H achieve a minimum value subject to the 
constraints. 

7.3 a. Show that the intrinsic stability analysis for fluid 
equilibrium at constant temperature and volume 
leads to the single co~~dition that 

b. Show that intrinsic stability analysis fCr fluid equi- 
librium at constant temperature and pressure does 
not lead to any restrictions on the equation of state. 

7.4 a. Show that the conditions for vapor-liquid equilib- 
rium at constant N, T, and V are _GV = _GL and 
P V  = pL. 

b. Show that the condition for vapor-liquid equilibrium 
at constant N, T, and P is _GV = _GL. 

7.5 Prove that Cp 2 CV for any fluid, and identify those 
conditions for which Cp = CV. 

7.6 Show that if the polymer fiber of Problem 6.26 is to be 
thermodynamically stable at all temperatures, the pa- 
rameters a, B,  and y must be positive. 
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' 7.7 The entropy of a certain fluid has been found to be re- These equations, which are analogues of the Clap?! - 
lated to its internal energy and volume in the following ron equation, are sometimes referred to as the Ehrenfc>t 
way: equations. 

Also. show that these two e~uations can be derived b\. 

11 here 5'. (/:, and _Vc are, respectjsely, the molar en- 
tropy. internal energy, and volume.of the fluid for some 
appropriately chosen reference state. and a'and ,8 are 
positive constants. 
a. Develop an interrelationship between internal en- 

ergy, temperature, and specific volume (the thermal 
equation of state) for this fluid. 

b. Develop an interrelationship between pressure. tem- 
perature. and volume (the volumetric equation of 
state) for this fluid. 

c. Show that this fluid does not have a first-order phase 
transition by establishing that the fluid is stable in all 
thermodynan~ic states. 

7.8 Figure 73-4  is the phase diagram for a van der Waals 
fluid. Within the vapor-liquid coexistence envelope one 
can draw another envelope representing the limits of 
supercooling of the vapor and superheating of the liq- 
uid that can be observed in the laboratory: along each 
isotherm these are the points for which 

Obtain this envelope for the van dec Waals fluid. This.is 
the spinodal curve. The region between the coexistence 
curve and the curve just obtained is the metastable re- 
gion of the fluid. Notice also that the critical point of 
the fluid is metastable. 

7.9 Derive .the following two independent equations for a 
second-order phase transition: 

and 

applying L'Hopital's rule to the Clapeyron equation for 
a first-order phase transition. 

7.10 a. The heat of fusion afU,H for the ice-water phasc 
transition is 335 kJ/kg.at O'C and 1 bar. The dcn- 
sity of water is 1000 kgm3 at these conditions. and 
that of ice is 915 kg/m3. Develop an expression for 
the change of the melting temperature of ice n.ith 
pressure. 

b. The heat of vaporization for the steam-water phasc 
transition is 2255 kJkg at 100°C and 1 bas. De- 
velop an expression for the change in the boiling 
temperature of water with pressure. 

c. Compute the freezing and boiling points of warcr 
in Denver, Colorado. where the mean atrnosphri-ic 
pressure is 84.6 kPa. 

7.11 The triple point of iodine, I?.  occurs at 112.9 C 2nd 

11.57 kPa. The heat of fusion at the triple poiilt is 
15.27 kJ/mol, and the following vapor pressure data 
are available for solid iodine: 

Vapor pressure (kPa) 2.67 5.33 8.00 
Temperature ("C) 84.7 97.5 105.4 

Estimate the normal boiling temperature of molecular 
iodine. 

7.12 The following data are available for water: 

a. Compute the triple-point terpperaiure and pressure 
of water. 

b. Compute the heat of vaporization, the heat of sub- 
. limation, and the heat of fusion of water at its triple 

point. 
7.13 a. The following data have been reported for the va- 

por pressure of ethanol as a function of tempera- 
ture? 

P'aP (kPa) 0.6667 1.333 2.667 5.333 8.00 13.33 
T (''2) -12.0 -2.3 8.0 19.0 26.0 34.9 

Use these data to calculate the hear of vaporization 
of ethanol .at 17.33"C. 

b. Ackermam and Rauh have measured the vapor 
pressure of liquid plutonium using a clever mass 

'~eference: R H .  Perry. D. W. Green, and J. 0. Maloney, eds., The Chemical Engineers' Handbbok 6th ed.. 
McGraw-Hill, New York (1 984) pp. 3-55. 



effusion technique.I0 Some of their results are 
given here: 

Estimate the heat. of vaporization of liquid pluto- 
nium at 1400 K. 

7.14 a. Derive Eq. 7.4-8. 
b. Derive Eq. 7.4-12. 
c. Obtain an expression for the fugacity of a purz 

species that obeys the \.an der Waals equation of 
state in terms of Z, B = PB/RT, and A = 
n P/(RT)' (i.e., derive Eq. 7.4-13). 

d. Repeat the derivation tsith the Peng-Robinson 
equation of state (i.e., deri\.e Eq. 7.4-144. 

7.15 a. Calculate the fugacity of liquid hydrogen sultide 
in contact with its saturattd vapor at 25.5'C and 
20 bar. 

b. The vapor pressure of pure water at 310.6 K is 
6.455 kPa. Compute the fugacity of pure liquid 
water at 310.6 K when it  is under a pressure of 
100 bar, 500 bar, and 1000 bar. [Volume 7 of 
the lnternatiotzcrl Criticnl Tubles (~McGraw-Hill. 
New York, 1929) gives values of 6.925,9.175. and 
12.966 kPa, respectively. for these conditions.] 

7.16 a. 'Using only the steam tables. compute the fugiicity 
of steam at 400°C and 2 MPa, andiat 400°C and 
50 MPa: 

b. Compute the fugacity of steam at 400°C and 2 bIPa 
using the principle of corresponding states. Repeat 
the calculation at 400°C and 50 1MPa. 

c. Repeat the calculations using the Peng-Robinson 

@ equation of state.. 
Comment on the causes of the differences among 
these predictions. 

7.17 a. Show that. at moderately low pressures and densi- 
ties the virial equation of state can be written 9 

b. Prove that the fugacity coefficient for this form of 
the virial equation of state is 

c. The first two virial coefficients for methyl fluo- 
ride at 50°C are B = -0.1663 m3/kmol and C = 

'OR. J. Ackermann and E. G. Rauh, J. L 
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0.012 92 (m3!kmoi)*. Plot the ratio f l  P as a func- 
tion of pressure at 50°C for pressures up to I50 bar. 
Compare the results with the corresponding-states 
plot of f / P  versus PIP,. 

7.18 The folloneing data are available for carbon tetrachlo- 
ride: 

Vapor pressure (MPa) 0.5065 1.0 13 2.076 
T ("(3 141.7 178.0 222.0 

a. Compute the heat of vaporization of carbon tetra- 
chloride at 200°C using only these data. 

b. Derive the following expression, which can be.. 
used to compute the heat of \<aporization from $12 
principle of correspondin, = states: 

vvp liq 

c. Compute the heat of vaporization of carbon tetra- 
chloride at 200°C using the principle of corre- 
sponding states. 

d. Comrnent on the reasons for the difference be- 
tween the heats of vaporization computed in pans 

. (a) and (c) and suggest a way to correct the resl~lts 
to improve the agreement. 

7.19 An article in CI~enzical mid Etzgitleeritzg Nrw.~  (Sept. 
28, 1987) describes a hydrothermal autoclave. This 
device is of constant volume, is evacuated, and then 
water is added so that a fraction .r of the total vol- 
ume is filled with liquid water and the remainder is 
filled with water vapor. The autoclave is then heated 
so that the temperature and pressure in the sealed ves- 
sel increase. 'lt is observed that if  x is greater than 
a "critical fill" value, x,., the liquid volume fraction 
increases as the temperature increases, and the ves- 
sel becomes completely filled with 1iquid.at temper- 
atures below the critical temperature. On the other 
hand, if x < x,, the liquid evaporates as temperature 
is increased, and the autoclave becones completely 
filled with vapor below the water critical tempera- 
ture. If, however, x = x,, the volume fraction of liq- 
uid in the autoclave remains constant as the ternpera- 
ture increases, and the temperature-pressure trajectory 
passes through the water critical point. Assuming the 
hydrothermal autoclave is to be loaded at 25"C, cal- 
culate the critical fil l  x, 
a. Using the steam tables 
b. Assuming the water obeys the Peng-Robinson 

@ equation of state 
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7.20 a. Quantitatively explain why ice skates slide along 
the surface of ice. Can it get too cold to ice skate? 

b. Is it  possible to ice skate on other materials, such 
as frozen carbon dioxide? 

c. What is the approximate lowest temperature at 
which a good snowball can be made? Why can't 
a snowball be made if the semperature is too low? 

7.21 The effect of pressure on the melting temperature of 
solids depends on the heat of fusion and the volume 
change on melting. The heat of fusion is always pos- 
itive (that is. ,heat must be added to melt the solid), 
while the volume change on melting will be positive if 
the solid is a close-packed structure, and negative ~ G I .  

solids that crystallize into an open structure. Metallic 
elements generally crystallize into close-packed struc- 
tures. so that Asus_V is positive for most metals. Us- 
ing the data below. calculate the change in the melting 
temperature T,,, for each substance for a pressure in- 
crease from I bar to 100 I bar. and compare the resul ts 
with [he experimentally 

Substance T,,, (K) Alu,_H (Jlg) Af,,,_V (cclg) AT (K) 

\\.sicr 273.2 333.8 -0.0906 -7.4 
;\i<tic acid 289.8 187.0 $0.0 1595 f2.44 
Tin 505.0 58.6 f 0.00389 $3.3 
Bismuth 544 52.7 -0.00342 -3.55 

-4.35 cm3/mol, compute the temperature at which 
this transition occurs at 100 bar. 

7.24 Estimate the triple-point temperature and pressure of 
benzene. The following data are available: 

Vapor Pressure 
- 

T ('C) -36.7 -19.6 -11.5 -2.6 
Pvap (Pa) 1.333 6.667 13.33 26.67 
- 

Melting point at atmospheric pressure = 5.49'C 
Heat of fusion at 5.49"C = 127 Jlg 
Liquid volume at 5.49"C = 0.901 x m5/kg 
Volume change on melting = 0.1317 x lo-' m' kg 

7.25 The following data are available for the rhcrmody-.,' 
namic properties of graphite and diamond: 

Property . . Graphite Diamond 

Density 

J 
5.740 - 

mol K 

J 
2900 - 

mol 
J 

2.377 - 
mol K 

7.21 The vapor pressure of some materials can be repre: 
sented by the equation . 

- 
Values of the constants in this equation are given be- 
low. 
Compute the heats of sublimation of the solids and 
the heats of vaporization of the liquids above over the 
temperature range specified. 

7.13 The metal tin undergoes a transition from a gray phase 
to a white phase-at 286 K and ambient pressure. Given 
that the enthalpy change of this transition is 2090 
Jlmol and that the volume change of this transition is 

Assuming that the entropies and densities are approx- 
imately independent of temperature and pressure, de- 
termine the range of conditions for which diamonds 
can be produced from _graphite. (The procedure pro- 
posed would be to hold the graphite at high tempera- 
tures and pressures until diamonds formed, followed 
by rapid cooling and depressurizing so that  he dia- 
monds can not revert to graphite.) 

7.26 A thermally insulated (adiabatic) constant-volume 
bomb has been very carefully prepared so that half 
its volume. is filled with water vapor and half with 
subcooled liquid water, both at -10°C and 0.2876 
kPa (the saturation pressure of the subcwled liquid). . 
Find the temperature, pressure, and fraction of water 
in each phase after equilibrium has been Siablished in 

Temperature 
Substance a b c x I@ d . .  Range (K) 
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the bomb. What is the entropy change for the process? Prove that for the situation indicated in the figure, 
For simplicity, neglect .the heat capacity of the the vapor and liquid can coexist rtt equilibrium. that 

bomb, assume the vapor phase is ideal, and for the the specific volumes of the two cwxisting phases are 
limited temperature range of interest here, assume that given by the points of tangency of the Helmholtz en- 
each of the quantities below is independent bf temper- ergy curves with the line that is tangent to both curves, 
ature. and that the slope of this tangent line is equal to the 

Data: negative of the equilibrium (vapor) pressure. 
7.29 The principle of corresponding states has far greater 

applicability in thermodynamics than was indicated 
Ai?(solid + liquid) = 335 J/g in the discussion of Sec. 6.6. For example, it is pos- 
Ak(liquid -+ vapor. T - 0°C) = 2530 J/g sible to construct corresponding-states relations for 

both the vapor and liquid densities along the coexis- 
Cp(1iquid) = 4.22 J/(g "C) ?(liquid) = 1 x 1 0 - b 3 / k g  tence curve, and for the vapor pressure and enthalpy 
Cp(solid) = 2.1 J/(g "C) = 1.1 1 x m3/kg change on vaporization as a function of re- 

Cp(vapor) = 2.03 J/(g 'C) ducg2 temperature. This will be demonstrated here us- 
ing the van der Waals equation as a model equation of 

7.27 One question that arises in phase equilibrium calcu- state. 
lations and experiments is how many phases can be a. Show that at vapor-liquid equilibrium 
i n  equilibrium simultaneously, since this determines 
how many phases one should search for. Consider a 
one-component system. 1 "  ( )  dy = o 
a. If only solid phases in different crystal forms are - T 

present, what is the maximum number of equilib- ' b. Show that the solution to this equation for the van 
rium solid phases that can coexist? der Waals fluid is 

b. If a liquid is present. what is the maximum number 
of solid phases that can also exist at equilibrium? --.., . - 

c. If a vapor is present, what is the maximum number l n  
.of solid phases that can also exist at equilibrium? 

d. If a vapor and a liquid are present,,what is the max- 
imum number of solid phases.that'&a.n also exist at 
equilibrium? 

7.28 Many thermodynamic and statistical mechanical the- 
ories of fluids lead to predictions of the Helmholtz en- 
ergy _A with T a n d 1  as the independent variables; that 
is, the result of the theory is an expression of the form 
A = _A(T, Y). The following figure is a plot of j for - 
one molecular species as a function of specific volume 
at constant, temperrture. The curve on the left has been 
calculated assuming the species is present as a liquid, 
and the curve on the right assuming the species'is a 
gas. , 

- 

I T = constant 

where Vf- = yL/1, and V y  = _v'/_v,. 
c. Construct a corresponding-states curve for the re- 

duced vapor pressure p:'" of the van der \Vaals 
fluid as a function of its reduced temperature. 

A 

d. Describe how a corresponding-states curve for the 
enthalpy change on vaporization as a function of 
the reduced temperature can be obtained for the 
van der Waals fluid. 

7.30 a. Show that it is not possible for a pure fluid to have 

Liquid 

Q 
- Tangent 

line 

a quartenary point where the;apor, liquid, and two 
solid phases are all in equilibrium. 

b. Show that the specification of the overall molar 
volume of a one-component, two-phase mixture is 
not sufficient to identify the thermodynamic state 
of either phase, but that the specification of both 
the molar volume and the molar enthalpy (or any 
two other molar properties) is sufficient to de- 
termine the thermodynamic states of each of the 
phases and the distribution of mass between the 
phases. 

7.31 From Eqs. 6.2-18 and 6.2-20, we have the following 
as definitions of the heat capacities at constant volume 
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and constant pressure: 

h4ore generally, we can define a heat capacity subject 
to some other constraint X by 

One such heat capacity of special interest is CLv, the 
heat capacity along the vapor-liquid equilibrium line. 
a. Show that 

where a' is the coefficient of thermal expansion 
for phase i (liquid or vapor), C; is its constant- 
pressure heat capacity, _v' is its molar volume, and 
A,.,,,& and AVap_V are the molar enthalpy and vol- 
ume changes on vaporization. . 

b. Show that . 
( i )  CkV Cb 

( i i )  C!V, may be negative by considering saturated 
steam at its normal boiling point and at 370°C. 

7.32 a. By multiplying out the various terms, show that 
Eqs. 7.2-4 and 7.2-6 are equivalent. 

Also show that 

e. 8; = 0 
7.33 Assuming that nitrogen obeys the Peng-Robinson 

rtL equation of state. de'velop tables and charts of its ther- Q 
modynamic properties such as those in Illustrations 
6.4-1. 7.5-1, and 7.5-2. Compare your results with 
those in Figure 3.3-3 and comment on the differences. 

7.34 Assuming that Ivater obeys the Peng-Robinson equa- 
.> tion of state, develop tables and charts of its thermo- Q 

dynamic properties such as those in Illustrations 6.4- 
1, 7.5-1, and 7.5-2. Compare your results with those 
in Figures 3.3-1 and Appendix A.111. 

7.35 A well-insulated gas cylinder, containing ethylene at 
@. 85 bar and 2S5C. is exhausted until the pressure drops 
WJ to I0 bar. This process occurs fast enough that no heat 

transfer,Bccurs between the gas and the cylinder walls. 
but nof so rapidly as to produce large velocity or teni- 
perature gradients within the cylinder. 
a. Calculate the final temperature of the ethylene in 

the cylinder. 
b. What fraction of the ethylene remaining i n  the 

cylinder is present as a liquid? 
7.36 The following vapor-liquid equilibrium data are avail- 

able for methyl ethyl ketone: 

Heat of vaporization at 75°C: 31 602 J/mol 
Molar volume of saturated liquid at 75'C: 9.65 x lo-' . 
m'/kmol 

where PV"P is the vapor pressure in bar and T is in 
K. Assuming the saturated vapor obeys the volume- 
explicit form of the virial equation, 

Calculate the second virial coefficient, B, for methyl 
NCvT - ethyl ketone at 7j3C. 

7.37 The freezing point of n-hexadecane is approximately 
18.S°C, where its vapor pressure is very low. By how 

- much would the freezing point of n-hexadecane be de- 

- 1 pressed if n-hexadecane were under a 200-bar pres- - -- 
NCvT2 [' -'T ($)!I sure? For simplicity in. this calculation you may as- 

sume that the change in heat capacity on fusion of 
n-hexadecane is zero, and that its heat of fusion is 
48.702 Wmol: 

7.38 Ten grams of liquid water at 95°C are contained in the 
insulated ccntainer shown. The pin holding the fric- 
tionless piston in place breaks, and the volume avail- 
able to the water increases to 1 x m3. During the 
expansion some of the water evaporates, but no heat 
is transferred to the cylinder. 
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Liquid 
water 

Find the temperature, pressure, and amounts of vapor, 
liquid, and solid water present after the expansion. 

7.39 At a subcritical temperature, the branch of the Peng- 9 Robinson equation of state for _V > b exhibits a 
van der Waals loop. However, there is also interest- 
ing behavior of the equation in the ranges _V < b and 
V < 0, though these regions do not have any physi- - 
cal meaning. At supe';critical temperatures the van der 
LVaals loop disappkars, but much of the structure in 
the _V c: 0 region remains. Establish this by drawing 
a P-_V plot for n-bt~tane at temperatures of 0.6 T,, 0.8 
T,., 1.0 T,, 1.5 T,, and 5 T, for all values of _V. 

7.90 The van't Hoff corollary to the thirpl law of thermo- 
dynamics is that whenever two solid forms of a sub- 
stance are known, the one with the greater specific 
heat will be the more stable one at higher tempera- 
tures. Explain why this is so. 

7.41 Consider the truncated virial equation of state 

where B(T) is the second virial coefficient. Obtain the 
constraint on B(T) if the fluid is to be thermodynam- 
ically stable. 

7.12 Show that the requirement for stability of a closed sys- 
tem at constant entropy and pressure leads to the con- 
dition that Cp > 0 for all stable fluids. (Hint: You do 
not need to make a change of variable to show this.) 

7.43 A fluid obeys the Clausius equation of state 

where b(T) = bo + bl T. The fluid undergoes a Joule- 
Thornon expansion from TI = 120.0°C and PI = 5.0 
MPa to a final pressure P2 = 1.0 MPa. Given that 
Cp = 20.97J/(mol K), bo = 4.28 x m3/mol, and 
b~ = 1.35 x lo-' m3/(mol K), determine the final 
temperature of the fluid. 

7.44 Does a fluid obeying the Clausius equation of state 
have a vapor-liquid transition? 

7.45 Can a fluid obeying the virial equation of state have a 
vapor-liquid transition? 

7.46 Derive the expression for the fugacity coefficient of a 
species described by the Soave-Redlich-Kwong equa- 
tion of state (the analogue of Eq. 7.4-14b). 

7.47 Using the Redlich-Kwong equation of state, cornptlte 
and plot (on separate graphs) the pressure and fugac- 
ity of nitrogen as a function of specific volume at the 
two temperatures 
a. 110 K 
b. 150K 

7.48 The vapor pressure of liquid ethanol at 126'C is 505 
kPa, and its second virial coefficient at this tempera- 
ture is -323 cm3/mol. 
a. Calculate the fugacity of erhanol at saturation at 

126°C assuming ethanol is an ideal gas. 
b. Calculate the fugacity of ethanol at saturation at 

126°C assuming ethanol is described by the virial 
,equation truncated after the second virial coeffi- 
cient. 

(Note: Since this calculation is being done at satura- 
tion conditions, the value computed is for both the \:a- 
por and liquid, even though the calculation has been 
done using only the vapor pressure and vapor-phase 
properties.) 

7.49 Liquid ethanol, for which KT = 1 . 0 9 ~  k ~ a - ' ,  has 
a relatively high isothermal compressibility, which 
can have a significant effect on its fugacity at high 
pressures. Using the data in the previous problem, cal- 
culate the fugacity of liquid :than01 at 25 MPa and 
1.26"C 

-a. Assuming liquid ethanoi is incompressible 
b. Using the value for the isothermal compressibility 

of liquid ethanol given above 
7.50 Redo Illustration 7.4-6 using the Soave-Redlich- 

Kwong equation of state. 
7.51 Redo Illustration 7.5-1 using the Soave-Redlich- 

Kwong equation of state. 
7.52 Redo Illustration 7.5-2 using the Soave-Redlich- 

Kwong equation pf state. 
7.53 Adapt the program PRI, or one of the other Peng- 
@ Robinson programs, or develop a program of your 

own to use the Soave-Redlich-Kwong equation of 
state rather than the Peng-Robinson equation to cal- 
culate the thermodynamic properties of a fluid. 

7.54 Adapt the program PRI, or one of the other Peng- 
@ Robinson programs, or develop a program of your 

own using the Peng-Robinson equation of state to do 
the calculations for a Joule-Thomson expansion of a 
liquid under pressure to produce a vapor-liquid mix- 
ture at ambient pressure; The output results should in- 
clude the outlet temperature and the fractions of the 
outlet stream that are liquid and vapor, respectively. + 

7.55 Adapt the program PR1, or one of the other Peng- 
@ Robinson programs, or develop a p r o m  of your 

own using the Peng-Robinson equation of state to do 
the calculations for an isentropic expansion of a liq- 
uid under pressure to produce a vapor-liquid mixture 
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at ambient pressure. The output results should include 
the outlet temperature and the fractions of the o ~ ~ t l e t  
stream that are liquid and vapor, respectively. 

7.56 Redo Problem 7.54 with the Soave-Redlich-Kwortg 
equation of state. 

7.57 Redo Problem 7.55 with the Soave-Redlich-K\vong 
equation of state. 

7.58 Redo Illustration 7.5-3 with the Soave-Redlich- 
Kwong equation of state. Compare the results ob- 
tained with those for the Peng-Robinson equation in 
the illustration. Also, repeat the caIculations for the 
Soave-Redlich-Kwong equation but with the simpli- 
fying assumption that the a function of Eqs. 6.7-6 and 
6.7-8 is a constant and equal to unity, rather than a 
function of temperature;. 

7.59 Redo Illustration 6.F1 using the Soave-Redlish- 
Kwong equation of state. 

7.60 A f l~~id  obeys the equation of state 

where B and C are constants. Also, 

a. For what values of the constants B and C will this 
Ruid undergo a vapor-liquid phase transition? 

b. What is the molar internal energy change if this 
fluid is heated at a constant pressure P from. T; 
to T2, and how does this compare with the molar 
internal energy change for an ideal gas with the 

' 

same ideal gas heat capacity undergoing the same 
change? 

c. Develop an expression relating the differential 
change in temperature accompanying a differential 
change in volume for a reversible adiabatic expan- 
sion of this fluid. What would be the analogous ex- 
pression if the fluid were an ideal gas? 

7.61 It has been suggested that a simple cubic equation 
of state can also be used to describe a solid. How- 
ever, since in a solid certain molecular contacts are, 
preferreLcompared with a fluid (vapor or liquid) in 
which molecules interact in random orientations, it 
has also been suggested that different equation-of- 
state parameters be used for.the,fluid and solid phases. 
Assume both the fluid and solid phases obey the equa- 
tion of state 

with the parameters af and a,, respectively. Develop 
expressions for the fugacity coefficients of the gas, 
liquid, and solid. Discuss how you would use such 

an equation to calculate the vapor-liquid, liquid-solid. 
vapor-solid. and vapor-liquid-solid equilibria. 

7.62 Proteins can exist in one of two states, the active, 
. folded state and the inactive, unfolded state. Protein 

folding is sometimes thought of as a first-order phase 
transition from folded to ~~nfolded (denaturation) with 
increaiing temperature. (We will revisit this descrip- 

: 
, '  tion in Chapter 15.) Denaturation is accompanied by 

an increase in molecular volume and a significqnt pos- 
itive latent heat (i.e., AF+D_V > 0 and A F + ~ _ H  > 0). 
a. Skstch the Gibbs energy function for both D (de- 

natured) and F (folded) proteins, and identify T'. 
the phase transition temperature. Which state has 
thc higher entropy? 

b. Given the observed volun?e and enthalpy changes 
upon denaturation, how w o ~ ~ l d  increasing the pres- 
sure affect T'? Should biopharmaceuticals (i.e.. 
folded proteins) be stored ~ ~ n d e r  high pressure'.' 

7.63 Calc~~late the vapor pressure of mcth;uie as a fuiiction 
I -. 
: . . '  . of temperature using the Peng-Robinson ecl~lation of 
i i - state. Compare your results with (a) literature vnlucs 

and (b)  predictions using the Peng-Robinson eq~~atiorl 
of state in which the temperature-dependent paratne- 
ter n ( T )  is set e q ~ ~ a l  to ~tnity at all temperatures. 

7.64 Calculate the vapor pressure of n..butane as a tiJnction 
p. of temperature using the Peng-Robinson equation of 

state. Compare your results with (a) literat~~re values 
and (b) predictions using the Peng-Robinson equation 
of state in which the temperature-dependent pamme- 
ter a ( I )  isset e q ~ ~ a l  to unity at all temperatures. 

7.65 Calculate the vapor pressure of n-decane as a function 
(I'\ of temperature using the ~ e n i - ~ o b i n s o n  equation of 
y,' 

state. Compare your results with (a) literature valties 
and (b) predictions using the Peng-Robinson equa!ion 
of state in which the temperature-dependent parame- 
tern (T)  is set equal to unity at all temperat;res. 

7.66 The critical temperature of benzene is 289°C and its 
critical pressure is 4.89 MPa. At 220°C its vapor pres- 
sure is 1.91 MPa. 
a. Calculate the fugacity of liquid benzene in equilib- 

rium with its pure vapor at 220°C. 
b. Repeat the calculation for the case in which liq- 

uid benzene is under an atmosphere of hydrogen 
such that the total pressure is 13.61 MPa. The aver- 
age density of liquid benzene at these conditions is 
0.63 gcc ,  and you can assume that hydrogen is in- 
soluble in Qenzene at this temperature. The molec- ..-. . .. 
ular weight of benzene is 78.02. 

7.67 The sublimation pressure of carbon dioxide as a func- 
tion of temperature is 
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and the rnolar \olume of CO? is 2.8 x 10-5 m'lmol. 
a. Determine the heat of sublimation of C 0 2  at I90 

:< . 
b. Estimate the fugacity of solid CO? at 190 K and 

200 bar. 
7.68 The figure below shows a pressure-et~thalpy diagram 

submitted by Joe Udel as part of a homework assign- 
ment. On the diagram isotherms (TI < Tz < T;), iso- 
choris-(!I < < _V3)..and isentropes (_SI < _S2 < 
3;) are shown. Is this figure consistent with require- 
ments for a stable eq~tilibrium system? 

7.69 A relatively simple cttbic equation of state is 

where n is a constant. 
a. Dctermine the relationship between then and b pa- 

rameters in this equation o.f state and the critical 
temperature and pressure of the fluid. 

b. Obtain i n  expression for the constant-volume hear 
capacity as a function of temperature, volume, the 
cdtical temperature and pressure, and the ideal 
heat capacity. 

c.  The constant-volume heat capacities of real fluids 
diverge as the critical point is approached. Does 
the constant-volume heat capacity obtained from 
this equation of state diverge as the critical point is 
approached? 

7.70 a. Show that 

b. Use this result to show that, for a stable system at 
equilibrium, (a_V/ZT), and (8_V/CT)p must have 
opposite signs. 

c. Two separate measurements are to be performed 
on a gas enclosed in a piston-and-cylinder device. 
In the first measurement the device'is well insu- 
lated so there is no flow of heat to or from the 
gas. and the piston is slowly moved inward, com- 
pressing the gas. and its temperature is found to 
increase. In the second measurement the piston is 
free to move and the external pressure is const;lrlt. 
A small amount of heat is added to the gas i n  the 
cylinder, resulting in the expansion of the gas. Will 
the tempenture of the gas increase or decrease? 

7.71 Using a Knudsen effusion cell, Svec and Clyde" mea- 
sured the sublimation pressures of several amino acids 
as a function of temperature. 
a. The results they reported for glycine are 

7- (K) 453 45 7 466 47 1 
P (torr) 5.87 4.57 1.59 2.43 

~ 1 0 - 5  X I O - ~  x 1 0 - '  x10-' 

Use these data to estimate the heat of sublimation 
of glycine over this temperature range. 

b. The results they reported for l-alanine are 

T (K) 453 ' 460 465 , 469 
P (ton) 5.59 1.22 2.03 2.58 

10-5 1 0 4  I O - ~  

Use these data to estimate the heat of sublimation 
of I-alani'ne over this temperature range. [I ton = 
133.32 Pa] 

7.72 Determine the boiling temperature of a water droplet 
at 1.013 bar as a function of the droplet radius. 

H. J. Svec and D. C. Clyde, I. Chem Eng. Data 10, 15 1 (1965). 



The Thermodynamics of 
Multicomponent Mixtures 

In this chapter the study of thermodynamics, which was restricted to pure fluids i n  the 
first part of this book, is extended to mixtures. First, the problem of relating the ther- 
modynamic properties of a mixture, such as the volunle, enthalpy, Gibbs energy, and 
entropy, to its temperature, pressure, and composition is discussed; this is the problem 
of the thermodynamic description of mixtures. Next, the equations of change for mix- 
tures are developed. Using the equations of change and the positive definite nature of 
the entropy generation term,. the general equilibriunl criteria for mixtures are consid- 
ered and shown to be fo&ally identical to the pure fluid equilibrium criteria:These 
criteria are then used to establish the conditions of phase and chemical equilibrium in 
mixtures, results that are ~E:central importance in  the remainder of this book. 

INSTRUCTIONAL OBJECTIVES FOR CHAPTER 8 

The goals of this chapter are.for the student to: 

Understand the difference between partial molar properties and pure component 
properties (Sec. 8.1) 

0' Be able to use the Gibbs-Duhem equation to simplify equations (Sec. 8.2) 
Be able to identify a set of independent reactions 
Be able to use the mass, energy, and entropy balance equations for mixtures (Secs. 
5.4 and 8.5) 
Be able to compute partial molar properties from experimental data (Sec. 8.6) 
Be able to derive the criteria for phase and chemical equilibria in multicomponent 
systems (Secs. 8.7 and 8.8) 

NOTATION INTRODUCED IN THIS CHAPTER .- 

Ai Partial molar Helmholtz energy of species i (Jlmol) 
C Number of components 

Cpri Partial molar heat capacity of species i (J/mol K) 
' Fugacity of species i in a mixture ( P a )  

Gi Partial molar Gibbs energy of species i (J/mol) 
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Standard state molar Gibbs energy of formation of species i (kJ) 
Gibbs energy change on mixing (M) 
Gibbs energy change of reaction (kJ) 
Standard state Gibbs energy change on reaction (kJ) 
Partial molar enthalpy of species i (Jlmol) 
Enthalpy energy change on mixing (M) 
Standard State molar enthalpy of formation of species i tkJ) 
Enthalpy change (or heat) of reaction (kJ) 
Standard state enthalpy change on reaction (kJ) 
Number of independent chemical reactions 
Number of phases 
Partial molar entropy of species i [J/(mol K)] 
Partial molar voiume of species i (m3/mol) 
Volume change on mixing (m3) 
Molar extent of reaction of the jth independent chemical reaction (rnol) 
Mass fraction of species i in a phase 
Fraction of total system mass in phase I 
Fugacity coefficient of species i in a mixture (= fi:/ P) 
Stoichiometric coefficient of species i in independent chemical reaction j 

I 8.1 THE THERMODYNAMIC DESCRIPTION OF MIXTURES 

In Chapter 1 we pointed out that the thermodynamic state of a pilre. single-phase sys- 
tem is completely specified by fixing the values of two of its intensive state variables 
(e.g., T and P or T and _V), and that its size and thermodynamic state is fixed by a 
specification of its mass or number of moles and two of its state variables ( e . ~ . .  rV, T, 
and P or IV, T ,  and _V). For a single-phase mixture of C components. one intuitively 
expects that the thermodynamic state will be fixed by specifying the values of two of 
the intensive variables of the system and all but one of the species mole fractions (e.g., 
T, P ,  x i .  .r2, . . . , X C - ~ ) ,  the remaining mole fraction being calculable from the fact that 
the mole fractions must sum to 1. (Though we shall largely use mole fractions in the 
discussion, other composition scales, such as mass fraction, volume fraction. and [no- 
lality, could be used. Indeed, there are applications in which each is used.) Similarly, 
one anticipates that the size and state of the system will also be fixed by specifying the 
values of two state variables and the mole numbers of all species present. That is. for a 
C-component mixture we expect equations of state of the form 

and so on. Here xi is the mole fraction of species i-that is, xi = N;/lV, where Ni is 
the number of moles of species i and N is the total number of moles-and _U and are 
the internal energy and volume per mole of the mixture.' -' 

Our main interest here will be in determining how the thermodynamic properties 
of the mixture depend on species concentrations. That is, we would like to know the 
concentration ... dependence of the mixture equations of state. 

'1n writing these equations we have chosen T and P as the independent state variables; other choices could 
have been m ~ e .  However, since temperature and pressure are easily measured and contmlled, they are the most 
practical choice of independent variables for processes of interest to chemists &d engineers. 
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A naive expectation is that each thermodynamic mixture property is a sum of the 
analogous property for the pure components at the same temperature and pressure 
weighted with their fractional compositions. That is, if _Ui is the internal energy per 
mole of pure species i at temperature T  and pressure P,  then i t  would be convenient if, 
for a C-component mixture, 

VU ( T ,  P)  _U(T, P , x l , .  . . ,.ye-,) = x. ,- 

Alternatively, if Ci is the internal energy per unit mass of pure species i ,  then the 
development of a mixture equation of state would be simple if 

where zui is the mass fraction of species i. 
Unfortunately, relations as simple as Eqs. 8.1 - I and 8.1-2 are generally not valid. 

This is evident from Fig. 8.1-1, which shows the enthalpy of a sulfuric acid-water 
mixture at various temperatures. If equations of the form of Eq. 8.1-2 isere valid. then 

and the enthalpy of the mixture would be a linear combination of the two pure-com- 
ponent enthalpies; this is indicated by the dashed line connecting the pure-component 
enthalpies at.O°C. The actual thermodynamic behavior of the mixture, given by the 
solid lines in the figure, is quite different. In Fig. 8.1-2 are plotted the volume change 
on mixing, defined to be2. 

Definition of the 

8.1-2 fail for real mixtures. We have already pointed out thit one contribution to the 

A,,? = Y ( T ,  P, ~ c )  - .rl_VI ( T ,  ? )  - -ri_V2(T, P )  

Definition of the 

internal energy (and other thermodynamic properties) of a fluid is the interactions be- 

volume change on 
mixing and the enthalpy change on mixing, 

Amixd = f i ( T ,  P, 5) - X I ,  ( T ,  P)  - X Z L ' ~ ( T ,  P)  

tween its molecules. For a pure fluid this contribution to the internal energy is the result 

enthalpy change on 
mixing for several mixtures. (The origin of such data is discussed in Sec. 8.6.) If equations like 

Eq. 8.1-1 were valid for these mixtures, then both Ami,_V and AmiX_H would be equal 
to zero at all compositions; thddata in the figures clearly show that this is not the case. 

There is a simple reason why such elementary mixture equations as Eqs. 8.1-1 and 

of molecules interacting only with other molecules of the same species. However, in a 
'binary fluid mixture of species 1 and 2, the total interaction energy is a result of 1-1, 
2-2, and 1-2 interactions. Although the 1-1 and.2-2 molecular interactions that occur in 
the mixture are approximately taken into account in Eqs. 8.1-1 and 8.1-2 through the 
pure-component properties, the effects of the 1-2 interactions are not. Therefore, it is 

2 ~ n  these equations, and most of those that follow, the abbreviated notation @(T, P, X I .  .r2. . . . , xc-1) = 
f(T, P, _x) will be used 
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20 40 60 SO 100 

Wt. percentage H,SO, 

Figure 8.1-1 Enthalpy-concentration diagram for aqueous sulfuric acid at 0. I bIPa. The sulfuric 
acid percentage is by weight (which, in the two-phase region, includes the vapor). Krferrllcr 
stares: The enthalpies of the pure liquids at  O°C and their vapor pressures are zero. (Based on 
Fig. 81, p. 325 in 0. A. Hougen, K. M. Watson, and R. A. Ragatz, Chmtic;zl Process Pri~~ciples: 
I. Material and Energy Balances, 2nd ed. Reprinted with permission from John Wiley 8 Sons. 
New York, 1954.) This figure appears as an Adobe PDF file on the CD-ROM accompanying this 
book, and may be enlarged and printed for easier reading and for use in solving problems. 

not surprising that these equations are not good approximations for the properties of 
most real fluid mixtures. 

What we must do, instead of making simple guesses such as Eqs. 8.1- 1 and 8.1-2, 
is develop a general framework for relating the thermoilynamic properties of a mix- 
ture to the composition variabres. Since the interaction energy of a mixture is largely 
determined by the number of molecular interactions of each type, the mole fractions, 
or, equivalently, the mole numbers, are the most logical composition variables for the 
analysis. We will use the symbol @ to represent any molar property (molar volume, 
molar enthalpy, etc.) of a mixture consisting of N1 moles of species 1, 1V2 moles of 
species 2, and so  forth, N = ~f Ni being the total number of moles in the system. For 
the present our main interest is in the composition variatiori of at fixed T and P, so 
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Figure 8.1-2 (0) Volume change on mixing at 298. 15 K: o methyl formate + methanol, methyl 
Formate + ethanol. [From J. Polak and B. C.-Y. Lu. J. CAettz. Tlrenizocl~t~., 4,  469 (1972). 
Reprinted with permission from Academic Press.] (O) Enthalpy change on mixing ,at 295.15 
K for mixtures of benzene (ChHb) and aromatic fluorocarbons (ChFsY), with Y = H, F, CI, Br, 
and I. [From D. V. Fenby and S. Ruenkrairergsa. J. Che,,z. Thenizoclyti., 5,227 ( 1  973). Reprinted 
with permission from Academic Press.] 

. . we write 

N e  = ~ ( N I ,  NZ,  . . . , Nc) at constant T and P (8.1-3) 

to indicate that N@ is a function of all the mole  number^.^ 
If the number of moles of each species in the mixture under consideration were 

doubled, s o  that NI + 2 N I ,  N7 -+ 2KZ. . . . , and N -+ 2N (thereby keeping thc 
relative amounts of each species, and the relative numbl t s  of  each type of molecular 
interaction in the mixture, unchanged), the value of 9 per mole ofmi,rr~~r-e, 8, would 
remain unchanged; that is, t ( T ,  P, N t  , N2,  . . . ) = @ ( T ,  P ,  2 N l ,  2N2, . . . ). Rewriting 
Eq. 8.1-3 f o r  this situation gives 

' r 

2N@ = 4(2N1,  2N2, .  . . , 2Nc)  (8.1-4) 

while multiplying Eq. 8.1-3 by the factor 2 yields 

2 N e  = ~ ~ ! J ( N I ,  N2 , .  . . , Nc) (8.1-5) 

s o  that 

9 ( 2 N ~ ,  2N2, . . . , 2Nc)  = 24(N1,  N2, . . . , Nc) 

3 ~ h e  total properry 6 = Ng is a function of T, P, and the mole numbers; thar is, 
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This relation indicates that as long as the relative amounts of each species are kept 
constant, q5 is a linear function of the total numbtr of moles. This suggests 4 s h o ~ ~ l d  
really be considered to be a function of the mole ratios. Thus, a more general way of 
indicating the concentration dependence of O is as follows: 

where we have introduced a new function, 4!. of only C - I mole ratios in a C- 
component mixture (at constant T and P). In  this equation the multiplicative factor 
N, establishes the extent or total mass of the mixture, and the function is dependent 
only on the relative amounts of the vario~ts species. (Of course, any species other than 
species 1 could have been singled out in writing Eq. 8.1-6.) 

To determine how the property N@ varies with the number of moles of each species 
present, we look at the derivatives of N@ with respect to mole number. The change i n  
the value of N@ as the number of moles of species 1 changes (all other mole numbers, 
T, and P being held constant) is 

where the last term arises from the chain rule of partial differentiation and the fact that 
$I is a function of the mole ratios. Now multiplying by N i ,  and using the fact that 

gives 

Here we have introduced the notation Njf in the partial derivative to indicate that 
all mo1e.numbers except N1 are being held constant. Similarly, for the derivative with 
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respect to Ni,  i + I ,  we have 

since (alVj/aNi) is equal to 1 for i = j, and 0 for i # j. Using Eq. 8.1-9 in Eq. 8.1-Sb 
yields, 

Dividing by N = Ni gives 

Common thermodynamic notation is to define a partial molar thermodynamic 
property d i  as? 

Definition of a partial 
molar property 

Bi = Bi(T, P, s) = I:. - 

so that Eq. 8.1-1 1 can be written as 

Mixture property in 
terms of partial molar 
properties 

Although this equation is similar.in form to the naive assumption of Eq. 8.1-1, there is 
the very important difference that Bi ,  which appears here, is a true mixture property to 
be evaluated experimentally for each mixture (see Sec. 8 4 ,  wheras f i ,  which appears 
in Eq. 8.1-1, is a pure component property. It should be emphasized that generally 

Bi  # B i ;  that is, the partial molar and pure component thermodynamic properties are 
not equal! Some common partial molar thermodynamic properties are listed in Table 
8.1-1. An important problem in the thermodynamics of mixtures is the measurement or 
estimation of these partial molar properties; this will be the focus of part of this chapter 
and all of Chapter 9. - 

The fact that the partial molar properties of each species in .a mixture are differ- 
ent from the pure-component molar properties gives rise to changes in thermodynamic 

4 ~ o t e  that the temperature and pressure (as well as certain mole numbers) are being held constant in the partial 
molar derivative. Later in this chapter we will be concerned with similar derivatives in which T andlor P are not 
held constant; such derivatives are not partial molar quantities! . - 



S. 1 The Thermodynamic Description of Mixtures 343 

Table 8.1-1 

Panial Molar Pro~ertv Molar Propert of the Mixture 

Partial molar 
0'; = internal - U = C.;U; 

energy T.P.Iv;+, 

v i  = Partial molar = (?:;I) 
volume T.P,N~,~ 

Ri = Panisi molar 
enthalpy 

- partial mohr =I (c::)) 
S, = 

entropy T. P.A\+, 

ci  = P~rtiai molar F(NG) 

= ( ~ ) ~ , ~ . i ~ i ~  G = C.riGi 
Gibbs energy - 

Partial molar F ( ~ _ A )  
2; = Helmholtz = (N,) _A = C X ; ~ ~  

energy . T. P.N~+; 

properties during the process of forming a mixture from the pure components. For 
example, consider the formation of a mixture from N i  moles of species 1, N2 moles of 
species 2, and so on. The total volume and enthalpy of the utzmi,red pure components 
are 

C 

.essure whereas the v o l ~ ~ m e  and enthalpy of the mixture at the same temperature and p- 
are, from Eq. 5.1-13, 

1 .  

' and 

Therefore, the isothermal volume change on mixing, A m i X V ,  and the isothermal en- 
thalpy change on mixing or the heat of mixing, AmiX H ,  are 
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(8.1-14) 

I1olitme change on 
mixing in terms of 
partial molar volumes 

Other thermodynamic property changes on mixing can be defined similarly. 
In Chapter 3 the Helniholtz and Gibbs energies of pure components were introduced 

by the relations 

C 

A,;, V ( T ,  P, .Vi .  /\Il.. . .) = V ( T ,  P, N I ,  &, . . .) - Ni_Vi(T, P) 
i= l 

C 

= N ~ [ ? ~ ( T ,  P,?) - y i ( ~ ,  P I ]  
i= I 

These definitions are also valid for mixtures, proided the values of Q, fi, and 2-used 
are those for the mixture. That is. the Helmholtz and Gibbs energies of a mixture bear 
the same relation to the mixture internal energy, enthaipy, and entropy as the pure 
component Gibbs energies do to the pure component internal energy, enthalpy, and 
entropy. 

Equations like Eqs. 8.1-16a and b are also satisfied by'the partial molar properties. 
To see this, we multiply Eq. 8.1-16a by the total number of moIes N and take the 
derivative with respect to :Vi at constant T .  P, and Nj+i to obtain 

Ai = U i  - T S ,  
- 

Similarly, starting with Eq. 8.1-16b, one can easily show that Gi = gi - T S ~ .  
The constant-pressure heat capacity of a mixture is given by 

and 

where ,EJ is the mixture enthalpy, and the subscript I$ indicates that the derivative is 
to be taken at a constant number of moles of all species present; the partial molar heat 
capacity for species i in a mixture is defined to be 

I-leat o f  niixing in 
terms of partial nlolar 
enthalpies 

C 

In,il H (T, P. N:. . . . ) = H  ( T ,  P, Ni , N2. . . . ) - C N i _ H i ( ~ .  P) 
/ i= I 

C 

= C N ~ [ G ~ ( T ,  P, ;) - E ~ ( T ,  P ) ]  
i= I 
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Now 

and 

s o  that SP,i = ( 8 H i / a ~ ) P . N j  for  species i in a mixture, just as CP.i = (C_Hi / i iT )p ,~  
fo r  the pure species i. 

In a similar fashion a large collection of relations among the partial molar qusnti- 
ties can be developed. For  example, since (6_Gi/FT)p,,v = -_Si for  a pure f l ~ ~ i d .  one 
can easily show that ( C ? G ; / ~ T ) ~ . , ~ ~  = -S i  for a mixture. In fact. by extending this 

- argument to other mixture properties, one  finds that for each relationship among the 
thermodynamic variables in a pure fluid. there exists an identical relationship for the 
partial molar thermodynamic properties in a mixture! 

ILLUSTR.ATION 8.1-1 
C n l c ~ ~ l n r i ~ l , ~  the E17ergy Release of an E.rothrnnic Mi-~iiltg Process 

Three moles of water and one mole of sulfuric acid are mixed isothermally at O'C. How much 
heat must be absorbed or released to keep the mixture at O0C? . .. 

SOLUTION 

Water has a molecular weight of 18.015, and that of sulfuric acid is 98.078. Therefore. the 
mixture \\.ill contain 3 x 18.0i5 + 1 x 98.078 = 152.12 g, and will have a composition of 

98.078 g 
x 100% = H . 5  wt 56 sulfursic acid 

152.12 g 

From Fig. 8.1-1 the enthalpy of the mixture is about -315 kJ/kg. Therefore, when 3 mol water 
and 1 mol sulfuric acid are mixed isothermally, 

* 
.. .. kJ 

AmixH = iXix - wlHI - w:H2 = -315 - 
k:: 

since H I ( T  = 0°C) = 0 and &(T = 0°C) = 0, so that a total of -315 kJ/kg x 0.152 kg = 
-47.9 kJ of energy must be removed to keep the mixture at a constant temperature of 0°C. 

Sulfuric acid and water are said to mix exothermically since energy must be released to the 
environment to mix these two components at constant temperature. The temperature rise that 
occurs when these two components are mixed adiabatically is considered in Illustration 8.4-1. 
Note also that to solve this problem we have, in effect, used an energy balance without explicitly 
writing a detailed balance equation. We will consider the balance equations (mass, energy, and 
entropy) for mixtures in Sec. 8.4. El 
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The meaning of a parrial molar property may be understood as follows. For a prop- 
erty 8 ( T ,  P, NI .  :V2) i n  u binary mixture, we have 

e( T. P, IV,, .V2) = N , B ~  ( T ,  P ,  5 )  + N2B2(T, P ,  5 )  (8.1-17a) 

Now suppose \i.e add a small amount of species 1, A N I ,  which is.so small compared 
with the total number of moles of species 1 and 2 that xl and s, are essentially un- 
changed. In this case we have 

8 ( T ,  P, N I  + A N , .  .\1) = ( N ,  + A N ~ ) ~ I ( T ,  P , J )  + N&(T, P.s) (5.1-17b) 

Subtracting Eq. S.1-17a iron1 Eq. 8.1-17b, we find that the change in the property H is 

Therefore, the amount by \vhich a small addition of a species to a mixture changes 
the mixture property is squal to the product of the amount added and its p~trtial molar 
property, that is. how ths species behaves in a mixture, and not its pure component 
property. 

8.2 THE PARTIAL MOLAR GIBBS ENERGY AND THE GENERALIZED 
GIBBS-DUHEM EQUATION 

Since the Gibbs energy of a multicomponent mixture is a function of temperature. pres- 
sure, and each species mole number, the total differential of the Gibbs energy function 
can be written as 

Here the first two derivatives follow from Eqs. 6.2-12 for the pure fluid, and the last 
from the definition of the partial molar Gibbs energy. Historically, the partial molar 

Chemical potential Gibbs energy has been called the chemical potential and designated by the symbol pi. 
- Since the enthalpy can be written as a function of entropy and pressure (see Eq. 

6.2-6), we have 

In this equation it should be noted that (aH/aNi)P,S ,Nj f i  is not equal to the partial 

molar enthalpy, which is Hi = ( a H / a N j ) ~ , p , ~ ~ + ~  (see Problem 8.1). 
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However, from H = G + T S  and Eq. 8.2- I .  we have5 

I 

Comparing Eqs. 8.2-2 and 8.2-3 establishes that 

so that the derivative (FH !2Ni)p,s.,vjii is equal to the partial molar Gibbs energy. 
Using the procedure established here, it is also easily shown (Problem 8.1) that 

with . 

From these equations w.e see that the partial molar Gibbs energy assumes special irn- 
portance in mixtures, as the molar Gibbs energy does in pure fluids. 

Based on the discussion of partial molar properties in the previous section, any ther- 
modynamic function 6 can be written as 

. N_B = C ~~8~ 

s o  that 

by the product rule of differentiation. However, Nf can also be considered to be a 
function of T, P, and each of the mole numbers, in which case we have, following 
Eq. 8.2-1, 

5 ~ o u  should compare Eqs. 8.2-3,5.24, and 8.2-5 with Eqs. 6.2-6a, 6.2-5% and 6.2-7% respectively. 
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Subtracting Eq. 8.2-7 from Eq. 8.2-6 gives the relation 

Generalized 
Gihbs-Duhem 
equation 

Gihbs-Du hem 
equation at  constant T 
and P 

and dividing by the total number of moles iV yields 

These results are forms of the generalized Gibbs-Duhem equation. 
For changes at constant temperature and pressure, the Gibbs-Duhem equation re- 

duces to 

and 

Finally, for a change in any property Y (except mole fraction6) at constant temperature 
and pressure, Eq. 8.2-9a can be rewritten as . .. 

whereas for a change in the number of moles of species j at constant temperature, 
pressure, and all other mole numbers, we have . 

Since in much of the remainder of this book we are concerned with equilibrium 
at constant temperature and pressure, the Gibbs energy will be of central interest. The 
Gibbs-Duhem equations for the Gibbs energy, obtained by setting 6 = G in Eqs. 8.2-8, 
are 

C 

6 ~ i n c e  mole fractions can be varied In several ways-for example, by varying the number of moles of only one 
species while holding all other mole numbers fixed, by varying the mole numbers of only two species, and so on, 
a more careful derivation than that given here must be used to obtain the mole fraction analogue of Eq. 8.2-10. 
The result of such an analysis is Eq. 8.2-18. ) .  . 
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and the relations analogous to Eqs. 8.2-9, 8.2-10, and 8.2-1 1 are 

C 

and 

Each of these equations will be used later. 
The Gibbs-Duhem equation is a thermodynamic consistency relation that expresses 

the fact that among the set of C + 2 state variables, T, P, and C partial molar Gibbs 
energies in a C-component system, only C+ 1 of these variables are independent. Thus. 
for example, although temperature, pressure, G I ,  Gr ,  . . . , and Cc-1 can be indcpcn- 
dently varied, cc cannot also be changed at will; instead, its change dGc  is related to 
the changes d T ,  d P ,  d c ~ ; .  . . , dCc-1 by Eq. 8.2-12a, so that 

Thus, the interrelationships provided by Eqs. 8.2-8 through 8.2-15 are really restric- 
tions on the mixture equation of state. As sucn, these equations are important in min- 
imizing the amount of experimental data necessary in evaluating the thermodynamic. 
properties of mixtures, in simplifying the description of multicomponent systems, and 
in testing the consistency of certain types of experimental data (see Chapter 10). Later 
in this chapter we show how the equations of change for mixtures and the Gibbs- 
Duhern equations provide a basis for the ' e~~er imen ta l  determination of partial molar 
properties. 

Although Eqs. 8.2-8 through 8.2-1 1 are well suited for calculations in which tem- 
perature, pressure, and the partial molar properties are the independent variables, it is 
usually more convenient to have T, P, and the mole fractions xi as the independent 
variables. A change of variables is accomplished by realizing that for a C-component 
mixture there are only C - 1 independent mole fractions (since c:, xi = 1). Thus we 
write 

where T, P,  X I ,  . . . , xc-1 have been chosen as the independent variables. Substituting 
this expansion in Eq. 8.2-8b gives 

. . 
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(8.2-17) 

Since 

and since holding all the mole numbers constant is equivalent to keeping all the mole 
fractions fixed, the first and third terms in  Eq. 8.2-17 cancel. SimilarIy, the second and 
fourth terms cancel. Thus we are left with 

which for a binary mixture reduces to 

or, equivalently 

CI 
T. P T.  P 

~ . i b b s - ~ u h e r n  For the special case in which is equal to the Gibbs energy, we 
equations for binary 
mixture at  constant T 
and P 

: have 

Finally, note that several different forms of Eqs. 8.2-19 and 8.2-20 can be obtained by 
using x2 = 1 - X I  and dx:! = -dx l .  

8.3 A NOTATION FOR CHEMICAL REACTIONS 

- Since our interest in this chapter is with the equations of change and the equilibrium 
criteria for general thermodynamic systems, we need a convenient notation for the 
description of chemical reactions. Here we will generalize the notation for a chemical 
reaction introduced in Sec. 2.3. There we wrote the reaction 
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where a ,  p, . . . are the molar stoichiometric coefficients, as 

In this notation. from Chapter 2. vi is the stoichiometric coefficient of species I, so 
defined that v,  is positive for reaction products, negative for reactants, and equal ro zero 
for inert species. (You should remember that in this notation the reaction HZ f 401 = 

- I H 2 0 i s  written as H20-Hz- to2 = 0, SO that V H ~ O  = j l ,  V H ?  = -1, and vo7 = -?.) 
Using Ni to represent the number of moles of species i in- a closed system at any 

time t ,  and Ni.o for the initial number of moles of species i, then Ni and Ni,o are related 
through the reaction variable X. the molar extent of reaction, and the stoichiometric 
coefficient vi by 

and 

The reason for introducing the reaction variable X is that it has the same value for 
each molecular species involved in a reaction, as was shown in Illustration 2.3- 1. Thus, 
given the initial mole numbers of all species and X (or the number of moles of one 
species from which X can be calculated) at time t ,  one can easily compute all other 
mole numbers. in the system. In this way the complete progress of a chemical reaction 
(i.e., the change in mole numbers of all the species involved in the reaction) is given 
by the value of the singletariable X. Also, the rate,of change of the number of moles 
of species i resulting from the chemical reaction is 

where the subscript rxn indicates that this is the rate of change of species i attributable 
to chemical reaction alone, and x is the rate of change of the molar extent of reac- 
t i ~ n . ~  The total number of moles in a closed system at any time (i.e., for any extent of 
reaction) is e 

7 ~ o r  an open system the number of moles of species i may also change due to mass flows into and out of the 
system. 

C C C C 

N = C Ni = C(~i.0 + v i x )  = 1 N i ,  f X C ~i 
i=I - i= l i=l  i =  l 

- 

(8.3-4) 

However, our interest can aiso extend to-situations in which there are multiple chem- - 
ical reactions, and the notation introduced in Sec. 2.3 and reviewed here needs to be 
extended to such cases. Before we do this, it is necessary to introduce the concept of 
independent chemical reactions. The term independent reactions is used here to des- 
ignate the smallest collection of reactions that, on forming various linear combinations, 
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includes all possible chemical reactions among the species present. Since we have 
used the adjective anallesr in defining a set of independent reactions, it follows that no 
reaction in the set can itself be a linear combination of the others. For example, one 
can write the following three reactions between carbon and oxygen: 

If we add the second and third of these equations, we get twice the first, so these three 
reactions are not independent. In this case, any two of the three reactions form an 
independent set. 

As we will see in Chapter 13, to describe a chemically reacting system it is not 
necessary to consider all the chemical reactions that can occur between the reactant 
species, only the independent reactions. Furthermore, the molar extent of reaction for 
any chemical reaction anlong the species can be computed from an appropriate linear 
combination of the known extents of reaction for the set of independent chemical reac- 
tions (see Sec. 13.3). Thus, i n  the carbon-oxygen reaction system just considered, only 
two reaction variables (and the initial mole numbers) need be specified to completely 
fix the mole numbers of each species; the specification of a third reaction variable 
would be redundant and may result in confusion. 

To avoid unnecessary complications in the analysis of multiple reactions, we restrict 
the following discussion to sets of independent chemical reactions. Consequently, we 
need a method of identifying a set of independent reactions from a larger collection of 
reactions. When only a few reactions are involved, as in the foregoing example, this 
can be done by inspection. If many renctions occur, the methods of matrix algebrascan 
be used to determine a set of independent reactions, though we will employ a simpler 
procedure developed by ~ e n b i g h . ~  

In the Denbigh procedure one first writes :he stoichiometric equations for the for- 
mation, from its constituent atoms, of each of the molecular species present in the 
chemical reaction system. One of the equations that contains an atomic species not 
actually present in the atomic state at the reaction conditions is then used, by addition 
andor  subtraction, to eliminate that atomic species from the remaining equations. In 
this way the number of stoichiometric equations is reduced by one. The procedure is 
repeated until all atomic species'not present have been eliminated. The equations that 
remain form a set of independent chemical reactions; the molar extents of reaction for 
these reactions are the variables to be used for the description of the multiple reaction 
system and to follow the composition changes in the mixture." 

As an example of this method, consider again the oxidation of carbon. We start by 
writing the following equations for the formation of each of the compounds: 

'N. R. Amundson, Mathematical Methods in Chemical Engineering. Prentice Hail, Englewood Cliffs, N.J. (1966). 
p. 50. 
'K. Denbigh, Principles of Chemical Equilibrium, 4th ed., Cambridge University Press, Cambridge (1981). pp. 
169-172. 

- ''When considering chemical reactions involving isomers-for example, ortho-, meta-, and para-xylene-ne 
- proceeds as described here, treating each isomer as a sepmte chemical species. 
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Since a free oxygen atom does not occur, the first equation is used to eliminate 0 from 
the other two equations to obtain 

2C + o2 = 2CO 
C + o2 = CO., 

All the remaining atomic species in  these equations (here only carbon) are present i n  
the reiction system, so no further reduction of the equations is possible. and these 
two equations form a set of independent reactions, Note that t ~ v o  other, different sets 

. . of independent reactions are obtained by using instead the second or third equation 
:.. ..,- to eliminate the free oxygen atom. Though different sets of independent reactions are 

obtained, each would contain only two reactions, and either set could be used as the set 
of independent reactions. 

For the multiple-reaction case, X j  is defined to be the molar extent of reaction (or 
simply the reaction variable) for the jth independent reaction, ~ n d  vij the stoichiometric 
coefficient for species i in the jth reaction. The number of nn?.51es of species i present a t  

any time (in a closed system) is 
M 

Ni = NiSo + 1 v i j X j  (8.3-5) 
j= 1 

where the summation is over the set of JW independent chemical reactions. The in- 
stantaneous rate of change of the number of moles of species i due only to chemical 
reaction is 

Finally, with ij = Xj/V defined to be the molar extent of reaction per unit volume. 
Eq. 5.3-6 can be written as 

where >j = A.?jl~.lt, the rate of reaction per unit volume, is the reaction variable most 
f~equently used by chemists and chemical engineers in chemical reactor analysis. 

8.4 THE EQUATIONS OF CHANGE FOR A MULTICOMPONENT SYSTEM 

The next step in the development of the thermodynamics of multicomponent systems is 
the formulation of the equations of change. These equations can, in completely general 
form, be considerably more complicated than the analogous pure component equations 
since (1) the mass or number of moles of each species may not be conserved due 
to chemical reactions, and (2) the diffusion of one species relative to the others may 
occur if concentration gradients are present. Furthermore, there is the computational 
difficnlty that each thermodynamic property depends, in a complicated fashion, on the 
temperature, pressure, and composition of the mixture. 

To simplify the development of the equations, we wilI neglect all diffusional pro- 
cesses, since diffusion has very little effect on the thermodynamic state of the system. 
(This assumption is equivalent to setting the average velocity of each species equal to 
the mass average velocity of the fluid.) In Chapter 2 the kinetic and potential energy 
terms were found to make a small contribution to the pure component energy balance; 
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the relative importance of these terms to the energy balance for a reacting mixturf is 
even less, due to the large energy changes that accompany chemical transformations. 
Therefore, we will neglect the potential and kinetic energy terms in the formulation of 
the mixture energy balance. This omission \vill cause serious errors only in the analysis 
of rocket engines and similar high-speed devices involving chemical reaction. 

With these assumptions. the formulation of the equations of change for a multicom- 
ponent reacting mixture is not nearly so formidable a task as-it.might first appear. In 
fact, merely by making the proper identifications, the equations of change for a mix- 
ture can be written as simple generalizations of the equations of change for a sinsle- 
component system. The starring point is Eq. 2.1-4, which is rewritten as 

@ (,ate of change of) = ! Rate at which 6' enters - - - the system across 
dt  B in the system system boundaries , ; 1 

Rate at  which 6 ldaves 

- r the system across (2.1-4) 
system boundaries 

Rate at which 6 is 
generated within 

the system 

The balance equation for species i is gotten by setting 0 equal to Ni, the number of 
moles of species i: letting ( f ? i ) k  equal the molar flow rate of species i into the system 
at the kth port; and recognizing that species i may be generated within the system by 
chemical reaction; 

Species mass balance 
for a reacting system 

Total mass balance for 
a reacting system 

K 
Rate at which species i is being 

dt  produced by chemical reaction 

We can obtain a balance equationon the total number of moles in the system by sum- 
ming Eq. 8.d-la over all species i, recognizing that ~ 2 ,  Ni = N is the total number 
of moles, and that 

C K K C  - K 

where Ijk = zL1 (&lk is the total molar flow rate at the kth entry port, so that 

I I 

Since neither the number of moles of species i nor the total number of moles is a 
conserved quantity, we need information on the rates at which all chemical reactions 
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occur to use Eqs. 8.4- 1. That is. we need detailed information on the reaction processes 
internal to the black-box system (unless, of course, no reactions occur, in which case 
xj = 0 for all j). 

Although we will be interested in the equations of change mainly on a molar basis, 
for co~~~pletzness and for several illustrations that follow, some of the equations of 
change ivill also be given on a mass basis. To obtain a balance equation for the mass of 
species i. we need only multiply Eq. 8.4-la by the molecular weight of species i ,  mi, 
and use the notation Mi = n1,1Vi and = nzi(ai),: to get 

Also, summing the equation over species i, we get the overall mass balance equation 

where x ? ~  = EL, is the total mass Row at the kth entry Goort. I n  Eq. 8.4-2b the 
chemical reaction term vanishes since total mass is a conserved quantity (Problem 8.5). 

If B in Eq. 2.1-4 is now taken to be the total energy of the system (really only the 
internal energy, since we are neglecting the kinetic and potential energy terms), and the 
same energy transfer mechanisms identified in Sec. 3.1 are used here, we obtain 

Energy balance for a 
reacting system 

and 

d U  
K 

rl V 
- d t  = x ( ~ & ) k  + Q + W, - P- 

k= I 
cl t  

dU 
K 

d V  
- = C ( ~ f i ) k  + Q+ % - P- (mass basis) 
dt k= 1 

d t  

(molar basis) (8.4-3) 

Here ( I i ~ t j ) ~  is the product of the molar flow rate and the.molar enthalpy of the fluid, 
and ( M H ) ~  the product of mass flow rate and enthalpy per unit mass, both at the kth 
entry port. Since some or all of the flow streams may be mixtures, to evaluate a term 
such as ( N & ) ~  the relation 

C 

must be used, where (&ilk is the molar flow rate of species i in the kth flow stream, and 
(Bi)k is its paial.molar enthalpy. Similarly, the internal energy of the system must be 
obtained from 

C 

where Ni is the number of moles of species i and oi is its partial molar internal energy. 
At this point you might be concerned that the heat of reaction (i.e., the energy re- 

leased or absorbed on reaction, since the total energy of the chemical bonds in the 
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reactant and product molec~~les  are not equal) does not explicitly appear in the energy 
balance equation. Since the only assumptions made in deriving this equation were to . . 

neglect the potential and kinetic energy terms and diffusion, neither of which involves 
chemical reaction, the heat of reaction is in fact contained in the energy balance, though 
it appears implicitly rather than explicitly. Although energy balances on chemical re- 
actors are studied in detail in Chapter 14: to demonstrate that the heat, of reaction is 
contained in Eq. 8.4-3, we will consider its application to the well-stirreh, steady-state 
chemical reactor in Fig. 8.4- 1.  Here by steady state we mean that the rate at which each 
species i leaves the reactor just balances the rate at which species.i enters the reacror 
and is produced within it, so  that Ni does not vary with time, that is, 

and. further. thgc'the rates of flow of energy into and out of the reactor just balance. so 
that the internal energy of the contents of the reactor does not change with time 

Energy balance for 
a continuous-?low - = 0 =. C(i$ + C ( N i  Ri).,,, + Q 

stirred-tank reactor 

For the very simple isothermal case in which the inlet and outlet streams and the 
reactor contents are all at temperature T, and with the assumption that the partial rnojar 
enthalpy of each species is just equal to its pure-component enthalpy, we obtain 

Now if there were no chemical reaction (Ni),,, = - ( N ~ ) ~ ,  and the heat flow rate Q 
should be equal to zero to maintain the constant temperature T. However, when a chem- 
ical reaction occurs, (Ni),,, and ( N ~ ) ~ ,  are not equal in magnitude, and the steady heat 
flow Q required to keep the reactor at constant temperature is 

Stirrer 

Reactor 
outlet 
stream . Figure 8.4-1 A simple stirred-tank reactor. 
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so that the hear flow rate is equal to the product of A,,,H = 1 v,_H,. the isothermal 
heat of reaction. and X .  the reaction rate. Thus, \ i e  see that the heat of reaction is 
implicitly contained in the energy balance equation through the difference in species 
mole numbers in the inlet and outlet flow streams. 

For nonideal mixtures (i.e.. mixtures for which E,  f: &,) and nonisothermal reac- 
tors, the expression for the heat of reaction is buried somewhat deeper in the energy 
balance equation: this is discussed in Chapter 14. 

To derive the macroscopic entropy balance equation for mixtures we now set 8 = S 
in Eq. 2.1-4 and make the same identification for the entropy flow terms as was made 
in Sec. 4.1, to obtain 

where 

Thus the entropy balance. like the energy balance equation, is of the same form for the 
pure fluid and for mixtures. 

As the final step in the development of the entropy balance, an expression for the 
entropy generation term should be obtained here, as was done for the pure fluid in Sec. 
4.6. The derivation of such an expression is tedious and would require us to develop 
detailed microscopic equations of change for a mixture. Rather than doing this, we 
will merely write down the final result, referring the reader to the book by de Groot 
and Mazur for the details.'' Their result, with the slight modification of writing the 
chemical reaction term on a molar rather than a mass basis, is 

where 

(see Secs. 3.6 and 4.6 for the definitions of A,$, and the gradient operator V). The last 
term, which is new, represents the contribution of chemical reactions to the entropy 
generation rate. One can establish that this term makes a positive contribution to the 
entropy generation term. It is of interest to note that had diffusional processes also 
been considered. there would be an additional contribution to's,,, due to diffusion. 
That term would be in the form of a diffusional flux times a driving force for diffusion 
and would also be greater than or equal tozero. . . 

1n.Chapter 4 we defined a reversible process to be a process for which = 0. 
This led to the conclusion that in a reversible process in a one-component system only 
infinitesimal temperature and velocity gradients could be present. Clearly, on the ba- 
sis of Eq. 8.4-7, a reversible process in a multicomponent system is one in which only 

'IS. R. de Groot 'and P. Mazur, Non-equilibrium Thermodynamics, North-Holland, Amsterdam (1962), 
Chapter 3. . 
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infinitesimal gradients in temperature. ~.elocity, and concentration may be present, and 
in which all chemical reactions proceed at only infinitesimal rates. 

The differential form of the multicomponent mass, energy. and entropy balances can 
be integrated over time to get difference forms of the balance equations, as was done in 
Chapters 2, 3, and 4 for the pure-component equations. The differential and difference 
forms of the balance equations are.listed in Tables 8.4-1 and 8.4-2, respectively. It is 
left to the reader to work out the various simplifications of these equations that arise 
for special cases of closed systems. adiabatic processes, and so forth. 

With the equations of change for mistures,.and given mixnire thermodynamic data, 
such as the enthalpy data for sulfi~ric acid-water mixtures in Fig. 8.1-1, it is possible to 
solve many thermodynamic energy flow problems for mixtures. One example is given 
in the following illustration. 

Table 8.4-1 The Differential Form of the Equations of Change for a Multicomponent System 

Sprcirs hrrln~lce 

OvrroIl t)rc~ss bnlance 

. . 

Energy balance 

Entropy balance 

where 

and 

(molar basis) 

(mass basis) 

(molar basis) 

(mass basis) 

(molar basis) 

(mass basis) 

(molar basis) 

(mass basis) 
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Table 8.4-2 The Difference Form of the Equations of Change for a Multicomponent Mixture 

Species balatrce 

Oyerall mass balcirzce 
K C .M 

N ( z 2 ) - N ( t I ) = x  / i ? ~ i d r + ~ ~ ~ ~ j  

where (P&, ( i j & ) t ,  ( N _ s ) ~ ,  and (A?)k are defined in Table 8.4-1 

ILLUSTRATION 8.4-1 
Temperature Chnnge on Adiabatic Mixing of' at] Acid arld Wcrter 

Three moles of water and one mole of sulfuric acid. each at P C ,  are mixed adiabatically. Use 
the data in Fig. 8.1-1 and the information in Illustration 8.1- 1 to estimate the final temperature 
of the mixture. 

From the closed-system mass balance, we have 

and from the energy balance, we have -- 
. .- - - 

u ~ = H ~  = ~ ~ = ~ f f i ~ ~ , = ~ ~ ~ ~ f i ~ ~ ~ + ~ ~ ~ ~ ~ ~ & ~ ~ ~ ~ = 3 ~ O + ~  xO=OH 

Thus finally we have a mixture of 64.5 wt % sulfuric acid that has an enthalpy of 0  kllkg. (Note 
that we have used the fact that for liquids and solids at low pressure, the internal energy and 
enthalpy are essentially equal.) From Fig. 8.1-1 we see that a mixture containing 64.5 wt % 
sulfuric acid has an enthalpy of 0 kJkg  at about 150°C. Therefore, if water and sulfuric acid are 
adiabatically mixed in the ratio of 3:1, the mixture will achieve a temperature of 150°C, which 
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is just below the boiling point of the mixture. This large temperature rise, and the fact that the 
mixture is just below its boiling point. nlakes mixing sulfuric acid and water an operation that 
must be done with extreme care. 

COMMENT 

If instead of starting with refrigerated sulfuric acid and water (at OcC), one started with these 
components at 21.2"C and mised them adiabatically, the resulting 3:l mixture would be in the 
liquid + vapor region; that is. the mixture would boil (and splatter). Also note that because of 
the shape of the curves o n ~ h e  enthalpy-concentration diagram, adding sulfuric acid to water 
adiabatically (i.e., moving to the right from the pure water edge of the diagram) results in a 
more gradual temperature ris: than adding water to sulfuric acid (i.e., moving to the left from 
the pure-sulfuric acid edge,. Therefore. whenever possible. sulfuric acid should be added to 
water. and not vice versa. F1 

ILLUSTRATION 8.4-2 
Mass an(/ Energy Balolces o11 n iVor~rencri~r,o Sjvreni 

A continuous-Row steam-hestcd mixing kettle will be used to produce a 20 wt 9 sulfuric acid 
solution at 65.6C from a sol~~tion of 90 wt C/o sulfuric acid at 0°C and pure water at 21.1 C. 
Estimate 

sulfuric acid. 

1, 
Water 

T = 0°C T=21.1°C 

.. .#a "i $'&+.4e'> 

toll 20 wt Yo 
sulfuric actd. 

a. The kilograms of pure water needed per kilogram of initial sulfuric acid solution to pro- 
duce a mixture of the d?sired concentration 

b. The amount of heat needed per kilogram of initial sulfuric acid solution to heat the mixture 
to the desired tkmperature 

c. The temperature of the kettle effluent if the mixing process is carried out adiabatically 

SOLUTION 

We choose the contents of the mixing keKl&s the system. The difference form of the equations 
of change will be used for a time interval in which 1 kg of concentrated sulfuric acid enters the 
kettle. 

a. Since there is no chemical reaction, and the +xing tank operates continuously, the total 
and sulfuric acid mass balances reduce to 

Denoting the 90 wt % acid stream by the subscript 1 and its mass flow by M,, the water 
stream by the subscript 2, and the diiute acid stream by subscript 3, we have, from the total 
mass balance, 

o=~,+n;iz+r;i ,=~,+z~,+n;r,  
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or 

. where Z is equal to the number of kilograms of water used per kilogram of the 90 wt 5% 
acid.,Also, from thz mass balance on sulfuric acid, we have 

Therefore, 

so that 3.5 kg of lvater must be added to each 1 kg of 90 wt % acid solurion to produce a 
20 wt % solution. 

b. The steady-state energy balance is 

since W, = 0 and S P  r/V = 0. From the mass balance of part (a), - 

From the enthalpy-concentration chart, Fig. 8.1 -1, we have 

so that 

Q = (4.5 x 87-3.5 x 9 1  - 1 x (-183)) 
= (39i.5 - 318.5 + 183) = 256 kJ/kg of initial acid solution 

c.  For adiabatic operation, the energy balance is 

0 = 4.5& - 3.5(91) - I(-183) 

4.5& = 135.5 and J?3 = 30.1 Ulkg  

Refemng to the enthalpy-concentration dia,gam, we find that T - 50'C. 

8.5 THEBEAT OF REACTION AND.A CONVENTION FOR THE THERMODYNAMIC 
PROPERTIES OF REACTING MIXTURES - 

In the first part of this book we were interested in the change 2n the internal energy, 
enthalpy, and entropy accompanying a change in the thermodynamic state of a pure 
substance. For. convenience in such calculations, one state of each substance was cho- 
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sen as the reference state. with zero values for both enthalpy and entrap!.. and the 
values of the thermodynamic properties of the substance in other states \\.ere given 
relative to this reference state. Thus in the steam tables in Appendix A.111 the internal 
energy and entropy are zero for liquid water at  the triple point, whereas the zero values 
of these thermodynamic properties for methane (Fig. 2.4-2) and nitrogen (Fig. 2.4-3) 
correspond to different conditions of temperature and pressure. The reference- states 
for sulfuric acid and water in the enthalpy-concentration diagram of Fig. 8.1-1 were 

~ n c e  state also chosen on the basis of convenience. Such arbitrary choicesefor the refer-. 
were satisfactory because our interest was only with the changes in thermodynamic 
properties in going from one thermodynamic state to another in a nonreacting system. 
However, when chemical reactions occur, the reference state for the thermodynamic 
properties of each species must be chosen with great care. In particular, the thernio- 
dynamic properties for each species must be such that the differences between the 
reactant and product species in any chemical transformation will be equal to those that 
would be measured in the appropriate experiment. For example, in the ideal gas-phase 
reaction 

it is observed that 341.82 kJ are liberated .for each mole of water vapor produced 
when this reaction is run in an isothermal, constant-pressure calorimeter at 15'C and 
I bar with all species in the vapor phase. Clearly. then, the enthalpies of the reacting 
molecules must be related as follows: 

A,,,H(T = 2SQC, P = 1 bar) = fiH,o(vapor, T = 2S°C, P = 1 bar) 
.. . 

- HH2 (gas, T = 25"c, P = 1 bar) 

- $ E ~ ~  - (gas, T = 25"C, P = 1 bar) 

= -24 1.52 
kJ 

mol H z 0  produced 

so that we are not free to choose the values of the enthalpy of hydrogen, ox\gen, and 
water vapor all arbitrarily. A similar argument applies to the other thermodynamic 
properties such as the entropy and Gibbs free energy. 

By considering a large collection of chemical reactions, one finds that, to be consis- 
tent with the heat-of-reaction data for all possible reactions, the zero value of internal 
energy or enthalpy can be set only oncefor each element. Thus, one could set the en- 
thalpy of each element to be zero at 25OC and 1 bar (or some other reference state) 
and then determine the enthalpy of every compound by measuring the heat liberated or 
absorbed during its production, by isothermal chemical reaction, from its elements. 

Although such a procedure is a conceptually pleasing method of devising a thermo- 
dynamic enthalpy scale, it is experimentally difficult. For example, to determine the 
enthalpy of water vapor, one would have to measure the heat liberated on its formation 
from hydrogen and oxygen atoms. However, since hydrogen and oxygen molecules, 
and not-their atoms, are the the~podynamically stable species at 25OC, one would first 
have to dissociate the oxygen and hydrogen molecules into their constituent atoms and 
then accurately measure the heat evolved when the atoms combine to form a water 
molecule-a very difficult task. Instead, the thermodynamic energy scale that is most 
frequently used is based on choosing as the zero state of both enthalpy and Gibbs en- 
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ergyI2 for each atomic species its simplest thermodynamically stable state at 25°C and 
1 bar. Thus, the reference state for argon and heli~~rii is ths atomic gases: for oxygen, 
nitrogen, and hydrogen, it is the niolecular gases; for mercury and bromine, it is the 
atomic and molecular liquids. respectively: whereas for iron and carbon. it is as the 
a-crystalline and graphite solids, respectively, all at 25°C and 1 bar. 

Starting from this basis. and using the measured data from a large number of heats 
of reaction, heats of mixing. and chemical equilibrium measurements, the enthalpy and 
Gibbs energy content of all other molecular species relative to their consrituent atoms 
in their reference states can be determined: these quantities are called the enthalpy of 
formation, Ar_HO and the Gibbs energy of formation, Ai_G2. Thus, by dtfinition, 

A f & i 2 0 ( ~ a p ~ r t  25"C, 1 bar) = _HHzo(vapor, 2S9C, 1 bar) 

- BHl (gas. 25"C, 1 bar) 

-  gas, ?ST: I bar) 

Appendix A.IV contains a listing of Ar&' and A&" for a large collection of sub- 
stances in  their normal states of aggregation at 25°C and I bar. 

  so thermal heats (enthalpies) and Gibbs energies of formation of spccies may be 
summed to compute the enthalpy change and Gibbs free energy chanzt that would 
occur if the molecular species at 25°C. 1 bar, and the state of aggregation listed i n  
Appendix A.IV reacted to form products at 25°C 1 bar. and their listed state of ag- 
gregation. We will denote these changes by ArX,H0(25'C. 1 bar) and A,,,G0(25"C, 
1 bar), respectively. For example, for the gas-phase reaction 

we have 

A, , ,H"(~~"C,  I bar) = 2_HHNO3(25'C, 1 bar) + _HNo(2j0C, I bar) 

- 3_HNo,(25'C, 1 bar) - _HHZ0(2j0C, Ibar) 

= ZIAr&hNo, + igO2 + i & H 2  + + - - H N ~ ] I ~ ~ C .  ibor 

+ + + _ H ~ ~  + ; - - ~ N - , 1 2 j ' ~ . l b i l r  

I - 3[Ar_H",,, + _HO, + T _ H N z I ~ j ~ ~ . ~ t x a r  

- [ A f d i I O  + f ~ ~ 0 ~ 1 7 5 ; ~ . l b a r  

= [2AfaLNo3 + A f B i 0  y 3Af&io2 - Af~~101250~.lbar 

= viAf&P (25"C, 1 b a i i  

Note that the enthalpies of the reference state atomic species cancel; by the conserva- 
tion of atomic species, this will always occur. Thus, we have, as general results, - - 

 or chemical equilibrium the Gibbs energy, rather than the entropy, is of central importance. Therefore, gener- 
ally the enthalpy and the Gibbs energy are set equal to zero in the reference state. 

(8.5-1) Standard state heat of 
reaction + 

A,H0(25"C, 1 bar) = v ~ A ~ _ H P ( ~ ~ " c ,  1 bar) 
I 
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and 

Standard state Gibbs 
energ!. ctiaitge on 
reaction 

A,xnG0(250C, 1 bar) = 5 AfG;(25"C, 1 bar) 
I 

I 1 

We use the term standard state of a substance to indicate the state of aggregation 
given in Appendix A.IV (or, in certain cases, the reference states discussed in Chap- 
ter 13), at the temperature T and pressure of 1 bar, with the follo\ving qualifications. 
For a gas here (as in Chapter 6) we use the ideal gas at 1 bar, not the real gas. As \\[as 
mentioned in Chapter 6, the P = 0 state cannot be used since the entropy would then 
be positive infinity and the Gibbs energy would be negative infinity. For substances that 
are typically solutes-sodium chloride, for example-properties in two or more stan- 
dard states are given. One standard state is as a solid (in the crystalline state) and the 
other is in solution. The latter case is a bit complicated in that the er~thal{~ of forma- 
tion may be given at a specified concentration whereas the Gibbs energy formation is 
that in a (hypothetical) ideal I-molal solution (see Sec. 9.8). The pure liquid cannot be 
used as the standard state since the solute does not exist as a liquid at these conditions, 
and the very high (infinite) dilution state cannot be used since the Gibbs energy of the 
solute goes to negative infinity at infinite dilution. What is used, instead, is a hypothet- 
ical ideal state of finite concentration, here 1 rnolal, with properties obtained from the 
extrapolation of data obtained for the solute highly diluted in aqueous solution, as will 
be discussed in Chapter 9. 

The standard heat of reaction at any temperature T,  A,,HO(T), is defined as the 
change in enthalpy that results when a stoichiometric amount of the reactanis. each 
in their standard states at the temperature T, chemically react to form the reaction 
products in their standard states at the temperature T. Thus, in analogy with Eqs. 8.5-1 
and 8.5-2, 

A,,HO(T, P = l bar) = CV;A~_H;(T, P = 1 bar) (8.5-3) 

and 

x- A,,GO(T, P =  1 bar) =LqAfl; ;(T,  P = 1 bar) (8.5-4) 
I 

wheie the subscript i indicates the species and the superscript " denotes the standard 
state. From 

_H;(T, P = 1 bar) = &:(TO, P = 1 bar) + C;,,(T, P = 1 bar) d T  LoT - 
we have 

T 

A,, H0(T, I bar) = C V ~ A ~ _ H P ( Z ~ " C ,  1 bar) + c vi / c;,i d T  
. T=Z°C 

I 

= A,,HO(ZSOC, 1 bar) + vi C;,i d T  
i T=Z°C 

where C: is the heat capacity of species i in its standard state. 



8.5 The Heat of Reaction and a Convention for the Thermodynamic Properties of Reacting Mixtures 363 

In certain instances, such as in the st~idy of large organic compounds that require a 
complicated synthesis procedure or of biochemical molecules, it is not possible to rnea- 
sure the heat of formation directly. A substitute proced~tre in these cases is to measure 
the energy change for some other reaction, usually the heat of combustion, that is, the 
energy liberated when the compound is completely oxidized (all the carbon is oxidized 
to carbon dioxide, all the hydrosen to water, etc.). The standard heat of combustion 
A,_Ho(T) is defined to be the heat of combustion with both the reactants and the prod- 
ucts in their standard states, at the temperature T. The standard heat of combustion at 
25°C and 1 bar is listed in Appendix A.V for a number of compounds. (Note that there 
are two entries in this table, one corresponding to the liquid phase and the other to the 
vapor phase, being the standard state for water.) Given the standard heat of combustion, 
the standard heat of reaction is computed as indicated in Illustrarion 8.5-1. 

ILLUSTRATION 8.5-1 ,I 

Calcularion of the ~ro,zrlnrci~etlt of Reactio,~ ar 25°C 

Compute the standard heat of reaction for the hydrogenation of benzene to cyclohexane, 

from the standard-heat-of-combustion data. 

SOLUTION 

The standard heat of reaction can, in principle, be computed from Eq. 8.5-3; however, for il- 
lustration, we will use the heat of combustion for cyclohexane. From the standard-heat-of- 
combustion data in Appendix A.V. we have A,&" = -3 919 906 Jtrnol of cyclohexane for 
the following reaction: 

a .  . .. C~Hk2(1) + 902 -+ 6C02 + 6H20(1) 

Thus 

= 3 919 906 - 3 267 620 - 3 x 285 840 = -205 234 
J 

rnol benzene 

= -205.23 
kJ 

mol benzene 
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COMMENT 

Note that in the final equation, A, ,H2 = - vi Aid;, the enthalpies of the refrrence-state 
atomic species cancel, as they must due to conservation of atomic species on chemical reaction. 

la 
The equation developed in this illustration, 

A,.HO(T = 25OC, 1 bar) = - 2 viAc_Xi(T = 2j°C, P = 1 bar) (8.56) 
I 

is always valid and provides a way of computing the standard heat of reaction from 
standard-heat-of-combustion dati. 

ILLUSTRATION 8.5-2 / , 
Calcrrlarion of the Standard H ~ S  of Rerrcriotz as a Firtlcrion of Tetnperarllre 

Compute the standard-state heat of reaction for the gas-phase reaction NzOJ = 2N02 over the 
temperature range of 200 to 600 K.'" 

Dora: See Appendices A.11 and A.IV. 

SOLUTION 

The heat of reaction at a temFrature 7 can be computed from 

. . 

At T = 25°C we find, from the data in Appendix A.IV, that for each mole of NzOJ reacted, 

To conipute the heat of reaction at any temperature T, we start from Eq. 8.5-5 and note that since 
the standard state for each species is a low-pressure gas, C,",i =. C;,i. Therefore, 

For the case here we have, from ~ ~ ~ e n d i x  A.11, 

1 ~iC;,i = ~C; .N@ - C ; . N ~ O ~  
J 

= 12.804 -- 7.239 x .IO-'T + 4.301 x IO-~T' + 1.5732 x IO-'T~ - 
mol K 

'3~ince, as we will see. gi = _Hi for an ideal gas mixture, the standard state heat of reaction and the actual heat 
of reaction are identical in this case. 
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Thus 

Values of A,,_H: for various values of T are given in the following table. 

The heat of reaction can be, and in fact usually is, a much stronger function of temperature than 
is the case here. 

In some databases-for example, in the very extensive NIST Chemistry Web- 
~ o o k ' ~ - t h e  data reported for each substance are the the standard state heat of for- 

Third law reference 
mation Af_H' and the absolute entropy _So, both at 25OC. Here by absolute entropy is 

state 
meant entropy based on the third law of thermodynamics as defined in Sec. 6.8. The 
reason forreporting these two quantities is that they are determined directly by thermal 
or calorimetric measurements, unlike the Gibbs energy of formation, which is obtained 
by measuring chemical equilibrium constants. 

If the standard state hzat of formation and the absolute entropy of each substance 
are known, the Gibbs energy of reaction can be computed as follows. First, the heat of 
reaction fs computed using ' 

and then the entropy change for the reaction is computed from 

Thestandard-state Gibbs energy change on reaction at T = 25OC can then be computed 
from 
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Then using the heat capacities reported in the NIST Chemistry ~ e b ~ o o k a n d  Eq. 8.5-5. 
the Gibbs free energ?. of reaction at any other temperature can be obtained. 

As an example of the use of data in this form, we return to the gas-phase reaction of 
hydrogen and oxygen to form water considered at the beginning of this section. Using 
the NIST Chemistry WebBook, we obtain the following data. 

M 
Species AF_HO - 

J so - 
mol - mol K 

Hz 0 130.680 
0 2  0 205.150 
H1O -24 1.826 188.835 

This results in A,,, H = -241.826 kJ/mol, Ar,,,S = 44.43 J/(molK), and A,,,G = 
-228.579 kJ/mol. This last value agrees with the Gibbs energy of formation for water 

, as a vapor in  Appendix 4.IV. 

5.6 THE EXPERIMENTAL DETERMINATION OF THE PARTIAL MOLAR VOLUME 
AND ENTHALPY 

Experimental values for some of the partial molar quantities can be obtained fronl lab- 
oratory measurements on mixtures. In particular, mixture density measurements can 
be used to obtain partial molar volumes, and heat-of-mixing data yield information on 
partial molar enthalpies. Both of these ineasurements are considered here. In Chap- 
ter 10 phase equilibrium measurements that provide information on the partial molar 
Gibbs energy of a component in'a mixture are discussed. Once the partial molar en- 
thalpy and partial molar Gibbs energy are known at the same temperature, the partial 
molar entropy can be computed from the relation Si = (Gi -  hi)/^. 

Table 8.6-1 contains dafa on the'mixture density, at constant temperature and pres- 
sure, for the water(1)-methanol(2) system. Column 4 of this table contains calculated 
values for the molar volume change on mixing (i.e., Ami,_V = _V - .rl_V, - ,r7_V2) at 
various compositions: these data have also been plotted in Fig. 8.6-1. The slope of the 

Table 8.6-1 Density Data for the Water([)-Methanol(2) System at T = 
298.15 K 

*Note that the notation _V (m3/mol) x lo6 means that the entries in the table have been 
multiplied by the factor lo6. Therefore, for example, the volume of pure methanol 
V(xl = 0) is 40.7221 x m3/mol = 40.7221 cm3/mol. - 
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Mole fraction water 

Figure 8.6-1 The isothermal volume change on mixing for the water(1)- 
methanol(2) system. 

AmixY versus mole fraction curve at any mole fraction is related to the partial molar 
volumes. To obtain this relationship we start from 

so that 

Here we have used the facts that the pure-component molar volumes are independent 
of mixture composition (i.e., (a_Vi/axl)T,p = O), and that for a binary mixture x2 = 
1 - X I ,  SO (axr/axl)  = -1. 

From the ~ i b b s - ~ u h e m  equation, Eq. 8.2-19b with ji = Vi,  we have 

s o  that Eq. 8.6-2 becomes 
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Now milltiplying this equation by x i  and subtracting the result from.Eq. 8.6-1 gives 

Equation for the 
calc~~lation of the 
partial molar volume 

Similarly, 

= ( V l  -Y1> 
Therefore, given data for the volume change on mixing as a function of concentration, 
so that Amix_V and the derivative a (A , ,~ ) / ax l  can be evaluated at x i .  we can im- 
mediately compute (7, - _V,) and (6 - - V,) - at this composition. Knowledge of the 
pure-component molar volumes, then, is all that is necessary to compute v l  and V 2  at 
the spacified composition X I .  By repeating the calculation at other values of the mole 
fraction. the complete partial molar volume versus composition curve can be obtained. 
The results of this computation are given in Table 8.6-2. 

It is also possible to evaluate ( V I  - _ V 1 )  and (V2 - _V2) in a more direct, graphical 
manner. At a given composition, say xi.  a tangent line to the Amix_V curve is drawn; the 
intersections of this tangent line with the ordinates at -1-1 = 0 and .TI = 1 are designated 
by the symbols A and B in Fig. 8.6-1. The slope of the this tangent line is 

so that 

is the distance indicated in Fig. 8.6-1. Referring to the figure, it is evident that the 
numerical value on the ordinate at point A is equal to the left side of Eq. 8.6-4a and; 

Table 8.6-2 The Partial Molar Volumes of the Water(1)-Methanol(2) System at T'= 298. I5 K 

*Value of partial molar volume at infinite dilution. 
tValue of pure-component molar volume. 
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therefore, equal to thevalue of (p2-_V1) atx;. Similarly, the intersection of the tangent 
line with the ordinate at X I  = 1 (point B) gives the value of ( 7 1  - _Vl) at x; .  Thus, 
both (vl - _Vl) and ( V 2  - 1_V2)  are obtained by a simple graphical construction. 

For more accurate calcuIations of the partial molar volume (or any other partial molar 
property), an analytical, rather than graphical, procedure is used. First, one fits the 
volunle change on mixing, Amix_V, with a polynomial in rnole fraction, and then the 
necessary derivative is found analytically. Since Amix_V must equal zero at xl = 0 and 
xg = 1 (.r2 = 0), it is usually fit with a polynomial of the Redlich-Kister form: 

Recllich-Kister 
expansion (can be 

and 

used for the change on 

Also 

i=O 

An accurate representation of the water-methanol data has been obtained using Eq. 
8.6-5 with (in units of m3/mol) 

mixing of any molar (Similar expansions are also used for A,,i,_H, AmixfJ, and the other excess properties 
property) to be defined in Chapter 9.) Then, rewriting Eq. 8.6-5a, we have 

a0 = -4.0034 x loe6 ... 

a1 = -0.177 56 x 
a;! = 0.541 39 x 
a; = 0.604 81 x 

and the partial molar volumes in Table 8.6-2 have been computed using these constants 
and Eqs. 8.6-6. 

Finally, we note that for the water-methanol system the volume change on mixing 
was negative, as were (v1 - yl) and (V2 - _V2). This is not a general characteristic in 
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Stirrer 
Heating or cooling 
coil to maintain 
calorimeter at 
temperature T 

Pure fluid 1 at Pure fluid 2 at 

t 
Fluid mixture at 
temperature T 

temperature T 

Figure 5.6-2 An isother- 
mal flow calorimeter. 

temperature T 

Y 

that, depending on the system, these three quantities can be positive, negative, or even 
positive over part of the composition range and negative over the rest. 

The partial molar enthalpy of a species in a binary mixture can be obtained by a 
similar analysis, but using enthalpy change on mixing (or heat of mixing) data. Such 
measurements are frequently made using the steady-state flow calorimeter schemati- 
cally indicated in Fig. 8.6-2. Two streams, one of pure fluid 1 and the second of pure 
fluid 2, both at a temperature T and a pressure P, enter this steady-state mixing device, 
and a single mixed stream, also at T and P, leaves. Heat is added or removed to main- 
tain the temperature of the outlet stream. Taking the contents of the calorimeter to be 
the system, the mass and energy balances (Eqs. 8.4-1 and 8.4-3) are 

and 

and 

A f i x _ H =  Q / [ N I  +&I ' 

where Amix_H = dm,.- xl_Hl - ,x2_H2. Therefore; by monitoring fil and h2 as well 
as the heat flow rate JS necessary to maintain constant temperature, the heat of mixing 
Amix_H = Q / [ N I  + N2] can be determined at the composition xl  = N l / [ N l  + N2j. 
Measurements at a collec.tion of values of the ratio give'the complete heat of 
mixing versus composition curve. at fixed T and P. - 

Once the composition dependence of the heat of mixing is known, N1 and R2 may 
be computed in a manner completely analogous to the procedure used for the partial 
molar volumes. In particular, it is easily established that 
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Table 8.6-3 Heat of Mixing Data for the Water(1)-Methanol(2) 
System at T = 19.69"C 

X I Qi (kJ/mol MeOH) Q (kl/mol) = Ami,_H 

Source: Irzrmzario/lul Criricul Tables, Vol. 5. McCraw-Hill. New York. 
1929, p. 159. Q = (I -.r,)Q+. 

and 

so that either the computational or graphical technique may also be used to calculate 
the partial molar enthalpy. 

Table 8.6-3 and Fig. 8.6-3 contain the heat of mixing data for the water-methanol 
system. These data have been used to.compute the partial molar enthalpies given in . 

Figure 8.6-3 Heat of mixing data 
for the water(1)-methanol(2) system 
at T = 19.6g°C 
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General equation 
relating the partial 
molar property to 
the pure component 
property and the 
property change on 
mixing 

Table 5.6-4 The Difference between the Partial Molar and 
Pure Component Enthalpies for the 
LVater(1)-Methanol(2) System at T = 19.6gn C 

0 -2.703* 0 
0.05 -2.482 -0.006 
0.10 -2.25 I -0.025 
0.15 -2.032 -0.056 
0.20 - 1.835 -0.097 
0.25 - 1.678 -0.143 
0.30 - 1.55 l -0.191 
0.35 - 1.456 -0.737 
0.40 - 1  .383 -0.250 
0.45 - 1.325 -0.323 , 
0.50 - 1.270 -0.373 
0.55 - 1.709 -0.44 1 
0.60 -1.131 -0.548 
0.65 - 1.02s - -0.7 19 
0.70 -0.598 -0.992 
0.75 -0.740 -1.412 
0.80 -0.560 -2.036 
0.85 -0.37 1 -2.935 
0.90 -0.193 .. -4.192 
0.95 -0.056 -5.905 
1 .oo 0 -5.188" 

*Indicates value at infinite diiutiun. 

Table 5.6-4. Note that onk feature of the heat of mixing data of Fig. 8.6-3 is that i t  is 
skewed, with the largest absolute value at xi  = 0:73 (and not sl = 0.5). 

The entries in Tables 8.6-2 and 5.6-4 are interesting in that they show that the partial 
molar volume and partial molar enthalpy of a species in a mixture are very similar to the 
pure component molar quantities when the mole fraction of that species is near unity 
and are most different fromthe pure component values.at infinite dilution, that is. as 
the species mole fraction goes to zero. (The infinite dilution values in Tables 8.6-2 and 
8.6-4 were obtained by extrapolating both the and H versus mole fraction data for 
each species to zero mole fraction.) This behavior is reasonable because in a strongly 
nonequimolar mixture the moiecules of the concentrated species are interacting most 
often with like molecules, so that their environment and thus their molar properties 
are very similar to those of the pure fluid. The dilute- species, on the other h n d ,  is 
interacting mostly with molecules of the concentrated species, so  that its molecular 
environment, and consequentiy its partial molar properties, will be unlike those of its 
pure component state. Since the environment around a molecule in a mixture is most 
dissimilar from its pure component state at infinite dilution, the greatest difference 
between the pure component molar and partial molar properties usualIy occurs in this 
lirni t 

Finally, the analyses used here toeobtain expressions relating Vi -and pi to AmiX_V 
and A ~ , _ H ,  respective1y;are easily genera1ized;yielding the following for the partial 
molar propem of any extensive function 8: 
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and 

One can also show that if el,,;, is any molar property of the mixture (not the change on 
mixing, which is Ami,@), we have 

81 (T, P, 5) = 8mix (T .  P, &) - 

and 

where, for a binary mixture, 5 is used to represent one pair of mole fractions X I  and .r,. 

ILLUSTRATION 8.6-1  
Ccrlcrrlations of Pcirtial Molar E~ztllalpiesJ>o~~l Evprri~7relrrcrl Darcr 

Using the data in Fig. 8.1-1, determine [he partial rnolar enthalpy of sulfuric acid and water at 
50 mol % sulfuric acid and 65.6'C. 

. . SOLUTION . . 

First we must obtain values of enthalpy versus concentration at 65.6"C. The values read from 
this figure and converted to a molar basis ire given below. 

mol - 
XHISOd kg 

These data are fit reasonably well with the simple expression 

= xH2~04xy0(-82.795 + 5 6 . 6 8 3 ~ ~ ~ ~ 0 ~ )  

= X H ~ S O ~  (1 - x~~so.+)(-82.795 + 5 6 . 6 8 3 ~ ~ ~ ~ 0 ~ )  
-- = -82.795.~~~so, -!- 1 3 9 . 4 7 8 ~ ; ~ ~ ~ ~  - 5 6 . 6 8 3 ~ ~ ~ ~ ~ ~  

and 
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Therefore. 

kJ 
rnol 

- - 

and 

d A ~ , _ H  
- 

k J  "xis-X--/ - 1 =-14.17- 
~ ~ ~ ~ 2 0  ,,. jo ,=(I. 5 d . v ~ : ~ ~ 4  .cH,SO, =O.j m0l 

Also. 

kJ 
-).mix{(.~H2so, = 0.5) = - 13.61 - 

rnol 

I 
kJ I kg a' 98.708 g kJ 

- 9.02 - _ H H , S O : = ~ ~ &  7- rnol 

and 

kJ 1 k g  18.015g kJ 
dHLO = 178 - x - X-- - 5.01 - 

kg  1000 g rnol rnol 

Finally. from Eq. 8.6-9b, we hove 

KJ 
= 9.02- 13.61 -!-0.5(-14.17) = -11.68 - 

mol 

and 

M 
= 5.01 - 13.61 +0.5(14.17) = -1.52 - 

mol 

Note that in this case the pure component and partial molar enthalpies differ considerably. Con- 
sequently, we say that this solution is quite nonideal, where, as we shall see in Chapter 9. an 
ideal solution is one in wgch some partial molar properties (in particular the enthalpy, internal 
energy, and volume) are_ equal to the pure component values. Further, here the solution is so non- 
ideal that at the temperatw chosen the pu%-component and partial molar.enthalpies are even of 
different signs for both water and sulfuric acid. For later reference we note that, at xHlso, =0.5, 
we have 

. - - b 

- W - M 
H~~~~~ - 4;;ZSOs = -20.7 - and H H ~ O  - H H ~ O  = -6-5 - 

mol mol 

Generally, any p-artial,molar property differs most from the pure component property 
in the limit of the corri$onent being in high dilution, or  at infinite dilution. Therefore, 
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except for components that associate to form dimers, for example, the largest cliffer- 
ences between the partial molar and pure component molar properties arc 

and 

ILLUSTRATION 8.6-2 
CC~CL~CU~(JIZ of Ity'iizife Di l~~tiutz Purliu/ ~bfolclr E/~~lz(/lpicsJroitt E . Y / I c ~ ~ I ~ ~ ~ I I I L / /  D(IILI 

Co~npure the difference between the infinite dilution panial molar enthalpy and [he pure compo- 
nent molar enthalpy for sulfuric acid and water at 65.6-C using the information in the previous 
illustration. 

SOLUTION 

From the previous illustration 

Therefore, 

kJ (:Amix&) kJ 
= +26.11 - and = -82.80 - 

mol C-yHzSO~ .X~~~SO,=O m01 

so that 

W 
g H z S O , ( ~  = 6 5 . 6 ° C , x ~ 2 ~ ~ ,  = 0) -fiH2SOI(T = 65.6'C) = -82.50 - rnol 

in which case 
- 

- kJ 
HHzSOI(T = 65.6OC. X H ~ S ~ ~  = 0) = 9.02 - 82.80 = -73.80 - 

rnol 

- kJ 
HHZo(T = 65.6"C, X H ~ O  = 0) - g H z O ( T  = 65.6'C) = -26.1 1 - 

rnol . 
and 

-. W 
g H 2 0 ( ~  = 6 5 . 6 ° C , ~ ~ z o  = 0) s 5 . 0 1  -26.11 = -21.1 - rnol 

Note that for the sulfuric acid + water system at T = 65.6"C the differences between the pure 
component and partial molar properties at infinite dilution are considerably greater than at the 
mole fraction of 0.5 in the previous illustration. fil 
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There is a simple physical interpretation for partial molar properties at infinite dilu- 
tion. In general. we have from Eq. 8.1-13 for any total property 8 ( T ,  P ,  s) in  a binary 
mixture that 

Now consider the case \vhen IY: = 1 and NI >> Nz so that x-1 - 1, in xhich care 
81 ( T ,  P, .rl -- 1) 2 8, ( T ,  PI.  since species I is essentially at ttie pure component 
limit. Also, &(T, P. .YI - 1) is the partial molar property of species 2 at infinite 
dilution, so that at in this limit 

Frorji this equation we that the infinite dilution partial molar property 8 l ( ~ .  P ,  .Y? - 
0).,cs the amount by which the total property 8 changes as a result of the addition of one 
mole of species 2 to an infinitely large amount of species 1 (so that sz remains about 
zero). Note that if the solution ivere ideal, the total property B would chanse by an 
amount equal to the pure component molar property _Hz; however. since most soli~tions 
are nonideal, the chanse is instead equal to 8 2 .  

ILLUS'TRATION 5.6-3 
C(r1clrltriio11 ($[lie lsorl~entrtrl E t z rh~r lp~  C1icr11gr uf Mi.ritzg 

One mole of sulfuric acid at 65.6'C is added to 1000 moles of water at the sam; temperature. If 
the mixing is done isothermally, estimate the change in enthaipy of the mixture. 

SOLUTION 

From Eq. 8.6- 14. 

= A,;, H (  1000 mol H 2 0  + 1 mol HZSOJ) 

[The numerical value for HHISO,(~ = 65.63C,~H1S0d - 0) was obtained from the previous 
illustration.] Pa 

8.7 C R I T E ~ A  FOR PHASE EQUILIBRIUM IN MULTICOMPONENT SYSTEMS 

An important observation in this chapter is that the equations of change for a multicom- 
ponent mixture are identical, in form, to those for a pure fluid. The difference between 
the two is that the pure fluid equations contain thermodynamic properties u, _H, 5,  
etc.) that can be computed from pure fluid equations of state and heat capacity data, 
whereas in the multicomponent case these thermodynamic properties can be computed 
only if the appropriate mixture equation of state and heat capacity data or enthalpy- 
concentration and entropy-concentration data are given, or  if we otherwise have enough 
information to evaluate the necessary concentration-dependent partial molar quantities 
at all temperatures, pressures, and compositions of interest. Although this represents 
an important computational difference between the pure fluid and mixture equations, 
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it has no effect on their fundamental structure. Consequently. for a closed system. we 
have for both the pure component and multicomponent cases 

and 

d S  0 . - - -  - + S,,, 
r / t  T 

where 

U = N g  ( T ,  P )  for the pure component 
S = N.S(T, P )  system (molar basis) 

and 

U = A'; U ; ( T ,  P, 2-1 
i= I for a niulticoniponent 

systeni (molar basis) 
(8.7-3) 

C 

S = C Nisi ( T ,  P, s) 
i= l 

Since the form of the balance equations is unchanged, we can use, without niodi- 
fication, the analysis of the last chapter to establish that the equilibrium criteria for a 
closed multicomponent mixture are (Problem 8.23) 

.S = maximum for equilibrium at constant M, U.  and V 

A = minimum for equilibrium at constant M, T ,  and V (8.7-4) 
G = minimum for equilibrium at constant IM, T ,  and P , 

Thus, although it may be computationaily more dif'ftcult to identify the equilibri~~m 
state in a multicomponent mixture than is the case for a pure fluid, the basic criteria 
used in this identification are the same. 

As the first application of these criteria, consider the problem of identifying the state 
of equilibrium in a closed, nonreacting multicomponent system at constant internal 
energy and volume. To be specific, suppose N 1  moles of species 1 ,  N2 moles of species 
2, and so  on are put into an adiabatic container that will be maintained at constant 
volume, and that these species are only partially' soluble in one another, but do not 
chemically react. What we would like to be able to do is to predict the composition 
of each of the phases present at equilibrium. (A more difficult but solvable problem 
is to also predict the number of phases that will be present. This problem is briefly 

- considered in Chapter 11.) In the analysis that follows, we develop the equation that . -- will be used in Chapters 10, 11, and 12 to compute the equilibrium compositions. 
The starting point for solving this problem are the general equilibrium criteria of Eqs. 

8.74. In particular, the equilibrium criterion for a closed, adiabatic, constant-volume 
-.. system is 

S = maximum 

subject to the constraints of constant U, V, and total number of moles of each species 
Ni. For the two-phase system, each extensive property (e.g., Ni, S, U ,  V) is the sum of 
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the properties for the individual phases, for example, 

where the superscripts I and I1 refer to the phase. In general, the problem of finding 
the extreme value of a fitnction subject to constraints is not a straightforward task. as 
will become evident later. However, here this can be done easily. 1j.e start by setting 
the differential of the entropy for the two-phase system equal to zero. 

and then use Eq. 5.2-4, rearranged as 

for each phase. Now recognizing that since the total internal energy. total volume. and 
the number of nioles of each species are fixed, we have 

~ u ' I  = - d u l  
t l v"  = -d V '  

(IN;" = - - d ~ i '  

which can be used in Eq. 8.7-5 to obtain 

. . 

The condition for eq'u'ilibqiurn is that the differential of the entropy be zero with 
respect to all variations of the independent and unconstrained variables, here cl  u', (1 v', 
and each of the d ~ i .  In order for Eq. 8.7-6 to be satisfied, we must have (1) that 

which implies 

First criterion for 
phase equilibrium 

(2) that 

or simply T = n 

which implies 

or, in view of Eq. 8.7-7a, 

Second criterion for 
phase equilibrium 
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and (3) that ( ~ s / B N ~ ) ~ ~ , , ~ , % ~  = 0 for each species i. which implies 

Now recognizing that at constant T and P (from Eq. 5.2- 1 ) 

Third criterion for 

and that the total number of moles of each species is fixed, so that Ni = N: + Nil' or 
(IN: = -cllv:, we obtain 

Setting the derivative of the Gibbs energy with respect to each of its independent vari- 
abIes (here the mole numbers N:) equal to zero yields . 

pliase equilibriu~n 
since T I  = T I ' .  In Eq. 8.7-7c. r r ,  = c, is the che~-i~ical potential of species i. 

Thus, for phase equilibrium to exist in a closed, nonreacting multicomponent system 
at constant energy and volume. the pressure must be the same in both phases (so that 
mechanical equilibrium exists). the temperature m~ist be the same in both phases (so 
that thermal equilibrium exists). and the partial molar Gibbs energy of each species 
must be the same in each phase Iso that equilibri~ini with respect to species diffusion 
exists)." 

Note that with the replacement of the partial molar Gibbs free energy by the pitre 
component Gibbs energy, Eqs. S.7-7 become identical to the conditions for phase equi- 
librium in a one-component system derived in Sec. 7.1 (see Eqs. 7.1-9). In principle, we 
could now continue to follow the development of Chapter 7 and derive the conditions 
for stability of the equilibrium state. However. this task is algebraically complicated 
and will not be considered here.16 

To derive the conditions for phase equilibrium i n  a closed system at constant (and, 
of course. uniform) temperature and pressure. we start from the equilibrium criterion 
that G be a minimum and set the differential of G for the two-phase system equal to 
zero, that is. 

cf = cfl or / r f  = pf l  for each species i 

so that here, as in Chapter 7, we find that the equality of Gibbs free energies is a 
necessary condition for the existence of phase equilibrium for systems subject to a 
variety of constraints (see Problem 8.3). 

(8.7-7c) 

i5~learly, from these results, it is a species partial molar Gibbs e n e r g  difference between phases. rather than a 
concentration difference, that is the driving force for interphase mass transfer in the approach to equilibrium. 
16sec. for example, of J. W. Tester and M. Modell. Thermodynamics and lu Appiicnrions. 3rd ed., Prentice Hall. 
E n g l e w d  Cliffs. N.J. (1997) Chapter 7. 
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Although we will not do so here, it is easy to show that these analyses for two-phase 
equilibrium are easily generalized to multiphase equilibrium and yield 

8.8 CRITERIA FOR CHEMICAL EQUILIBRIUM, AND COMBINED CHEMICAL AND 
PI3 ASE EQUILIBRIUM 

Equations 8.7-4 also provide a means of identifying the equilibrium state when chem- 
ical reactions occur. To see this, consider first the case of a single chemical reaction 
occurring in a single phase (both of these restrictions will be removed shortly) in  a 
closed system at constant temperature and pressure.17 The total Gibbs energy for this 
system, using the reaction variable notation introduced in Sec. 8.3, is 

Since the only variation possible in a one-phase. closed system at constant temperature 
and pressure is in the extent of reaction X ,  the equilibrium criterion is 

which yields 

Criterion for chemical 
equilibrium of a single 
reaction 

(Note that C: ~ , ( a d ~ / a ~ ) ~ , ~  is eq~ial to zero by the Gibbs-Duhem equation, Eq. 
8.2-14 with Y-= X.) 

It is possible to show that the criterion for chemical equilibrium developed here 
is also applicable to systems subject to constraints other than constant temperature 
and pressure (Problem 8.4). In fact, Eq. 8.8-1, like the phase equilibrium criterion 
of Eq. 8.7-9, is of general applicability. Of course, the difficulty that arises in using 
either of these equations is translating their simple form into a useful prescription for 
equilibrium calculations by relating the partial molar Gibbs energies to quantities of 
more direct interest, such as temperature, pressure, and mole fractions. This problem 
will be the focus of much of the rest of this book. 

The first generalization of the analysis given here is to the case of multiple chemical 
reactions in a closed, single-phase, constant-temperature and constant-pressure system. 
Using the nojation of Sec. 8.3, the number of m ~ l e s  of species i present at any time is 

JW 

Ni = Nj.0 + C qjXj (8.35) 
j= 1 

I7since chemists m d  chemical engineers are usually interested in chemical and phase equilibria at constant tem- 
perature and pressure, the discussions that follow largely concern equilibrium under these constraints. 
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where the sum~~iation is over the inclepencleiir reactions. The total Gibbs energy of the 
system is 

C C JU 

G = C A ~ ~ G  - - -t - 1 (A'i.0 + U i j x j )  ~i 

The condition for chemical equilibrium in this multireaction system is G = minimum 
or dG = 0 for all variations consistent with the stoichiometry at constant temperature, 
pressure, and total mass. For the present case this implies 

so  that 

c c for all independent 
(E) = o = 1 v i j 6 ;  + hi (3) reactions 

6 x j  T,P.,Y~+, i= I i= I a xj T . P . ~ ~ ,  j = I , ?  , . . . ,  JV 

Sjnce the sum ~ j ( a c ~ / a ~ ~ ) T . p . ~ , ,  vanishes by the Gibbs-Duhem eqoation, the 
equilibrium criterion is 

Chemical equilibrium 
criteria for rnGitiple CV,G~=O j =  1 . 2  ,..., JU (8.8-4) 
reactions 

This equation is analogous to Eq. 8.8-1 for the single-reaction case. The interpretation 
of Eq. 8.8-4 is clear: In a system in which several chemical reactions occur, chemical 
equilibrium is achieved only when each reaction is itself in equilibrium. 

The final case to be considered is that of combined phase and chemical eqililibrium 
in  a closed system at constant temperature and pressure. At this point you can probably 
guess the final result: If both phase changes and chemical transformations are possible, 
equilibrium occurs only when each possible transformation is.itself in equilibrium. 
Thus;Eqs. 8.7-7 and 8.8-4 must be simultaneously satisfied for all species and all 
reactions in ail phases. 

To prove this assertion, it is first useful to consider the mathematical technique of La- 
grange multipliers, a method used to find the extreme (maximum or minimum) value 
of a function subject to c0nstraints:'Rather than develop the method in complete gener- 
ality, we merely introduce it by application to the problem just considered: equilibrium 

- in a single-phase, multiple-chemical reaction system. ." 

We identified the equilibrium state for several chemical reactions occurring iri a 
single-phase system at constant temperature and pressure by finding the state for which 
G = 2 L i  N ~ G ~  was equal to a minimum subject to the stoichiometric constraints 

M 

l'fi = Ni,o + v i j X j  for all species i 
j= I 
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The procedure used was to incorporate the'constraints directly into the Gibbs enersy 
function and then find the minimum value of the resulting unconstrained equation (Eq. 
5.5-2) by setting each o i  [he M derivatives ( c ? G , ' F X ~ ) ~ , ~ , ~ ~ ~  equal to zero. However, 
this direct stlbstitution technique can be very cumbersome \vhen the constraints are 
complicated, as is the cast in the problen~ of combined chemical and phase equilibrium. 

An alternative method of obtaining a solution to the multiple-reaction, single-phase 
equilibrium problem is to use the method of Lagrange  multiplier^.'^ Here one first 
rewrites the constraints 5; 

and then creates a nelv function by adding the constraints, each with a multiplying 
parameter ui, a Lagran:? multiplier. to the original Gibbs function: 

The independent variables of this new function are iVI, N2,  . . . . 1VC; X I ,  X2, . . . , X . ~ I ;  
and u l ,  u2, . . . , u ~ .  To dzterminc the state for which the Gibbs energy is a minimum 
subject to the stoichiomiltric constraints of Eq. 5.5-5, the partial derivatives of this 
new unconstrained function wirh respect to each of its independent variables are set 
equal to zero. From this procedure we obtain the following sequence of simultaneoiis 
equations to be solved: 

where the last term is zero by the Gibbs-Duhem equation, so  that 

Also, 

or, using Eq. 5.8-7, 

and finally, 

"A more complete discussion of Lagrange multipliers may be found in M. H. Proner and C. B. Morrey, College 
Calcullrs wirh Analytic Geomerr? Addison-Wesley, Reading, Mass. (1964). pp, 708-7 15; and V. G. Jenson and G. 
V. Jeffreys, ~Marhemarical M e r M  in Chemical Engineering. Academic Press, New York (1963). pp. 4821183. 
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Clearly, Eq. 8.8-9 gives the same equilibrium requirement as before (see Eq. 8.8-4). 
whereas Eq. 8.8-10 ensures that the stoichiometric constraints are satisfied in solving 
the problem. Thus the Lagrange multiplier method yields the same results as the di- 
rect substitution or brute-force approach. Although the Lagrange multiplier method 
appears awkward when applied to the very simple probleni here, its real utility is for 
complicated problems in which the number of constraints is large or the constraints 
are nonlinear in the independent variables, so  that direct substitution is very difficult or 
impossible. 

To derive the criteria for combined chemical and phase equilibrium. the following 
notation will be used: N/ and C: are, respectively, the number of moles and partial 
molar Gibbs energy of species i in the kth phase; IV;JJ is the initial number of moles of 
species i in the closed system; and Xj is the overall molar extent of reaction (reaction 
variable) for the jth independent reaction, regardless of which phase or in how many 
different phases the reaction occurs. Thus / 

Total number of P JW 

= C N: = Ni-0 + C vij Xj 

j= l 

and 

P C 
(Total Gibbs free) = = 7 , ~  N:q 

energy of system 
k=l i=l 

where P is the.nurnberof phases, C is the number of components, and :tl is the number 
ofi'idependent reactions. 

The equilibrium state for a closed system at constant temperature and pressure is 
that state for which the Gibbs energy G achieves a minimum value from among all 
the states consistent with the reaction stoichiometry. The identification of the equi- 
librium state is then a problem of minimizing the Gibbs energy subject to the stoi- 
chiometric constraints of Eq. 8.8-1 1. Since the easiest way of solving this problem'is 
to use the method of Lagrange multipliers, we define a set of Lagrange multipliers, 
a , ,  az, . . . , a c  and construct the augmented function 

whose minimum we wish to find for all variations of the independent variables XI, X7, 
. . ,  XM,N:,AJ:I ,..., N ? , a n d a l , a z  ,..., ac.- 

.- 

Setting each of the partial derivatives of G with respect to N! , NfT, . . . equal to zero, 
remembering that the N's, X's; and a ' s  are now to be treated as independent variables, 
yields'g 

19~hough we.have not listed the variables being held constant, you should recognize that all variables in the set 
T, P, N~~ (i = 1,. . . , C; k = 1,. . . , P), Xj (j = 1,. . . , M), and ai (i = 1,. . . , C), except the one being varied 
in the derivative, have been held constant 
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In each case the double-summation term vanishes by application of the Gibbs-Duhem 
equation (Eq, 8.2-15) to each phase. The net information content of Eqs. 8.8- 14 is 

and by generalization, 

These eq~~ations establish that one of the eq~~ilibrium conditions in a multiple-reaction. 
m~lltiphase system is that phase equilibrium be established for each of the species 
among the phases i n  which the species is present. 

Another set of equilibrium criteria is obtained by minimizing with respect to each 
of the reaction variables Xj ( j  = 1. . . . , iM). ~hus" '  

The first term on the right side of - this equation - vanishes - by the Gibbs-Duhem equation. 
and from Eq. 8.8-15, we can set Gf = GI' = . . = G: = . . . = -ai and so obtain 

Similarly, from a G / a X l  = 0, a G / ? x 3  = 0, . . . , we obtain 

C - zvij~: = 0 for all phases k = I, 11, . . . ,P 
and all reactions j = 1,2, . . . , M (8.8-18) 

i= 1 

which establishes that a further condition for equilibrium in a multiphase, multireac- 
tion system is that each reaction be in equilibrium i%:very phase. In fact, since at 
equilibrium the partial molar Gibbs energy of each species is the same in every phase 
(see Eq. 8.8-lj), if Eq. 8.8-18 is satisfied in any phase, it is satisfied in all phases. 

Finally, setting the partial derivatives of with respect to each of the Lagrange mul- 
tipliers ai equal to zero yields the stoichiometric constraints of Eq. 8.8-1 l .  The equi- 
librium state is that state for which Eqs. 8.8-1 1,8.8-15, and 8.8-18 are simultaneously 
satisfied. 

Thus, we have proved the assertion that in the case of combined chemical and phase 
equilibria the conditions of phase equilibrium must be satisfied for all species in each 
of the phases and, furthermore, that chemical equilibrium must exist for each reaction 

2 0 ~ e e  fwmote 18. 
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in each phase. (The fact that each reaction must be in chemical eq~~ilibrium in each 
phase does not imply that each mole fraction will be the same in each phase. This 
point is demonstrated in Chapter 13.) 

8.9 SPECIFICATION OF THE EQUILIBRIUM THERMODYNAMIC STATE OF A 
MULTICOMPONENT, MULTIPHASE SYSTEM; THE GIBBS PHASE RULE 

As ha'; been mentioned several times, the eq~~ilibrium state o f  a single-phase, one- 
component system is completely fixed by the specification of two independent, inten- 
sive variables. From this observation we were able, in Sec. 7.6, to establish a simple 
relation for determining the number of degrees of freedom for a single-component, 
multiphase system. Here an analogous equation is developed for determining the num- 
ber of degrees of freedom in a reacting m~ilticomponent, multiphase system; this rela- 
tionship is called tt7,C Gibbs phase rule. 

The starting poi'At for the present analysis is the observation in Sec. S. 1 that the equi- 
librium thennodynamic state of a single-phase C-component system can be fixed by 
specifying the values of two intensive variables and C - I mole fractions. Alterna- 
tively. the specification of any C + 1 independent state variables co~ild be used to f i x  
the state of this system." Thus, we can say that a C-component, single-phase system 
has C + 1 degrees of freedom, that is, we are free to adjust C + 1 independent inten- 
sive thermodynamic properties of this system; however, once this is done. all the other 
intensive thennodynamic properties are fixed. This is equivalent to saying that if T, P ,  
xi, x2. . . . , SC- I are taken as the independent variables, there exist equations of state in  ' 
nature of the form 

V = _V(T, P,'xl, . . . , X C - 1 )  - 
_S = J ( T ,  P ,  X I ,  . . . , xc-1) 
G =_G(T, P , x I  ,..., xc-1) - 

although we may not have been clever enough in our experiments to have determined 
the functional relationship between the variables. 

Our interest here is in determining the number of degrees of freedom in a general 
multicomponent, multiphase chemically reacting system consisting of C components 
distributed among F' phases and in which M independent chemical reactions occur. . 

Since C + 1 variables are required to completely specify the state of each phase, and 
there are P phases present, it would appear that a total of P ( C  + 1) variables must be 
specified to fix the state of each of the phases. Actually, the number of variables that 
must be specified is cbnsiderably fewer than this, since the requirement that equilib- 
rium exists provides a number of interrelationships betweenthe state variables in each 
of theylttases. In particular, the fact that the temperature must be the same in all phases, 

results in (P - 1) restrictions on the values of the state variables of the phases. Simi- 
larly, the requirement that the pressure be the same in all phases, 

*'By C + 1 independent state .J-ariables we mean C + 1 nonredundant pieces of information about the thermo- 
dynamic state of the system. For example. temperature, pressure, and C - 1 mole fractions form a setaf  C + 1 
independent variables; temperature and C mole fractions are not independent, however, since ~f .q = 1, so that . 
only C - 1 mole fractions are independent. Similarly, for a gas mixture composed of ideal gases, the enthalpy 
or internal energy, temperature, and C - 1 mole fractions do not form an independent set of variables, since _H 
and (I are calculable from the mole fractions and the temperature. However, If. P, and C - I mole fractions are 
independent 



338 Chnpiel- 8: l'he Thermodynamics of ~Iulticomponent Mixtures 

provides an additional ( P  - 1) restrictions. Since each of the partial molar Gibbs en- 
ergies is in principle calculable from equations of state of the form 

the condition for phase equilibrium, 

provides C ( P  - 1 )  additional relationships among the variables lvithout introducing 
any new unknowns. 

Finally. if if4 ii~drpenclentchemical reactions occur, there are M additional relations 
of the form , 

/ 

C - C v i j ~ ; = O  j = 1 , 2  , . . . , A 4  (9.9-5) 
i= 1 

(where we have omitted the superscript indicating the phase since. by Eq. 5.9-4. the 
partial molar Gibbs energy for each species is the same in all phases). 

Now designating the number of degrees of freedom by the symbol 3, we have 

Therefore, in a C-component, P-phase system in which JW independent chemical re- 
actions occur, the specification of C - M - P + 2 state variables of the individual 
phases completely fixes.the thermodynamic state of each of the phases: This result is 
known as the Gibbr phase rule. 

In practice, temperature, pressure, and phase composition are most commonly used 
to fix the thermodynarnic state of multicomponent, multiphase systems, though any 
other information about the thermodynamic state of the individual phases could be 
used as well: However, thermodynarnic information about the composite multiphase 
system is not useful in fixing the state of the system. That is, we could use the specific 
volume X any one of the phases as one of the C - M - P + 2 degrees of freedom, but 
not the molar volume of the multiphase system. Finally, we note that for a pure fluid 
C = 1 and M = 0, so that Eq. 8.9-6 reduces to 

the result found in Sec. 7.6. 
- -- 

ILLUSTRATION 8.9-1 
~ ~ ~ l i c o t i o n  of the Gibbs Phase Rule 

(8.9-a 

Gibbs phase rule 

In Chapter 13 we will consider the reaction equilibrium when styrene is hydrogenated to form 
ethylbenzene. Depending on the temperature and pressure of the system, this reaction may take 

Number of unknown Number of independent relations 
thermodynamic among the unknown parameters , 

parameters 

= P ( C  + 1 )  . - [ 2 ( P -  I ) + C ( P -  I )+M]  
= C - I L L - P + 2  
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place in the vapor phase or in a vapor-liquid mist~tre. Show that tile systcm has three degrees of 
freedom if a single phase esisis, but only two degrees of freedom if the reactants and products 
form a two-phase mixture. 

SOLGTION 

The st>rene-hydrogen-ethylbenzene system is a three-component (C = 3), s~ngle-reaction (,M = 
1) system. Thus 

Clearly. if only the vapor phase exists ( P  = I), there are three degrees of freedom; if, however, 
both the vapor and liquid are present (7' = 2). the system has only two degrees of freedom. 

ILLUSTRATIO~\! 5.9-2 
Another Applicotiott of the Gibbs Plzuse Rule 

Detennine the number of deerees of freedom for each of the follo\ving niixi~irrs. 

a. A one-component vapor-liquid mixture 
b. A nonreacting two-conlponent vapor-liquid mixture 

'. c. A vapor-liquid mixture of ortho-, metar, and para-xylenes and ethylbenzene at tempera- 
tures high enough that the xylenes can undergo isomerization 

SOLUTION 

a. This system has one component (C = 1) and two phases (P = 2). and there are no 
chemical reactions ( M  = 0). Therefore, 

Consequently, this system has one degree of freedom. If the temperature is set, the pressure 
is fixed; or if the pressure is set, the temperature is fixed. We see this when boiling water 
in a pot open to the atmosphere. At 101.3 kPa (1 atm), the temperature of the boiling water 
will be 100°C and will remain at this temperature no matter how much of the water boils 
away, provided the water is pure. In order to change the temperature of this vapor-liquid 

. mixture, the pressure niust change. 
b. This system has two components (C = 2) and two phases ( 7  = 2). and there are no 

chemical reactions occurring (M = 0). The number of degrees of freedom in this system 
is 

Therefore, the values of two state parameters-for example, temperature and pressure, 
temperature and the mole fraction of one of the species, or pressure and the mole frac- 
tion of one-of the species-must be set to fix the state of this mixture. This suggests that 

*at a fixed pressure the boiling temperature of the mixture will be a function of its com- 
position. To see the implication of this, consider the experiment of preparing a mixture 
of two species (composition initially known) at one atmosphere and heating this mixture 
to its boi1in.g point, and removing the vapor as the boiling continues. For most mixtures 

*(an azeotropic mixture, to be discussed in Sec. 10.2, is the exception) as boiling occurs 
the composition of the vapor will be different from that of the prepared mixture, so that 
(by a mass balance) the composition of the remaining liquid will change during the boil- 
ing process (unless the vapor is continually condensed and replaced). As a result, at fixed 
pressure, the boiling temperature of this mixture will continually change as the process 
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of boiling continues. This beha\.ior is different from the boiling of a one-component niix- 
ture considered above, in which the temperature remains constant as the boiling process 
continues at fixed pressure. Also, by changing the composition of this mixture, a range of 
equilibrium temperatures can be obtained at the same pressure, or a range of kquilibrium 
pressures can occur at a fixed temperature. 

c. There are three independent reactions for this system. One set of such independent reac- 
tions is 

111-xylene tt o-xylene 
111-xy1ene H p-xylene 
111-xylene tt ethylbenzene 

This system has four components (C = 4) and two phase; IP = 2), and there are three 
independent chemical reactions occurring (JM = 3). The number of degrees of freedom in 
this system is 

Therefore. specificrttion of the valt~e of only one state variable-temperature. pressure. 
or the mole fraction of one of the species in one of the phases--completely fixes the two- 
phase state of this mixture. For example. consider the experiment of preparing a mixture of 
these species, and heating the mixture under pressure to a temperature that is high enough 
that vaporization and chemical reaction occur. In this mixture. once such a temperature is 
fixed. the pressure, liquid composition. and vapor composition are all fixed. If an additional 
amount of one of the comporlents is added to this mixture. the total number of moles of 
vapor and liquid will change, but the pressure, the vapor mole fractions, and. the liquid 
mole fractions will not change. Also for this mixture, as with a pure component, the vapor- 
liquid equilibrium temperafur? will change when the pressure is changed, but will remain 
constant as boiling occurs and the vapor'is removed. B 

It is also of interest to determine the amount and type of additional information 
needed to fix the relative amounts of  each of  the phases in equjlibriurn, once their 
thermodynamic states are known. We can obtain this from an analysis that equates the 
number of variables to the number of restrictions on these variables. It is convenient for 
this discussion to write the specific thermodynamic properties of the multiphase system 
in terms of  the distribution of mass between the phases. The argument could be based 
on a distribution of numbers of moles; however, it is somewhat more straightforvtard 
on a mass basis because total mass, and not total moles, is a conserved quantity. Thus, 
we'will use mi to represent the mass fraction of  the ith phase." Clearly the toi must 
satisfy the equation 

The  total volume per unit mass, c, the total entropy per  unit mass, .?, and so on, are 
related to the analogous quantities in each of  the phases by the equations 

In writing these equations we  are presuming that the specific volumes, entropies, and 
so forth for  each phase (denoted by the superscript) are  known from the equations of 

U~ hope the notation is not too confusing. Here w 1  is the fraction of the total mass of the system in phase I, while 
earlier in this chapter wi was used to represent the mass fraction of species i in a phase. 
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state or experimental data for the individual phases and a previous specification of the 
C - M - P _t 2 degrees of freedom. 

Since there are P unknown mass distribution variables, each of the wi, i t  is evident 
that we need P equations to determine the relative amounts of each of the phases. 
Therefore, Eq. 8.9-8, together with the specification of P - 1 intensive thermodynamic 
variables for the multiphase system (which can be written in the form of Eq. 8.9-9). 
are needed. This is in addition to the C - JM - P + 2 intensive variables of the indi- 

- vidual phases that must be specified to completely fix the thermodynamic state of all 
of the phases. (YOLI should convince yourself that this conclusion is in agreement with 
Illustration 7.6-1 .) 

Thus far we have not considered the fact that the initial composition of a chemical 
or phase equilibrium system may be known. Such information can be used in the for- 
mulation of species mass balances and the energy balance, which lead to additional 
equations relating the phase variables. Depending on the extent of initial information 
available and the number of phases present. the initial state information may or may 
not reduce the number of degrees of freedom of the system. This point is most easily 
demonstrated by reference to specific examples. so the effect of initial state information 
will be considered in the illustrations of the following chapters, not here. 

We should point out that the Gibbs phase rule is of use in  deciding whether or not 
an equilibrium problem is ''well posed," that is. whether enough information has been 
given for the problem to be solvable, but i t  is not of use in  actually solving for the 
equilibrium state. This too is demonstrated by examples later in this book. The Gibbs 
phase rule, being general in its scope and application, is regarded as another part of the 
philosophical content of thermodynamics. 

8.10 A CONCLUDING REMARK 

The discussion in this chapter essentially soncludes our development of thermody- 
namic theory. The remainder of this book is largely concerned with how this theory is 
used to solve problems of interest to the chemical process industry. Since the partial 
molar Gibbs free energy has emerged as the central function in equilibrium computa- . 
tions, chapter 9 is concerned with the techniques used for estimating this quantity in 
gaseous, liquid, and solid mixtures. Chapters 10 to 15 are devoted to the use of ther- , 

modynamics in explaining and predicting the great diversity of physical, chemical, and 
.biochemical equilibria that occur in mixtures. 

t 

PROBLEMS 
8.1 ~ roLe  that 

8.2 Derive the analogues of the Gibbs-Duhem equations 
(Eqs. 8.2-8 and 8.2-9) for the constraints of 
a Constant temperature and volume 
b. Constant internal energy and volume 
c. Constant entropy and volume 

8.3 In Sec. 8.7 we established that the condition for equi- 
librium between two phases is 

- 
ef = Gf' (for all species present in  both phases) 

for closed systems either at constant temperature and 
pressure or at constant internal energy and volume. 
Show that this equilibrium condition must also be sat- 
isfied for closed systems at 
a. Constant temperature and volume 
b. Constant entropy and volume 
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8.4 Show that the criterion for chemical equilibrium devel- 
oped in the text, 

for a closed system at constant temperature and pres- 
sure, is also the equilibrium condition to be satisfied 
for closed systems subject to the folIowing constraints: 
a. Constant temperature and volume 
h. Constant internal energy and volume 

8.5 Prove that since total mass is conserved during a chem- 
ical reaction, 

2 uirni = O for a single-reaction system 
i= 1 

and 

C 
for a multiple-reaction XI+,UI~ = O  j = 1 , 2  , . . . ,  >W 
system 

i= 1 

where In; is equal to the molecular weight of species i. 
.J\lso show, by direct substitution. that the first of these 
equations is satisti ed for the reaction 

8.6 Show that the partial molar volumes computed from 
Eqs. 8.6-4 and the partial molar enthalpies computed 
from Eqs. 8.6-9 must satisfy the Gibbs-Duhem equa- . 
tion. 

8.7 Compute the partial molar volumes of methyl formate 
in methanol-methyl formate and ethanol-methyl for- 
mate mixtures at 298.15 K for various compositions 
using the experimental data in Fig. 8.1-2a and the fol- 
lowing pure-component data: 

8.8 Compute the difference between the pure-component 
and partial molar enthalpies for both components at 
298.15 K and various compositions in each of the fol- 
lowing mixtures using the data in Fig. 8.1-2b. 
a. benzene-C6FsH 
b. b€xZene-C6F6 
c. benzene-C6F5C1 
d. benzene-C6F5Br 
e. benzene-C6FsI 

8.9 a. In vapor-liquid equilibrium in a binary mixture. 
hoth components are generally present in both 
phases. How many degrees of freedom are there 
for such a system? 

b. The reaction between nitrogen and hydro, =en to 
form ammonia occurs in the gas phase. How many 
degrees of freedom are there for this system? 

c. Steam and coal react at high temperatures to form 
hydrogen. carbon monoxide, carbon dioxide, and 
methane. The following reactions have been sug- 
gested as being involved in the chemical transfor- 
mation: 

How many degrees of freedom are there for this 
s>stem? [Hir~t:  ( 1 )  How many independent chem- 
ical reactions are there in this sequence? (2) How 

. many phase equilibrium equations are there?] 
8.10 a. In vapor-liquid equilibrium, mixtures sometirnes 

oscur in which the compositions of the coexist- 
ing vapor and liquid phases are the same. Such 
mixtures are called azeotropes. Show that a binary 
azeotropic mixture has only one degree of free- 
dom. 

b. In osmotic equilibrium, two mixtures at different 
pressures and separated by a rigid membrane per- 
meable to only one of the species present attain a 
state of equilibrium in which ihe two phases have 
different compositions. How many degrees of free- 
dom are there for osmotic equilibrium in a binary 
mixture? 

c. The phase equilibrium behavior of furfural 
(CjH402)-water mixtures is complicated because 
furfural and water are only partially soluble in the 
liquid phase. 
( i )  How many degrees of freedom are there for 

the vapor-liquid mixture if only a single liquid 
phase is present? 

(ii) How many degrees of freedom are there for 
the vapor-liquid mi?ture if two liquid phases 
are present? 

8.11 a. What is the maximum number of phases that can 
coexist for a inixture of two nonreacting compo- 
nents? 

b. How would the answer in part (a) change if the 
two components could react to form a third com- 
ponent? 



8.12 Consider a reaction that occurs in a vessel containing a 
semipermeable membrane that allows only one of the 
components to pass through it (for example. a small 
molecule such as hydrogen) but will not allo\r the pas- 
sage of large molecules. With such a membrane, the 
chemical potential of the permeable component can 
be kept constant in the reaction vessel. 
a. Derive the equilibrium criterion for a one-phase re- 

action system described above in which the tem- 
perature, pressure, and chemical potential of one 
component are held constant. 

b. Derive the equilibrium criterion for a one-phase re- 
action system described above in which the tem- 
perature, volume, and chemical potential of one 
component are held constant. 

8.13 The following set of reactions is thought to occur br- 
tween nitrogen and oxygen at high temperatures 

N:!+ 4 0 2  = N2O 

N1 + 0 2  = 2 N 0  
N2 + 202 = N20, 
N204 = ?NO2 
2NO + ; 0 2  = N2O5 
N1O + NO, = 3 N 0  

a. Find an independent set of reactions for the 
nitrogen-oxygen system. 

b. How many degrees of freedcm are there for this 
system? 

c. If the starting oxygen-to-nitrogen ratio is fixed (as 
in air), how many degrees of freedom are there? 

8.14 The temperature achieved when two fluid streams of 
differing temperature andlor composition are adiabat- 
ically mixed is- termed the adiabatic mixing temper- 
ature. Compute the adiabatic mixing temperature for 
the following two cases: 
a. Equal weights of aqueous solutions containing 10 

wt 56 sulfuric acid at 20°C and 90 wt 9 sulfuric 
acid at 70°C are mixed. 

b. Equal weights of aqueous solutions containing 10 
NT % sulfuric acid at 20°C and 60 wt % sulfuric 
acid at O°C are mixed. 

Explain why the adiabatic mixing temperature is 
greater than that of either of the initial solutions in 
one of these cases, and intermediate between those bf 
the initial solutions in the other case. 4 

8-15 The molar inte,d heat of solution A,_N is defined 
as the change in erlthalpy that results when 1 mole of 
solute (component 1) is isothermally mixed with N2 
moles of solvent (component 2) and is given by 
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As& is easily measured in an isothermal calorimeter 
by monitoring the heat evolved or absorbed on succes- 
sive additions of solvent to a given amount of solute. 
The table below gives the integral heat-of-solution 
data for 1 mol of sulfuric acid in water at 25'C (the 
negative sign indicates that heat is evolved in the dilu- 
tion process). 

hr2 (moles of water) 0.75 1.0 1.5 2.33 
- A s 8  (J) 87-42 28 200 34 980 -U 690 

N2 (moles of water) 4.0 5.44 9.0 
- A &  (J) 54 440 55 370 62 800 

N2 (moles of water) 10.1 19.0 20.0 
-A.H (J) 64850 70710 71970 

a. Calculate the heat evolved when 100 g of pure sul- 
furic acid is added isothermally to 100 g of \\.atrr. 

b. Calculate the heat evolved when the solution pre- 
pared in part (a) is diluted with an additional 100 g 
of water. 

c. Calculate the heat evolved when 100 g of a 60 wt 
% solution of sulfuric ccid is mixed with 75 g o f a  
25 wt % sulfuric acid solution. 

d. Relate ( G I  -8,) and ( R z  - d 2 )  to only N l .  N:, 
A d , ,  and the derivatives of A d ,  with respect to 
the ratio N2/NI. 

e. Compute the numerical values of (G 1 - 8, ) and - 
(H2 - d , )  in a 50 wt % sulfuric acid solution. 

8.16 The following data have been reported for the 
constant-pressure heat capacity of a benzene-carbon 
tetrachloride mixtu're at ~ O O C . ' ~  

On a single graph plot the constant-pressure partial .. 
molar heat capacity for both benzene and carbon ietra- 
chloride as a function of composition. 

U~nrernarional Crirical Tables. Vol. 5. McGraw-Hill, New York (1929). 
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8.17 A 20 wt 7c solution of sulfuric acid in water is to Ix 
enriched to a 60 wt % sulfuric acid solution by adding 
pure sulfuric acid. 
a. How much pure sulfuric acid should be added'? 
b. I f  the 20 wt % solution is available at j3C, and 

the pure sulfuric acid at 5OZC, how much heat \\-ill 
have to be removed to produce the 60 \vt % solu- 
tion at 705C? How much heat will have to be added 
or removed to produce the 60 wt % solution at its 
boiling point? 

8.18 Develop a procedure for determining the partial molar 
properties for each constituent in a three-component 
(ternary) mixture. In particular, what data ~vould you 
want, ant1 what would you do with the data? Based on 
your analysis, do you suppose there is much partial 
molar property data available for ternary and quater- 
nary mixtures'? 

8.19 The partial molar enthulpies of species in  simple bi- 
nary mixtures can sometimes be approximated by the 
following expressions: 

and 

a. For these expressions show that bl must equal bz. 
b. Making use of the fact that 

lim Bi = 8; 
.r,+ I 

for any thermodynamic property 6 ,  show that 

a l  = _ H I  a2 = _H, and A_HmiX = b~.r~-rz 

8.20 A partial molar property of a component in a mixture 
may be eitlier greater than or less than the correspond- 
ing pure-component molar property. Furthermore, the 
partial molar property may vary with composition in a 
complicated way. Show this to be the case by comput- 
ing (a) the partial molar volumes and (b) the partial 
molar enthalpies of ethanol and water in an ethanol- 
water mixture. (The data that follow are from Volumes 
3 and 5 of the International Critical Tables, McGraw- 

. Hill, New York, 1929.) 

Heat Evolved 
on iMixing 

Alcohol Density at 10'C mol % at 17.33'C 
wt % (kg m-') x lo-' Water (kllmol of Ethanol) 

8.21 Using the information in Problems 7.13 and 5.20, esti- 
mate the heat of vaporization for the first bir of ethanol 
from ethanol-water solutions containing .25, 50, and 
7 5  rnol % ethanol and from a solution infinitely dilute 
in ethanol. How do these heats of vaporization com- 
pare with that for pure ethanol computed ir. Problem 
7.13? Why is there a difference between the various 
heats of vaporization? 

5.22 The volume of a binary n~ixture has been reported in 
the followin,o polynomial form: 

a. What values should be used for bl and b2? 
b. Derile, from the equation here, expressions for VI,  

i 7 2 , ~ y = V 1  - _V ,  andVY=v1-_V2.  
c. Derive, from the equation here, expressions for the 

partial molar excess volu_mes of each species at 
infinite dilution, that is, V;X(T, P, x l  -+ 0) and 
V ~ ( T ,  P, x2.+ 0). - 

8.23 Prove the validity of Eqs. 8.7-4. 
8.24 The definition of a partial molar property is 
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It is tempting. but incorrect, to assume that this equa- 
tion can be written as 

~ & e  that the correct result is 

8.25 In some cases if pure liquid A and pure liquid B 
are mixed at constant temperature and pressure, two 
liquid phases are formed at equilibrium, one rich in 
species A and the other in species B. We have proved 
that the equilibrium state at constant T and P is astate 
of minimum Gibbs energy, and the Gibbs energy of a 
two-phase mixture is the sum of the number of moles 
times the molar Gibbs energy for each phase. What 
wo~tld the molar Gibbs free energy versus inole frac- 
tion curve look like for this system if we could prevent 
phase separation from occurring? Identify the equilib- 
rium compositions of the two phases on this diagram. 
The limit of stability of a single phase at constant tem- 
perature and pressure can be found from d2G = 0 or 

_..... 
Identify the limits of single-phase 'stability on the 
Gibbs energy versus mole fraction curve. 

8.26 Mattingley and Fenby [J. Cilem. Tllennociyn. 7, 
307 (1975)] have reported that the enthhlpies of 
triethylamine-benzene solutions at 295.15 K are given 
by 

where XB is themole fraction of benzene and dm,,, 
H,, and _Hw are the molar entha!pies of the mix- - 
ture, pure benzene, and pure methylamine, respec- 
tively, with units of J/mol. 
a. Develop expressions for (RB - dB).and (PEA - 

i iE.4).  

b. Compute values for ( E B  - _HB) and (Hp.  - _H-) 
- 

c. One mole of a 25 mol % benzene mixture is to be 
mixed with one mole of a 75 mol % benzene mix- 
ture at 298.15 K. How much heat must be added or 
removed for the process to be isothermal? 

[Note: _N, - xB_HB - (1 - X B ) _ H ~  is the enthalpy 
change on mixing defined in Sec. 8.1.1 

8.27 When water and n-propanol are isothermally missd. 
heat may be either absorbed ( Q  > 0) or evolvcd 

' ( Q  < 0). depending on the final composition of the 
mixture. Volume 5 of the Inrert~nrinr~nl Criricrrl Tnbles 
(McGraw-Hill. New York. 1929),givcs the follo\ving 
data: 

mol %Water Q, kJ/mol of 11-Propanol 

5 f0.042 
10 +0.084 
15 +0.121 
20 +O. 159 
25 +O. 197 
30 +0.230 
35 +0.243 

/ 

40 +0.243 
45 +0.209 
50 +O. 167 
55 ' +O.OSJ 
60 -0.038 
65 -0.20 I 
70 -0.43 1 
75 -0.775 
80 - 1.335 
85 -2.264 
90 -4.1 I0 

- 95 -7.985 

Plot (Hw .- a,.,) and (HNP - a N P )  over the whole 
composition range. 

8.28 The heat-of-mixing data of Featherstone and Dick- 
inson [J. Chetn. Thennodyn., 9, 75 ( 1977)j for the 
n-octanol + 11-decane liquid mixture at atmospheric . 

pressure'is approx'imately fit by 

where 
- 

A = -12 974'+ 5 1 . 5 0 5 ~  

and 

with T in K and x ,  being the n-octanol mole fraction. 
a. Compute the difference between the partial molar 

and pure-component enthalpies of n-octanol and 
n-decke at x l  = 0.5 and T = 300 K. 

b. Compute the difference between the partial molar 
and pure-component heat capacities of. n-octanol 
and n-decane at x ,  = 0.5 and T = 300 K. 
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c. An xi = 0.2 solution and an xi  = 0.9 solution 
are to Row continuously into an isothermal mixer 
in the mole ratio 2:l at 300 K. Will heat have to 
be added or removed to keep the temperature of 
the solution leaving the mixer at 300 K? What will 
be the heat flow per mole of solution leaving the 
mixer? 

8.29 Two streams containing pyridine and acetic acid at 
25°C are mixed and fed into a hear exchanger. Due 
to the heat-of-mixing effect, it is desired to reduce 
the temperature after mixing to 25°C using a stream 
of chilled ethylene glycol as indicated in the dia- 
gram. Calculate the mass Row rate of ethylene glycol 
needed. The heat capacity of ethylene glycol at these 
conditions is approximately 2.8 kJ/(kg K), and the en- 
thalpy change of mixing (Ami,&) is given below. 

Pyridine 
I kmol/niin + acetic acid 
T = 25°C 

Acetic acid 
I kmollrnin t Ethylene glycol 
T = 25°C T= 5°C 

Dcrm: Heat of mixing for pyridine (CjHjN) and 
acetic acid at 25°C [H. Kehlen, F. Herold and H.- 
J. Rademacher, 2. Phys. Clzem. (Leipzig), 261, 809 
(1980)J. 

Pyridine Mole A m i s s  
Fraction (Jlmol) 

0.037 1 - 1006 
0.07 16 -1851 
0.1032 -2516 
0.1340 -3035 
0.1625 -3427 
0.1896 -3765 
0.2 190 -4043 
0.2494 -427 1 
0.2760 -4440 
0.3006 -4571 
0.3234 -4676 
0.346 1 -4760 
0.3671 -4819 
0.3874 -4863 
0.3991, -4882 

Pyridine Mole A,i,_H 
Fraction (Jlmol) 

. . 0.4076 -4880 
0.4235 -4857 
0.4500 -4855 
0.4786 -4833 
0.5029 -4765 
0.5307 -4669 
0.562 1 -4496 
0.5968 -4253 
0.6372 -3950 
0.6747 -3547 
0.7138 -3160 
0.7578 -2702 
0.8083 -2152 
0.8654 -1524 
0.9297 , -806 

8.30 Use the data in problem 8.29 to compute the partial 
molar enthalpies of pyridine and acetic acid in their 
mixtures at 25°C over the whole composition range. 

lonent Mixtures 

8.31 For the study of the.oxidation of methane, an engineer 
devises the following set of possible reactions: 

How many independent chemical reactions are there 
in this system? 

8.32 Calculate the standard heats and Gibbs energies of re- 
action at 25'C for the following reactions: 
a. Nz(g) + 3H2(g) = 2NH3(g) I 

b. C3Hs (g) = C ~ H J ( ~ )  + CH4(g) 
c. CaC03 (s) = CaO(s) + C02 (g) 
d. 4CO(g) + 8H2(g) = 3C&(g) + CO:(g) + 

2 Hz0 (g) 
8.33 Steele et al. [J. Phys. Che~n. Soc.. 96, 473 1 (1992)] 

used bomb calorimetry to compute the standard en- 
thalpy of combustion of solid buckminsterfullerene 
(CbO) at 298.15 K to be 26 033 kilmol. Calculate the 
standard state AH of transition f r ~ m  graphite to buck- 
minsterfullerene and its standard enthalpy of foma- 
tion. 

8.34 The following data are available for the isothermal 
heat of mixing of trichloromethane (1) and ethanol (2) 

- at 30°C [reference: J. P. Shatas, M. M. Abbott, and H. 
C. Van Ness, J. Chem. Eng. Data, 20,406 (197511. 

- 

x l ,  Mole Am,X& x ,  , Mole AmtsE 
Fraction (Jlmol) Fraction (Jlmol) 



398 Chapter 8: The Thermodynamics of &fulticoi~~poner~t  mixtures 

Below is a diagram of the three steps in the process. S.39 "Duhem's. theorem" states that for any number of 
componsnts, phases, and chemical reactions in a 

Constant Adiabatic Isobaric closed system, if the initial amounts of all the species 
volume expansion cooling are specified, the further specification of two indepen- 

1 2 , 4 
dent srarc variables completely fixes the state of the 

n system. Prove that this theorem is either valid or in- 
valid. 
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Comp~~te  the partial molar enthalpies of trichloro- 
methane and ethanol in their niixtuies at 30'C over 
the whole composition range. 

S.35 An equirnolar mixture of nitrogen and acetylene en- 
ters a steadp-flow reactor at 25'C 'and 1 bar of pres- 
sure. The only reaction occumng is 

N? (g) -t C?H2(g) = 2 HCN(g) 

The prod~lct leaves the reactor at 600'C and contains 
24.2 percent mole fraction of HCN. How much heat 
is supplied to the reactor per mole of HCN? 

5.36 Using the data below, calculate the partial molar 
enthalpies of f-propanol and water as a function of 
composi t io~,~~t  both 2YC and 5O'C. 

rlcita: V. P. Belousov, Verzr. Leningrud Univ. Fiz., 
Khitn, 16(1), 144 (1961). 

8.37 Following are the slightly smoothed heat-of-mixing 
data of R. P. Rastogi, J. Nath, and J. Misra [J. 
Chem. Thermon'yn.; 3, 307 (1971)l for the system 
trichloromethane (component 1) and 1,2,4-trimethyl - 
Denzene at 35°C. 

I 

.Llole 25' C 
Fraction H c.' - 
Propanol (J/niol) 

0.027 -223.16 
0.034 -290.15 
0.054 -329.50 
0.094 -384.35 
0.153 ,275.07 
0.262 -103.41 
0.295 -8 1.22 
0.349 - L 1.35 
0.533 133.98 
0.602 168.3 1 
0.739 177.94 

a. Froni the information in this table, calculate [he 

llole 50'C 
Fraction He" 

Propanol (~/mol) 

0.03 1 -76.20 
0.043 -121.84 
0.082 -97.55 
0.098 -52.75 
0.206 . 125.60 
0.369 370.53 
0.466 435.43 
0.587 '. 473.1 1 
0.707 460.55 
0.572 238.23 

quantity (A,,,~,_H)/(.Y~s~) at each of the reponsd 
compositions. 

b. Compute the difference between each of the par- 
tial molar and pure-component molar enthalpcs 
for this system at each composition. 

8.38 We want to make a simplified estimate of the mall- 
mum amount of work that can be obtained from gaso- 
line, which we will assume to be adequately repre- 
sented by IZ-octane (CsHls). The processes that occur 
in the cylinder of an automobile engine are that tint 
the gasoline reacts to form a high-temperature, hiph- 
pressure comb~~stion gas consisting of carbon diosiiie. 
water, and the nitrogen initially present in the air I ;IS 

well as other by-products that we will neglect). and 
then work is extracted from this combustion gas as its 
pressure and temperature are reduced. 
a. Assuming that 11-octane (vaporized i n  the fuel in- 

jector) and a stoichiornetric alnotint of air (21 val. 
C/o  oxygen, 79 vol. Q nitrogen) initially at I bar 
and 25'C react to completion at constant volume. 
calculate the final temperat~tre and pressure of [he 
combt~stion gas, assuming further that there is no 
heat loss to the pistons and cylinders of the auto- 
mobile engine. . 

b. Calculate the final temperature of the combustion 
gas and the work that can be obtained from [he 
gas if it is adiabatically expanded from the pres- 
sure found in part (a) to 1 bar. 

c. Calculate the maximum amount of additional work 
that can be obtained from the combustion gas as its 
temperature is isobarically lowered from the tem- 
perature found in part (b) to an exhaust temperature 
of 150°C. 

Datcr: Consider the gas to be ideal; in which case the 
partial molar enthalpies of the components are equal 
to their pure component molar enthalpies at the same 
temperature and pressure. 

Note that for the calculations here the molar heat 
capacity of the mixture is just the mole fraction- 
weighted sum of the heat capacities of the individual 
components, 
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Estimation of the Gibbs 
Energy and Fugacity of a 
Component in a Mixture 

. The most important ingredient in the thermodynamic analysis of mixtures is inforrnn- 
tion about the partial molar properties of each species in  the mixture. The par-rial molar 
Gibbs energy is of special interest since i t  is needed in the study of phase and chemical 
equilibria; which are considered in great detail i n  the following chapters. For many 
mixtures the partial molar property information needed for eqiiilibrium calculations 
is not available. Conseqdently, in this chapter we consider methods for estimating the 
partial molar Gibbs energy and.its equivalent, the fugacity. Before proceeding with this 
detailed study, we will consider two very simple cases, a mixture of ideal p s e s  (Sec. 
9.1) and the ideal mixture (Sec. 9.3), for which the partial molar properties are simply 
related to the pure component properties. 

IiUSTRUCTIONAL OBJECTIVES FOR CHAPTER 9 

The goals of this chapter are for the student to: 

Be able to distinguish between ideal mixtures and nonideal mixtures (Src. 9.3) 
Understand the concepts of excess properties and activity coefficients 
Be able to calculate the fugacity of a component in a vapor mixture and in a liquid 
mixture if an equation of state is available (Sec. 9.4) 
Be able to calculate the fugacity of a component in a vapor mixture and in a liquid 
mixture if ap equation of state is not available (Sec. 9.4) 
Be able to use correlative activity coefficient models with experimental data (Sec. 
9.5) - 
Be able to use predictive act?vity coefficient models when there are no experimen- 
tal data (Sec. 9.6) 
Be able to compute the fugacity of a species in a mixture when, as a pure compo- . 
nent it would be a supercritical gas or a solid (Sec. 9.7) 
Be  able to use different standard states in thermodynamic calculations (Secs. 9.7- 
9.9) 
Be able to do calculations involving electroiyte solutions (Sec. 9.10) 
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NOTATION INTRODUCED IN THIS CHAPTER 

Property H of an ideal gas mixture 
Partial pressure of species i in a mixture = 3 P (kPa) 
Change in molar property 6 on forming an ideal gas mixture 
Molar property B of an ideal gas mixture 
Pure-component ideal gas property 6 
Pure-component molar property 6 in an ideal gas 
Pa~tial rnolar property 6 of species i in an ideal gas mixture 
Property 6 of an ideal mixture 
Molar property 6 of an idea1 mixture 
Partial molar property 6 of species i in an ideal mixture 
Change in molar property 6 on forming an ideal mixture - 
Molar property 6 of a mixture 
Excess molar property = @mix(T, P ,  _x) - t::x ( T ,  P, L\-) 
'Activity coefficient of species i at T ,  P and s 
Fugacity of species i in a niixture (kPa) 
Fugacity coefficient of species i in a mixture 
Partial molar property of species i 
Solubility parameter of species i 
Volume fraction of species i in a mixture 
Surface area fraction of species i in a mixture 
Molc fraction of functional group m in a mixture 
Volume fraction of functional group m in ' i  mixture 
Surface area fraction of functional group m in a mix t~~re  
Henry's law constant of species i in a mixture (kPa) 
Molality of species i (moles of species i per 1000 g of solvent) 

' 

Molality-based Henry's law constant of species i (kPa/M) 
Ionic strength (MI 
Activity coefficient of species i in Henry's law based on 

mole fraction 
Activity coefficient of species i in Henry's law based . ' 

on molality 
Mean ionic activity coefficient in an electrolyte solution 
Mean ionic activity molality in an electrolyte solution 
Charge on cation and anion, respectively, in an electrolyte solution 
Numbers of cations and anions, respectively, from the ionization of an 

electrolyte 

9.1 'THE IDEAL GAS MIXTURE 

As defined in Chapter 3, the ideal gas is a gas whose volumetric equation of state at all 
temperatures, pressures, and densities is , 

and whose internal energy is a function of temperature only. By the methods of sta- 
tistical mechanics, one can show that such behavior occurs when a gas is sufficiently 
dilute that interactions between the molecules make a negligible contribution to the 



9.1 The Ideal Gas Mixture -101 

total energy of the system. That is, a gas is ideal n hen each molecule in  the gas is 
(energetically) unaware of the presence of other rnolc.cules. 

An ideal gas mixture is a gas mixture with a density so low that its nlolecules do 
not appreciably interact. In this case the vol~~metric equation of state of the gas mixture 
will also be of the form of Eq. 9.1- 1 ,  and its intima1 cnergy will merely be the sum 
of the internal energies of each of the constiritent ideal gases, and thus a function of 
temperature and mole number only. That is, 

Here and throughout the rest of this book, we use the notation 6 to represent all the 
mole fractions. That is, any property written as 8 ( T ,  P, x) is meant to indicate that 8  
is a function of temperature, pressure, and all the mole fractions ( x i ,  xz, x j ,  . . . , etc.). 

Equation 9.1-4 indicates that the partial molar internal energy of species i in an 
ideal gas mixture-at a given temperature is equal to the pure component molal: internal 
energy of that component as an ideal gas at the same temperature. Similarly, Eq. 9.1-5 
establishes that the partial molar volume of species i in an ideal gas mixture at a given 
temperature and pressure is identical to the molar volume of the pure component as an 
ideal gas at that temperature and pressure. 

Consider now the process of forming an ideal gas mixture at temperature T and 
pressure P from a collection of pure ideal gases, all at that temperature and pressure. 
From the discussion here it is clear that for each species V i ( ~ ,  P,  8) = _V,(T, P )  and 
i T i ( ~ ,  6 )  = _Ui(T). It then follows immediately from equations such as Eqs. 8.1-14 

Hypothetical ideal gas 
mixture P V ' ~ " = ( N ~ + N ~ + . - . ) R T =  El\; R T = N R T  

and 

C 

uiGM(?-, N )  = x I V , ~ / ~ ( T )  (9.1-3) 
j=l - 

Here we ha1.e used the superscripts IG and IGM to indicate properties of the ideal gas 
and the ideal gas mixture, respectively, and taken pressure and temperature to be the 
independent variables. From Eq. 8.1-12 it then follo\vs that for the ideal gas mixture 

Partial molar 
properties for the 
ideal gas mixtures 

.. _. 

C 
2 qGM (T>  S) = C N ~ ~ / ; ~ ( T )  = c / / ~ ( T )  

(9.1-4) 

and 

~ v " ~ ( T ,  P ,  N )  / , 

C 
c RT 

V f G M ( ~ .  P ,  S) = . C Y p a N~ T,P.Y+ c iV. I i-.P.Njii 
j 

- 
RT - -=  
P 

Y ! ~ < T ,  P )  

(9.1-5) 
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and 8.1- 15 that A,;, V = 0 and Ami, U = 0 for this process. Also, AIlli, H = A,,;, L7 +- 
P Ami,V = 0. 

The partial pressure of species i in a gas mixture, denoted by Pi, is defined for both 
ideal and nonideal gas mixtures to be the product of the mole fraction of species i and 
total pressure P, that is, 

For the ideal gas misture, 

Thus, for the ideal gas mixture, the partial pressure of species i is equal to the pressure 
that would be exeded if the sanie number of moles of that species. N i ,  alone were 
contained in the same volunie V and maintained at the same temperature T as the 
mixture. 

Since there is no energy of interaction in an ideal gas mixture, the effect on each 
species of forming an ideal gas mixture at constant temperature and total pressure is 
equivalent to reducing the pressure from P to its partial pressure in the mixture Pi. 
Alternatively, the effect is equivalent to expanding each gas from its initial volume 
Vi = Ni R T / P  to the volume of the mixture .V = xi N i R T / P .  Thus, from Eqs. 6.4-2 
and 6.4-3, we have 

Consequently, 

ami,slGM = C Ni[SiGM ( T ,  P, -I) - 3IG ( T ,  P ) ]  = L R  C Ni In 

and 

The statistical.mechanical interpretation of Eq. 9.1-8 is that an ideal gas mixture is a 
completely mixed or random mixture. This is discussed in Appendix A9.1. 

Using the energy, volume, and entropy changes on mixing given here, one can easily 
compute the other thermodynamic properties of an ideal gas mixture (Problem 9.1). 
The results are given in Table 9.1-1. Of particular interest are the expressions for 
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Table 9.1-1 Properties of an.Ideal Gas Mixture (Mixing at Constant T and P)  

Internal energy U j G M ( ~ .  5 )  = _ u [ ~ ( T )  ~ ~ , i ~ u ~ ~ ~ ~  = o 
Enthalpy H ! ~ ~ ( T , ~ )  = & j G ( ~ )  A ~ , ~ ~ _ H ~ ~ ~ ~  = 0 

Volume 7IG"(7-: 8 )  = ! I G ( ? - )  ~ , , ~ ~ l / ' ~ "  = 0 
C 

Entropy SfGhr( l ,  P ,  5 )  = ?IG(T, P 1 - R In si A ~ , ~ ~ _ s ~ ~ ~ '  = -R E x i  ln .ri 
i=l 

C 

Gibbs energy cIGh'(T, P,?) = _ G ~ ~ ( T ,  P )  + RT Ins; A,~,_G'~" = RT):si  l n s i  
i=l 

C 

Helmholtz energy A I G b i ( ~ ,  P ,  5 )  = _AIG(7, P )  4- RT In xi A,,,;,_A'~" = RT E x i  In 
i=l 

Internal energy - u I G M ( ~ ,  ?) = ):xiyfG(~) 

Enthalpy - H ' ~ ~ ' ( T ,  P ,  ,J) = x . r i ~ l ' ( ~ ,  P )  

Volume - v L G b l ( ~ ,  P,,) = > : x ~ _ ~ ; ~ ( T .  P )  

Entropy S ' ~ " ( T ,  P ,?)  = ) . ~ s ; ~ ( T ,  P )  - ~): . r i  1n.v; 

Gibbs energy - c i G M ( ~ ,  P ,  s) = ) : . ~ _ G / ~ ( T ,  P )  i RT z.\.; ln.ri 

Helmholtz energy AIGM - ( T ,  P,:) = E s ; g l G ( ~ ,  P )  + RT x.1.; i n s ;  

? ? f G M ( ~ ,  P ,  S) and A , ~ , _ G ' ~ ~ :  

-IGM ci ( T ,  P ,  s) = H f G k l ( ~ ,  P ,  X )  - T S ~ ~ ~ ( T ,  P ,  J )  

= - H ~ ' ( T ,  P )  - T@jG(T,  P)'- R In .xi) (9.1-9) 

= - GIG(T, P )  + RT Inx; 

= RT C xi in xi 

From Eqs. 9.1-1 to 9.!-10, we  then have for  an ideal gas mixture 
- 

u lGM(T ,  X) = X x i ~ f G ( T )  - (9.1-11) 

v I G M ( ~ ,  P,&)  = z x ; _ V f G ( T ,  P )  - (9.1-12) 

H ~ ~ ~ ( T ~  P ,  X )  = x ; _ x ; ~ ( T ,  P) - (9.1-13) 

s IGM(~,  P ,  .x) = x X ~ S $ ( T ,  P )  - R x xi ln xi (9.1-X4) 

GIGM - ( T ,  P ,  x) = X x i ~ i G ( ~ ,  P )  + RT xi In xi (9.1-15) 

h IGM(~,  P ,  X) = C xi4iG(~, P) f RT C xi ln xi (9.1-16) 
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ILLUSTRATION 9.1-1 
E,~citiriirntion of Wlzerlrrr ( I  Gtu ~Mi~rlire Is an Ideal Gas Mi.rr~lre 

The following data are availsble for the compressibility factor Z = P_V/RT of nitrogen-butane 
mixtures at 444.3 K. 

hIols Fraction P = 13.79 MPa P = 68.95 MPa 
Butane Zmix Zmis 

Is the nitrogen-butane mixture an ideal gas mixture at these conditions? 

SOLUTION 

From Eq. 9.1-2 we have. for a pas mixture to be an ideal gas mixture, that 

p v IG>l p IGRI 
mtr -- - mtx 

R T - Zmi, = 1 NRT 

at all temperatures, pressures, and coinpositions. Clearly, the nitrogen-butane mixture is not an 
ideal gas mixture at the temprature and two pressures in this illustration. lJl 

9.2 THE PARTIAL MOLAR GIBBS ENERGY AND FUGACITY 

unfortunately, very few mixtures are ideal gas mixtures, so general methods must be 
developed for estimating the thermodynamic properties of real mixtures. In the dis- 
cussion of phase equilibrium in a.pure fluid of Sec. 3.4, the fugacity function was 
especially useful; the same is true for mixtures. Therefore, in an analogous fashion to 
the derivation in Sec. 7.1. we start from . 

and, using the commutative property of second derivatives of the thermodynamic func- 
tions (cf. Eq. 8.1-3), 

PI ( )  = dl (E) 
aNi T ,  P,,\\+~ P , N ~  8T-  P , N ~  aNi  T , P , N ~ + ~  

and 

.-. 
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to obtain the two equations 

;; and 

As in Ehe pure component case, the second of these equations is more useful than the 
first, and leads to the relation 

Fugacity of a species 
in a mixture 

Fugacity coefficient of 
a species in a mixture 

In analogy with Eq. 7.4-6. the fiigacity of species i in a mixture. denoted by Ti, is 
defined with reference to the ideal gas mixture as follows: 

I G i ( ~ ,  P. .J) - G l c b ' ( ~ ,  P ,  .x) 
 ti(^, P, = xi P exp 

RT 

= . r i P e x p ( & i p ( ~ i  - V I ~ ) ~ P  I 
= P exp I Gi (T, P ,  &) - _cfc(T, P )  

RT 1 
so that Ti -+ xi P = Pi as P -+ 0. Here Pi is the partial pressure of species i, and the 
superscript IGM indicates an ideal gas mixture property. The fact that as the pressure 
goes to zero all mixtures become ideal gas mixtures (just as all pure fluids become ideal 
gases) is embedded in this definition. Also, the f~~gacity coefficient for a component i n  
a mixture, &, is defined as 

4 . - - =  - Ti exp [ Gi(T, P ,  .J) - G I G M ( ~ ,  P ,  $1 . 
I - xi P RT 

P 

( V i  - ViGM) d P 

I 
The multicomponent analogue of Eq. 7.4-9a, obtained by differentiating In Ti with 

respect to pressure at a constant temperature and composition, is 

To relate the fugacity of pure component i to the fugacity of component i in a mix- 
ture, we first subtract Eq. 7.4-9a from Eq. 9.2-4 and then integrate between P = 0 and 
the pressure of interest P, to obtain 
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We now use the fact that as P 3 0. f i 3 S; P and fi + P. to obtain 

Therefore, for a mixture in which the pure component and partial molar volurl~es are 
identical [i.e., Pi (T .  P. ;) = sl Vi ( T ,  P) at all condirions], the fugacity of each 
species in the mixture is equal to its mole fraction times its pure-component fupac- 
ity evaluated at the same temperature and pressure as the flixture f; (T, P, ;) = 
.r,J ( T ,  P ) .  However. if. as is generally the case, vi f _Vi.-<hen f i  and fi are related 
through the integral o\.er all pressures of the difference between the species i);u-tial 
molar and pure-component molar volumes. 

The temperature dependence of the fugacity Ti (actuail- the fugacity coefficient 
gbi = Ti/.ri P) can be gotten by differentiating Eq. 9.2-3 with respect to temperature at 
constant pressure and composition. 

and then using cl_G = _V d P - _S dT  and _G = _H - T J ,  to obtain 

It is'useful to have an expression for the change in partial molar Gibbs energy of 
a species between two slates of the smne temperature and pressure, but of differing 
composition. To derive such an equation, we start by writing 

where the superscripts I and I1 denote phases of~ifferent.composition. Now substitut- 
ing the logarithm of Eq. 9.2-3, 

and using Eq. 9.1-9, 

-IGM Gi ' ( T ,  P , x )  = _G~'(T, P )  + RT 1n.q 
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yields 

G i ( ~ ,  P ,  &I1) - G i ( ~ ,  P, = G f C M ( ~ ,  P, ?I1) + RT In 
f i (T, P, 5") 

- G ; G M ( ~ ,  P,?') - RT In 

f i ( T ,  P, &I1) 
= G ~ ~ ( T , P ) + R T I ~ X ~ ~ + R T ~ ~ [ -  - x l l  P 1 
- - GfG(T, P) - RT lnx! - RT In [7i(:l~,51) 1 

,' 

or, finalli, 

A special case of this equation is when state I is a pure componeni: 

The fugacity function has been,introduced because its relation to the Gibbs energy 
makes it useful in phase equilibrium calculations.  he present'criterion for equilibrium 
between two phases is that G: = Gt' for all species i, with the restriction that the 
temperature and pressure be constant and equal in both .phases. Using Eqs. 9.2- 10 and 
the equality of partial molar Gibbs free energies yields 

. . 

Criterion for phase - 
equilibrium 

- .  
Therefore, at equilibrium, the fugacity of each species must be the same in the two 
phases. Since this result follows directly from Eq. 8.7-10, it may be substituted for it. 
Furthermore, since we can make estimates for the fugacity of a species in a mixture 
in a more direct fashion than for partial molar Gibbs energies, it is more convenient to 
use Eq. 9.2-1 1 as the basis for phase equilibrium calculations. 

In analogy with Eqs. 7.4-6 arid 9.2-3, the overall fugacity of a rnixture'f is defined 
by the relation 
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Note that the fiigacity of species i in a mixture, Ti, as defined by Eq. 9.2-3 is not a 
partial molar fugacity, that is. 

Finally, note that Eq. 7.1-6$ for computing the fugacity of a pure component. and Eq. 
9.2-3, for computing the fugacity of a species in a mixture, both require that the volu- 
metric equation of state be solved explicitly for the volume in terms of the temperature 
and pressure. However, as was discussed in Sec. 7.4, equations of state are usually 
pressure explicit (that is. easily solved for pressure as a function of temperature and 
volume, and not vice versa: see Eqs. 6.4- 1 though 6.4-3), so  that calculations based on 
Eqs. 7.4-6 and 9.2,3 can be difficult. Starting from Eq. 9.2-3, using Eq. 6.4-25 in the 
form , 

and the triple-product rule (Eq. 8.1 -6a), 

in the form 

we obtain for the fugacity iactually the fugacity coefficient) of a species in a mixture 

(see Problem 9.24), which is to be compared with the expression we previously ob- 
tained for a pure fluid, 

Fugacity coefficient for 
a species in a mixture 
from an equation of 
slate 

for the fugacity of a pure component. Equation 9.2-13 is especially useful for comput- 
ing the fugacity of'a species in a mixture from a pressure-explicit equation of state, as 
we will see in Sec. 9.4. 

- 
9.3 IDEAL MIXTURE AND EXCESS MIXTURE PROPERTIES 

V = Z R T / P  RT - 
In q5i =.In - [_-Y(g) ] d Y - n z  

. si P RT \ I = ,  T. V .  Nj#i 

The estimation of the thermodynamic properties of a real fluid or fluid mixture in the 
absence of direct experimental data is a very complicated problem.involving detailed 

(9.2-13) 
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spectroscopic, structural, and interaction potential data and the use of statistical me- 
chanics. Such a calculation is beyond the scope of this book and would not be of interest 
to most engineers. Instead, we use procedures for estimating mixture thermodynamic 
properties that are far simpler than starting from "first principles." In particular, we 
will either use equations of state or, as in this section, choose a state for each system 
in which the thermodynamic properties are reasonably well known and then try to es- 
timate how the departure of the real system from the chosen reference state affects the 
system properties. This last procedure is phiIosophicalIy similar to the method used in 
Chapter 6, where the properties of real fluids were computed as the sum of an ideal gas 
contribution plus the departure from ideal gas behavior. 

Clearly. the accuracy of a property estimation technique based on such a procedure 
increases as the difference between the reference state and actual state of the system 
diminishes. Therefore, choosing the reference state to be an ideal gas mixture at the 
same temperature and composition as the mixture under consideration is not very sat- 
isfactory because the reference state and actual state, particularly for liquids. may be 
too dissin~ilar. It is in this context that we introduce the concept of an ideal mixture. 

An ideal mixture, which may be either a gaseous or liquid mixture, is defined to be 
a mixture in which 

and 

for all teniperatures, pressures, and compositions (the superscript IM indicates an ideal 
mixture property). Note that unlike the ideal gas mixture, here neither &i nor _Vi is an 
ideal gas property. From Eqs. 8.1-14 and 8. i-15 it is evident that for such a mixture 

and 

s o  that there are no volume or enthalpy changes on the formation of an ideal mixture 
from its pure components at the same temperature and pressure. Also, since V:M = _Vi 
at all temperatures, pressures, and, compositions, we have, from Eq. 9.2-6, 

Next, using Eqs. 9.3-1, it is easily established that . . 

i l f M ( ~ ,  P ,  6) = _ u ~ ( T ,  P )  

and from Eq. 9.2-lob, 
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Consequently, we obtain 

G ~ " ( T ,  P, s )  = _Gi(T, P) + R T  Inxi 

A f " ( ~ ,  P,?) = &(T, P) + RT lnsi (9.3-4b) 

S f M ( ~ ,  P, 5 )  = _Si(T, P) - R Inx; 

It then follows from Eqs. 9.3-1 to 9.3-1 that for an ideal mixture 

ILLUSTRATION 9.3-1 
Determit~ing Wherher a Mixture Is an Icieal Mirtirre Even Though It Is Nor all Ideal Gas ~tli.rr~rrc 

Determine whether the nitrogen-butane mixture of Illustration 9.1-1 is an ideal mixture. 

SOLUTION 

For the nitrogen-butane mixture to be an ideal mixture, from Eq. 9.3-5b at all temperatures. 
pressures. and compositions, 

v'"(T, P.>Y) = C x i _ v i ( ~ ,  P )  - 

or, alternatively, after multiplying by P I R T  and recognizing that Z = P Y I R T ,  

Below we tabulate Zmi, and z:: at the conditions in Illustration 9.1-1. 

Mole Fraction 
Butane 

P = 13.79 MPa P = 68.95 MPa 
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Clearly, Eq. * is much closer to being satisfied with the higher-pressure data than with the 
lower-pressure data. However, for an ideal inixture. this equation must be satisfied at a11 pres- 
sures. temperatures, and compositions. Therefore. we conclude that the nitrogen-butane mixture 
is-not quite an ideal mixture at the conditions considered here, and i t  certainly is not an ideal gas 
mixture based on Illustration 9.1-1. m 

Equations 9.3-3 to 9.3-5 resemble those obtained in Sec. 9.1 for the ideal gas niis- 
ture. There is an important difference, however. I n  the present case \ye are considering 
an ideal mixture of fluids that are not ideal gases. so each of the pure-component prop- 
erties here will not be an ideal gas property. but rather a real fluid property that must 
either be measured or computed using the techniques described in Chapter 6. Thus, the 
molar volume _Vi is not equal to RT/  P ,  and the fupacity of each species is not equal 
to the pressure. 

Also, from Eq. 9.3-3, 

and since all derivatives at constant composition must be equal, 

Note that an ideal mixture identically satisfies the Gibbs-Duhem eq~iation (Eq. 
8.2- 17b): 

21M d T  - !IM d P + E x i  d c l M  

= xXiSlM d T  - C r i V / \ , d p  t C X ~ ' ~ ( C ~  + R T  Inxi) 

= C x i j i d 7  - R C x i 1 n . r i d T  - x . r i _ ~ i d ~  + x x i d C i  

+ R ~ ~ i l n i i d ~ + R T C ~ i d l n ~ i  

= C x i ( s i  d~ - yi rip + d _ ~ ~ )  + R T  d l i  

- e o  
(9.3-7) 

since d_G = _V d P - J dT for 'a pure component. and 1 xi = 1, so that cl 1 xi = 
C d.ri = d(1) = 0. 

Any property change on mixing Amix@ of a real mixture can be written in terms of 
the analogous property of an ideal mixture plus an additional term as follows: 

--. 
Amixi9(T, P ,  5 )  = Amix@IM(T, P, 5)  + [Amixe(T, P ,  x) -   mix!'"(^, P ,  $11 

= A,,,~~@IM + gex - - -  

where 

Excess mixing 
property gex =. A-@(T, P, X) - A-@"(T, P, 5 )  = C ~ i B i  - C xiBfM = C xi($i - d/") 

' . 
I I I 

(9.3-8) 
is the excess mixing property, that is, the change in @ that occurs on mixing at con- 
stant temperature and pressure in addition to that which would occur if an ideal mixture 
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were formed. Excess properties 8'" are generally complicated, nonlinear functions of 
the composition, temperature, and pressure. and usually must be obtained from experi- 
ment. The hope is, however, that the excess properties will be small (particularly when 
8 is the Gibbs energy or entropy) compared \ v i t h - ~ , ~ ~ @ ' ~  SO that even an approximate 
theory for eeX may be sufficient to compute Ami,@ -with reasonable accuracy. Table 
9.3-1 also contains a list of excess thermodynamic properties that will be of interest in 
this book. 

Finally, in analogy with Eq. 6.1-12. we define a partial molar excess quantity by the 
relation 

Definition of the 
activity coefficient 

which reduces to 

- -IM 8'" = 8; - ei 
since 

by the Gibbs-Duhem eq~lation (Eq. 8.2-1 1 ). For the case in which Hi is equal to the 
partial molar Gibbs energy, we have 

If equations of state (or specific volume data) are available for both the pure fluid and 
the mixture; the integral can be evaluated. However, for liquid mixtures not describable 
by an equation of state, common thermodynamic notation is to define an activity coef- 
ficient yi(T, P ,  _x), which is a function of temperature, pressure, and composition, by 
the equation 

where the superscript L has been used to denote the liqui'd phase. Alternatively, 
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[Note that the fusacity of the pure liquid, hL(~, P ) ,  in Eq. 9.3-1 1 can be found from 
the methods of Sec. 7.4b.l As will be seen in Chapters 10 to 12, the calculation of the 
activity coefficient for each species in a mixture is an important step in many phase 
equilibrium calculations.  heref fore. much of this chapter deals with models (equa- 
tions) for _GeX and activity coefficients. 

ILLUSTRATION 9.3-2 
Analyzing the Gibbs ~ n e r ~ { ~ f n  ~Mi~-nrre ro Derenitiize Wl~erller It Is ml Ideal Mi-xfrrti-e 

Experimentally (as will be described in Sec. 10.2) it has been found that the Gibbs energy for a 
certain binary mixture has the form 

where a is a constant. Determine whether this mixture is an ideal mixture. 

SOLUTION 

For an ideal misture Eqs. 9.5-la and b must be satisfied at all conditions. To see if this is so. 
we start with the relation between the Gibbs energy and volume and use the equation above to 
obtain 

Therefore, 

v ,  ( T ,  P )  = l v m i s  1 = L- ( N , Y , ( T ,  P )  + N?_v?(T, = Y , ( T ,  P) 
a N ,  ,.,,, e/\rl 

Similarly, v 2 ( T ,  P) = _V,(T, P ) ,  so Eq. 9.3-lb is satisfied. We now move on to Eq. 9.3-12 by 
starting with 

Therefore, 
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Then 

Similarly, H ? ( T :  P ,  3) = g 2 ( T ,  P )  i c rs ; .  
Therefore. Eq. 9.3-la is not satisfied, and the mixture described by Eq. :> is not an idsal 

mixture. 
I 

COMMEXT 

Clearly, for this mixture _GeX = nslsr and _Ae" = os l x2 .  Since the excess Gibbs energies of 
mixing are not zero, this also shows that the mixture cannot be ideal. H 

ILLUSTRATION 9.3-3 
Developing E~pr-essions for Acrivity Coejj6cienrs and Species F~lgaciries fro117 rhe Gibbs Ene,;o.~ 

Develop an expression for the activity coefficients and species fugacities using the Gibbs enerfy 
function of the previous illustration. 

- SOLUTION 

We start from '. : 

' GeXXG , - G ~ ? ~  - - mrx - mix 

Then, by definition, 

NI + N2 (NI + Nr)* 

= nxz( l  - x I )  = ax; = RTln y l (xr )  

or - -. 

Similarly, 

- 2 a ( 1  - ~2)' G T = a x ,  = a ( l - ~ ~ ) ~  and yz(x2)=exp - 
[ Y ; ] = ~ X ~ [  RT ] 
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Finally, 

a ( ]  - xl)2 it ( T ,  P, 11) = 1 1  exp [GI fi ( T ,  P )  = rl exp [ R7. ] fl ( T ,  P )  

and 

c1 (I  - x2)- 
j i ~ ,  P, -vi) = rl exp [ '1 f2(2, P )  RT 

COMMENT 

The results above for the activity coefficients and fugacities are not general, but are specific 
to the very simple excess Gibbs energy function we have used, 

, 
GC"(T, P ,  8) = a s l s ~  - 

As we shall see, in order to have excess Gibbs energy functions that more accurately f i t  es- 
perimental data, more complicated activity coefficient and fugacity expressions are needed. 
However, the expressions here do show that the activity coefficients are strong functions of 
composition or mole fraction. Indeed. in this example the 'activity coefficients are exponential 
functions of the square of the mole fraction. 

There is a very important point in this illustration that is easily overlooked. To obtain the 
activity coefficient from the expression for the excess Gibbs energy, we used the definition 

Correct! 

We did not use 

Incorrect! 

which is an incorrect equation and gives the wrong result (try it and see). m 
From Eq. 9.3-3, the activity coefficient is equal to unity for  species in ideal mixtures. 

and for nonideal mixtures 

- 
G? P 

yi IT, Py T) = exp (=) = eXP (& 1 [ i i ( ~ ,  P, &I - !!i(Ty P I ]  

Since both real and ideal mixtures satisfy -the Gibbs-Duhem equation of Sec. 8.2, 

and 
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we can subtract these two eq~tations to obtain a form of the Gibbs-Duhem equation 
applicable to excess thermodynamic properties: 

I. 

Gibbs-Duhem O=_S'SciT - y e X c i p + C x i d ( ? ; "  (9.3-14) 
equation for excess i= 1 

properties 
Now using Eq. 9.3-12. in the form of cr = RT In yi, and 

we obtain 

Thus. for changes in composition at constant temperature and pressure, we have 

which is a special case of Eqs. 8.2-9b and 8.2- 13b. For a binary mixture, we have. from 
Eq. 8.7-20, 

Gibbs-Duhem . :- 
equation for activity 
coefficients . . . .. 

ILLUSTRATION 9.3-4 
Testitzp \V\zether an Acrivin, Coeficietzr Model Satisfies [he Gibbs-Duhetn Eq~tation 

Determine whether the activity coefficient expressions derived in the previous illustration satisfy 
the Gibbs-Duhem equation, Eq. 9.3-17. 

SOLLITION 

From the previous illustration, we have 

and - 

so that 

as required by Eq. 9.3-17. 
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COMMENT 

All activity coefficients derived from an excess Gibbs energy expression that satisfies the 
boundary conditions of being zero at sl = 0 and 1 will satisfy the Gibbs-Duhem equation. Can 
you prove this? 21 

To determine the dependence of the activity coefficient yi on temperature and pres- 
sure, we rewrite Eq. 9.3- 13 as 

Taking the derivative with respect to pressure at constant temperature and composition, 
we obtain 

/ 

Therefore. 

P2 VFX 
y i ( ~ ,  P2 ,x )  = Y ~ ( T ,  P,.;) exp , (i$~~) d p 1 

Temperature variation 
of activity coefficients 

In obtaining the last expression in Eq. 9.3-20 we have assumed that the excess partial 
molar volume is independent of pressure. (Note that although Eqs. 9.3- 15 and 9.3- 19 
are correct, they are difficult to use in practice since the activity coefficient description 
is applied to fluid mixtures not well described by an equation of state.) Next, taking the 
temperature derivative of Eq. 9.3-18 at constant pressure and composition, we obtain 

- 
so that 

For small temperature changes, or if the excess partial moIar enthalpy is independent - 
of temperature; we have 
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These equations, especially Eqs. 9.3-20, 9.3-22, and 9.3-23, are useful when one 
wants to correct the numerical values of activity coefficients obtained at one tem- 
perature and pressure for use at other temperatures and pressures. For example, Eq. 
9.3-22 or 9.3-23 would be needed for the prediction of low-temperature liquid-liquid 
phase equilibrium (Sec. 11.1) if the only activity coefficient data available were those 
obtained from higher-temperature lapor-liquid equilibriun-1 measurements (Sec. 10.7). 
Alternatively. if activity coefficients have been measured at several pressures, Eq. 
9.3-20 can be used to calculate partial molar excess volumes, or if activity coefficients 
have been measured at several temperatures, Eq. 9.2-23 can be used to calculate partial 
molar excess enthalpies (and heats of mixing). 

9.4 FTJGACITY OF SPECIES IN GASEOUS, LIQUID, AND SOLID MIXTURES 

,I' The fugaciry function is central to the calculation of phase equilibrium. This should 
be apparent from the earlier discussion of this chapter and from the calculations of 
Sec. 7.5, ivhich established that once we had the pure fluid fugacity, phase behavior 
in a pure fluid could be predicted. Consequently. for the remainder of this chaprer \ve 
will be concerned with estimating the f~~gac i ty  of species in gaseous, liquid, and solid 
mixtures. 

9.4-1 Gaseous Mixtures 

Several methods are commonly used for estimating the fugacity of a species in  n 
gaseou~misture.' The most approximate method is based on the observation that some 
gaseous misrures follow Amagat's law, that is, 

C 

vrnix(T, P ,  N I ,  IV?, . . .) = C N i l i ( T ,  P )  (9.4-1) 
i= l 

which, on nlultiplying by P I N R T ,  can be written as 

C 

' zmix(T,  P ,  i) = C ~ i z i ( ~ ,  P )  (9.4:2) 
i= I 

Here Z = P V I N R T  is the compressibility of the mixture, Zi is the compressibiiity of 
the pure component i; and yi = N i / N  is the mole fraction of species i. (Herecfier yi 
will be used to indicate a gas-phase mole fraction and xi to denote a mole fraction it1 

the liquid phase or in equations that are applicable to both gases and liquids.) 
- The data in Fig. 9.4-1 for the nitrogen-butane system show that the mixture com- 

pressibility is nearly a linear function of mole fraction at both low and high pressures, 
. ... .so that Eq. 9.4-2 is approximately satisfied at these conditions, but fails in the interme- 

+ diate pressure range. If we nonetheless accept Eq. 9.4-2 as being a reasonable approxi- 
mation over the whole pressure range, we then have, from Eq. 9.4-1 and the definition 
of the partial molar volume, V ~ ( T ,  P ,  y )  = _Vi(T, P )  and, from Eq. 9.2-6, - 

. (9.4-3) 

, 'See also Secs. 9.7 and 9.9. 

- 
Lewis-Randall rule 



420 Chap:sr 3: Esiinlation of the Gibbs Energy and Fugacity of a Component in a Mixture 

Mole fraction butane 

Figure 9.4-1 Compressibility factors for nitrogen-butane mixtures at 444.3 K. [Data of R. B. 
Evans and C. M. Watson, Clzem. Eng. Data Se f .  1,67 (1956). Based on figure in  J. IM. Prausnitz, 
~llolrc~llor Thrrmody~lc~ntics of Fllrid-Pllclse Equilibria, 1969. Reprinted with permission from 
Prent,ice Hall, Englewood .Cliffs. N.J.] 

This result, which relates the fugacity of a species in a gaseous mixture only to its mole 
fraction and the fugacity of the pure gaseous component at the same temperature and 
pressure, is known as the Lewis-Randall rule. 

ILLUSTRATION 9.4-1 
Appro,rimare Species Fugacir?. Calcrtlarion Using the Lewis-Randall Rlrle 

Compute the fugacities of ethane and n-butane in an equimolar mixture at 323.15 K at 1, 10, 
and 15 bar total pressure assuming that the Lewis-Randall rule is correct. 

SOLUTION -. 

From Lllustration 7.4-4, we have 

fm(373.15 K ,  1 bar) = 0.996 bar f ~ ~ ( 3 7 3 . 1 5  K ,  1 bar) = 0.986 bar 

frn(373.15 K, 10 bar) = 9.629 bar f~u(373.15 K, 10 bar) = 8.628 bar 

fET(373.15 K, 15 bar) = 14.16 bar f~u(373.15 K, 15 bar) = 11.86 bar 



Fugacity coefficient 
from virial equation of 
state 

-*, 
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Then, by the Lewis-Randall rule. ,?;(T: P. y) = yifi(T. P ) ,  we have 

Trn(373.15 K, I bar, JET = 0.5) = 0.5 x fET(373. 15, 1 bar) 
= 0.5 x 0.996 bar = 0.498 bar 

and 

TET(373.ij K, 10 bar, YET = 0.5) = 4.815 bar 
fET(37?.~5 K. 15 bar, YET = 0.5) = 7.08 bar 

TBU(373.15 K. 1 bar, = 0.5) = 0.493 bar 
TBu(373.1j K, 10 bar, y ~ u  = 0.5) = 4.314 bar 
TBu(373.1j K, 15 bar, JBU = 0.5) = 5.930 bar - 

A more accurate way to estimate the f~~gac i ty  of a species in a gaseous niixture is to 
start with Eq. 9.2-13, 

and use an appropriate equation of state. At low pressures. the truncated virial equation 
of state 

can be used if data for the mixture virial coefficient as a function of composition are 
a ~ a i l a b l e . ~  From statistical mechanics it is known that 

where each B i j ( T )  i s  a function only of temperature and Bij = Bji. Using Eqs. 9.4-4 
and 9.4-5 in Eq. 9.2-13 yields (see Problem 9.6) 

book The Krial Coeflicienrs of Pure Gases and k f i r f~ lres : '~  Crirical Cornpilarion, by J.  H .  Dymond and 
E. B. Smith, Clarendon Press, Oxford 1980. contains second-virial-coefficient data for more than one thousand 
mixtures. 
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where 

ILLUSTRATION 9.4-2 
Species F~rgnciy Calcr~lntio~r Usirzg tire l'irial Eqllntion of Srnte 

Compute the fugacities of ethane and 11-butane in an equirnolar mixture at 37?.15 K and 1, 10. 
and 15 bar using the virial equation of state. 
Data: 

BET-ET = - I .  15 x lo-' m-: mol BBu-Bu = -4.22 x 1 0 - h m '  rnoi 

BET-BC = -2.15 x lo-' m' mol 

SOLUTION 

We start by noting from Eq. 9.4-5 that 

Then by using Eqs. 9.4-6 and 9.4-7 we find that - 

l bar 0.992 0.399 bar. 0.494 bar 
lobar 0.915 4.866 bar 4.367 bar 
15 bar 0.865 7.2 1 1 bar 6.074 bar 

COMMENT 

These results aie slightly higher than those computed from the Lewis-Randall rule. and are more 
accurate. !B 

At higher pressures, Eq. 9.2-13 can still be used to compute the fugacity of a species 
in a gaseous mixture, but more accurate equations of state must be used. One can, for 
example, use the Peng-Robinson equation of state -. 

where the parameters a and b are now those for the mixture, a,i, and b ~ x .  To obtain 
these mixture parameters one starts with the a and b parameters for the pure compo- 
nents obtained from either fitting pure component data or the generalized correlations 
of Sec. 6.7 and then uses the mixing rules 



Equation-of-state 
mixing rule 

Equation-of-state 
combining rule 

. .. 
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where aii and b i  are the parameters for pure component i, and the combining rule 

Here a new parameterkij, known as the binary interaction parameter, has been intro- 
duced to result in more accurate mixture equation-of-state calculations. This parameter 
is found by fitting the equation of state to mixture data (usually vapor-liquid equilib- 
rium data, as discussed in Chapter 10). Values of the binary interaction parameter kij 
that have been reported for a number of binary mixtures appear in Table 9.4-1. Equa- 
tions 9.4-8 and 9.4-9 are referred to as the van der Waals one-fluid mixing rules. The 
term one-fluid derives from the fact that the mixture is being described by the same 
equation of state as the pure fluids, but with concentration-dependent parameters. 

As a result of the mole fraction dependence of the equation-of-state parameters, the 
pressure is a function of mole fraction or, alternatively, of the number of moles of 
each species present. Evaluating the derivative (a P / t l N i ) T . ~ . : y + i ,  which appears in Eq. 
9.2-13, using the Peng-Robinson equation of state yields 

. . 

bi v = - ( Z m i x  - 1 )  - In 
bmix 

Fugacity coefficient 
from Peng-Robinson 
equation of state 

In 
T : ( T , P , Y )  , 

y i p  
= I~$:(T, P ,  - y) 
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where, again, A = ~ P / ( R T ) ~ ,  B = b P / R T ,  and the superscript V is used to remind 
us that the vapor-phase compressibility factor is to be used. Also, a,,i, and b,;, (and 
therefore Ami, and Bmi,) 'ae computed using the vapor-phase mole fractions. 

To calculate the fugacity of each species in a gaseous mixture using Eq,. 9.1- 10 at 
specified values of T. P, and mole fractions of all components y l ,  y ~ ,  . . . , YC. the fol- 
lowing procedure is used: 

1. Obtain the parameters aii and bi for each pure component of the mixture either 
from the generalized correlations given in Sec. 6.7 or, if necessary, from pure 
component dam. 

2. Compute the n  and b parameters for the mixture using the mixing rules of Eq. 
9.4-8. (If the value for any binary interaction parameter, kij, is not available, either 
use a value for similar mixtures or assume i t  is zero.) 

3. Solve the cubic equation of state for the vapor compressibility 2". 
4. Use this value of zV to compute the vapor fugacity for each species using Eq. 

9.4- 10 repeatedly for i = 1,2 ,  . . . , C, where C is the number of components. 

Computer programs and a MATHCAD worksheet to do this calculation are discussed 
in Appendix B. 

ILLUSTR.~TION 9.1-3 
Species Ftcgacity Cnlcrrlntiot~ Using the Peng-Robitison Eqrcciriori of Stntr 

Compute the fugacities of ethane and )I-butane in an equimolar mixture at 373.15 K and I ,  10, 
and 15 bar using the Peng-Robinson equation of state. 
:- > - .  

SOLUTION , 

Here we use the DOS-based program VLMU or the Visual Basic Peng-Robinson program for 
mixtures. Note that from Table 9.4-1. kET-BU = 0.0 10. The results are given below. 

P Z .  f , ~ ( 3 7 3 . l j , P , y n . = 0 . 5 )  feu(373.15,P,yBu,=0.5) 

1 bar 0.991 0.498 bar 0.493 bar 
lobar 0.910 4.836 bar 4.333 bar 
15 bar 0.861 7.143 bar 6.024 bar 

COMMENT 

These results are similar to those obtained using either the Lewis-Randall rule or the virial 
equation of state. However, greater differences between the methods occur for gases as the 
pressure is increased. At higher pressures the results from the Peng-Robinson equation of state 
are expected to be the most accurate. Pa 

ILLUSTRATION 9.4-4 ., 

Calculation of the Fugacity of a Species in a Mixture by Rvo Methods 

Compute the fugacity of both carbon dioxide and methane in an equimolar mixture at 500 K 
and 500 bar using (a) the Lewis-Randall rule and (b) the Peng-Robinson equation of state. 
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SOLUTION 

a. The Lewis-Randall rule is 

Y ; ( T ,  P,!)  = % j ( T ,  P) = yi 

From Fig. 7.4-1. we have 

"Since i t  is very difficult to read the fugacity coefficient 
curve in the range of the reduced temperature and pressure 
for methane in this problem. this entry was obtained from 
the tables in 0. A. Hougcn. K. M. Watson. and R. A. Ra- 
gatz. Clrc.11riccl1 Ptrrc.rss Prirrciplrs. Pafi 11, Tl~r~mocfyn~tn- 
its. 2nd cd.. John \Viley & Sons. New York (1959). 

Thus 

Tco, = 0.5 x 0.77 x 500 bar = 192.5 bar 

and 

~ C E ,  = 0.5 x 1.01 x 500 bar = 252.5 bar 

b. Using the Peng-Robinson equation of state (Eqs. 6.4-2 and 9.4-8 through 9.4-10) and one 
of  the computer programs discussed in Appendix B, we find, for k12  = 0.0, 

Tco, = 208.7 l bar and TcH, = 264.72 bar 

and using k l z  = 0.09 (from Table 9.4-l), . 

Tco, = 212.8 1 bar and jcH, = 269.35 bar 

These last values should be the most accurate. 

9.4-2 Liquid Mixtures 

The estimation of species fugacities in liquid rnixwres is done in two different ways, 
depending on the data available and the components in the mixture. For liquid mixtures 
involving only hydrocarbons aria dissolved gases, such as nitrogen, hydrogen sulfide, 
and carbon dioxide, simple equations of state may be used to describe liquid-state 
behavior. For example, if the approximate Peng-Robinson equation of state and the 
van der Waals mixing rules are used, the fugacity of each species in the mixture is, 
following the same development as for gaseous mixtures, given by 
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where, again. A = U P / ( R T ) <  R = b P / R T ,  and zL is the liquid (high density or 
small Z) root for the compressibility factor. Here, however, a,,, and bmlx (and there- 
fore A,,, and Bmi,) are computed using the liquid-phase mole fractions. Consequently. 
the calculational scheme for species fugacities in liquid mixtures that can be described 
by equations of state is similar to that for gaseous mixtures, except that it is the liquid- 
phase, rather than the vapor-phase, compositions and compressibility factor that are 
used in the caIcu!ations. The Appendix B computer programs or MATHCAD work- 
sheet mentioned previously can be used for this calculation as well. 

ILLUSTRATION 9.4-5 
Species Fugacic Calcutarion for a Hydrocarbon Mixture 

Compute the fugacities of 11-pentane and benzene in their equimolar mixture at 373.15 K and 50 
bar. 

SOLUTION 

The simplest estimate is obtained using the Lewis-Randall rule and the results of Illustration 
7.4-6. In this case we obtain E: 

- 

TpE(373.15 K ,  50 bar, x p ~  = 0.5) = 0.5 x fp~(373.15 K, 50 bar) 
= 0.5 x 6.22 bar = 3.11 bar. 

and .. .. 
YBz(373.15 K ,  50 bar,xBz = 0.5) = 0.5 x 1.98 bar = 0.99 bar 

A better estimate is obtained using the Peng-Robinson equation of state with a value kPa-Bz = 
+ 0.018 from Table 9.4-1 and the program VLMU. The results are 

jP~(373.  15 K, 50 bar, X P E  = 0.5) = 3.447 bar 

Tsz(373.15 K, 50 bar, xBZ = 0.5) = 1.129 -bar 
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For liquid mixtures i n  which on? or more of the components cannot be described by 
an equation of state in the liquid phase-for example, mixtures containing alcohols, or- 
ganic or inorganic acids and bases. and electroIytes-another procedure for estimating 
species fugacities must be used. The most common starting point is Eq. 9.3-1 1, 

- 
f i (T ,  P . 5 )  = ~ ; y i ( T ,  P ,x)f i (T,  P) (9.3-11) 

where yi is the activity coefficient of species i, and fi(T, P) is the fugacity of pure 
species i aspa  liqriid at the tenipcratilre and pressure of the m i x t ~ r e . ~  However, since 
volumetric equation-of-state data are not available, the activity coefficient is obtained 
not from integration of Eq. 9.3- 13. but rather from 

and approximate models for the esce:;'s Gibbs energy _GeX of the liquid mixture. Several 
such liquid solution models are considered in Sec. 9.5. 

9.4-3 Solid Mixtures 

The atoms in a crystalline solid are arranged in an ordered lattice structure consisting 
of repetitions of a unit cell. To form a solid solution, it is necessary to replace some 
molecules in the lattice with molecules of another component. If the two species are 
different in size, shape, or in the nature of their intermolecular forces, a solid solution 
can be obtained only by greatly distorting the crystalline structure. Such a distortion 
requires a great deal of energy, and. therefore, is energetically unfavorable. That is, the 
total energy (and in this case the Gibbs energy) of the distorted crystalline solid solu- 
tion is greater than the enersy of the two pure solids (each in its undistorted crystalline 
state). Consequently, with the exception of metals and metal alloys, the energetically 
preferred state for many solid mistures is as heterogeneous mixtures consisting of re- 
gions of pure single species in their usual crystalline state. If these regions are large 
enough that macroscopic thermodynamics can be applied without making corrections 
for the thermodynamic state of the molecules at the interface between two solid re- 
gions, the solid mixture can be treated as an agglomeration of pure species, each having 
its own pure conlponetlr solid fugrtcity. Thus 

31f the p i e  species does not exist as a liquid at the temperature and press& of interes~ as, for example, in the 
case of a gas or solid dissolved in a liquid ocher, more appropriate starting points are used, a s  discussed in Sec. 
9.7. . . 

Fugacity of a species 
8 .  

T ? ( T ,  P,?) = f i s ( ~ ,  P) (9.4-13) 
in many mixed solids 

The point th'at the discrete pure component regions in a solid mixture should not be 
too small is worth dwelling on. X collection of molecules can be thought of as being 
composed of molecules at the surface of the region and molecules in the interior, as 
was discussed in Sec. 7.8. The interior molecules interact only with similar molecules 
and therefore are in the same energy state as molecules in a macroscopically large mass 
of the pure substance. The surface or interfacial molecules, however, interact with both 
like and unlike molecules, and hence their properties are representative of moleeules in 
a mixture. The assumption being made in Eq. 9.4-13 is that the number of interfacial 
molecules is small compared with the number of interior molecules, so that even if the 



Fugacity of a species 
in a true solid mixture 
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properties of the interfacial molecules are poorly represented, the effect on the total 
thermodynamic properties of the system is small. 

While Eq. 9.4-13 will generally be used to calculate the fugacity of a species in a 
solid misture, especially involving organic compounds, there are cases of true solid 
mixtures. especially involving metals and inorsanic compounds. Whike .eve defer con- 
siderations of such rnixntres until Sec. 12.4, it is useful to note that the activity coeffi- 
cient for a species in a true solid mixture. following Eq. 9.3-1 1, can be written as 

9.5 S E V E ~ A L  CORRELATIVE LIQUID MIXTURE 
ACTIVITY COEFFICIENT MODELS 

in this section we are interested in mixtures for which equation-of-state models are 
inapplicable. In such cases attempts are made to estimate _Ge" or AInix_C directly, either 
empirically or semitheoretically. In making such estimates i t  is usefill to distinguish 
between simple and nonsimple liquid mixtures. We define a simple liquid mixture to 
be one that is formed by mixing pure fluids, each of which is a liquid at the tempera- 
ture and.pressure of the mixture. A nonsimple liquid mixture, on the other hand, is 
formed by mixing pure species, at least one of which is not a liquid a t  the temperature 
and pressure of the mixture. Examples of.nonsimp1e liquid mixtures are solutions of 

. .  . dissolved solids in liquids (for example, sugar in water) and dissolved gases in liquids 
(for example, carbon dioxide in soda water). In this section we are concerned with mix- 
ture models that are applicable to simple liquid mixtures. Nonsimple liquid mixtures 
are considered in Sec. 9.7 and elsewhere in this book. Also, for simplicity, most of 
the excess Gibbs energy models we will consider here are for two-component (binary) 
mixtures. Multicomponent-mixture versions of these models are listed in Appendix 
A9.2. 

From Eq. 9.3-8. we have that the Gibbs energy change on' forming a simple liquid 
mixture is 

The excess Gibbs energy of mixing for the benzene-2,2,4-trimethyl pentane system (a 
simple liquid mixture) is shown in Fig. 9.5-i (the origin of these data is discussed in 
Sec. 10.2);-data for the excess Gibbs energy for several other mixtures are shown in 
Fig. 9.5-2. Each of the curves in these figures is of simple form. Thus, one approach to 
estimating the excess Gibbs energy of mixing has been merely to try to fit results, such 
as those given in Figs. 9.5-1 and 9.5-2, with polynomials in the composition. The hope 
is that given a limited amount of experimental data, one can determine the parameters 
in the appropriate polynomial expansion, and then predict the excess Gibbs energy and 
liquid-phase activity coefficients over the whole composition range. Of course, any 
expression chosen for the excess Gibbs energy must satisfy.the Gibbs-Duhem equation 
(i.e., Eqs. 9.3-14 through 9.3-17) and, like the'data in the figures, go to zero as X I  4 0 
andxl . . + 1. 

. . . . 
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Figure 9.5-1 The excess Gibbs energy for the benzene-2.2.4- 
trimethyl pentane system at 55'C. 

Figure 9.5-2 The excess Gibbs energ for several mixtures. Curve 1: Trimethyl methane (1) 
and benzene at P C .  [Dam from V. Mathot and A. Desmyter, J. Chem. Phys. 21, 782 (1953).] 
Curve 2: Trimethyl methane (1) and carbon tetrachloride at 0°C. [Data from ibid.] Curve 3: 
Methane (1) and propane ar 100 K. pa t a  from A. J. B. Cutler and J. A. Momson, Trans. Farad. 
Soc., 61,429 (1965).] Curve 4: Water (I) and hydrogen peroxide at 75OC. m o m  the smoothed 
data of G. Scatchard, G. M. Kavanagh, and L. B. Ticknor, J. Am. Chem. Soc., 74,3715 (1952).] 
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The simplest polynomial representation of sex satisfying these criteria is 

Margules _GeX 
for which 

so  that 

and similarly one can show that 

Consequently, for this solution model we have 

where 

One-constant 
Margules activity 
coefficients 

These relations, known as the one-constant Margules equations, are plotted in Fig. 
9.5-3. Two interesting features of the one-constant Margules equations are apparent 
from this figure. First, the two species activity coefficients are mirror images of each 

. other as afunction of the composition. This is not a general result, but follows from the 
choice of a symmetric function in the compositions for_GeX. Second, yi -+ 1 as xi -+ 1, 

Figure 9.5-3 The activity coefficients 
for the one-constant Margules equation 
with ( A I R T )  = 1.0. 



432 Chapter 9: Estimation of the Gibbs Energy and Fugacity of a Component in a Misture 

so that 7, -+ f, in this limit. This makes good physical sense since one expects the 
fugacity of a component in a mixture to tend toward that of the pure liquid as the 
mixture becomes concentrated in that component. Conversely, yi exhibits a greater 
departure from unity (and greater departure from ideal solution behavior) the greater 
the dilution of species i, as would be expected from the discussion in Chapter 5. Note 
that the parameter A can be either positive or negative, so that Eq. 9.5-5 can lead to 
activity coefficients that are greater than 1 ( A  > 0)  or less than 1 ( A  < 0) .  

It is interesting to note that in the ideal solution model (i.e., 7, = s, f,), the only 
role of components other than the one of interest is as diluents, so that they affect f, 
only through x, .  No account is taken of the fact that the enersy of a species I-species 
2 interaction could be different from that of species I-species 1 or species 2-species 
2 interactions. For the nonideal solution of Eq. 9.5-1 the parameter .-I is dependent 
on both species, or more precisely, on the differences in species interaction energies 
involved. This results in the behavior of species I being influenced by both the nature 
and composition of species 2, and vice versa. The value of the parameter A  depends 
on the macroscopic and molecular properties of both species in the mixture and is 
difficult to estimate a priori; its value may be either positive or nega[i\e and generally 
is a h ~ n c t ~ o n  of temperature. Over small temperature ranges A may be assumed to be 
a constant, so that its value found from experiments at one temperature can be used at 
neighboring temperatures. 

The one-constant Margules equation pro\lides a satisfactory representation for activ- 
ity coefficient behavior only for liquid mixtures containing constituents of similar size, 
shape, and chemical ilature. For more complicated systems, particularly mixtures of 
dissimilar molecules, simple relations such as Eq. 9.5-1 or 9.5-5 are not valid. In par- 
ticular, the excess Gibbs energy of a general mixture will not be a symmetric function 
of the mole fraction, and the activity coefficients of the two species in a mixture should 
not be expected to be mirror images. One possible generalization of Eq. 9.5- 1 to such 
cases is to set 

Two-constant 
Margules expansion 

Redlich-Kister - Ge" = X ~ X Z { A  + B ( S I  - x2) + C ( x I  - - x z ) ~ +  . - . I  

where 

(9.5-6) 

and 

expansion , 

where A ,  B ,  C ,  . . . are temperature-dependent parameters. This expression for _GeYs 
another example of the Redlich-Kister expansion used for the representation of ex- 
cess thermodynamic properties, which was discussed in Sec. 5.6. The number of terms 
retained in this expansion depends on the shape of the _Gr" curve as a function of com- 
position, the accuracy of the experimental data, and the goodness of the fit desired. 
When A = B  = C = . . . = 0, the ideal solution model is recovered; for A # 0, 
B = C  = . - . = 0, the one-constant Margules equation is obtained. For the case in 
which A # 0,  B # 0, but C  = D = . . . = 0, one obtains (see Problem 9.8) 

(9.5-7) 
RT In yz = a2x; B2.r, 
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In this equation i denotes the species and has values of 1 and 2. These results are known 
as the two-constant bIargules equations. In this case the excess Gibbs energy is not 
symmetric in the mole fractions and the two activity coefficients are not .mirror images 
of each other as a function of concentration. 

The expansion of Eq. 9.5-6 is certainly not unique; other types of expansions for the 
excess Gibbs energy could also be used. Another expansion is that of bV0h1.~ 

+.  . . 
where qi is some measure-of the volume of molecule i (e.g., its liquid molar vol~ime 
or van der Waals b parameter) and the a's are parameters resulting from the unlike 
molecule (i.e., species 1-species 2) interactions. The zi in Eq. 9.5-3 are. essentially, 
volume fractions defined by 

z i  = X i q i  

xlql +-rzq2 

Equation 9.5-8 is modeled after the virial expansion for gaseous mixtures, and, in  fact, 
the constants in  the expansion (2, 3,3,4,4, 6, etc.) are those that arise in that equation. 

The liquid-phase activity coefficients for the Wohl expansion can be obtained from 
Eq. 9.5-8 by taking the appropriate derivatives: 

In particular, fo;'the case in which we assume a12 # 0 and a1 12 = 0121 = . . . = 0, we 
have 

and (see Problem 9.8) 

van Laar- equations 

L I 

where a = 2q la12  and B = 2q2aI2. Equations 9.5-9 are known as the van Laar 
equations;' they are frequently used to correlate activity coefficient data. Other, more 
complicated, activity coefficient equations can be derived from Eq. 9.5-8 by retaining 
additional terms in the expansion, though this is not done here. 

The values of the parameters in the activity coefficient equations are usually found 
by fitting these equation? to experimental activity coefficient data (see Problem 9.22) 
over the whole composition range. Alternatively, if only'limited data are available, the 
van Laar equations, which can be written as 

a 
In71 = and In y 2  = P 

[I + gzj2 

4~ Woh!, Trm:  AIChE. 42,215 (1946). 
9. J. van Laar, Z Physik Chem.. 72.723 (1910); 83,599 (1913). 

(9.5-9) 
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so  that data for y 1 and y: at only a single mole fraction can be used to evaluate the 
two van Laar constants, and hence to compute the activity coefficients at all other 
compositions. This procedure is used in Chapter 10. However, if activity coefficient 
data are available at several compositions, a regression procedure can be used to obtain 
the "best" fit values for u and ,B. Table 9.5-1 contains values that have been reported 
for these parameters for fl number of binary mixtures. 

Table 9.5-1 The van Laar Constants for Some Binary Mixtures 

Component I -Component l Temperature Range ('C) c1 P 

Benzene-isopropanol 
Carbon disulfide-acetone 
Carbon disulfide-Carbon tetrachloride 
Carbon tetrachloride-benzene 
Ethanol-benzene 
Ethanol-cyclohexane ,. 
Ethanol-toluene 
Ethanol-water 
Ethyl acetkte-benzene 
Ethyl acetate-ethanol 
Ethyl acetate-toluene 
Ethyl ether-acetone 
Ethyl ether-ethanol 
n-Hexane-ethanol 

Isopropanol-water 52.3- 100 
Methanol-benzene . 55.5-64.6 
Methanol-ethyl acetate 62.1-77.1 

Methyl acetate-methanol 
Methyl acetate-water 
n-Propanol-water - - 

Water-plienol 

Source: This table is an adaptation of one given in-J. H. Perry, Td., Chemical Engineers' Handbook 4th 
ed., McGraw:Hill, New York (1963). p. 13-7. 

Note: When a = p, the van Laar equation In yl  = 
a 

reduces to the Marsules form 
[I + (ax1 /Bx2)I2 
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Figure 9.5-4 Experimental activity coefficient data for the benzene-2.2.4-trinierhyl pentane 
mixture and the correlation of these data obtained using the one-constant Margi~les equation. 

ILLUSTRATION 9.5-1 
Use of Activity Coefjicir~rr Mociels ro Correlate Dtrtn 

The points in Figs. 9.54 and 9.5-5 represent smoothed values of the activity coefficients for 
both species in a benzene-2.2.4-trimethyl pentane mixture at 55:C taken from the vapor-liquid 
equilibrium measurements of Weissman and Wood (see Illustration 10.2-4). Test tile accuracy 
of the one-constant Margules equation and the van Law equations in correlating these data. 

a. .The one-coti;ra,it Morgllles eq~ration. From ihe data presented in Fig. 9.5-4 i t  is clear that 
the activity coefficient for benzene is not the mirror image of that for trimethyl pentane. There- 
fore, the one-constant blargules equation cannot be made to fit both sets of activity coefficients 
simultaneously. (It is interesting to note that the Margules form, RT In y i  = A~.Y/ .  will fit these 
data well if A l  and A2 are separately chosen. However, this suggestion does not satisfy the 
Gibbs-Duhem equation! Can you prove this?) 

Figure 9.5-5 Experimental activity coefficient data for the benzene-2,2,4-trimethyl pentane 
mixture and the correlation of these data obtained using the van Laar equation. 
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h The vnn Lnnr eqrratio~~. One can use Eqs. 9.5-10 and a single activity coefficient-composi- 
.-". 

.-.% 
tion data point (or a least-squares analysis of all the data points) to find values for the van 

.~ ,:.!,A : ,.-.r7 
I . .. . Laar parameters. Using the data at x l  = 0.6, we find that a = 0.415 and ,B = 0.706. The 
.\ *"L'.. 1 
g; .. activity coefficient predictions based on these values of the van Laar parameters are shown in 

*-./ 
Fig. 9.5-5. The agreement between the correlation and the experimental data is excellent. Note 
that these parameters were found using the MATHCAD worksheet ACTCOEFF on the CD- 
ROM accompanying this book, and discussed in Appendix B.111. !a 

The molecular-level assumption underlying the Redlich-Kister expansion is that 
completely random mixtures are formed, that is, that the ratio of species 1 to species 
2 molecules in the vicinity of any molecule is, on the average, the same as the ratio of 
their mole fractions. A different class of excess Gibbs energy models can be formu- 
lated by assuming that the ratio of species 1 to species 2 molecules surrounding any 
molecule also depends on the differences in size and energies of interaction of the cho- 
sen molecule with species 1 and species 2. Thus, around each molecule there is a local 
composition that is different from the bulk composition. From this picture. the several 
binary mixture models have been developed. 

The first model we consider of this type is the two-parameter ( A l 2 ,  A21) Wilson 
equation6 

C'" - -- - -.\-I In(.rl + x ~ A I ~ )  - ~2 In(sz + x i  A21) (9.5-11) 
RT 

for which 

Wilson equation 

NRTL model 

-- 

The two infinite-dilution activity coefficients in this model are 

In ypO = -In A l z  + 1 - A12 and In y" = -In Azl  + 1 - (9.5-12b) 

The second model is the three-paraineter (a, 512, tzl) nbnrandom two-liquid (NRTL) 
equation7 

with In G I ?  = --a512 and In G21 = - a ~ 2 1 ,  for which 

6 ~ .  M. Wilson, 1. Am. Chem Soc., 86,127 (1964). 
7 ~ .  Renon and J. M. Prausnitz, AIChEJ.. 14, 135 (1968).  
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and 

Note that ill these models there are different ~ccightings of the mole fractions of the 
species due to the parameters (Aij and rij), the values of which depend on differences 
in size and interaction energies of the molecules in the mixture. (The multicomponent 
fornls of the \\'ilson and NRTL nlodels are gi\.en in Appendix A9.2.) 

Another model. the Flory and Huggins model. is meant to apply to mixtures of 
molecules of very different size, including solutions of polymers. This solution model 
contains tn.0 parts. The first is an expression for the entropy of mixing pcr mole: 

Here 
S l U [  - .V 1 1n.t~ 

$ 1  = - and $2 = 
.vtul + ~ 2 ~ 2  .rl + n7q 1 1  + t7z.r: 

are the volume fractions. with ui being some measure of the volume of species i 
mblecules, and m = u z / u l .  The assumption in Eqs. 9.5-15 is that for molecules of 
different size i t  is the volume fractions, rather than the mole fractions. that determine 
the entropy of mixing. The second part of the model is that the enthalpy of mixing, or 
excess enfhalpy, can be expressed by the simple one-constant term in volume fractions 
(rather than mole fractions. as in the case of the one-constant Margules equation) 

where is an adjustable parameter referred to as the Flory interaction parameter or 
simply the Flory parameter (and sometimes as the chi parameter). 

Combining Eqs. 9.5-15 and 9.5- 16 gives 

which is the ~ l o r ~ - ~ u g g i n s  model. The first term on the right side of this equation 
.- is the entropic contribution to the excess Gibbs energy,. and the second term is the 

enthalpic contribution. These two terms are also referred to as the combinatorial and 
residual terms, respectively. The activity coefficient expressions for this model (Prob- 
lem 9.29) are 

Flory-Huggins 
equations 
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We will consider only one additional activity coefficient equation here, the UNI- 
QUAC (universal quasichemical) model of Abrams and ~rausnitz.' This model. based 
on statistical mechanical theory, allows local compositions to result from both the size 
and energy differencesbetween the molecules in the mixture. The result is the espres- 
sion 

GeX _Gex(combinatorial) Ge"(residual) - -- - 
+ -  RT 

(9.5-19) 
RT RT 

where the first term accounts for molecular size and shape differences, and the second 
term accounts largely for energy differences. These terms, in multicomponent forni. 
are given by 

Ge~combinatorial) - 4; z ei 
UNIQUAC equation = z .r; in - + - 1 i i q i  in - (9.5-20) 

RT ,ri 2 
I i 4i 

/ 

and 

UNIQUAC expression 
for activity coefficients 

where 

r; = \.olume parameter for species i 

qi = surface area parameter for species i 

Ai = area fraction of species i = xiqi 
j 

cpi = segment or volume fraction of species i = xiri xjr, /C 

with ~ r i j  being the average interaction energy for a species i-species j interaction and 
z being the averase coordination number, that is, the number of molecules around a 
central molecule, usually taker, to be 10. Combining Eqs. 9.5-19, 9.5-20, and 9.5-21 
giv.es 

I in yi' = In yi(combinatoria1) + In yi (residual) I (9.5-22) 

where li = (ri - qi)z/2 - (ri - 1). 
Since the size and surface area parameters ri and qi can be evaluated from molecular 

structure information, as will be discussed next, fhe UNIQUAC equation contains only 

8 ~ .  S.  Abrams and J. M. Rausnitz, AlChE J., 21, 116 (1975). 
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two adjustable parameters. r l l  and (or, equivalently, LI 12-1122 and 1121-LL 1 1 )  for each 
binary pair. Thus, like the van Laar or Wilson equations, i t  is a two-parameter activit!. 
coefficient model. It does have a better theoretical basis than these nlodels, though i t  is 
somewhat more complicated. 

Instead of listing the volume (r) and surface area (q) parameters for each molecular 
species for use in the UNIQUAC model, these parameters are evaluated by a group 
contribution method. T i e  underlying idea is that a molecule can be considered to be a 
collection of functional groups, and that volume R; and surface area Qi of functional 
group i will be approximately the same in any nlolecule in which that group occurs. 
For example. live expect the contribution ro the total volume and surface area of a 
molecule fro111 a methyl (CH3-) group to be the same independent of whether rhe 
methyl group is at the end of an ethane, propane, or dodecane n~olecule. Thus, the 
volume and surface area parameters r and q of a molec~ile are obtained from a sum 
over its'functional groups of the R and Q parameters. The advantage of this group 
contribution approach is that from a relatively small number of functional groups. the 
properties of the millions upon millions of different molecules can be obtained. 

Table 9.5-2 contains the R and Q parameters for 106 fi~nctional groups referred ro 
as subgroups in the table (the main group vs. subgroup terminology will be explained 
in the following section). All the values that appear in the table have been normalized 
to the properties of a methylene group in polymethylene, and therefore are unitless. 
There are several things to note about the entries in this table. First, several molecules. 
such as water and furfural. have such unique properties that they have been treated 
as functional groups. Such molecule functional groups appear in bold in the table. 
Second, similar groups, such as -CH3 and -C-, may have different surface area or Q 
parameters. This is because a -CH3 group, being at the end of a molecule, increases 
its surface area, whereas the -C- group, whjch is at the iriterior of a molecule, makes 
no contribution to its surface area. Finally. as the functional group method continues to 
evolve, new g&ps are added and group parameters are subject to change. 

ILLUSTRATIOX 9.5-2 
Cornp~crution of Voltlrne cnd Slclfrrce Aren Frncrions for Use in the UiVlQUAC Moclel 

One mole each of benzene and 22.4-trimethyl pentane are mixed together. Using the data i n  Ta- 
ble 9.5-2, compute the volume fraction'and surface area fractions of benzene and 2,2,4-trimeth~l 
pentane in this mixture. 

Benzene consists of six aromatic CH (ACH) groups. Therefore, 

The structuri: of 2,2,4-trimethyl pentane is 

This molecule consists of five CH3 groups, one CH2 group, one CH group, and one C group. 
Thus 
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Table 9.5-2 The Group Volume and Surface Area Parameters, R and Q, for Use with the 
UNIQUAC and UNIFAC Models* 

-- 

Group Subgroup R Q Example Assignments 

CHI  CH3 0.6325 1.0608 11-Hexane: 4 CHI .  2 CH3 
CH2 0.6325 0.7081 11-Heptane: 5 C H I ,  2 CH3 
CH 0.6325 0.3554 2- methylp pro pane: 1 C H ,  3 CH3 
C 0.6325 0.0000 Keopentane: 1 C.  4 CH3 

C=C CHI=CH 1.2832 1.6016 I-Hexene: 1 CH?=CH, 3 C H I ,  1 CH3 
CH=CH 1.2832 1.2489 2-Hexene: 1 CH=CH, 2 CH,. 2 CH2 
CH2=C 1.2832 3.2489 2-hlethyl-I-butene: 1 CH2=C, I CH?, 2 CH3 
CH=C 1.2832 0.8962 2-Methyl-2-butene: 1 CH=C. 2 CH3 
C=C 1.2832 0.4582 11.3-Dimethyl-2-butene: 1 C=C, 4 CH3 

ACH ,' ACH 0.3763 0.4321 Benzene: 6 ACH 
." AC 0.3763 0.2 1 13 Styrene: 1 CHr=C, 5 ACH?. 1 ACH 

ACCH? ACCH3 0.9 100 0.9490 Toluene: 5 ACH. I ACCHj 
ACCH: 0.9100 0.7962 Ethylbenzene: 5 ACH, 1 ACCH?, 1 C H j  
ACCH 0.9 I00 0.3769 Is~propylbe~ene:  5 ACH. 1 ACCH, 2 CH3 

0 H O H ( P )  . 1.2302 0.8927 I -Propunol: I OH(p), I CH3. 1 CH2 
OH(s )  1.0630 0.8663 2-Propanol: 1 OH(s ) ,  2 CH;,  I CH 
O H ( [ )  0.6895 0.8345 rrrr-Butdnol: 1 O H ( [ ) ,  3 CH2,  I C 

CH30H CH30H 0.8585 0.9938 klethanol 
Water H 2 0  1.7334 2.456 1 Water 
ACOH ACOH I .OSOO 0.9750 phenol: I .ACOH, 5 ACH 
C H 2 C 0  C H 3 C 0  1.7048 1.6700 ?-Butanone: 1 C H 3 C 0 ,  1 CH3, I CHI 

CHICO 1.7048, . 1.5542 --2-Pentanone: 1 C H 2 C 0 ,  2 CH3, 1 CHI  
CHO CHO 0.7173.. 0.7710 Propionic aldehyde: I CHO, 1 CH3,  1 CH2 
CCOO C H 3 C O 0  J.2700 1.6286 Butyl acetate: 1 CH3CO0,  I CH3, 3 CH2 

CH?COO 1.2700 1.4228 Methyl propionate: 1 CH2CO0,  2 CK3 
HCOO HCOO 1.9000 1.8000 Ethyl formate: 1 HCOO, I CH3, 1 CHI, 
CHzO C H 3 0  1.1434 1.6022 Dimethyl ether: i C H 3 C 0 ,  1 CH3 

CHzO 1.1434 1.2495 Diethyl ether: 1 C H 2 0 ,  2 CH3, 1 CH2 
CHO 1.1434 0.8968 Diisopropyl ether: 1 CHO, 4 CH3, I CH 

CNHz  CH3NH2 1.6607 ,, 1.6904 Methylamine: CH3NH2 
CHzNH2 1.6607 1.3377 Ethylamine: 1 CHINH2,  1 CH3 
CHNH? 1.6607 0.9850 Isopropylamine: 1 CHNH?, 2 CH3 
CNH? 1.6607, 0.9850 rerr-Butylamine: 1 CNH2, 3 CH3 

CNH CH3NH 1.3680 1.4332 Dimethylamine: CH3NH, 1 CH3 
' CH2NH 1.3680 , 1.0805 Diethylamine: 1 C H N H ,  2 CH3, I CHI 
CHNH 1.3680 0.7278 Diisopropylamine: 1 CHNH, 4 CH3,  1 CH 

- . (C)3N CH3N 1.0746 1.17b0 Triinethylarnine: i CH3N, 2 CH3 
CH2N 1.0746 0.8240 Triethylamine: 1 CH2N, 2 CH2,  3 CH3 

ACNH2 ACNH? 1.1849 0.8067 .Aniline: 1 ACNH2, 5 ACH 
Pyridines P.C2H2N 1.4578 0.9022 Pyridine: 1 AC2H2N, 3ACH 

ACIHN 1.2393 0.6330 , .2-Methylpyridine: 1 AC2HN,  3 ACH, 1 CH3 
ACIN 1.0731 0.3539 2;5.-Methylpyridine: 1 AC2N, 3 ACH, 2 CH3 

CCN CH3CN 1.5575 1.5 193 Aceionitrile 
CH2CN 1.5575 1.1666 . Propionitrile: 1 CH2CN,  1 CH3 

COOH COOH - 0.8000 0.9215 Acetic acid: -1 COOH, 1 CH3 
HCOOH ' HCOOH 0.8000 1.2742 Formic acid 

*The parameters for the UNIQUAC and UNIFAC models have been supplied by Prof. J. Gmehling of the 
University of Oldenburg, Germany. supported by the UNIFAC Consortium. 
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Table 9.5-2 (Cot~ri~l~led) 

Main 
Group Subgroup R Q Example Assignments 

CCI CH2CI 0.9919 1.3654 1-Chlorobutane: 1 CH2CI, 1 CH3, 2 CH2 
CHCI 0.9919 1.01 27 2-Chloropropane: 1 CHCI, 2 CH3 
CCI 0.9919 0.6600 terr-Butyl chloride: 1 CHCI, 3 CH; 

CCI2 CHICll 1.8000 2.5000 Dichloromethane: 1 CHIC12 
CHC12 1 .SO00 2.1473 I .  1 -Dichloroethane: I CHCI?, 1 CH; 
CC12 1 .SO00 1.7946 2.2-Dichloropropane: 1 CCl?, 2 CH; 

CC13 CHCI3 2.4500 2.89 12 Chloroform 
cc1; 2.6500 2.3778 I , ] ,  1-Trichloroethane: 1 CCI;, 1 CH: 

CCIJ CCI4 2.6180 3.1536 Tetrachloromethane 
ACCl .ACCI 0.5365 0.3 177 Chlorobenzene: 1 ACCI. 5 ACH 
CNOz CH3NOz 2.6440 2.5000 Nitromethane 

CHINOz 2.5000 2.3040 I-Nitropropane: 1 CHINO?, 1 CH;, I CH2 
CHNO? 2.8870 2.24 10 2-Nitropropane: 1 CHNO?, 2 CH3 

ACNO: .ACN02 0.4656 0.3559 Nitrobenzene: 1 ACNO?, 5 ACH 
CS2 CS2 1.2400 1.0680 Carbon disulfide 
CH;SH CH;SH 1.2890 1.7620 Methanethiol 

CH2SH 1.5350 1.3 160 Ethanethiol: 1 CH:SH, 1 CH, 
Furfural furfural 1.2990 1.2890 Furfural 
Diol (CHIOH)-, 2.0880 2.4000 1,2-Ethanediol (ethylene glycol) 
I I 1.0760 0.9169 Ethyl iodide: I I, 1 CH3, I CHI 
B r B r 1.2090 1.4000 Ethyl bromide: 1 Br. 1 CH3, I CH2 
C r C  CHmC 0.9214 1.3000 I-Hexyne: 1 CHzC, 1 CH3, 3 CH2 

CEC 1.3030 1.1320 2-Hexyne: 1 CzC.  2 CH3, 2 CHI 
DMSO . DMSO 3.6000 2.6920 Dimethyl sulfoxide 
ACRY ACRY ! .0000 0.9200 Acrylonitrile 
Cl(C=C) Cl(C=C) 0.5229 0.7391 Trichloroethylene: 3 CI(C=C), 1 CH=C 
ACF ACF 0.88 14 0.7269 Hexafluorobenzene: 6 ACF 
DMF DMF 2.0000. 2.0930 N, N-Dimethylformarnide 

HCON(CHI)z 2.38 I0 1.5220 N, N-Diethylformamide: 1 HCON(CH?)-,, 1 CHj 
CF2 cF3 1.2840 1.2660 1,1,1-Trifluoroethane: I CF3, 1 CH3 

C F? 1.2840 1.0980 Perfluorohexane: 4 CF?, 2 CF3 
CF 0.8215 0.5135 Perfluoromethylcyclohexhne: 1 CF, 5 CFr, 1 CF3 

COO COO 1.6000 0.9000 Methyl acrylate: 1 COO, 1 CH3, I CHr=CH 
cy-CHI cy-CH2 0.7136 0.8635 Cyclohexane: 6 cy-CH2 

c y - ~ ~  0.3479 0.1071 Methylcyclohexane: 1 cy-CH, 5 cy-CH-,, 1 CH; 
cy-C 0.3470 0.0000 1,l-Dimethylcyclohexane: 1 cy-C, 5 cy-CHI, 2 CH3 

cy-CH20 cy-CH20CHz 1.7023 1.8784 Tetrahydrofuran: 1 cy-CHzOCHr, 2 cy-CHI 
CY-CHZO(CH,)I/~ 1.4046 1.4000 1,3-Dioxane: 2 C ~ - C H ~ O ( C H ~ ) ~ / ~ ,  1 cy-CHz 
cy-(CHz)1/20(CH2)1/z 1.0413 1.01 16 1,3,5-Trioxane: 3 C ~ - ( C H ~ ) ~ / ~ O ( C H ~ ) ~ ~ ~  

cy-CON-C cy-CON-CH, . - .  3.98 19 3.2000 N-Methylpyrrolidone:. 1 cy-CON-CH3, 3 cy-CHr 
cy-CON-CH2 3:7543 2.8920 N-Ethylpyrrolidone: 1 cy-CON-CHI, 3 cy-CH?, 1 CH3 
cy-CON-CH 3.5268 2.5800 N-Isopropylpyrrolidone: 1 cy-CON-CH, 3 cy-CHz, 2 CH3 
cy-CQN-C 3.2994 2.3520 N-tert-Butylpyrrolidone: 1 cy-CON-C, 3 cy-CH2, 3 CH3 

ACS AC2H2S 1.7943 1.3400 Thiophene: 1 AC2H2S, 2 ACH 
AC2HS 1.6282 1.0600 2-Methylthiophene: 1 AC2HS, 2 ACH, 1 CH3 
ACzS 1.4621 0.7800 2,s-Dimethylthiophene: 1 ACIS, 2 ACH, 2 CH3 

Note: A (as in ACH) denotes a group in an aromatic ring, cy- denotes a group in a cyclic structure, and functional groups in bold without 
any example assignments, such as water, formic acid, etc. are specific to that molecule. 
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and 

Consequently, 

Finally, it is useful to note that the Gibbs-Duhem equation can be used to get in- 
formation about the activity coefficient of one component in a binary mixture if the 
concentration dependence of the activity coefficient of the other species is known.'This 
is demonstrated in the next illustration. 

ILLUSTRATION 9.5-3 
Itlrrrrelatitlg [he 7it.o Activity Coefficirt~rs 01 a BOltrp Mixtrlre 

The activity coefficient for species I in a binary mixture can be represented by 

where a, b, and c are concentmtjon-independent parameters. What is the expression for In y 2  in 
terms of these same parameters? . 

For a binary mixture at constant temperature and pressure we have, from Eq. 52-20 or 9.3-17, 

Since .rl = 1 - xz and In g i  = ax: + b.r; + C X ~ ,  we have 

Now, by definition, y2(x2 = 1) = 1, and In y2(.rz = 1) = 0. Therefore, 

Again using xl  + xz = 1, or xz = 1 - xi, yields 



9.6 Two Predictive Activity Coefficient Models 443 

Finally, we should point out that any of the liquid-state activity coefficient models 
discussed here can also be used for mixtures in the solid state. However, in practice, 
simpler models, such as the one introduced in Sec. 12.4, are generally used. 

9.6 TWO PREDICTIVE ACTIVITY COEFFICIENT MODELS 

Because the variety of organic compounds of interest in chemical processing is very 
large, and the number of possible binary, ternary, and other mixtures is essentially 
uncountable, situations frequently arise in  which engineers need to make activity co- 
efficient predictions for systems or at conditions for which experimental data are not 
available. Although the models discussed in the previous section are useful for corre- 
lating experimental data, or for making predictions given a limited amount of experi- 
mental information, they are of little value in making predictions when no experimental 
data are available. This is because in these models there is no theory that relates the 
values of the parameters to molecular properties. 

Most of the recent theories of liquid solution behavior have been based on we!l- 
defined thermodynamic or  statistical mechanical assumptions, so that the parameters 
that appear can be related to the molecular properties of the species in the mixture, and 
the resulting models have some predictive ability. Although a detailed study of the more 
fundamental approaches to liquid solution theory is beyond the scope of this book, we 
consider two examples here: the theory of van ~ a a r , ~  which leads to regular solution 
theory; and the UNIFAC group contribution model, which is based on the UNIQUAC 
model introduced in the previous section. Both regular solution theory and the UNIFAC 
model are useful for estimating solution behavior in the absence of experimental data. 
However, neither one is considered sufficiently accurate for the design of a chemical 
process. 

The theory of van Laar (i.e., the argument that originally led to Eqs. 9.5-9) is based 
on the assumptions that (1) the binary mixture is composed of two species of similar 
size and energies of interaction, and (2) the van der Waals eq;ation of state applies to 
both the pure fluids and the binary mixture.1° 

The implication of assumption 1 is that the molecules of each species will be uni- 
formly distributed throughout the mixture (see Appendix A9. I )  and the intermolecular 
spacing wilI be simiIar to that in the pure fluids. Consequently, it is not unreasonable 
to expect in this case that at a given temperature and pressure 

9 ~ e e  Footnote 5. 
''van Laar was a student of van der Waals. 
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and 

so that 

for such liquid mixtures. Thus to obtain the excess Gibbs energy change, and thereby 
the activity coefficients for this liquid mixture, we need only compute the excess inter- 
nal energy change on mixing. 

Since the internal energy. and therefore the excess internal energy, is a state function, 
Uex may be computed along any convenient path leading from the pure components to - 
the mixture. The following path is used. 

I Start with x i  moles of pure liquid 1 and x . ~  moles of pure liquid 2 (where 
xi + X> = 1) at the temperature and pressure of the mixture, and, at constant 
temperature, lower thz pressure so that each of the pure liquids vaporizes to an 
ideal gas. 

I1 At constant temperature and (very low) pressure, mix the ideal gases to form an 
ideal gas mixture. 

I11 Now compress the gas mixture, at constant temperature, to a liquid mixture at 
the final pressure P. 

. The total internal energy change for this process (which is just the excess internal 
energy change since A,~,_u~" = 0) is the sum of the internal energy changes for each 
of the steps: . . 

G'" = _Uex = A_U[ + A_UI1 + A _ U ' ~ I  - (9.6-2) 

Noting that 

( T )  y - P  

'and using the facts that _V -+ oo as P + 0 and that A_U" = A , ~ , _ u ~ ~ ~  = 0, one 
obtai'ns- 

pure fluid I 

+ x 2  [l [ T  (g), - P 1 ..I, pure fluid 2 

+ [/n'& I T  (31- P )  mixture (9.6-3) 

Each of the bracketed terms represents the internal energy change on going from a 
liquid to anideal gas and is equal to the internal energy change on vaporization. 
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Next we use assumption 2, that the van der Waals equation of state is applicable to 
both pure fluids and the mixture. From 

it is easily established that 

so that Eq. 9.6-3 becomes 

: 1 mix 

where the molar volumes Bppearing in this equation are those of the liquid. Since the 
molecules of a liquid are closely packed, liquids are relatively incompressible; that 
is, enormous pressures are required to produce relatively small changes i n  the molar 
voIume. Such behavior is predicted by Eq. 9.6-4 if _V % b. Making this substitution in 
Eq. 9.6-5 gives 

Now using the mixing rules of Eq. 9.4-8 (with kij = 0), we obtain the following 
expression for the excess internal energy of a van Laar mixture: 

Finally, differentiating this expression with respect to composition yields cy and, from 
Eq. 9.3-12, one obtains the van Laar equations for the activity coefficients, 

a 
Inyi  = and In y2 = p 2 

[I + %]. 
with 

This deveIopment provides both a justification for the van Laar equations and a 
method of estimating the van Laar parameters for liquid-phase activity coefficients . from the parameters in the van der Wads equation of state. Since we know the van der 
Waals equation is not very accurate, it is not surprising that if a and B are treated as 
adjustable parameters, the correlative value of the van Laar equations is greater than 
when a and B are determined from Eqs. 9.6-6 (Problem 9.9). 
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Scatchard." based on the observations of ~i ldebrand,"  concluded that although _Vex 
and _Sex were approximately equal to zero for some solutions (such mixtures are called 
regular solutions), few obeyed the van der Waals equation of state. Therefore, he 
suggested that instead of using an equation of state to predict the internal energy change 
on vaporization, as in the van Laar theory, the experimental internal energy change on 
vaporization (usually at 25'C) be used. It was also suggested that the internal energy 
change of vaporization for the mixture be estimated from the approx<mate mixing rule 

_V, A"aPLIZ 
( A p m i  = ( !mix + ) -V mix (9.6-7) 

since experimental data on the heat of vaporization of mixtures are rarely available. In 
this equation all molar volumes are those of the liquids, and _Vmix = xI_VI + x2_V2, 
since Amix_V = 0 by the first van Laar assumption. Defining the volume fraction cDi 
and solubility parameter 6, of species i by 

&_Vi 
q). = - 

I - (9.6-5) 
--V mix 

and 

(9.6-9) 

one obtains (see Eq. 9.6-3) 

Grx = UCX = X ,  Aynp_U ] + X- - - - ~ A U ? '  - (Avap_U)mix 

= ( . K J ~ ~  + x ~ _ V ~ ) @ I @ : ! [ ~ I  -&12 
which, on differentiation, yields 

Regular solution 
model activity . 

(9.6-10) 

coefficients 
Thus, we have a recipe for estimating the activity coefficients of each species in a bi- 
nary liquid mixture from a knowledge of the pure-component molar volumes, the mole 
(or volume) fractions, and the solubility parameters (or internal energy changes on va- 
porization) of each species. Table 9.6-1 gives a list of the solubility parameters and 
molar volumes for a number of nonpolar liquids. Note, however, that the assumptions 
contained in regular solution theory (i.e., _Vex = _Sex = 0 and Eq. 9.6-7) are not gener- 
ally applicable to polar substances. Therefore, regular solution theory should be used 
only for the components listed in Table 9.6-1 and similar compounds. 

Regular solution theory is functionally equivalent to the van Laar theory since, with 
the substitutions 

v 
a =%(dl - h ) 2  and p =  =qs1 -&12 

RT RT 

'IG. Scatchard, Chem Rev.. 8,321 (1931). 
1 2 ~ . , ~ .  Hildebrand, J. A n  Chem Soc, 41, 1067 (1919). This is discussed in J. H. Hildebrand, J. M. Prausnia, 
and R. L. Scott, Regular and Related Solutions. Van Noshand-Reinhold, Princeton, N.J. (1970). 



9.6 Two Predictive Activity Coefficient Models 447 

Table 9.6-1 hiolar Liquid Volumes and Solubility 
Parameters of Sorne Nonpolar Liquids 

vL (cc/rnol) 6 (callcc)' ' - 

Liqrtefied gases nt 90 K 

Nitrogen 38.1 5.3 
Carbon monoxide 37.1 5.7 
Argon 29.0 6.8 
Oxygen 28.0 7.2 
Methane 35.3 7.4 
Carbon tetrafluoride 46.0 8.3 
Ethane 45.7 9.5 

Liquid S O I V P ~ I S  at 2Y C 

Perfluoro-11-hcptane 226 ,' 6.0 
Neopentane 122 6.2 
Isopentane 117 6.5 
11-Pentane 116 7. I 
11-Hexane 132 7.3 
I -Hexene 126 7.3 
11-Octane 1 64 7.5 
11-Hexadecans 294 8.0 
Cyclohexans 109 8.2 
Carbon teuachloride 97 5.6 
Ethyl benzene 123 8.8 
Toluene 107 8.9 
Benzene 89 9.2 
Styrene 116 9.3 
Tetrachloroethylene . - 103 9.3 
Carbon disulfide 6 1 10.0 
Bromine 5 1 11.5 

Source: J .  h.1. Prausnitz. Molecttlnr Tl~ennody~~un~ics of Fluid-Phase 
Equilibria. 1969. Reprinted with permission from Prentice-Hall, En- 
glewood Cliffs. N.J. 
Nore: In regular solution theory the solubility parameter has traditibn- 
ally been given in the units shown. For this reason the traditional units. 
rather than SI units, appear in this table. 

E q s .  9.5-9 and 9.6-10 are identical. The  important advantage of regular solution theory, 
however, is that we can calculate its parameters without resorting to activity coefficient 
measurements. Unfortunately, the parameters d e g e d  in this way are not as accurate as 
those fitted to experimental data. 

ILLUSTRATION 9.6-1 
Test of the Regular Solution Model 

Compare the regular solution theory predictions for the activity coefficients of the benzene- 
2,2,4-trimethyl pentane mixture with the experimental data given in Illustration 9.5-1. 

SOLUTION 

From Table 9.6-1 we have yL = 89 cc/mol and 6 = 9.2 (~a l /cc) ' /~  for benzene. The parame- 
ters for 2,2,4-trimethyl pentane are not given. However, the molar volume of this compound is 
a~proximately 165 cclmol, and the solubility parameter can be estimated from 
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where in the numerator we have neglected the liquid molar volume with respct to that of the 
vapor, and further assumed ideal vapor-phase'behavior. Using the value of 1,,,_H found in 
Illustration 7.7-1, we obtain 6 = 6.93 (cal/cc)'/'. 

Our predictions for the activity coefficients. together with the esperimenml data, are plotted 
in Fig. 9.6-1. It is evident that although the regular solution t h e o ~  prediction leads to activity 
coefficient behavior that is qualitatively correct. the quantitative agreement in this case is. in 
fact, poor. This example should serve as a warning that thsoretical predictions may not al\vays 
be accurate and that experimental data are to be preferred. a 

The extension of regular solution theory to rnulticornponent mixtures is an alge- 
braically messy.task; the final result is 

where 

Volume fraction 

parameter 

Figure 9.6-1 The regular solution theory predictions for the activity coefficients of the 'benzene- 
2,2,4-trimethyl pentane mixture. The points indicated by o are the experimental data. 
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and 

where each of the sums is over all the species in the mixture. 
Several other characteristics of regular solution theory are worth noting. The first 

is that the theory leads only to positive deviations from ideal solution behavior in the 
sense that yi > 1. This resulr can be traced back to the assumption of Eq. 9.6-7, which 
requires that (A,,p_U),i, always be intermediate to Avap_U of the two pure components. 
Also, the solubility parameters are clearly functions of temperature since 6 -+ 0 as 
T -+ T, for each species; however, (3, - &) is often nearly temperature independent, 
at least ov7~-lirnited temperature ranges. Therefore, the solubility parameters listed in 
Table 9.6:1 may be used at temperatures other than the one at which they were obtained 
(see Eq. 9.3-22, however). Also, referring to Eq. 9.6-10, it is evident that liquids with 
very different solubility parameters, such as neopentane and carbon disulfide, can be 
expected to exhibit highly nonideal solution behavior (i.e., ;li > I ) ,  whereas adjacent 
liquids in Table 9.6-1 will-form nearly ideal solutions. This is useful information. 

The most successful recent activity coefficient prediction methods are based on the 
idea of group contributions, in which each molecule is considered to be a collection of 
basic building blocks, the functional groups discussed in the last section. Thus, a mix- 
ture of molecules is considered to be a mixture of functional groups, and its properties 

+ result from functional group interactions. Because the number of different types of 
functional groups is very much smaller than the number of different molecular species, 
it is possible, by the regression of experimental data, to obtain a fairly compact table 
of parameters for the interaction of each group with all others. From such a table, the 
activity coefficients in a mixture for which no experimental data are available can be 
estimated from a knowledge of the functional groups present. 

The two most developed group contribution methods are the ASOG (Analytical So- 
lution Of ~ r o u ~ s ) ' ~  and UNIFAC (UNIquac Functional-group Activity coefficient)'" 
models, both of which are the subjects of books. We will consider only the UNIFAC 
model here. UNIFAC is based on the UNIQUAC model of Sec. 9.5. This model, you 
will remember, has a combinatorial term that depends on the volume and surface area 
of each molecule, and a residual term that is a result of the energies of interaction be- 
tween the molecules. In UNIQUAC the combinatorial term was evaluated using group 

. contributions to compute the 'size parameters, whereas the residual term had two ad- 
justable parameters for each binary system that were to be fit to experimental data. 

-In the UnIFAC model, both the combinatorial and residual terms are obtained using 
group contribution methods. 

When using the W A C  model, one first identifies the functional subgroups present 
in each molecule using the list in Table 9.5-2. Next the activity coefficient for each 
species is written as 

In yi = In yi(combinatoria1) + In yi(residual) 

131C. Kojirna and T. Tochigi, Prediction of Vapor-Liquid Equilibrium by the ASOG Method, Elsevier, Amsterdam 
(1979). 
I4k Fredenslund, J. Gmehling, and P. Rasmussen, Vapor-Liquid Equifibriutn Using UNIFAC, EIsevier, Amster- 
dam (1977). 
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The combinatorial term is evaluated from a. modified form of the comparable term in 
the UNIQUAC equation (Eq. 9.5-23a): 

where 4; = ~ ; r ; ' ~ /  1 ~ ~ r : ' ~ ,  with the i- and q parameters evaluated using the group 
I 

contribution discussed in the previous section. Here, however, the residual term is also 
evaluated by a group contribution method. so that the mixture is envisioned as being a 
mixture of functional groups rather than of molecules. The residual contribution to the 
logarithm of the activity coefficient of group k in the mixture, In Tk, is computed from 
the group contri6ution analogue of Eq. 9.5-23b, which is written as 

/ 

where 

Surface area 
Om = fraction of = 

x m  Qm ( group. ) I x n ~ n  
Xrn = mole fraction of group m in mixture (9.6-13a) 

and . .. 

where urn, is a measure of the interaction energy between groups m and n, and the 
sums are over all groups in the mixture. . 

Finally, the residual part of the activity coefficient of species i is computed from 

The UNIFAC model In yi (residual) = v f )  [ln F x  - In F$)]  
k I 

H-e 0:) is the number of k groups present in species i, and F$) is the residual contri- 
bution to the activity coefficient of group k in a pure fluid of species i molecuies. This 
last term is included to ensure that in the limit of pure species i, which is still a mix- 
ture of groups (unless species i molecules consist of only a single functional group), 
in y;(residual) is zero or yi(residual) = 1. 

The combination of Eqs. 9.6-12 through 9.6-14 is the W A C  model. Since the 
volume (Ri) and surface (Qi) parameters arq known (Table 9.5-2), the only unknowns 
are binary parameters, a,, and a,, for each pair of functional groups. Continuing 
with the group contribution idea, it is next assumed that any pair of functional groups 
m and n will interact in the same manner, that is, have the same value of a ,  and 
an,, independent of the mixtures in which these two groups occur, Thus, for exam- 
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ple, i t  is assumed that the interaction between an alcohol (-OH) group and a methyl 
(-CH3) group will be the same, regardless of whether these groups occur in ethanol- 
n-pentane, isopropanol-decane, or 2-octanol-2,2-4-trimethyl pentane mixtures. 

Consequently, by a regression analysis of very large quantities of activity coefficient 
(or, as we will see in Sec. 10.2, actually vapor-liquid equilibrium) data, the binary 
parameters a,, arid a,, for many group-group interactions can be determined. These 
parameters can then be used to predict the activity coefficients in mixtures (binary or 
multicomponent) for which no experimental data are available. 

In the course of such an analysis it was found that (1) experimental data existed 
to determine many of, but not all, the binary group parameters a,, and a,, and (2) 
that some very similar groups, such as the -CH3, -CH2, -CH, and -C groups, 
interact with other groups in approximately the same way and, therefore, have the same 
interaction parameters with other groups. Such very similar subgroups are considered 
to belong to the same main group. Consequently, in Table 9.5-2 there are 46 main 
groups among the 106 subgroups. All the subgroups within a main group (i.e., the 
CH;, CH2, CH, and C subgroups within the CH2 main group) have the same values 
of the binary parameters for interactions with other main groups and zero values for 
the interactions with other subgroups in their. own main group. Appendis B describes 
several programs that use the UNIFAC model for activity coefficient predictions that 
are the on the CD-ROM accompanying this book. The Visual Basic and MATLAB 
programs use the recent UNIFAC model described in this chapter, whereas the DOS 
Basic version uses an earlier model (the storage limitations in DOS Basic did not allow 
updating this program to accommodate the many new parameters that had been added). 
Therefore, the Visual Basic or MATLAB versions of the program should be used; the 
DOS-based version has been retained should the reader wish to examine the difference 
in the two methods. 

ILLUSTRATION 9.6-2 
Test of the UNIFAC Model 

Compare the UNIFAC predictions for the activity coefficients of the benzene-2,2,4-trimethyl 
pentane mixture with the experimental data given in Ill~~stration 9.5-1. 

Benzene consists of six aromatic CH groups (i.e., subgroup 10 of Table 9.5-2). whereas 2,2,4- 
trimethyl pentane contains five CH3 groups (subgroup 1). one CH2 group (subgroup 2). one CH 
group (subgroup 3), and one C group (subgroup 4). Using the UNIFAC program of Appendix 
B.1, we obtain the results plotted in Fig. 9.6-2. 

It is clear from this figure that, for this simple system, the UNIFAC predictions are good- 
much better than the regular solution predictions of Fig. 95-1. Although the UNIFAC predic- 
tions for all systems are not always as good as for the benzene-2,2,4-trimethyl pentane system, -. 
W A C  with its recent improvements is the best activity coefficient prediction method cur- 
rently available. tti 

9.7 FUGACITY OF SPECIES IN NONSIMPLE MIXTURES 

To estimate the fugacity of a species in a gaseous mixtuie using the Lewis-Randall 
rule, 
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SB 

Figure 9.6-2 UNIFAC predictions for the activity coefficients of the benzene-2,2,4-trimsthyl 
penranc system. The points are activity coefficients derived from experimental data. 

we need the fiigacity of pure species i as a vupor at the temperature and pressure of [he 
mixture. In a nonsimple gaseous mixture at least one of the pure components does not 
exist as a vapor at the mixture temperature and pressure, so f i V ( ~ ,  P)  for that species 
cannot be computed without some sort of approximation or assumption. To estimate 
the fugacity of a species in a liquid mixture from an activity coefficient model, one 
uses 

- 
. f ; (T,  P ,  x) = xiyi(T, P, z)fiL(T, P )  (9.7-2) 

and one would need the fugacity of pure species i as a liquid at the temperature and 
pressure of the mixture. In'& nonsimple liquid mixture, at least one of the components, 
if pure, would be a solid or a vapor at the temperature and pressure of the mixture. so 
it is not evident how to compute.fiL(~, P )  in this case. . 

The study of vapor-liquid equilibria (Sec 10.1) of the solubility of gases in liquids 
(Sec. 11.1), and of the solubility of solids in liquids (Sec. 12.1), all involve nonsimple 

.mixtures. To see why this occurs, consider the criterion for vapor-liquid equilibrium: 

T)(T, p, = ??(T, p, 

Using Eqs. 9.7-1 and 9.7-2, we have 

xiyi(T, P ,  ~)fiL'(r, P )  = yifiV(T, P )  

To use this equation we must estimate the pure component fugacity of each species as 
both a liquid and a vapor at the temperature and pressure of the mixture. However, at 
this temperature and pressure either the liquid or the vapor will be the stable phase for 
each species, generally not both.15 

Consequently, at least one of the phases will be a nonsimple mixture. In most vapor- 
liquid problems both phases wiU be nonsimple mixtures, in that species with pure 
component vapor pressures greater than the system pressure appear in the liquid phase, 
and those with vapor pressures less than the system pressure appear in the vapor phase. 

For those situations one can proceed in several ways. The simplest, and most accu- 
rate when it is applicable, is to use equations of state to compute species fugacities in 

15~nless,  Fortuitously, the system pressure is equal to the vapor pressure of that species. 
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mixtures, thereby avoiding the use of Eqs. 9.7-1 and 9.7-2 and the necessity of com- 
puting a pure component fugacity in a thermodynamic state that does not occur. Thus, 
when an equation of state (virial, cubic, etc.) can be used for the vapor mixture, a non- 
simple gaseous mixture can be treated using the methods of Sec. 9.4. Similarly, if a 
nonsimple liquid mixture can be described by an equation of state, which is likely to 
be the case only for hydrocarbons and perhaps hydrocarbons with dissolved gases, i t  
can also be treated by the methods of Sec 9.4. 

If an equation of state cannot be used, one can, in principle, proceed in either of two 
ways. T%e first procedure is to write the Gibbs energy of 111ixing as 

where h m i , ~ ' "  and sex have their usual meanings, and A_G' is the Gibbs energy 
change of converting to the same phase as the mixture those species that exist in other 
phases as pure substances. For example, A_G' might be the Gibbs energy change of 
producing pure liquids from either gases or solids before forming a liquid mixture. 
The partial molar Gibbs energy and fugacity of each species in the mixture would then 
be computed directly from Am&. In practice, however. the calculation of A_G' can 
be difficult, since it may involve the estimation of the Gibbs energy of substances in 
hypothetical states (i.e., a liquid above its critical point). 

A second, more straightforward procedure is to use Eqs. 9.7-1 and 9.7-2 and the 
models for yi considered in Secs. 9.5 and 9.6,. but with estimates for the pure compo- 
nent fugacities of the hypothetical gases and liquids obtained by simple extrapolation 

.. . procedures. Of course, such extrapolation schemes have r?o real physical or chemical 
,. . . basis: they are, rather, calculational methods that have been found empirically to lead 

to satisfactory predictions, provided the extrapolation is not too great. The first extrap- 
---01ation scheme to be considered is for the liquid-phase fugacity of a species that would 

be a vapor as a pure component at the temperature and pressure of the mixture. The 
starting point here,is the observation that the fugacity of a pure liquid is equal to its 
vapor pressure if the vapor pressure is not too high (or the product of Pv" and the 
fugaciry coefficient at higher vapor pressures). Consequently, one takes the fugacity of 
the hypothetical liquid at the temperature T and the pressure P to be equal to the vapor 

. pressure of the re.al liquid at the same temperature [even though Pvap(T) > PI. ~ h u s ,  
in Illustration 10.1-2, where we consider vapor-liquid equilibrium for an n-pentane, 
n-hexane, and n-heptane mixture at 69°C and 1 bar, the fugacity of "liquid" n-pentane, 

. for use in Eq. 9.7-2, will be taken to be equal to its vapor pressure at 69"C, 2.72 1 bar. 
To calculate the fugacity of a pure vapor from corresponding states that, at the con- 

ditions of the mixtbre, exists only as a liquid, we will use Eq. 7.8-1 with J ~ ( T ,  P) 
equal to the total pressure, if the pressure is low enough, or 

at higher pressures. Here, however, the fugacity coefficient is obtained not from Fig. 
7.4-1, but rather from Fig. 9.7-1, which is a corresponding states correlation in which 
the fugacity coefficient for gases has been extrapolated into the liquid region. (You 
should compare Figs. 7.4-1 and 9.7-1 .) 

Exinpolation schemes may also be used in some circumstances where the desired 
phase does not exist at any pressure for the temperature of interest-for example, to 
estimate the fugacity of a "liquid" not too far above its critical temperature, or not much 
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Reduced pressure P, = P/P, 
. - 

Figure 9.7-1 Fugacity coefficients of gases and vapors. (Reprinted with permission from 0. A. Hougen and K. ILI. Watson. 
Chemical Process Principles Charts, John Wiley & Sons, New York, 1946.) In this figure 2, = 0.27. 

below its triple-point temperature. As an example of the methods used. we consider the 
estimation of the liquid-phase fugacity at temperatures below its triple point (so that the 
solid is the stable phase) and also at temperatures above its critical temperature (where 
the gas is the stable phase) for the substance whose pure component phase diagram 
is given in Fig. 9.7-2a. In either case the first step in the procedure is to extend the 
vapor pressure curve, either analytically (using the Clausius-Clapeyron equation) or 
graphically as indicated in Fig. 9.7-2b, to obtain the vapor pressure of the hypothetical 
liquid. l 6  

In the case of the subcooled liquid, which involves an extrapolation into the solid 
region, the vapor pressure is usually so low that the fugacity coefficient is close to 
unity, and the fugacity of this hypothetical liquid is equal to the extrapolated vapor 
pressure. For the supercritical liquid, however, the extrapolation is above the critical 
temperature of the liquid and yields very high vapor pressures, so'that the fugacity 
of this hypothetical liquid is equal to the product of the extrapolated vapoi pressure 
and the fugacity coefficient (which is taken from the corresponding-states plot of Fig. 
9.7-1). 

Another way to estimate the "subcooled" liquid fugacity f: below the melting point 
is to use heat (enthalpy) of fusion data and, if available, the heat capacity data for both 

16~oraccunte extrapolations In PVaP should be plotted versus 1 /T  a s  in Sec. 7.5. 
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Figure 9.7-2 (a) P-T phase diagram for a typical substance. (b) P - 7  phase diagram with 
dashed lines indicating extrapolation of the liquid-phase vapor pressure inro the solid and su- 
percritical regions. (c) P-T phase diagram with a dashed line indicatins extrapolation of the 
sublimation pressure of the solid into the liquid region. 

the solid and liquid to compute the Gibbs energy of fusion Afus_G(T ). which is related 
to the fugacity ratio as follows: 

The value of Afus_G(T)  is computed by separately calculating Ahs_H(T)  and Afus_S(T), 
and then using the relation Afus_G(T) = Afus_H(T)  - TAfUs_S(T) .  To compute the 
enthalpy and entropy changes of fusion, we suppose that the melting of a solid (below 
its normal melting point) to form a liquid is carried out iil the following three-step 
constant-pressure process: 

1. The solid is heated at fixed pressure from the temperature T to its normal melting 
temperature T,, . 

2. The solid-is the.n melted to form a liquid. 
3. The liquid is cooled withotit solidification from T, back to the temperature of the 

mixture. 

The enthalpy and entropy changes for this process are 

where ACp = C: - c;. 
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Note that Eqs. 9.7-4 and 9.7-5 relate the cnthalpy and entropy changes of fusion at 
any temperature T to those changes at the melting point at the same pressure. Now 
since _G = _H - TS,.and Arus_G(T = T,,,) = 0, Eq. 9.7-5 can be rewritten as 

and, therefore, 

Therefore, 

As heat capacity data may not be available, this equation is usual!y simplified to 

I I 

Therefore, if the sublimation pressure of the solid, which is equal to the solid fugacity 
f: and the heat of fustion at the melting point, are known, the fugacity of the hypo- 
thetical liquid, or liquid below its melting temperature, can be computed. 

The fugacity of a hypothetical superheated solid can be estimated by extrapolating 
the sublimation pressure line into the liquid region of the phase diagram. This is indi- 
cated in Fig. 9.7-2c. The fugacity coefficient is usually equal to unity in this case. 

For species whose thermodynamic properties are needed in hypothetical states far 
removed from their stable states, s ~ c h  as a liquid well above its critical point, the 
extrapolation procedures discussed here are usually inaccurate. In some cases special 
correlations or prescriptions are used; one such correlation is discussed in Chapter 1 1. 
In other cases different procedures, such as those discussed next, are used. 

The fugacity of a very dilute species in a liquid mixture (e.g., a dissolved gas or 
solid of limited solubility) is experimentally found to be linearly proportional to its 
'mole fraction at low mole hctions, that is, 

The value of the "constant of proportionality," called the Henry's law constant, is 
dependent on the solute-solvent pa.r,_temperature, and pressure. At higher concentra- 
tions the linear relationship between f :(T, p, x) and mole fraction fails; a form of Eq. 
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1b1: and ideal Henry's law solutions. (a) 
Solute fugacity versus mole fraction. 
(b) Solute fugacity versus rnolaliky. 

9.7-9 can be'used at these higher concentrations by introducing a new activitj coeffi- 
.cient yi*(T, P, x i )  so that 

Henry's law based on 
mole fraction 

The dashed line in Fig. 9.7-30 is the fugacity of an ideal Henry's law component, that 
is, a species that obeys Eq. 9.7-9 over the whole concentration range, and the solid 
lines represent two real solutions for which yi*(T, P, x) is not equal to unity at all 
concentrations. 
. Note that the Henry's law activity coefficient y: is different from the activity coeffi- 

cient yi defined earlier. In particular, in solutions considered here y,' -;r 1 as xi -+ 0. 
whereas for the usual activity coefficient yi -;r 1 as xi -+ 1. We can relate these two 

. activity coefficients by comparing Eqs. 9.7-2, 9.7-9, and 9.7-10. First, equating Eqs. 
9.7-2'and 9.7-5 gives 

y,'(T, P ,  &)Hi(T, P )  = yi(T, P, z ) f i L ( ~ ,  P)  (9.7-11) 

Taking the limit as xi -+ 0 [remembering that y:(T, P ,  xi = 0 )  =.I]  yields 

Hi(T, P )  = yi.[T, p7 xi = o>fiL(r, p )  . . (9.7-12) 

Using this relation in Eq. 9.7- 1 1 gives 
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or simply 

so that the activity coefficient yi* is equal to the ratio of the activity coefficient yi to its 
value at infinite dilution. 

If a solute-solvent pair were ideal in the Henry's law sense, Eq. 9.7-4 ivould be 
satisfied at all mole fractions; in particular. at xi = 1, 

Thus, the Henry's law constant is the hypothetical fugacity of a solute species as a pure 
liquid extrapolated from its infinite-dilution behavior; we will denote this by f i* (T, P )  
(see Fig. 9.7-3n). Thus I 

Using Eq. 9.2- 10, .we can also write 

where _G: ( T ,  P )  is the (hypothetical) molar Gibbs free energy of the solute species as 
a pure liquid obtained from extrapolation of its dilute solution behavior. 

The fugacity of a very dilute species can also be written as 

Here Mi is the rnolality of species i, that is, the number of moles of this species per 
1000 g of solvent,17 and Xi is the Henry's law constant based on molality; its value 
depends on the solute-solvent pair, temperature, and pressure. For real solutions the 
activity coefficient q'?(T, P, Mi) is introduced, so that . 

Henry's law based on 
rnolality I 1 

Clearly, y y ( T ,  P, Mi)  -+ 1 as Mi 0. The behaviors of real and ideal solutions are 
indicated by dashed and solid lines; respectively, in E g  9.7-3b. 

T ~ ( T ,  P ,  Mi) = Miy,"(T, P ,  M i ) x i ( T ,  P )  

l 7 ~ h e  rnolality of a solution consisting of ni moles of solute inn, moles of a solvent of molecular weight ms is 

(9.7-17) 

whereas the mole fraction of solute i is 
.- 

where the summation is over all solutes. At low solute concenhtion ns >> zj nj, and thke equations reduce to 
xi = ni/ns and Mi = rilOOO/mS, so that Mi and xi are linearly related. Therefore, it is not surprising that both 
Eqs. 9.7-9 and 9.7-16 are satisfied Furthermore, Hi = l W i / m s .  
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From Eq. 9.7-17 we have that the molal Henry's law constant is equal to the fugacity 
of the solute species at unit molality in an ideul Hetzry's law solution; that is, 

where the ideal-solution unit molality fugacity ~ F ( T ,  P, Mi = 1 )  is obtained by ex- 
trapolation of dilute solution behavior to 1 mola1;as indicated in Fig 9.7-3b. Using the 
analysis that led to Eq. 9.7-13, one can show that 

and that 

,,' 

G i ( ~ ,  P, Mi) = G ~ ( T ,  P ,  Mi = I) + R T  In ( l w i ~ P ( T ,  P ,  M i ) )  (9.7-20) 
Mi = 1 

The value of the partial molar Gibbs energy of species i in the (hypothetical) ideal 
solution G ~ ( T ?  P ,  Mi = 1) is ~.btained by assuming ideal solution behavior and ex- 
trapolating the behavior of G i ( T ,  P ,  Mi)  in very low-molality solutions to one moial. 
The value of G"and _GT, as well) obtained in this way depends on temperature, pres- 
sure, and the solute-solvent pair. 

It is useful to identify the physical significance of the quantities used here and to 
relate them to the analogous quantities for simple mixtures. In a simple liquid mixture, 
the properties of the pure components dominate the partial molar properties, and we 
have 

where fiL(l-. P )  is .the pure component fugacity (i.e., the fugacity of species i when 
it interacts only with other molecules of the same species), and the explicit mole frac- 
tion accounts for its dilution. The activity coefficient yi arises because the nature of 
the interaction between the solute species i and the solvent is different from that be- 
tween solute molecules, so that yi accounts for the effect of replacing solute-solute 
interactions,with solute-solvent interacf ons. By using a Henry's law description for a 
nonsimpie mixture, we recognize that, for the solute species, the liquid mixture and 
'pure component states are very different. The implication of using 

~ F ( T ,  P ,  Mi) = Miy,"(T, P ,  Mi)'Hi(T, P )  

is that the properties of the solute species in solution are largely determined by solute 
molecules interacting only with solvent molecules, which are taken into account by 
the Henry's law constants Hi and 'Hi. In this case, the activity coefficients y{  and 
y 4  'account for the effect of replacing solute-solvent interactions with solute-solute 
interactions. Therefore, the values of the Henry's law constants depend on both the 
solvent and the solute. That is, the Henry's law constant for a solute in different solvents 
will have different values. 
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We will have occrtjion to use the Henry's law descriptions (on both a mole frac- 
tion and a molality basis) and the associated activity coefficients several times in this 
book. The immediaic disadvantage of these choices is that f:(~, P, xi = 1) and 
f ?(T ,  P ,  Mi = I ) cLn be obtained only by extrapolation of experimental information 
for very dilute solutions. However, this information may be easier to obtain and more 
accurate than that @brained by estimating the pure liquid fugacity of a species whose 
equilibrium state is s supercritical gas or  a solid below its triple-point temperature. 

It is left as an exercise for you to relate the regular solution and UNIFAC model 
predictions for yi* and yi0 to those already obtained for yi (Problem 9.10). 

Another example of a nonsimple mixture is a protein in aqueous solution. It is a 
nonsimple mixture kcause  the protein. as a pure species, does not exist as a liquid. 

Activity coefficients of A quantity of interest when dealing with proteins is the biological activity, that is, 
proteins how efficient the proreinsare in catalyzing biological processes. A property that is of 

less importance but may,hfluence the biological activity is the thermodynamic activity 
of proteins in aqueous Solution, and as with any mixture, solution nonidealities arise. 
However, one is generally interested in the thermodynamic activity of only the protein, 
not the solvent (ususlly water). Since the molecular weight of the protein might not 
be known precisely I for example, because the protein may aggregate. polymerize, or 
depolymerize), i t  is common to describe the protein concentrations in mass per unit 
volume (usually c; in gramdliter) and the solution nonideality using a virial-type ex- 
pansion: 

where the activity ccdficient y; is defined on a Henry's law basis, so  that 

ni, = CiYi with y: + 1 as ci + 0 (9.7-22) . , 
where ni is the thermodynamic activity. with units of concentration. 

ILLUSTRATION 9.7-1 
The Activity Coeflcienr of ~erno~lobin 

The following data are available on the activity coefficieniof hemoglobin in aqueous ~olution.'~ 

Compute the hemoglobin activity as a function of concentration, and fit those results using Eq. 
9.7-21. 

It is the activity coefficients, rather than the activities, that should be fit. So the first step is to 
calculate the activity coefficient at each concentration from y (c )  = a (c )  l c .  The result is 

i. -, - 1 

t -. , * , , +  ''A. P. Minton, 3. Molec BioL 110,89 (1977). 
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We find that the equation 

In y i 0 =  7.139 x 10-"c; f 6.940 x .c l+3 .116  x lo-' .c; 

provides a good fit to the activity coefficients, as shown in the figure below. 
I 

The activiry coefficients of hemoglobin as a function of 
concentration. The line is the fit of Eq. 9.5-24, and the 
points are the reported data. 

9.8 SOME COMMENTS ON REFERENCE AND STANDARD STATES 

.We have referred to a number of reference states and standard states in this book. 
Therefore, it is useful to review these concepts and build upon them here. The need for 
a reference state arises largely in the development of tables and charts of thermody- 
namic properties. In thiscase the reference state is a single state of fixed temperature 
and pressure at which the values of certain properties (typically either internal energy 
or enthalpy and either entropy or Gibbs energy) are set equal to zero. One common 
choice for the reference state is some convenient temperature and pressure (now 1 bar, 
previously 1 atmosphere) and the fluid as an ideal gas. Another common choice is a 
pure liquid at 1 bar and some convenient temperature. Thk values of all other proper- 
ties are then computed as changes from those in the fixed reference state. Zero pressure 
cannot be used as the reference state because the entropy and Gibbs and Helmholtz en- 
ergies diverge in this limit. 

The need for a standard state arises in the definition of activity coefficients and 
in chemical transformations. In this case the temperature of the standard state is not 
fixed as in the definition of a reference state, but is the temperature of the system. The 
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pressure is fixed, generally at 1 bar or 1 atmosphere. However. different states are used 
depending on the state of aggregation. For the gas phase, the pure component as an 
ideal gas is used as the standard state. Since pressure and composition are fixed. the 
standard-state properties are a function only of temperature. If _G3(T) is the standard- 
state Gibbs energy in the ideal gas state, and p O ( T )  is the standard-state chemical 
potential in the ideal gas state, then _GO(T) '= ,uO(T) and 

and 

c i ( ~ ,  P ,  5 )  = _GT(T) + RT In Ti ( T ,  P, 5) (9.8-1) 
1 bar 

pi(T,  P , s )  = pP(T) +. RT ln 
J ' i  ( T ,  P ,  s) 

(9.8-2) 
1 bar 

If _Gy(T) is given as a function of tempera&re, the standard-state enthalpy and entropy 
can be obtained as follows: 

and 

The standard state for a pure liquid or solid is taken to be the substance in that state 
of aggregation at a pressure of 1 bar. This same standard state is also used for liquid 
mixtures of those compontnts that exist as a liquid at the conditions of the mixture. 
Such substances are sometimes referred to as "liquids that may act as a solvent." For 
substances that exist only as a solid or a gas in the pure component state at the ternpera- 
ture of the mixture, sometimes referred to as "substances that can act only as a solute," 
the situation is more complicated, and standard states based on Henry's law may be 
used. In this case the pressure is again fixed at I .bar, and thermal properties such as the 
standard-state enthalpy and heat capacity are based on the properties of the substance 
in the solvent at infinite dilution, but the standard-state Gibbs ei-rergy and entropy are 
based on a hypothetical state of unit concentration (either unit molality or unit mole 
fraction, depending on the form of Henry's law used), with the standard-state fugacity 
at these conditions extrapolated from infinite-dilution behavior in the solvent, as shown 
in Fig. 9.7-3a and b. There fo r~ jus t  as for a gas, where the ideal gas state at 1 bar is a 
hypothetical state, the standard state of a substance that can only behave as a solute is a 
hypothetical state. However, one important characteristic of the solute standard state is 
that the properties depend strongly upon the solbent used. Therefore, the standard-state 
properties are a function of the temperature, the solute, and the solvent. This can lead 
to difficulties whena mixed solvent is used. 

9.9 COMBINED EQUATION-OF-STATE AND EXCESS GIBBS ENERGY MODEL 
-. 

As has already been mentioned, simple cubic equations of state with the van der Waals 
one-fluid mixing rules of Eqs. 9.4-8 and 9.4-9 are applicable at all densities and tem- 
peratures, but only to mixtures of hydrocarbons or hydrocarbons with inorganic gases. 
That is, this model is applicable to relatively simple mixtures. On the other hand, excess 
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Gibbs energy or activity coefficient models were developed to describe mixtures of any 
degree of solution nonideality. including mixtures involving polar organic chemicals, 
but only in the liquid state. Further, the parameters in activity coefficient models are 
very temperature dependent, these models are not applicable to expanded liquids (as 
occurs at high temperatures) or to the vapor phase, and there is also the problem of 
defining a hypothetical standard state and the standard-state properties for a compo- 
nent that exists as a gas in the pure component state at the temperature and pressure 
of the mixture, especially if the component is above its critical temperature (see Sec. 
9.7). The latter problem results in difficulties in, for example, describing the solubil- 
ity of hydrogen or nitrogen in liquids. The absence of an accurate gas-phase model 
for polar organic compounds has resulted in difficulties in describing the vapor-liquid 
equilibrium of polar mixtures at high temperatures and pressures, and for describing 

. supercritical extraction processes. 
/ Recently methods have been developed that combine an equation of state with an 

excess Gibbs energy (or, equivalently, activity coefficient) model and that allow sim- 
ple equations of state to accurately describe all mixtures, including highly nonideal 
mixtures over large ranges of temperature and pressure without having to deal with hy- 
pothetical standard states and the other shortcomings of the direct use ogactivity coeffi - 
cient models. The underlying idea of these models is to recognize that cubic equations 
of state, such as the van der Waals and Peng-Robinson equations, have two constants, 
a and b, and that this provides an opportunity to satisfy two boundary conditions. 

One useful boundary condition is that at low density the composition dependence of 
the second virial coefficient obtained from an equation of state should agree with the 
theoretically correct result of Eq. 9.4-5. 

.derived from statistical mechanics. Since it has already been shown (Problem 6.14) 
that the second virial coefficient from a cubic equation of state is 

the first boundary condition is 

Equation 9.9-3 does not give values'for the mixture parameters a and b separately, 
but only for their sum. A second equation comes from requiring that the excess Gibbs 
energy predicted from an equation of state at liquidlike densities be equivalent to that 
from excess Gibbs energy or activity coefficient models discussed in Secs. 9.5 and 9.6. 
Since, from an equation of state, as P + oo, _V + b and _Vm, + bmix, so that liquid 
densities are obtained, .the second equation that is used is 

where the subscripts EOS and y indicate _AeX as computed from an equation of state 
and an activity coefficient model, respectively. The use of the excess Helmholtz energy 
rather than the excess Gibbs energy deserves some explanation. From the relationship 
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between the Helmholtz and Gibbs energies, we have 

Empirically it is found that, at liquid densities, _ArX is rather insensitive to pressure, 
while _Ge" diverges as P -+ oo because of the P_VeX term. Therefore, in the P -+ oo 
limit it is _ACX rather than Ge" that should be used. 

Further, since _AeX is only a weak function of pressure at liquid densities, it is reason- 
able to assume that the excess Helmholtz energy at infinite pressure can be replaced as 
follows: 

Ae"(T, P -+ oo, ;) = _Aex(T, P = 1 bar, 5) - (9.9-6) 

or if not 1 bar, at some other pressure at which experimental data are available (obtained 
,as described in Chapter 10). Finally, since the P_VeX term makes only a negligible 

' I  contribution at low pressures in Eq. 9.9-5, we can combine Eqs. 9.9-4,9.9-5, and 9.9-6 
to obtain 

Ages ( T ,  P -+ co, 5 )  = _Ay(T, P -+ co, ;) - 
= AeyX(T, P = 1 bar, ;) = _Gy(T, P = 1 bar,;) (9.9-7) 

- 

It is the relationship between the first and last terms in this equality that we will use. 
To proceed further, we note that as P -+ co (and _Vi  -+ bi, _Vmi, -+ b)  we obtain 

(Problem 9.3 l), where C* is a constant whose value depends u on thee uation of state 
used; its value is - 1 for the van der Waals equation, and [In( 4 2- I)]/ 4 2 = -0.623 23 
for the Peng-Robinson equation. Combining all of the equations above, we get the 
following mixing rules: 

These equations are usually referred to as the wong-sandler19 mixing rules (Problem 
9.32). 

The equations above still leave the cross term (bij - ai j /RT)  unspecified. This quan- 
tity is usually derived from either of the following combining rules 

1 9 ~ .  S. H. Wong and S. I. Sandler, AIChEJ., 38,671-680 (1992). '- 
I- -.. . >. .L . 
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The second of these equations has the advantage of being more similar to the van der 
Waals one-fluid mixing rules of Eqs. 9.4-8 and 9.4-9 and, as with those equations, both 
of the combining rules above introduce a single adjustable parameter, k i j ,  for each pair 
of components. 

The mixing and combining rule combination introduced here is very useful for de- 
scribing and even predicting the phase behavior of both moderately nonideal and highly 
nonideal mixtures over large ranges of temperature and pressure. This will be demon- 
strated in the next chapter. 

The fugacity coefficient for this nlising rule is (Problem 9.33) 

where 
. > 

Although these equations look complicated; they are in fact easily programmed. 

-. 
9.10 ELECTROLYTE SOLUTIONS 

So far in this chapter we have considered mixtures of electrically neutral molecules. 
However, liquid solutions containing ionic species, especially aqueous solutions of 
acids, bases, and salts, occur frequently in chemical and biological processes. Charged 
particles interact with coulombic forces at small separations and, because of the forma- 
tion of ion clouds around each ion, with damped coulombic forces at larger separation 
distances. These forces are stronger and much longer-range than those involved in the 
interactions of neutral molecules, so that solute ions in solution interact at very low 
concentrations. Consequently, electrolyte solutions are very nonideal in the sense that 



4 6  Chapter 9: Estimation of the Gibbs Energy and Fugacity of a Component in a Mixture 

the electrolyte Henry's la\v activity coefficient g p  of Eq. 9.7-17 is significantly differ- 
ent from unity at very low electrolyte concentrations; also, the greater the charge on 
the ions, the stronger their inteiaction and the more nonideal the solution. Since the 
solution models discussed in the preceding sections do not allow for the formation of 
ion clouds, they do not apply .to.electrolyte solutions. 

In this section we discuss certain characteristics of electrolyte solutions and present 
equations for the prediction or correlation of electrolyte activity coefficients in solution. 
Since the derivations of these equations are complicated and beyond the scope of this 
book. they are not given. 

An important characteristic of electrolyte solutions is that they are electrically con- 
ductive. A useful measure is the equivalent conductance, R, the conductance per mole 
of charge. A strong electrolyte is one that is completely dissociated into ions. In this 
case the equivalent conductance is high, and decreases only slowly witfi increasing 
concentration. A weak electrolyte is only partially dissociated into its constituent ions, 
and its equivalent conductance is less than that of a strong electrolyte at any concentra- 
tion but increases rapidly as the concentration decreases. This is because there is more 
complete dissociation and therefore more ions per mole of electrolyte in solution as 
the concentration of a weak electrolyte decreases. Sodium chloride, which completely 
dissociates into sodium and chloride ions, 

is an example of a strong electrolyte, while acetic acid, which is only partially dissoci- 
ated into sodium and acetate ions, 

is an example of a weak electrolyte. This partial dissociation is described by a chemical 
equilibrium constant, as.discussed in Chapter 13. 

Our interest is with an electrically neutral electrolyte, designated by A,+B,-, which, 
in solution, dissociates as follows: 

Here v+ and v- are the numbers of posi~ive ions (cations) and negative ions (anions) 
obtained from the dissociation of one electrolyte molecule, and z+ and z-'are the 
charges of the ions in units of charge of a proton (i.e., z+ and z- are the valences of 
the ions). For an electricaIly neutral salt, v+: v-, z+, and z- are related by the charge 
conseivation (or electrical neutrality) condition that 

An important consideration in the study of electrolytes is that the concentration of 
any one ionic species is not independently variable because the electrical neutrality 
of the solution must be maintained. Thus, if NA and NB are the numbers of moles of 
the A=+ and Bi- ions, respectively, that result frbm the dissolution and dissociation of 
A,,B,-, N A  and NB are related by 

Electrical neutrality z+NA + Z-NB = 0 I (9.10-3) 
This restriction has an important implication with regard to the description of elec- 
trolyte solutions, as will be evident shortly. 
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A solution of a single electrolyte in a solvent contains four identifiable species: the 
solvent, undissociated electrolyte, anions, and cations. Therefore, i t  might seem ap- 
propriate, following Eqs. 8.1-12 and 8.1-13, to write the Gibbs energy of the solution 
as 

where Ns and NAB are the mole numbers of solvent and undissociated electrolyte, and 
Ci is the partial molar Gibbs energy of species i, that is, 

Since solutions with low eiectrolyte concentrations are of most interest, the solute ac- 
tivity coefficients in electrolyte solutions could, in principle, be defined, following Eq. 
9.7-20, by 

Ci(r,  P ,  Mi) = + R T  In(y:Mi/(Mi = I)) (9.10-6) 

where Mi is the molality of species i, Go is its Gibbs energy i n  an ideal solution of unit 
molality, and y: is the activity coefficient defined such that y," approaches unity as Mi 
approaches zero. Thus, we have for the undissociated electrolyte, and, in principle. for 
each of the ions, that 

&(T,  P ,  Mg) = Ct  + RT I ~ ( ~ ; M ~ / ( M B  = l ) j  

.The difficulty with this description is that GA and GB are not separately measurable. 
because, as a result of Eq. 9.10-3, i t  is not possible to vary the number of moles of 
cations holding the number of moles of anions fixed, or vice versa. (Even in mixed 
electrolyte solutions, that is, solutions of several electrolytes, the condition of overall 
electrical neutrality makes it impossible to vary the number of only one ionic species.) 
To maintain the present thermodynamic descri.ption of mixtures and, in particular, the 
concept of the partial molar Gibbs energy, we instead consider a single electrolyte solu- 
tion to be a three-component system: solvent, undissociated electrolyte, and dissociated 
electrolyte. Letting NAB,D be the moles of dissociated electrolyte, we then have 

where GAB,D, the partia!molar Gibbs energy of the dissociated electrolyte, Cs, and 
GAB are all measurable. 

Comparing Eqs. 9.10-4-and 9.10-8 yields 

so that 
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Finally, we define a mean ionic activity coefficient, y*, by 

Mean ionic activity 
coefficient 

a mean ionic molality, hl=, by 

Mean ionic molality 

and 

to obtain 

-wherev = v+ +v-. 
As i t  is the mean activit? coefficient, and not the activity coefficients of the individ- 

ual ions, that is measurable. in the remainder of this section our interest is in formi~las 
for y* .  Also, since we will be concerned mostly with low electrolyte concentrations in 
aqueous solutions, in the application of these formulas the distinction between molal- 
ity (moles per kilogram of solvent) and concentration in molarity (moles per liter of 
solution) will sometimes bz ignored. 

P. Debye and E. ~iickctl. '~ using a statistical mechanical model to obtain the aver- 
age ion distribution around .ions in solution, derived the following expression for the 
dependence of y, on electrolyte concentration 

Debye-Hiickel limiting 
law 

The bracketed term in this equation is the absolute value of the product of ion valences, 
a is a parameter that depends on the solvent and the temperature (see Table 9.10- 1 for 
the values of water), and I is the ionic strength, defined as 

Ionic strength 

where the summation is over all ions in solution. - 
Equation 9.10-15 is exact at very low ionic strengths and is usually referred to as the 

Debye-Hiickel limiting l a x  Unfortunately, significant deviations from this limiting 

'OP. Debye and E. Hiickel, Phys. Z. 24,185 (1923). 
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Correction to the 
Debye-Hiickel. limiting -" 
law 

Table 9.10-1 Values of the Parameters in the Equations 
for y* for Aqueous Solutions " 

T PC> a (rnoln<g)-If' ,B [(mol/kg)'/' A]-I 

0 1.129 0.3245 
5 1.137 0.3253 

10 1.146 0.326 1 
15 1.155 0.3269 
20 1.164 0.3276 
25 1.175 0.3284 
30 1.184 0.3292 
40 1.206 0.3309 
50 1.230 0.3326 
60 1.255 0.3343 
70 1.283 0.3361 
80 1.313 0.3350 
90 1.345 0.3400 

100 1.379 0.3420 

law expression are observed at ionic strengths as low as 0.01 molal (see Fig. 9.10-1). 
For higher electrolyte concentrations, the following empirical and semjtheoretical mod- 
ifications of Eq. 9.10- 15 have been proposed: 

In these equations p is the parameter given in Table 9.10- 1 and cr is a constant related to 
the average hydratedradius of ions, usually about 4 A. In practice, however, the product 
pa is sometimes set equal to unity or treated as an adjustable parameter. Similarly, 6 is 
sometimes set to 0.1 lz+z- 1 and sometimes taken to be an adjustable parameter. 

ILLUSTRATION 9.10-1 
Use of Electrolyte Solution Models - 

The data below are for the activity coefficients of HCl in aqueous hydrochloric acid solutions as 
a function of HCl molality at 25°C. Compare the predictions of the Debye-Huckel model (Eqs. 
9.10-15 and 9.10-16), and the extended Debye-Hiickel models (Eqs. 9.10- 17 and 9.10-18) with 
these data. 
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Figure 9.10-1 The activity coefficients of various salts in aqueous solution at 25'C as a function 
of the salt molnrity M. The solid line is the c!xperimental data (from R. A. Robinson and R. H. 
Stokes, Elrcrrol-yte Solltrions, 2nd ed., Butterworth, London, 1959). The line - - - is the result 
of the Debye-Huckel limiting law, Eq. 9.10-15. and the dashed line is the prediction of Eq. 9.10- 
IS, with /?a = I and 6 = 0.1 Iz+z-1. Note that for NaCl I = M; for Cacti I = 31Vl:  and for 
C U S O ~  I = 4M. 

SOLUTION 

Hydrogen chloride is a strong electrolyte, and is fully ionized. Therefore, 

In Fig. 9.10-2 the experimental data are plotted as  points together with the curves that result 
from the use of the Debye-Hiickel limiting law (Eq:9.10-15), of the extended version of Eq. 
9.10-17 with pa = 1, of Eq. 9.10-18 with pa = 1 and 6 = O.l,.and finally, of Eq. 9.10-18 with 
Ba = 1 and 6 = 0:3. As can be seen, the last equation provides a good correlation with the 
experimental mean molal activity coefficient data. La 

ILL~JSTRATION 9.10-2 . 
Anorher Electrolyte Solution Example - .  
The following data are available for the mean ionic activity coefficient of sodium chloride in 
water at 25°C. 
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Figure 9.10-2 Mean molar activity coefficient for hydrogen chloride in water at 25OC as 
a function of the square root of the ionic strength I = ikIHCI. Points are the experimental 
data, and the lines are the results of various models. 

a. Compare the predictions of the Debye-Hiickel limiting law with these dark 

Molality y* 

0.0 1 .OO 
0.1 0.778 
0.25 0.720 
0.5 0.68 1 
0.75 0.665 
1 .O 0.657 

where I is the ionic strength. 
b. Compare the predictions of the following version of the extended Debye-Huckel limiting 

law with these data. 

Molality y+ 

2.0 0.669 
3.0 0.714 
4.0 0.782 
5.0 0.873 
6.0 0.957 

c. Correlate the data with the following expr:ssion, in which S is an adjustable parameter. 

SOLUTION 

The results are given'in the figure below. Clearly, only Eq. 3, with a fitted value of 6 = 0.137, 
gives an acceptable description of the experimental data over the whole concentration range. 
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Equation 9.10-15 is frequently satisfactory for the correlation of the mean molal ! 

I 
activity coefficient data for solutions of low molality (see Figs. 9.10-1 and 9.10-2). 
In general, the accuracy of this equation is best for a z+ = 1, 2- = - 1 electrolyte ; 
(termed a I :1 electrolyte) and becomes progressively less satisfactory for electrolytes 
of 1 2 ,  2:2, and so on, which are increasingly more nonideal. This should be kept in 
mind in using the equations here. 

The equations in  this section are valid for solutions of several electrolytes, or mixed 
electrolyte solutions, as well as single electrolytes. In the former case there are several 
mean activity coefficients, one for each electrolyte, and the equations here are used to 
compute the value of each. In this calculation the ionic strength I is that computed by 
summing over all ions in solution and, consequently, is the same for each electrolyte in 

. the solution. . . 
There are,few solution models valid for moderate and high concentrations of elec- 

trolytes. Perhaps the most successful is the model of ~itzer:" 

Molality and rnolarity 

r e x  

-- - f ( I )  + F,y,  ,?ij(l)Mi Mj  + CC Y,Jijjl;~i~j~i, (9.10-19) - D T  
l l , , , l \ l  

i j i j k  

where Gex/n ,  is the excess Gibbs energy per kilogram of solvent, Mi is the molality 
of each ion or neutral solute present, and f ( I )  is the Debye-Hiickel term. Finally, AIj  
and &jk. are the second and third virial coefficients among the species present, with AU 
also be~ng a function of ionic strength I. 

Although Eq. 9.10-19 has a large number of pzameters, especially for mixed elec- 
trolyte solutions, it has been useful in representing the thermodynamic behavior of 
electrolyte solutions all the way from dilute solutions to molten salts. 

Before leaving this section, one comment about the concentration units used should 
be made. Molality, which we have used here and indicated by.the symbol M, is con- 
centration expressed as moles of solute per kilogram of solvent. Molarity, defined as 
the number of moles of solute per liter of solution, is +so a commonly used concen- 
tration unit. However, because the volume of a solution varies with composition and 
with temperature, molarity can be more difficult to deal with than molality, which is 

22~ee ,  for example, K. S. Pitzer, 'Thermodynamics of Aqueous Systems with Industrial Applications:' ACS Symp. 
Sec, 133.45 1 (1980). 
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based on a fixed amount of one kilogram of solvent. It is for this reason that molality 
has been used here, and again in Chapter 15. Note that if the solvent is water, and the 
solution is dilute in solute (so that one liter of solution contains one kilogram of water), 
molalip and molarity are equivalent. 

9.11 CHOOSING THE APPROPRIATE THERM0DYK;IMIC MODEL 

The objective of this chapter has been to develop methods of estimating species fugac- 
iries in mixtures. These methods are very important in phase equilibrium calculations, 
as will be seen in the following chapters. Because of the variety of methods discussed, 
there may be some confusion as to which fugacity estimation technique applies in a 
given siruation. The comments that follow may be helpful in choosing among the three 
main methods,&scussed in this chapter: 

1. Equations of state 
2. Activity coefficient (or excess Gibbs energy) models 
3. Activity coefficient (or excess Gibbs energy) models based on the Henry's law 

standard state 

Electrolyte solutions are special and can only be treated by the methods considered 
in Sec. 9.10. Therefore, electrolyte solutions are not be considered in this discussion. 
Also, the Henry's law standard state is used only for a component that does not zxist 
as a pure component at the temperature of interest-for example, a dissolved solid 
below its melting point, or a dissolved gas much above its critical point. (However, if 
the liquid mixture can be described by an equation of state-for example, mixtures of 
hydrocarbonsand nitrogen or carbon dioxide-there is no need to use the Henry's law 
standard state.) 

In low- to moderate-density vapors, mixture nonidealities are not very large, and 
therefore equations of state of the type discussed in this text can generally be used 
for the prediction of vapor-phase fugacities of all species. [However, mixtures contain- 
ing species that associate (i.e., form dimers, [rimers, etc.) in tine vapor phase, such as 
acetic acid, are generally described using the virial equation of state with experimen- 
tally determined virial coefficients.] The Lewis-Randall rule should be used only for 
approximate calculations; it is best to use an equation of state to calculate the vapor- 
phase fugacity of vapor mixtures. 

At liquid densities, solution nonidealities can be large. In this case, equation-of-state 
predictions with the van der Waals one-fluid mixing rules will be reasonably accu- 
rztz only for mixtures composed of relatively simple molecules that are similar. Thus, 
equations of state with the van der Waals one-fluid mixing rules of Eq. 9.4-8 will be 
satisfactory only for mixtures involving light hydrocarbons, including hydrocarbons 
with some dissolved inorganic gases (CO, C02, H2S, N2, etc.). This equation-of-state 
method will not be accurate if complicated molecular phenomena are involved-for 
example, hydrogen bonding, as occurs in mixtures containing water, alcohols, and or- 
ganic acids---or if chemically dissimilar molecular species are involved. In these cases, 
activity coefficient models (alsp referred to as Gibbs energy models) must be used for 
estimating the liquid-phase species fugacities, even though an equation-of-state model 
may be used for the vapor phase. Alternatively, the same equation of state can be used 
for both the liquid and the vapor if the mixing rules of Sec. 9.9 that combine activity 
coefficient and equation-of-state models are used. 
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Traditionally, in the petroleum and natural gas industries, where mostly low- and 
moderate-molecular-weight hydrocarbons (with only small concentrations of aromatic 
and inorganic compounds) are involved, equation-of-state.meth0d.s with the van der 
WaaIs one-fluid mixing r u l ~ j  are generally used for the prediction of both liquid- and 
vapor-phase properties. In the chemicals industry, on the other hand, where oxygen, 
nitrogen, sulfur, or halogen-containing organic compounds and inorganic (electrolyte) 
compounds are involved, activity coefficient or Gibbs energy models are used for the 
prediction of liquid-phase properties, with equation-of-state models used for the vapor 
phase if the pressure is abo\-e ambient. However, in recent years the equation-of-state 
methods of Sec. 9.9 have also been used to model both the vapor and liquid phases of 
such mixtures. 

The critical point of a mixture. to be discussed in the next chapter, is similar to 
the critical point of a pure component in that it is the temperature and pressure at 
which the wpbr and liquid phases of a mixture of given composition become identical. 
Although \ye have not yet discussed phase equilibrium in multicomponent mixtures 
(see Chapters 10 to 12), we can guess that if'we are to predict the point at which two 
phases become identical (the critical point) with some accuracy, the models we use 
for the'vapor and liquid phases must give identical results for all properties at this 
point. This will occur only .if we use the same equation-of-state model to describe 
both the vapor and liquid phases. but clearly cannot, in general, be expected to occur 
if we use different models. such as an activity coefficient model for the liquid phase 
and an equation of state for the vapor phase. This ability to predict critical phenomena 
is an important advantage of using the same equation-of-state model for both phases. 
Another advantage of the equation-of-state description is that the concept of standard 
states, and especially hypothetical or extrapolated standard states, never arises. -.- 

Finally, since a number of different activity coefficient (or excess Gibbs energy) 
models have been discuskd. it is useful to consider their range of application. The 
most important observation is that none of the completely predictive methods, such 
as regular solution theory. UNIFAC, or ASOG, can be regarded as highly accurate. 
Therefore, these methods shouId be used only when no experimental data are available 
for the system of interest. Of the predictive methods, UNIFAC is the best developed 
and regular solution theory is the least accurate. . 

As we'have considered a number of activity coefficient models in this section, it 
is useful to discuss which might be best for different types of mixtures. To start this 
discussion, it is useful to classify seven different types of chemicals that one might 
encounter. 

Nonpolar compo~~nds: Chemical species without significant dipole moments, such as 
n ~ s t  hydrocarbons, and some very symmetri.~ compounds such as tetrachloromethane 
and hexafluorobenzene. 
Weakly polar compounds: Aldehydes, ethers, and ketones 
Very polar compounds: Alcohols, arnines 
Water 
Carboxylic acids 
Polymers 
Electrolyte systems ' 

As a general rule, a mixture containing components from more than one of the 
classes above exhibits greater nonidedity than a mixture containing only components 
from the same class. For example, a mixture containing an aldehyde and a ketone 
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probably has a lower excess Gibbs energy of  mixing than an aldehyde-hydrocarbon 
mixture. However, it is also true that even for  a mixture containing compounds ivithin 
one class, the mixture may be  slightly nonideal if the components are similar in size 
and chemical functionality, or more nonideal (larger Gibbs energy of mixing) if there 
is greater dissimilarity in the components. Table 9.1 1-1 suggests the most appropriate 
activity coefficient (excess Gibbs energy) model o r  models to use for  different classes 
of mixtures, and Table 9.1 1-2 lists the most  appropriate equation-of-state model. These 
tables should be used as  references in  choosing thermodynamic models-for example. 
when using a process simulator. 

Table 9.11-1 Recommended Activity Coefficient Models 

Nonpolar + nonpolar compounds: All of the models (Margules, van Laar, Wilson. 
UNIQUAC, and NRTL) will give good correlations of data for these mixtures. 

Nonpolar + weakly polar compocnds: All of the models (Margules, van Laar, Wilson. 
UNIQUAC, and NRTL) can be used, although the UNIQUAC model is better for mixtures that 
are more nonideal. 

Nonpolar +strongly polar compounds: Although all of the models (Margules, van Laar, Wil- 
son, UNIQUAC. and NRTL) can be used for mixtures that are not too nonideal, the UNIQUAC 
model appears to give the best correlation for somewhat nonideal systems, wheras the \Vilson 
model may be better for mixtures that are more nonideal (but not so nonideal as to result in  
liquid-liquid immiscibility; see Sec: 1 1.2). 

Weakly polar + weakly polar compounds: All of the models (Margules, van Laar, Wilson. 
UNIQUAC, and NRTLj can be used, although it appears that the UNIQUAC model is better for 
mixtures that are more nonideal. 

Weakly polar +strongly polar compounds: All of the models (Margules, van Laar, Wilson. 
UNIQUAC, and NRTL) can be used, although it appears that the UNIQUAC model is better for 
mixtures that are more nonideal. 

Strongly polar + strongly polar compounds: The UNIQUAC model appears to best correlate 
data, though all models give reasonable results. 

. Water + nonpolar compounds: These mixtures generally have limited mutual solubility and 
, are discussed in Sec. 1 1.2. 

Water + weakly polar compounds: These mixtures generally have limited mutual solubility 
and are discussed in Sec. 1 1.2. 

Water + strongly polar compounds: The UNIQUAC model appears to best correlate data for 
aqueous mixturss. 

Solutions containing carboxylic acids: The Wilson model appears to best correlate data for 
mixtures containing carboxyli? adlhs if the components are mutually soluble. (The Wilson 
model does not predict liquid-liquid phase splitting, as discussed in Sec. 11.2). Otherwise, the 
UNIQUAC, van Laar, or NRTL model should be used. 

Solutions containing polymers: Use the Flory-Huggins model. 

Solutions containing ionizable safts, strong acids, o r  bases: Use the extended Debye-Hiickel 
model. 

~Multicomponent mixtures: Choose the model that, based on the suggestions above, best de- 
scribes the dominant components in the mixture. 
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Table 9.11-2 Recommended Equation-of-State Models 

Vapor Mivrllres 1 
1. Low pressures, no components that associate (such as carboxylic acids or HF): As- 

. sume the mixture is an ideal gas mixture. fY (T, P, y )  = yi P 

2. Low pressure for a mixture that contains a n  associating component: Use the virial 
equation of state, retaining only the second virial coefficient, and search for experimental 
pure component and cross virial coefficient data for all components in the mixture. 

3. Slightly elevated pressures: Use choice 1 or 2 above. Alternatively, use 4 below if [here 
are no associating components, or 5 if associating components are present. 

4. Elevated pressures for a vapor mixture that contains hydrocarbons, nitrogen, osygen, 
carbon dioxide, and/or other inorganic gases (but not HF): Use an equation of state, 
such as the Peng-Robinson or Soave-Redlich-Kwong equation with van der Waals m e -  
fluid mixing rules (see Sec. 9.4). 

5.  Elevated pressures for a vapor mixture that contains one or more polar and/or as- 
sociating compounds: Use an equation of state, such as the Peng-Robinson or Soave- 
Redlich-Kwong equation with the excess Gibbs energy-based mixing rules (see Sec. 9.9) 
and the appropriate activity coefficient model (see Table 9.1 1-1). 

Liquid Mir~rrtres i 
Liquid mixtures at low pressure are generally described using the activity coefficient models as 
described in Table 9.1 1- 1, and the behavior of a liquid mixture is generally not much affecred by 
pressure, unless the pressure is very high. However, as we will see in Sec. 10.3, for phase equi- 
librium calculations at high presslires, especially as the critical point of a mixture is approached, 
there are important advantages to using the same thermodynamic model for both phases. In such 
cases the same equation-of-state model should be used for the vapor and liquid phases. 

Oen. osy- 1. Liquid mixture a t  el:vated pressure that contains only hydrocarbons, nitro, 
gen, carbon dioxide, and/or other inorganic gases (but not HF) : Use equation of state, 
such as Peng-Robinson or Soave-Redlich-Kwong with van der Waals one-fluid mixing 
rules (see Sec. 9.4). 

2. Liquid mixture at  elevated pressure that contains that contains one or  more polar 
and/or associating compounds. Use equation of state, such as Peng-Robinson or Soave- 
Redlich-Kwong with the excess Gibbs energy-based mixing rules (see See. 9.9) and the 
appropriate activity coefficient model (see Table 9.1 1- 1). 

Appendix A9.1 A StatisticaI Mechanical Interpretation of the Entropy of Mixing 
in an Ideal Mixture 

This section appears on  the CD that accompanies this text. 

. 
Appendix A9.2 Multicomponent Excess Gibbs Energy (Activity Coefficient) Models 

T h e  excess Gibbs energy models for  binary mixtures discussed in Sec. 9.5 can be 
extended to multicomponent mixtures. For example, the Wohl expansion of Eq. 9.5-8 
can b e  extended to ternary mixtures: 
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which, neglecting all terms of third and higher order in the volume fractions, yields for 
species 1 

where aij = 2qiaij, Pij = 2qjaij, and aij = aji. (Thus, aji = bj and Pji = aij.) The 
expression for In y ~  is obtained by interchanging the subscripts I and 2 i n  Eq. A9.2-2 
and that for In y 3  by interchanging the subscripts 1 and 3. The collection of equations 
obtained in this way are the van Laar equations for a ternary mixture. Note that there 
are two parameters, aij and ,Bii, for each pair of components in the mixture. This model 
can be extended to rnulticomponent mixtures in a similar manner. 

The rnulticomponent form of the van Laar model is obtained by starting from 

Ge' 
C C C C C 

- 
C = ~ ~ a i j ~ i ~ ~  +xxCaijk~i~j~k + " '  (A9.2-3) 

RT Cxiq i  
i=l  j=l i=1  j=l k=l  

i= 1 

and neglecting third- and higher-order terms in the volume fraction. In this case, a ,  = 
aji # 0, aii = 0, and a i j k  = a i k j  = a k i j  = aiii = 0. 

The rnulticomponent form of the Wilson equation is 

. . for which . .  . 

d 
k= 1 

Since Aii = 1, there are also two parameters, Aij and Aji, for each binary pair of 
components in this rnulticomponent mixture model. 

The multicorilponent NRTL equation is 
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C 

j= I 

with In Gij = -aijsij, aij = aji, and rii = 0, for which 

C / C \ 

This equation has three parameters, rij, rji, and aij, for e a ~ h ' ~ a i r  of components in the 
multicomponent mixture. 

The important feature of each of the equations discussed here is that -all the param- 
eters that appear can be determined from activity coefficient data for binary mixtures. 
~ h a i  is, by correlating activity coefficient data for the species 1-species 2 mixture us- 
ing any of the models, the 1-2 parameters can be determined. Similarly, from data 
for species 2-species 3 and species 1-species 3 binary mixtures, the 2-3 and 1-3 pa- 
rameters can be found. These coefficients can then be used to estimate the activity 
coefficients for the ternary 1-2-3 mixture without any experimental data for the three- 
component system. . 

One should keep in mind that this ability to predict multicomponent behavior from 
data on binary mixtures is-not an exact result, hut rather arises from the assumptions 
made or the models used. This is most clearly seen in going from Eq. A9.2-1 to Eq. 
A9.2-2. Had the term a l v z l z z z j  been retained in the Wohl expansion, Eq. A9.2-2 
would contain this a123 term, .which could be obtained only from experimental data 
for the ternary mixture. Thus, if this more complete expansion were used, binary data 
,and some ternary data would be needed to determine the activity coefficient model 

' parameters for the ternary mixture. 

Appendix A9.3 The Activity Coefficient of a Solvent in an Electrolyte Solution 

The starting point for the derviation of the activity coefficient of solvent S in a solution 
with electrolyte AB is the Gibbs-Duhein equation, 

where Ns is the moles of solvent, 

and 

with 
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We are interested in the case where the number of moles of electrolyte AB is iifinites- 
imally increased at fixed number of moles of solvent ATs, which leads to 

Here we will consider the simplest case, the Debye-Hiickel limiting law, in detail 
and then give expressions for the other cases considered in this book. 

where 

1 1 
1 = - C;ji!-fi = -MAB C V ~ Z ~  

2 2 
ions i ions i 

so that 

= v R T  . - 
ions i 

ions i , 

:..- dMAB v R T  
=.-ijRT . --- 

MAB 2 ions i 

and 

a 1 + 1 { v ' d ~ ; g  d G A B  = u R T  - -- 
MAB ions i 

Now using NAB to represent the number of moles of electrolyte, and 

Number of moles of electrolyte 
MAB = kg of solvent 

so that NAB = MAB x mS, where ms is the number of kilograms of solvent per mole 
of solvent (= 0.01 8 for water), then 

NAB dcAB = MAB - ms  GAB 

= M A B . m s - v R T .  
ions i 

1 / 2  

= m s .  vR, - dMm-mS v R T  cz 1 Z+Z- 1 [' z ViZ;} M A B ~ M ; ~  
ions i 

= -Ns d z s  (by the Gibbs-Duhem equation). 
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and 

Since 

S" AB J 
M . A B  

d M A B  = MAB and x' d.x 
M ~ ~ = ~  M.4 ~=i) 

1 /2 ?M;/B~ 
~ i i n ~ x s y s ~ = - n s v ~ ~ ~ A B + ~ ~ ~ s ~ ~ ~ u z + -  ( ~ ~ v ; l i J  - 

ions i 
3 

and > 

where v  = v+ + v-, MAB is the molality of the electrolyte, and ms is the molecular 
weight of the solvcnt in kglrnol. 

When using the equation derived here or the ones that follow, i t  is important to 
correctly compute the mole fraction of ttie solcent. To do this one must keep in mind 
that in an electrolyte solution there are solvent molecules, anions, cations, and also 
the possibility of undissociated electrolyte. Thus, for example, in an aqueous sodium 
chloride solution, since NaCl is a strong electrolyte that is fully ionized, 

and since M = moles of solute per kg of water = moles of solute per 55.5 1 moles water, 

Ns 55,s 1 
xs = which for water is xw = 

Ns + 2  N N ~ C I  55.5 1 3. ~ M N ~ C I  

If instead of the Debye-Hiickel limiting law we use the simple extension 

the result is 
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where 

[Note: By repeated use of L'Hopita17s rule, one can show that as pa& (or y )  -+ 
0, a (y) -+ f ,  so that in this limit the result agrees with that obtained from the Debye- 
Hiickel limiting law.] 

Finally, using 

leads to 

ILLUSTRATION A9.3-1 
The Activity Coefficient of Water it1 nn Aqr~eoics Sodi~rm Chloride Solution 

Over the range of 0 to 6 M, we have shown that the mean ionic activity coefficient of sodium 
chloride in aqueous solutiods at 25:C is well correlated with 

Determine the activity coefficient of water in aqueous sodium chloride solutions over this range 
of concentrations using the equation derived in this appendix. 

SOLUTION 

For sodium,chloride solutions I = f (1 + 1) M = M. Therefore, 

The results are given in the table below. 



482 Chapter 9: Estimation of the Gibbs Energy and Fugacity of a Component in a Mixture 

PROBLEMS 
9.1 Show that for mixing of ideal gases at constant temper- 

ature and pressure to form an ideal gas mixture. 

and 

9.2 In Sec. 9.1 we considered the changes in thermody- 
namic properties on forming an ideal gas mixture from 
a collection of ideal gases at the same temperature and 
pressure. A second, less common way of forming an 
ideal gas mixture is to start with a collection of pure 
ideal gases, each at the temperature T  and \.olume V ,  
and mix and compress the mixture to produce an ideal 
gas mixture at temperature T  and volume V .  
a. Show that the mixing process described here is mix- 

ing at constant partial pressure of each component. 
b. Derive each of the entries in the following table. 

9.3 Repeat the derivations of the previous problem for a 
 nixing process in which both pure fluids, initially at a 
temperature T  and pressure P ,  are mixed at constant 
temperature and the pressure then adjusted so that the 
final volurne of the mixture is equal to the sum of the 
initial volumes of the pure components (i.e., there is no 
volume change on mixing). 

9.4 We have the following properties for a certain mix:ure 
for mixing at constant temperature and pressure: 

where _Si, the pure-component molar entropy of con>- 
ponent i, is given by 

, 
Here JP, ( I ; ,  and yp are the molar e6tropy, internal 
energy, and volume of pure component i in some refer- 
ence state, and C V . ~  is its constant-volume heat capac- 
ity. 
a. Obtain expressions for the partial inolar volume. . 

partial molar internal energy, partial molar entropy. 
and partial molar Gibbs energy of each component 
in this mixture in terms of _Sp, cf, YP. C V , ~ ,  R. and 
T .  

b. Obtain ex~ress ions  for the volumetric and thermal 
equations of state for this mixture. 

c. Obtain expressions for the enthalpy and the 
Helmholtz and Gibbs energies of this mixture. 

9.5 Assuming that two pure fluids and their mixture can be 
described by the van der Waals equation of state, 

Ideal Gas  Mixing Properties* at  Constant Temperature and  Partial  Pressure of Each 
Species 

Internal energy 17rG(r, = u jG(~ )  A ~ ~ ~ Q ' ~  = o 
C 

Volumef ViGM(T,  P,.ri) = x i y f G ( ~ ,  Pi) A m i x ~ I G M  = (1 -L)v/ ~i -- 

i= I 
Enthalpy B / G M ( ~ , . q )  = _ H : ~ G ( T )  = 0 

Entropy S I G M ( ~ ,  P ,  xi) = _ s ; ~ ( T ;  4) A ~ ~ , $ ' ~ ~  = 0 . 
Helmholtz en5rgy X ; G M ( ~ ,  P,.%) = _A;~ ( -T ,  f i )  Amix~IGM =.O 

Gibbs energy cfGM(~,  P,xi) = @(T, Pi) A ~ ~ ~ _ G ~ ~ ~  y1= 0 

*For mixing at constant temperature and partial pressure of each species, we have the.followin< 

t C  = number of components. 



and that for the mixture'the van der Waals one-fluid 
mixing rules apply 

a = 7, xixjaij and b = xi b, 
i j I 

a. Show that the fugacity coefficient for spsci-s i in the 
mixture is 

where B = Pb/RT.  
b. Derive an expression for the activity ccxliicien,r.of 

each species. 
9.6 Assuming that the van der Waals equation of state, 

is satisfied by two pure fluids and by their mixture, and 
that the van der Waals one-fluid rules 

and. 

with bij = bji apply to the mixture, derive e:xpressions 
for 
a. The excess volume change on mixing at constant T 

and P 
b. The excess enthalpy arid internal energy chan, wes on 

mixing at constant T and P 
c. The excess entropy change on mixi.ng at constant T 

and P 
d. The excess Helmholtz and Gibbs energy changes on 

mixing at constant T and P - 
9.7 The virial equation for a binary mixture is 

with 

Here B1 1 and BZ2 are the second virial coefficients for 
pure species 1 and pure species 2, respectively. and BIZ 
is the cross second virial coefficient. For a binary rnix- 
ture 

Problems 483 

a. Obtain an expression for the fugacity coefficient of 
a species (Eq. 9.4-6). 

b. Show that the activity coefficient for species 1 is 

where J1? = 2BI2 - BI1 - B2?. 
c. Generalize the results in part (b) to a multicompo- 

nent mixture. 
9.8 a. Derive the two-constant Margules equations for the 

activity coefficients of a binary mixture (Eqs. 9.5-7). 
b. Derive Eqs. 9.5-9. 
c. Use the results of part (b) to derive van Laar expres- 

sions for the activity coefficients of a ternary mix- 
ture (Eq. A9.2-2). 

9.9 Using the van Laar theory, estimate the activity coeffi- 
cients for the benzene-2,2,4-trimethyl pentane system 
at 55°C. Compare the predictions with the results in 11- 
lustrations 9.5-1.9.6- 1, and 9.6-2. 

Data: 

2,2,4-Trimethy l 
Benzene. Pentane 

Critical temperature 562.1 K . 554 K 
Critical pressure 4.894 MPa . 2.482 MPa 
Critical density 30 1 kg/m3 235 kg/m3 

9.10 Develop expressions for y i  and y p  using each of 
the following: the one-constant and two-constant Mar- 
gules equations, the van Laar equation, regular solu- 
tion theory, and the UNIFAC model. 

9.11 Use the lattice model discussed in Appendix A9.1 to 
show that the state of maximum entropy for an ideal 
gas at constant temperature (and therefore energy) and 
contained in a volume V is the state of uniform den- 
sity. 

9.12 Calculate the fugacity for each species in the follow- 
ing gases at 290 K and 800 bar: 
a. Pure oxygen 

@ b. Pure nitrogen 
c. Oxygen and nitrogen in a 30 mol % Oz, 70 mol % 

NZ mixture using the Lewis-Randall rule 
d. Oxygen and nitrogen in the mixture in part (c) us- 

ing the Peng-Robinson equation of state 
9.13 Chemically similar compounds (e.g., ethanol and wa- 
@ ter or benzene and tolue&) generally form mixtures 

that are close to ideal, as evidenced by activity coef- 
ficients that are near unity and by small excess Gibbs 
energies of mixing. On the other hand, chemically 
dissimilar species (e.g., benzene and water or toluene 
and ethanol) form strongly nonideal mixtures. Show, 
by considering the binary mixtures that can be formed 
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from ethanol, water, benzene, and toluene. that the implies that the activity coefficient is near unity for an 
UNIFAC model predicts such behavior. almost pure substance. 

9.14 Repeat the calculations of the previous problem with a. Show that this equation is satisfied by all the liquid 
the regular solution model. Compare the two results. solution models discussed in Sec. 9.5. 

9.15 Develop an expression for the activity coefficient of a b. Show that since this equation is satisfied for any 
species in a mixture from the Peng-Robinson equation substance, we also have 
ofsrate with the van der Waals one-fluid mixing rules. 

9.16 a. Show that the minimum amount of work, w?", 6 In yi 
necessary to separate 1 mole of a binary mixture .xido m x )  = O  
into its pure components at constant temperature T. P 

and pressure is 9.19 The following data are available for mean activity co- 
efficients of single electrolytes in water at 2 5 " ~ . ' ~  - 

w:'" = x l R T  In - fl (T, P )  

f l (T, P ,  xi) 
f i (T ,  P )  / 

Yi 
+ x2RT In - 

f 2(T, P. ~ 2 )  Molality KC1 CrCI3 Cr2(S04)3 

b. Show that this expression reduces to 

for (i) an ideal liquid mixture and (ii) a gaseous 
mixture for which the Lewis-Randall rule is 
obeyed. 

c. Calculate the minimum amount of work needed to 
separate a 50150 mixture of two isomers at 300 K 
and a pressure of 1 bar into its pure components at 
the same temperature and pressure. Explicitly stqte 
and justify all assumptions. 

9.17 There are several possible expressions that can be 
used for the Gibbs excezs energy. One is the Redlich- 
Kister expansion 

G'" = .rlxz{A + B(xl - x2) + C(X j - .rly) - 

where B = 0, but A and C are nonzero. Find'expres- 
sions for the activity coefficients for this excess Gibbs 
energy model in which y ,  is given solely in terms of 
x:! and the parameters A and C, and g2 only in t e p s  
of x i ,  A ,  and C. - 

9.18 Experimentally it is observed that 

8 In yi 
= 0 for any species i 

This equation implies that the activity coefficient yi 
(or its logarithm) is weakly dependent on mole frac- 
tion near the pure component limit. Since we also . 

know that y; -4 1 as xi -+ 1, this.equation further 

Compare these data with the predictions of the Debye- 
Huckel limiting law, Eq. 9.10-15, and Eq. 9.10-18 
with ,Ba = I and 8 = O.llz+z-I. 

9.20 The dafa below are for the activity coefficients of 
lithium bromide in aqueous solutions as a function of 
molality at 25°C. 

Compare the predictions of the Debye-Hcckel model 
(Eqs. 9.10-15 and 9.10-16), and the extended Debye- 
Hiickel models (Eqs. 9.10-17 and 9.10-18) with these 
data. 

9.21 Develop a Gibbs-Duhem equation for strong 
electrolyte-water systems, and use this equation and 
the data in Illustration 9.10-1 to compute the activ- 
ity coefficient of water in aqueous hydrochloric acid 
solutions at 2S°C. 

23~eference: R. A. Robinson and R. H. Stokes, Elecrmlyte Solutions, 2nd ed., Buttenvorths, London (1959). 
Appendix 8.10. 
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9.22 a. Given experimental data either for the excess 
Gibbs energy, _G". or for species activity coeffi- 
cients from which _GC' can be computed, it is some- 
times difficult to decide whether to fit the data to 
the two constant Margules or van Laar expressions 
for _GeX and yi. One method of making this decision 
.is to plot _Gex/.rls2 versus .xi and .rl.r2/_GeX versus 
xl  and determine which of the two plots is most 

. .:. 
'nearly linear. If it is the first, the data are best fit 
&.. 

with the two-constant Margules expression; if the 
second, the van Laar expression should be used. 
Justify this procedure, and.suggest how these plots 
can be used to obtain the parameters in the activity 
coefficient equations. 

& The following data have been obtained for the 
.,' benzene-2,2,4-trimethyl pentane mixture (Illustra- 

tion 10.1-4). Using the procedure in part (a), decide 
which of the two solution methods is likely to best 
fit the data. 

. ~ g  0.08 19 0.2 192 0.3584 0.383 1 
G" (Jlmol) 83.7 203.8 294.1 302.5 - 
- r ~  0.5256 0.8478 0.9872 
C" (Jlmol) 35 1.9 223.8 23.8 - 

c. The molar isothermal entropy change on produc- 
ing an S A ~  = 0.5 mixture from its pure components 
at 112.0 K 

9.24 Derive Eq. 9.2-13. 
9.25 wilson" has proposed that the excess Gibbs energy 

of a multicomponent system is given by 

where 

v !- (%ij - l i i )  
i i -  - 2 exp 

I' - v; - 
Note that this equation contains only the interaction 
parameters A,) for binary mixtures. Also. the parame- 
ters (I., - I.,,) appear to be insensitive to temperature. 

Holmes and van winkle" have tested this equation 
and found it to be accurate for the prediction of binary 
and ternary vapor-liquid equilibria. They also report 
values of the parameters !'"ad ( i i j  - i i i )  for many 
binary mixtures. Use the Wilson equation to 
a. Derive'Eqs. 9.5-12 and 9.5-13 for the activity co- 

efficients of a species in a binary mixture. 
b. Obtain the foll~wing expression for the activity CO- 

9.23 The excess Gibbs energies for liquid argon-methane efficient of species 1 in a multicomponent mixture 
mixtures have been measured at s,evera tempera- . , 
tures.'"he results are F 7 

where numerical values for the parameters are .given 
as 

Compute the following: 
a. The activity coefficients of argon and methane, at 

112.0 K and XA, = 0.5 
b. The molar isothermal enthalpy change bn produc- 

ing an XA, = 0.5 mixture from its pure components 
.at 112.0 K 

9.26 The fugacity of a species in a rnixture can have a pecu- 
liar dependence on composition at fixed temperature 
and pressure, especially if there is a change of phase 
with .composition. Show this by developing plots of 
the fugacity o f  isobutane and of carbon dioxide in 
their binary mixture as  a function of isobutane com- 
position using the Peng-Robinson equation of state for 
each of the following conditions. 
a. T = 377.6 K and P in the range from 20 to 80 bar 
b. T = 300 K and P in the range from 7 to 35 bar 

9.27 One expression that has been suggested for the excess 
Gibbs energy of a binary mixture that is asymmetric 
in composition is 

24~eference: A. G. Duncan and M. J. Hiza, I.E.C. Fun&m 11.38 (1972). 

2 5 ~ .  M. Wilson, J. Am. Chem Soc., 86,127 (1964). 
2 6 ~ .  J. Holmes and M. van Winkle. fnd. Eng. Chem.. 62.21 (1970). 
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ti 

a. Find expressions for the activity coefficients in 9.35 a. A starting point for modeling the thermodynamics 1 
ivhich y l  is specified in terms of s2 and y-  

' 

~n terms of polymers in solution is to use the Flory-Huggins 4 
of .ul .  model with the Flory x parameter assumed to be a 

1 

b. Docs this excess Gibbs energy model satisfy the constant. For mixtures of polystyrene in toluene, 
Gibbs-Duhem equation? in which _VpS = 1000_VT, ,y = 0.6 is a reasonable 

9.28 It has been suggested that since the one-parameter estimate of the value for that parameter. Plot the 
.\.Iargulss expansion is not flexible enough to fit most activity coefficients of polystyrene and toluene as 

1 
activity coefficient data, it should be expanded by a function of the mole fraction of toluene at 298 K, 
adding additional constants. In particular, the follow- assuming that the molecular weight of toluene is 

i 
ing have been suggested: 92 and that of the polystyrene in this solution is 90 

000. 

Tivo-parameter models: In y  = Ax: In yz  = BX; b. Plot these activity coefficients versus the toluene 

In y  = Ax: In yz  = Ax;' volume fraction, and also plot the activity coeffi- 
cients as a function of toluene mass fraction. Three-parameter model: In y l  = As; In yz = Bs;' 

c. Usually, to accurately fit experimental data, the ,y 

In e d h  case the reference states are the pure compo- parameter cannot be taken to be a constant, but 

nents at the temperature and pressure of the ~nixture. must be a function of both temperature and com- 

a. Which of these models are reasonable? position. One proposed model is 

b. What are the allowable values for the parameters 
A. B ,  and 11 in each.of the models? A.u2 x = - 

9.19 Derive Eqs. 9.5- 18. T 

9.30 At T = 60°C the vapor pressure of methyl acetate 
is 1.1.26 bar, and the vapor pressure of methanol is 
0.547 bar. Their mixtures can be described by the one- 
constant Margules equation 

G'" = A.rl.r2 with A = 1.06RT - 

where R is thc gas constant and T is temperature.in.: 
K. 
a. Plot the fugacity of methyl acetate and methanol in 

their mixtures as a function of composition at this 
temperature. 

b. The Henry's law coefficient Hi is given by the 
equation 

Pi Hi = lim - 
.ri+O..ui 

Develop an expression for the Henry's law con- 
stant as a function of the A parameter in the Mar- 
gules expression, the vapor pressure, and compo- 
sition. Compare the hypothetical pure component 
fugacity based on the Henry's law standard state 
with that for the usual pure component standard 
state. 

, 9.31 Derive Eq. 9.9-8. 
9.32 Derive Eqs. 9.9-9. 
9.33 Derive Eqs. 9.9-1 1 to 9.9-13. 
9.34 Derive the expression for the fugacity coefficikt of 

the Soave-Redlich-Kwong equation of state (Eq. 4.4- 
lb) with the van der Wads one-fluid mixing and com- 

. bining rules of Eqs. 9.4-8 and 9.4-9. 

where T is the absolute temperature in kelvins, .xz 
is the mole fraction of polymer, and A is a constant. 
Using this expression, derive the equations for the 
activity coefficients and for the excess enthalpy of 
mixing _Hex of polystyrene-toluene solutions as a 
function of toluene mole fraction. 

d. If the value of the A parameter in the above equa- 
tion is 1500 K, plot the activity coefficients of 
polysty~ene and toluene as a function of the mole 
fraction, mass fraction, and volume fraction of 
toluene at 298 K. 

e. Plot the heat of mixing for polystyrene-toluene 
mixtures as a function of the mole fraction, mass 
fraction, and volume ti-action of toluene at 298 K. 

9.36 a. Derive an expression for the minimum amount 
of work needed to continuously and adiabatically 
separate twoisomers into their pure components at 
constant temperature and pressure. Explicitly state 
all assumptions and justify them. 

b. Calculate the minimum work necessary to separate 
a 50150 mixture of isomers at 300 K and a constant 
pressure of 1 bar. 

9.37 The activity of a substance, which is a function of tem- 
perature, pressure and composition, is defined as fol- 
lows: 

..... 
j i (T ,  P ,  x> ai ( T ,  P ,g)  = - 

f P(T,'PO, xO) 

where 7; ( T ,  PO,&O) is the standard-state fugacity 
of species i at the standard-state pressure Po and 

. . .  . 



srandard-state composition 5" (which could be the 
pure component state or one of the var@us Henry's 
law standard states). 
a. Using this definition of the activity, prove for a bi- 

nary mixture at constant temperature and pressure 
that 

b. For fixed standard-state temperature, derive an ex- 
pression for how the species activity changes with 
temperature at constant pressure and composition. 

9.38 Air contains approximately 21 mol % oxygen and 79 
rnol 5% nitrogen. An engineer claims to have devel- 
oped a continuous process in which air is first com- 
pressed to 2 bar and 25% and then isothermally ex- 
panded to atmospheric pressure through a secret de- 
vice that has no moving parts and results in two gas 
streams. The first stream is said to contain 99 rnol % 
osygen, and the second stream contains only 5 rnol 
9 oxygen. Prove whether such a device is thermody- 
namically possible. 

9.39 A gas stream at 310 K and 14 bar is to be com- 
@ pressed to 315 bar before transmission by under- 

ground pipeline. If the compression is carried out adi- 
abaticdly and reversibly, determine the compressor 
outlet temperature and the work of compression for 
the gas stream, which consists of 
a. Pure methane . . . .. 
b. 95 mol % methane and 5 rnol % ethane 
C. 5 mol % methane and 95 mol % ethane 
d. Compare your results with the results given by the 

ideal gas equation. 
9.40 ' h e  following data are available for the mean ionic 

activity coefficients of these salts in water at 254C. 

M HCl CaCI2 ZnS04 

a. Fit these data as best you can using the equations in 
this chapter for the mean ionic activity coefficient. 

b. Determine the activity coefficient of water in each 
of these solutions. 

Problems 487 

9.41 A thermodynamic property of a mixture is given by 

with nii = 0. 
a. Deve_lop- expressions for the partial molar proper- 

ties BI, Br, and g3 as a function of the pure compo- 
nent molar properties, the mole fractions, and the 
parameters a l l .  a13, alz, and ~ 1 2 3 .  

b. Obtain expressions for the infinite-dilution value of 
01 in solutions of varying concentrations of species 
2 and 3. Reptat for 8 2  in mixed solvent solutions 
of 1 and 3, and for g3 in mixed solvent solutions of 
1 and 2. 

9.42 The infinite-dilution heat of solution for solid urea 
(CH4N20) in tvaizr at 25°C is reported in The Cllent- 
icnl Engineer's Handbook to be -3609 cal/g. In 
the same book rhe heat of formation is reported to 
be -77.55 kcal/mol for liquid urea and -79.634 
kcal/mol for cpstalline urea. Compare the heat of 
melting of urea with its heat of solution. 

9.43 Derive the expression for the partial molar volume of 
a species in a mixture that obeys the Peng-Robinson 
equation of state and the van der Waals one-fluid mix- 
ing rules. 

9.44 Derive the expression for the partial molar volume of 
a species in a mixture that obeys the Peng-Robinson 
equation of state and the Wong-Sandler mixing rtlles. 

9.45 Derive the expression for the activity coefficient of 
a species in a mixture that obeys the Peng-Robinson 
equation of stale and the van der Waals one-fluid mix- 
ing rules. 

9.46 Derive the expression for the activity coefficient of 
a species in a mixture that obeys the Peng-Robinson 
equation of state and the Wong-Sandler mixing rules. 

9.47 The following data are available for the infinite- 
dilution activity coefficients in actetone in ethanol: 

- - 

a. Compute the excess partial molar enthalpy of ace- 
tone in ethanol-at 62.6"C. 
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b. Make a thermodynamically based estimate of the 
value of the infinite-dilution activity coefficient of 
acetone in ethanol at 100'C. (A simple linear esl 
rrapolation is not correct.) 

9.45 Cie the regular solution model to predict the activity 
ccsiticients of benzene and 2,2A-trimethyl pentane in 
their mixtures at 55-C. What are the predicted values 
of rhe infinite-dilution activity coefficients? 

9.49 Use the UNIFAC model to predict the activity coefti- 
17) cients of benzene and 2,2,4-trimethyl pentane in their 
.T... , --' mixtures at SSrC. What are the predictzd values of the 

infinite-dilution activity coefficients'? 
9.50 Ccr the UNIFAC model to predict the activity coef- 
:':h, . ... ticiznts of acetone + water in their mixtures at 29s 

K. What are the predicted values of the two infinite- 
dilution activity coefficients? 

9.51 Csirig _Ce" = asls2.  show that 

all lead to different results. Note that from defini- 
tion of n partial molar property. only the first of these 
derivatives is the partial molar excess Gibbs energy. 

9.52 The following simple expression has been suggested 
for modeling the activity coefficient of species I in a 
binary mixture: 

RT In y l  = clsl 

as it  has the proper behavior that y l  --t 1 as .rl -t 1 
(SO that .rl -t 0). Obtain the expression for y l ,  and 

determine whether or not this model is a reasonable 
one. 

9.53 In a binary mixture, the activity coefficient of compo- 
nent 1 has been found to be 

b 
RTlny ,  = A X :  with A = a + - -  T 

and 
v;" ( T ,  P, T) = ex; 

where a, b, and 0 are constants independent of tem- 
perature, pressure, and composition. Find expressions 
for _G. J, _H, and _V in terms of the gas constant R; the 
temperature T; the parameters a, b, and 8; the pure- 
component properties; and the mixture composition. 

9.54 A 50 mol % mixture of two gases A and B at 300 K 
and 1 bar is to be isothermally and isobarically sep- 
arated into its pure components. If the gases form an 
ideal niixture and C;,* = 10 J/(nioI K) and C;., = 15 
J/(mol K), how much Gibbs energy is required to sep- 
arate the mixture? 

9.55 An oxygen enrichment device is needed for people 
with impaired respiratory systems. To design ,such a 
device, it is necessary to compute the work needed to 
produce a stream that contains 50 mol % of oxygen 
from air (21 mol % oxygen) at 300 K and 1 bar. If 
the exit streams are at the same temperature and pres- 
sure as the inlet air, and half of the oxygen in the air is 
recovered in the enriched oxygen stream, what is the 
minimum amount of work required to operate what- 
ever device is developed for this process? 
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3 Chapter 

Vapor-liquid Equilibrium 
in Mixtures 

The objective of this chapter and the two that follow is to illustrate how the principles 
introduced in Chapter 8 for the thermodynamic description of mixtures together with 
the calculational procedures of Chapter 9 can be used to study many different types of 
phase equilibria important in chemical engineering practice. In particular, the following 
are considered: 

1. Vapor-liquid equilibria (this chapter) 
2. The solubility of gas in a liquid (Sec. 1 1.1) 
3. The solubility of a liquid in a liquid (Sec. 1 1.2) 
4. Vapor-liquid-liquid equilibria (Sec. 1 1.3) 
5. The dist'ribution- of a solute among two liquid phases (Sec. 1 1.4) 
6. Osmotic equilibrium and osmotic pressure (Sec. 1 1.5) 
7. The solubility of a solid in a liquid, gas, or supercritical fluid (Sec. 12.1) 
8. The distribution of a solid solute among two liquid phases (Sec. 12.2) 
9. The freezing-point depression of a solvent due to the presence of a solute (Sec. 

12.3) . 
10. The phase behavior of solid mixtures (Sec. 12.4) 
11. The distribution of chemicals in the environment (Sec. 12.5) 

Our interest in phase equilibria is'twofold: to make predictions about the equilibrium 
state for the types of phase equilibria listed above using activity coefficient models 
ar.d/or equations of state, and to use experimental phase equilibrium data to obtain 

. . 
.- -- activity coefficient and other partial molar property information. Also, there are brief 

A- introductions to how such information is used in the design of several different types of 
purification processes, including distillation (this chapter) and liquid-liquid extraction 
(Chapter 11). 

INSTRUCTIONAL OBJECTIVES FOR CHAPTER 10 

The goals of this chapter are for the student to: 
i 

Be able to compute the vapor-liquid equilibrium compositions when the liquid 
is an ideal mixture and the vapor is an ideal gas mixture (that is, to be be able to 
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compute the conditions of vapor-liquid equilibrium and develop x-y, T-x-y, and 
P-x-y diagrams for ideal mixtures) (Sec. 10.1) 

* Be able to correlate the low-pressure vapor-liquid equilibrium data for a nonideal j 
! 

liquid mixture (that is. to be able to compute the conditions of vapor-liquid equi- 
librium and develop s-y, T-x-y, and P-.r-y diagrams for nonideal mixtures using 
activity coefficient models (the y -4 method) (Sec. 10.2) 
Be able to predict loa--pressure vapor-liquid equilibria when no experimental data 
are available (Sec. 10.2) 
Be able to correlate high-pressure vapor-liquid equilibrium data using an equation 
of state (that is, to be able to compute the conditions of vapor-liquid equilibrium i 
and develop x-y, T-.T-y. and P-x-y diagrams using an equation of state (the 4-4 
method) (Sec. 10.3) 1 
Be able to predict high-pressure vapor-liquid equilibrium compositions using an 
equation of state when no experimental data are available (Sec. 10.3) I 
Be able to do bubble point, dew point, and partial vaporization calculations for 

j 
both ideal and nonideal systems (Secs. 10. I, 10.2, and 10.3) 
Have an understanding of the importance of vapor-liquid equilibrium for separa- 
tions by distillation (Sccs. 10.1 and 10.2) 

NOTATION INTRODUCED IN THIS CHAPTER 1 
Activity of species i. aj = xjyi 
Flow rate of bottoms product from a distillation column 
Flow rate of distillate (overheads product) in a distillation column 
Flow rate of feed to a distillation column or flash unit 
Number of moles ofa mixture that are liquid, or the liquid stream in a 

distillation column or flash unit 
Partial pressure of species i = yi P (@a) 
Separation or K factor for species i, Ki = yi/xi 
Number of moles of a mixture that are vapor, or the vapor stream in a 

distillation column or flash unit 
Liquid phase mole fraction of species i 
Set of liquid phase mole fractions .rl ,,Q, ... 
Vapor phase mole fraction of species i 

. 

Ser of vapor phase mole fractions X I ,  yz, .;. 
Feed composition of species i 
Activity coefficient of species i when it is at &finite dilution 
Property B'in the liquid phase 
Property 6 in the vapor phase 

10.0 INTRODUCTION TO VAPOR-LIQUID EQUILIBRIUM 

For the analysis of distillation and other vapor-liquid separatidn processes one must 
estimate the compositions of the vapor and liquid in equilibrium. This topic is con- 
sidered in detail in this chapter with particular reference to the preparation of mixture 
vapor-liquid equilibrium (VLE) phase dia,mms, partial vaporization and condensation 
calculations, and the use of vapor-liquid equilibrium measurements to obtain inform&-, .. 
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tion on the partial molar properties of mixtures. Also, there is a brief introduction to 
how such information is used to design purification processes involving distillation. 

The starting point for all vapor-liquid calculations is the equilibrium criterion 

Starting point for all f :(T,  P ?  S )  = f;(T, P, y )  r (10.0-1) phase equilibrium 
calculations 

where the superscripts L and V refer to the liquid and vapor phases. respectively. Fro111 
the entries in Table 9.6-2, to compute the fugacity of a species in a vapor, ~ Y ( T ,  P. y). 
we use either an equation of state or, less accurately, a simplifying assumption such-as 
the Lewis-Randall rule or the ideal gas mixture model. For the fugacity of a species in a 
liquid. f :(T, P, g), we have two different ways of proceeding---one based on activity 
coefficient (excess Gibbs energy) models, and the other based on the equation-of-state 
description of the liquid phase. 

If an equation of state is used to describe both phases, the basic equilibrium relation 
becomes 

The equation-of-state f : ( ~ :  P,:) =X~P&-(T, ~ , g )  = ~ Y ( T ,  p,y) = y i ~ & v ( ~ ,  P, y )  (10.0-2) 
or 4-4 method - - 

where 

T ~ ( T ,  P, 5) f Y o ,  p, 2)  
&(T,  P, 5) = and # ( T ,  P, y) = (10.0-3) 

xip * - ?'iP 
,. 

are the fugacity coefficients for the liquid and vapor phases, respectively, which are 
computed frorn1an equation of sta:e using Eq. 9.2-13. As a result of this form of re- 
lation, the descripti,on of vapor-liquid equilibrium using an equation of state for both 
phases is frequently referred to as the 4-4 method and will be considered in detail in  
Sec. 10.3. The other alternative is to use an activity coefficient model for the liquid 
phase and an equation of state for the vapor phase. At moderate pressures, omitting the 

. Poynting correction, we have 

Tine activity coefficient 
or p -4 method 

The description of vapor-liquid equilibrium using an activity coefficient f g  the liquid 
phase and an equation of state for the vapor phase is usually referred to as the y -4 
method, which is considered in Sec. 10.2. These y -4 and 4-4 descriptions are two 
different methods of analysis of the equilibrium problem, and hence we consider them 
separately. 

However, before we proceed with the discussion, it is useful to consider the range 
of validity of the activity coefficient (y -4) and equation of state (4-4) models. The 
activity coefficient (or excess Gibbs energy) models can be used for liquid mixtures 
of all species. This description generally does not include density, and therefore will 
not give a good description of an expanded liquid, which occurs near the vapor-liquid 
critical point of a mixture. Also, when two different models are used-for example, an 
activity coefficient model for the liquid phase and an equation-of-state model for the 
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vapor phase-the properties of the two phases cannot become identical, so the vapor- 
liquid critical region behavior is predicted incorrectly. In contrast, equation-of-state 
(4-4) models can be used at all temperatures, pressures, and densities, including the 
critical region, but if the van der Waals one-fluid mixing rules are used, only for hy- 
drocarbons and inorganic gases. However, with excess free energy-based mixing rules 
such as those in Sec. 9.9. the equation-of-state method can be used with all components 
at all conditions. Ne\.ertheless, the activity coefficient method is simpler to use at low 
pressures. 

10.1 VAPOR-LIQUID EQUILIBRIU3I IN IDEAL MIXTURES I 1 

At low pressures using the activity coefficient description and the Lewis-Randall r~ile .I 
in Eq. 10.0-4, we obtain 4. 

This equation providzs a relation between the compositions of the coexisting \.apor and 
liquid eq~~ilibrium phases. Summing Eq. 10.1- la over all species yields 1 

There are several simplifications that can be made to these equations. First, if the 
total pressure and the vapor pressure of the species are sufficiently low that all fugacity 
coefficient corrections are negligible, we have 1 

i 

where P, = yip is the partial pressure of species i in the vapor phase. Equation 
10.1-3, which is known as Raoult's law, indicates that the partial pressure of a com- 
ponent in an ideal solution is equal to the product of the species mole fraction and its 
pure component vapor pressure. Also, from Eq. 10.14 the equilibrium pressure of an 
ideal mixture is equal to the mole fraction-weighted sum of the pure component vapor 

. , pressures, and therefore is a linear function of the mole fraction. -, . , . _  _ 
, * 1 1 <  

'z 6 U .T 8 _ ,.= -.;. -,--*; 

( 10-1-lb) 
. 

Low-pressure 
vapor-liquid 
equilibrium equation and on summation. since yi = 1, 

' . C x i y i ( ~ ,  P, ?)P?~(T) = P ( 10.1-2b) 

Further, if the liquid phase forms an ideal mixture (e.g., yi = 1 for all species), these 
equations further reduce to 

Raoult7s law (for ideal (10.1-3) 
liquid mixture + ideal - 
vapor phase) and 

(10.1-4) 

.. 
.qyi(T, P , s ) ~ T P ( ~ )  = y i p  
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total pressure and value of yi corresponding to each xi. For the hexane-triethylamine 
system, to calculate the composition of the vapor in equilibrium \vith a 50 rnol 70 
hexane mixture at T = 60°C, Eq. 10.1-4 is first used to compute the equilibrium 
pressure, 

p = ,ri p y  = .YH p;' + ,vT pYp 
Construction of an x-y 
diagram = 0.5 x 0.7583 + 0.5 x 0.3843 = 0.5713 bar 

and then Eq. 10.1-3 is used to calculate the vapor-phase mole fraction of hexane: 

By choosing other liquid compositions and repeating the calculation at a fixed tern- 
perature, the complete constant-temperature vapor-1iquid;equilibrium composition di- 
agram, orx-y diagram, can be constructed. The results&e shown in Fig. 10.1-2 along 
with points representing the experimental data. The second line i n  this figure is the line 
.r = y ;  the greater the difference between the x-y curve of the mixture and the s = ?i 

line, the greater the difference in composition between the liquid and \.apor phases and 
the easier it is to separate the two components by distillation, as will be discussed later 
in this section. (Sincex-y diagrams are most often used in the study of distillation, i t  is 
common practice to include the x = y or 45" line.) 

An alternative way of presenting vapor-liquid equilibrium data is to plot, on a single 
figure, the equilibrium pressure and the compositions for both phases at fixed temper- 
ature. This has been done for-the hexane-triethylamine system in Fig. 10.1-3. In this 
figure the equilibrium compositions of the vapor and liquid as a function of pressure 
are given by the curves labeled "vapor" and "liquid," respectively; the compositions of 
the two coexisting phases at each pressure are given by the intersection of a horizontal 
line (i.e., a line of constant pressure) with the vapor and liquid curves. The term tie line 
is used here, and generally in this chapter, to indicate a line connecting the equilibrium 
compositions in two coexisting phases. The tie line drawn in Fig. 10.1-3 shows that at 

x,,  hexane mole fraction in liquid phase 

Figure 10.1-2 The x-y diagram for the hexane-triethylamine system at T = 60°C. [Based on 
data of J. L. Humphrey and M. Van Winkle. J. Chem Eng. Data, 12,526 (1967).] 
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Equations 10.1-1 and 10.1-2 or their simplifications here, together with the restric- 
tions that 

and 

and the mass and energy balance equations, are the basic relations for all vapor-liquid 
equilibrium calculations we consider in this section. 

As the first illustration of the use of these equations, consider vapor-liquid equilib- 
rium in the hexane-triethylarnine system at 6 0 y .  These species form an essentially 
ideal mixture. The vapor pressure of hexane at'ihis temperature is 0.7583 bar and that 
of triethylamine is 0.3843 bar; these are so low that the fugacity coefficients at satura- 
tion and for the vapor phase can be neglected. Consequently, Eqs. 10.1-3 and 10.1-4 
should be applicable to this system. The three solid lines in Fig. 10.1-1 represent the 
two species partial pressures and the t ~ t a l  pressure, which were calculated using these 
equations and all are linear functions of the of liquid-phase mole fraction; the points are 
the experimental results. The close agreement between the computations and the labo- 
ratory data indicates that the hexane-triethylamine mixture is ideal at these conditions. 
Note that this linear dependence of the partial.-and total pressures on mole fractions 
predicted by Eqs. 10.1-2 and 10.1-3 is true only for ideal mixtures; i t  is not true for 
nonideal mixtures, as we shall see in Sec. 10.2. 

Once the equilibrium total pressure has been computed for a given liquid composi- 
tion using Eqs.. 10.1-2 or 10.1-4, the equilibrium composition of the vapor can be cal- 
culated using Eqs. 10.1-1 or 10.1-3, as appropriate. Indeed, we can prepare a complete 
vapor-liquid equilibrium composition diagram, or x-y diagram, at constant tempera- 
ture by choosing a collection~of values for the composition of one of the phases, say 
the liquid-phase composition xi, and then using the vapor pressure data to compute the 

Hexane mole fraction in liquid 

Figure 10.1-1 Equilibrium total pressure and species liquid-phase fugacities (xi pTP) versus 
mole fraction for the essentially ideal hexane-triethylamine system at 60°C. [Based on data of 
J. L. Humphrey and M. Van Winkle. 3. Chem. Eng. Data, 12,526 (1967).] 
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Figure 10.1-3 Pressure-composition diagram for the hexane- 
triethylamine system at fixed temperature. 

60°C, a liquid containing 50 mol % hexane is in equilibrium with a vapor containing 
66.37 mol % hexane at 0.57 1 Tbar. 

So far the discussion h"as been specific to systems at constant temperature; equiva- 
lently, pressure could be fixed and temperature and liquid phase composition taken as 
the variables. Although much experimental vapor-liquid equilibrium data are obtained 
in constant-temperature experiments, distillation columns and other vapor-liquid sepa- 
rations equipment in the chemical process industry are operated more nearly at constant 
pressure. Therefore, it is important that chemical engineers be familiar with both types 
of calculations. 

The vapor-liquid equilibrium temperature for specified pressure and liquid compo- 
sition is found as the solution to Eqs. 10.1-2 or, if the system is ideal, as the solution 
to Eq..iO.l-4. However, since the temperature appears only implicitly in these equa- 
tions through the species vapor pressures,' and since there is a nonlinear relationship 
between the vapor pressure and temperature (cf. the Clausius-Clapeyron equation, Eq. 

. 7.7-5 a), these equations are usually solved by iteration. That is, one guesses a value of 
the equilibrium temperature, computes the value of the vapor pressure of each species 
at this temperature, and then tests whether the pressure computed from Eqs. 10.1-2 

- (or Eq. 10.1-4 if the system is ideal) equals the fixed pressure. If the two are equal, 
the guessed'equilibrium temperature is correct, and the vapor-phase mole fractions can 
be computed from Eq. 10.1-1 (or, if the system is ideal, from Eq. 10.1-3).' If the two 
pressures do hot agree, a new trial temperature is chosen and the calculation repeated. 
Figure 10.1-4 is a plot, on a single graph, of the equilibrium temperature and mole 
fractions for the hexane-triethylarnine system at 0.7 bar calculated in this way, and 

. 'In fact, the species activity coefficients also depend on temperature; see Eq. 9.3-22. However, since this temper- 
ature dependence is usually small compared with the temperature variation of the vapor pressure, i t  is neglected 
here. 
'1f the vapor-phase mole fractions calculated in this way do not sum to 1, only a single phase, vapor or liquid, is 
present at equilibrium. 
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Mole fraction oi hexane 

Figure 10.1-4 Temperature-composition diagram for the 
hexane-triethylamine system at fixed pressure. 

Fig. 10.1-5 is the x-y diagram for this system. Note that tie lines drawn on Fig. 10.1-4 
are again horizontal lines, though here they are lines of constant temperature. 

The liquid line in ~apor~liquid equilibrium diagrams is also referred to as the liq- Bubble point pressure 
and dew point uidus, the bubble point curve, or simply the bubble curve. The last two names arise 

pressure as follows. Consider an equimolar mixture of hexane and triethylamine at 60°C and a 
pressure of 0.8 bar. Based on Fig. 10.1-3, this mixture is a liquid at these conditions 

x, hexane mole fraction in liquid . . 

Figure 10.1-5 The x-y diagram for the hexane-methylamine 
. . .  

system at a fixed.pressure of 0.7 bar. 
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(since the pressure is greater than the eqt~ilibrium pressure for this composition and 
temperature). As the pressure is lowered ar constant temperature, the mixture remains 
a liquid until the vapor-liquid equilibrium pressure of 0.5713 bar is reached (the in- 
tersection of the 0.5 mole fraction line and the liquid curve). At this pressure the first 
bubble of vapor forms (containing 0.6637 mole fraction hexane), and. this pressure is 
called the bubble point pressure of this mixture at this temperature. The bubble point 
pressure versus composition line is referred to as the bubble point pressure curve. 

In a similar manner if. for example, an equimolar vapor mixture of hexane and tri- 
ethylamine at low pressure and 60°C is isothermally compressed, at 0.5 100 bar the first 
drop of liquid or  dew forms (containing 0.3363 mole fraction hexane). This pressure is 
called the dew point pressure, and the line of dew point pressure versus composition 
is the dew point pressure curve. The dew point pressure at, for example, a mole fraction. 
of 0.5 is given by the intersection of the vertical 0.5 mole fraction line with the vapor 
or dew point curve in Fig. 10.1-3. 

Note that even for this ideal mixture, the compositions of the two phases in equilib- 
rium at each pressure (or at each temperature) are different. This is because the two 
pure component vapor pressures are different (see Eq. 10.1-3). Also, at the constant 
temperature of 60'C. an eqttimolar hexane-triethylamine mixture begins to vaporize at 
one pressure (0.57 13 bar). while a vapor of that composition starts to condense at a dif- 
ferent pressure (0.5 100 bar). If we start at low pressure and isothermally compress this 
mixture, the first drop of liquid forms at 0.5 100 bar and then, as the pressure increases, 
more liquid will form, producing a vapor richer fhan the initial mixture in hexane and 
a liquid richer in triethylamine.   his process w i l l  continue until the pressure of 0.57 13 
bar is reached at which a11 the vapor will have condensed to a liquid of the original 
composition of the vapur..(Can you follow this process in Fig. 10.1-3? Also, can you 
describe the analogous process if pressure is fixed and temperature varies, as in Fig. 
10.1-4?) The.behavior described above is unlike that of a pure fluid that undergoes a 
complete vapor-liquid phase change at a single pressure if the temperature is fixed. 

Figures 10.1-3 and 10.1-4 are two-dimensional sections of the three-dimensional 
phase diagram of Fig. 10.1-6. The intersections of this three-dimensional equilibrium 
surface with planes of constant temperature (the vzrtical, unshaded planes) produce 
two-dimensional figures such as Fig. 10.1-3. whereas. the intersection of a plane of 
constant pressure (horizontal, shaded plane) results in a diagram such as Fig. 10.1-4. 

Bubble point Next consider the vaporization of a 50 mol % hexaan-triethylamine mixture at fixed 

temperature and dew pressure. As this liquid is heated, a temperature is readhed at which the first bubble 
.of vapor is formed; this temperature is termed the bubble point temperature of the point temperature 
liquid mixture at the given pressure. Since the composition of the liquid is essentially 
unchanged by its partial vaporization to form only one small bubble, we can use Fig. 
10.1-4 and the initial liquid composition to determine that the composition of this first 
bubble of vapor is 66 mol % hexane and the bubble point temperature is 66.04"C. 
As the vapor formed is richer in hexane than the liquid mixture, the liquid will be 
depleted in hexane as the boiling proceeds. Thus, as more and more liquid vaporizes, 
the 1iquid"will become increasingly more dilute in hexane and its boiling temperature 
will increase. 

conversely, we can consider the condensation of a 50 mol % hexane-triethylamine 
vapor mixture. As the vapor temperature decreases at fixed pressure, the dew point 
temperature is reached, at which the first drop of liquid forms. Since the condensation 
to form a single small drop of liquid leaves the vapor composition virtually unchanged, 
we can use Fig. 10.1-4 to determine that, at 0.7 bar, the first drop of condensate will 
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0 Figure 10.1-6 Vapor-liquid equilibria 
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,J5 of hexane-triethyfamine mixtures. 

appear at about 69.26"C, and its composition will be about 34.2 mol % hexane. Clearly, 
as the condensation process continues, the vapor will become increasingly richer in 
hexane, and the equilibrium condensation temperature will decrease. 

Thus, at fixed pressure, boiling and condensation phenomena, which occur at a single 
temperatl~re in a pure fluid. take place over the range of temperatures between the dew 
point temperature and bubble point temperature in a mixture. Generally. the dew point 
.and bubble point temperatures differ by many degrees (see Illustration 10.1-2); thz two 
are close for the hexane-triethylamine system because the species vapor pressures are 
close and the components form an ideal mixture. 

ILLUSTRATION' 10.1-1 
Development of Vapor-Liquid Eqrrilibrittm Diagrams for a Mixtrtre That Obeys Rao~tlr's L n r v  

Assuming a mixture of n-pentane and n-heptane is ideal, prepare vapor-liquid equilibrium dia. 
grams for this mixture at 

a. A constant temperature of 50°C , . . 
b: A constant pressure of 1.013 bar 

Data: 

35 200 
26799 and l n ~ ~ ~ = 1 1 . 4 3 1 - -  In P;"P = 10.422 - - 

R T RT 

for P in bar, T in K,  and R = 8.314 J/(mol K). The subscripts 5 and 7 designate pentane and 
heptane, respectively. 
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Before we attempt to solve this problem, it is useful to check whether this problem is, in fact, 
solvable. We can get this information from the Gibbs phase rule. At the dew point or bubble 
point there are two components, two phases, and no chemical reactions, so there are 

degrees of freedom. In this calculation we will fix either temperature [part (a)] or pressure [part 
(b)] as one degree of freedom, and then for each liquid-phase composition (the second degree 
of freedom) calculate the equilibrium conditions. Therefore, the problem is well posed and, in 
principle, solvable. 

a. Using the Antoine equations given above and T = 50°C = 323.15 K, we have PTP = 
1.564 bar and pyP = 0.188 bar. To cdculate the equilibrium pressure at each liquid 
pentane composition xs, we use 

and then calculate the vapor phase composition from 

Figure a is a plot of the vapor composition versus the liquid composition (that is, an x-y 
plot) at constant temperature, and Fig. b shows pressure as a function of both the vapor 
and liquid compositions on a single plot. 

b. This calculation is a slightly more complicated, since the equilibrium temperature at each 
composition is not known, and the vapor pressures are nonlinear functions of temperature. 
Therefore, at each choice of liquid composition, the following equation must be solved for 
temperature: 

. . 
xs . P;~"(T) + .r7 - PyP (T) = 15 . PTP (T) + (1 - xj) . pyP (T) = 1.013 bar 

The procedure is that at each liquid composition xs a guess is made for the equilibrium. 
temperature T, and the the equilibrium pressure is then calculated. If the calculated pres- 
sure equals 1.013 bar, the guessed temperature is correct and the vapor composition is 
computed from 

,rj . p;"p 
Ys = - 1.013 

Figure a The x-y diagram for the n-pentane + n- 
heptane mixture at T = 50°C. 
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Figure b The P-.x-y 

- .'5.Y5 

diagram for the n-pentane + n-heptane mixture at T 

Figure c The x-y diagram for the n-pentane i 11-heqtane mixture at P = 1.013 bar. 

X5r ys 

Figure d The P-x-y diagram for the n-pentane + n-heptane mixture at P = 1.013 bar. 
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However. if the calculated pressure is greater than 1 .O 13 bar, a lower temperature is guessed 
and the calculation repeated, whereas if the calculated pressure is too loiv. a higher teln- 
perature is tried,. Figure c is a plot of the vapor co~nposition versus the liquid composition 
at constant pressure (another x-y plot), calculated in this way, and Fig. d gives the equi- 
librium temperature as a function of both the vapor and liquid composi~ioris on a single 
plot. 

COMMENT 

It would be useful at this point for the reader to compare figures a and c, and fiprss b and d, and 
to understand the difference between them-in particular, to understand why ths liquid region 
is at the top pan of figure b and at the bottom part of figure d. 

Also note that in the x-y diagrams of figures a and c, the equilibrium line relaring the cornpo- 
sition of the liquid to the composition of the vapor is the curved line. The straight s = y lines in 
these figures, that is, the 45' lines, are usually added to x-y diagrams to indicate the difference 
between the vapor and liquid compositions. The difference between the equilibrium and .r = y 
lines is an indication of how easy or difficult it will be to separate the components by distillation. 
This will be disc~~ssed briefly later i n  this section. 

a 
Few liquid mixtures are ideal, so  vapor-liquid equilibrium calculations can be more 

complicated than is the case for the hexane-triethylamine system, and the system phase 
diagrams can be more structured than Fig. 10.1-6. These complications arise from the 
(nonlinear) composition dependence of the species activity coefficients. For example. 
as a result of the composition dependence of yi, the equilibrium pressure in a fixed- 

- . temperature experiment will no longer be a linear function of mole fraction. Thus non- 
_ .  ,. . ideal solutions exhibit deviations from kaoult's law. We will discuss this in detail in the 

following sections of this chapter. However, first, to illustrate the concepts and some of 
the types of ~alculations that arise in vapor-liquid equilibrium in the simplest way, we 
will assume ideal vapor and liquid solu'tions (Raoult's law) here, and then in Sec. 10.2 
consider the calculations for the more difficult-case of nonideal solutions. 

For a binary (that is, two-component) mixture, if constant-pressure vapor-liquid 
equilibrium diagrams, such as Fig. 10.1-4 or that of Illustration 10.1 - 1 .  have been pre- 
viously prepared, dewpoint and bubblepoint temperatures can easily be read from these 
diagrams. For the cases in whi'ch such information is not available, or if a multicompo- 
nent mixture is of interest, the trial-and-error procedure of Illustration 10.1-2 is used to 
estimate these temperatuies. 

ILLUSTRATIO~U 10.1-2 

.- . Estinlarion of Dew Point and Brrbble Point Ten~pernrilt-es 
Estimate the bubble point and dew point temperatures of a 25 rnol % n-pentane, 45 rnol % 
n-hexane, and 30 moI % n-heptane mixture at 1.0 13 bar. 
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for P in bar, T in K, and R = 8.314 J/(mol K). The subscripts 5 ,6,  and 7 designate pentane, 
hexane, and heptane, respectively. 

Before solving this problem it is again useful to check whether this problem is, in fact, solvable. 
We can get this information from the Gibbs phase rule. At the dew point or bubble point there 
are three components, two phases, and no chemical reactions, so there are 

degrees of freedom. Since the pressure and two independent mole fractions of one phase have 
been fixed, the problem is well posed and. in principle, solvable. 

- Since the solubility parameters for these hydrocarbons are sufficiently close, we will assume 
that this liquid mixture is ideal; that is, 7; = %PimP. (This assumption should be reasonably 
accurate here, and simplifies the calcula_tions.) Finally, since the pressure is so low, we will 
assume the vapor phase is ideal, so that f = yi P .  Therefore, the equilibrium relation for each 
species i is 4 PTP = yi P.  

a. At the bubble point of the liquid mixture, Eqs. 10.1-3, 10.1-4, and 10.1-6 must be satisfied. 
Therefore, the procedure is to 
i. Pick a trial value of the bubble point temperature. 

ii. Compute the values of the yi from 

iii. If C yi = 1, the trial value of T is the bubble point temperature. If C yi > 1. T is too 
high, and if C yi < I, T is too low: in either case, adjust the value of T and go back to 
step ii.  
Following this calcul~tional procedure, we find 

 b bubble point) = 334.6 K 
ys = 0.554 
y6 = 0.359 
y7 = 0.087 

b. To find the dew point of the vapor mixture, we 
i. Pick a trial value for the dew point temperature. 

ii. Compute the values of the liquid-phase composition from 

iii. If C x i  = 1, the trial value of T is the dew-point temperature. If Cxi > 1, T is too 
low, and if Cq < 1, T is too high; in either case, adjust the value of T and go back to 
step ii. 
In this case we find 

T (dew point) = 350.5 K 
xg = 0.073 ' 

xg = 0.347 
x7 = 0.580 

COMMENT 

Note that the dew point and bubble point temperatures differ by 16 K for this mixture. 
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T h e  next illustration demonstrates that the calcul;~tion of the btibble point and clew 
point pressures, since temperature and therefore pure-component vapor pressures are 
fixed, is somewhat easier than the conlputation of bubble point and dew point temper- 
atures as  was done above. 

ILLUSTRATION 10.1-3 
Estbl~c~tion of Dew Poirlr and B ~ l l ~ l ~ l e  Poirlr Pr.cs.s~rtrs 

Estimate the bubble point and dew point pressures for the misture of Illustration 10.1-2 at 73°C. 

SOLUTION 

a. At the bubble point pressure of the liquid mixture Eqs. 10.1-3. 10.1-4. and 10.1-6 must be 
satisfied. However, since this mixture satisfies Raoult's law, the calcularj.on of the bubble 
point pressure is / 

P (bubble point) = si piynp = .rj p y P  + .v6 pTP $- .v- p;'p 
I 

P (bubble point) = 0.25 x 3.034 + 0.45 x 1.155 + 0.30 x 0 . 4 9  = 1.4 I3 bar 

Then the vapor-phase mole fractions y; are computed from 

. . 
giving ys = 0.537, yh = 0.368, and ~7 = 0.095. 

b. To find the dew point pressure of the vapor mixture is a bit more complicated, so we 
i. Pick a trial value for the dew point pressure. 

ii. Compute the values of the liquid-phase composition from 

i i i .  If x , v i  = 1, the trial value of P is the dew point pressure of the vapor mixture. I f  
.q > 1. P is too high. and if .vi < 1. P is too low; in either case. adjust the value - of P and go back to.step ii. 

In this case we find 

P (dew point) = 0.877 bar 
s g  = 0.072 
.rg = 0.342 
x7.= 0.586 - 

Note that at fixed temperature a pure fluid boils and will completely evaporate at a single pres- 
sure: for example, water at 1.013 bar boils at 100°C. Therefore, its dew point pressure and 
bubble point pressure are identical, and we do not use these terms for a pure fluid. However, for 
the mixture and temperature considkred here, the pressures of initial boiling and condensation 
differ by 0.536 bar. .- El 

Flash calculations: Another type of  vapor-liquid equilibrium problem, and one that is more important for 

mass balances for designing separation equipment, is computing the two-phase equilibrium state when 

VLE either a liquid of known composition is partially vaporized or a vapor is partially con- 
densed as a result of a change in temperature andlor pressure. Such a problem is gener- 

. . 
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ically referred to as a flash calculation. The term $ash arises from the fact that if 
the pressure is suddenly lowered (or the temperature raised) on a mixture that is at 
its boiling temperature, it will flash-vaporize; that is, there will be a sudden partial 
vaporization of the liquid. The partial vaporization or partial condensation problem 
is somewhat more difficult to solve than bubble point and dew point calculations for 
the following reason: In a bubble point calculation an infinitesimal amount of vapor is 
produced, so  the liquid composition is that of the original mixture; and in a dew point 
calculation, an infinitesimal amount of liquid forms, so  the vapor composition is that 
of the original mixture. In either case, we know the equilibrium composition of one 
of the phases. However. in a flash calculation, the final compositions of both phases 
are unknown. If the flash process occurs at constant temperature (for example, ,in a 
heat exchanger), one uses the equilibrium criterion, Eq. 10.1-1, the restrictions of Eqs. 
10.1-5 and 10.1-6, and the species mass balance equations. If the flash process does 
not take place at constant temperature (for example, if there were pkudden rupture of 
a tank or for flow through an orifice the flash vaporization may occur adiabatically), 
one would also have to include the energy balance in the calculation, which makes the 
solution much more tedious. We consider only the constant-temperature (isothermal) 
case here. 

For a process in which I mole of a mixture with species mole fractions Z I . F ,  ZZ.F,  

. . . , z C , ~  is, by partial vaporization or  condensation, separated into L moles of liquid 
of composition x, ,  x z ,  . . . , .rc and V moles of vapor of composition y l ,  yz, . . . , yc, the 
species mass balance yields 

3Flash vaporization processes are usually considered in courses and books on mass transfer processes and stage- 
wise operations. See, for example, R. E. Treybal, Mass Transfer Operations. 3rd ed., McGraw-Hill, New York 
(1980), p. 363 et seq.; and C. J. King, Separation Processes. 2nd ed., McGraw-Hill. New York (1980), pp. 68-90. 
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SOLUTIOY 

From the Antoine equation data in Illustration 10.1-3. we have 

P Y P  = 2.721 bar P,'"~ = 1.024 bar and P;'~P = 0.389 bar 

Also, using in.? simplifications for this system introduced in the previous illustrations, the equi- 
librium relation 7; = 7; reduces to .q P y P  = yi P .  or 

For convenience. we will use the K factor, defined by the relation yi = Kix i ,  in the calculations; 
for the ideal mixtures considered here Ki = P , " " ~ ( T ) / P .  Thus we obtain the following three 
equations: 

,/. 

y. - . . , - . t j  K j  where Ks = 2.7406 

J6 = X6 K6 K6 = 1.0109 

~7 = . ~ 7  K7 K7 = 0.3844 

We also have. from Eqs. 10.1-5-1 0.1-8, 

and 

Thus we have eight independent equations for eight unknowns ( x j ,  x6, .r7, yj. Y6, y7 ,  L. and 
V ) ,  and any numerical procedure for solving algebraic equations may be used to solve this set of 
equations. Ons method is to use Eqs. 1,2, and 3 to eliminate the vapor-phase mole fractions and 
the overall majs balance, Eq. 9, to eliminate the amount of vapor. In this way the eight algebraic 
equations, are reduced to five linear algebraic equations: 

X j  + ~ g  - F . x ~  = 1 
- 

(4) 

Kjxg + K6xg + K7x7 = 1 (5') 
~ s [ L  + Kj (1  - L ) ]  = x 5 [ L ( l  - K j )  + K j ]  = 0.25 (6') 

x6[L (1 - Kg) f K6] = 0.45 (7') 
x7[L(1  - K7) + K7J = 0.30 (a) 

These equations are most easily solved by trial and error. In particular, a value of L is guessed 

- and then used in Eqs. 6'4 '  to compute x j ,  x6, and x7. These trial values of the liquid-phase mole 
fractions are then tested.in Eqs. 4 and 5'. If those equations are satisfied, the guessed value of 
L and the computed values of the xi's are correct, and the vapor-phase mole fractions can be 
computed from Eqs. 1-3. If Eqs. 4 and 5' are not satisfied, a new guess for L is made, and the - 
procedure r e ~ a t e d .  Alternatively, one can use an equation-solving computer program such as 
MATHCAD or MATLAB. 
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The solt~tion is 

COMMENTS 

1. The K-factor formulation introduced in this calculation is frequentIy useful in solving 
vapor-liquid equilibrium problems. The procedure is easily generalized to nonideal liquid 
and vapor phasss as follows: 

In this case Ki is a nonlinear function of the liquid-phase mole fraction through the activity 
coefficient y i .  and-also a function of the \.apor-phase composition through the fueacity 
coefficient &. This nlakes solving the equations much more difficult. 

2. It was not necessary to assume ideal solution behavior to solve this problem. One could, 
for example, assume that the solution is regular, in which case 7i (and K;) would be a 
nonlinear function of the mole fractions. The calculation of the vapor- and liquid-phase 
mole fractions is then more complicated than was the case here: however, the basis of the 
calculation, the equality of the fugacity of each species in both phases, remains unchanged. 

3. In some cases i t  may not be possible to find an ncceptoble solution to the algebraic equa- 
tions. Here by rrccrprnble we mean a solution such that each mole fraction, L, and V are 
each greater than 0 and less than I .  This difficulty occurs when the vapor and liquid-phases 
cannot coexist in the equilibrium state at the specified conditions: For example, i f  the Rash 
vaporization temperatlire were sufficiently high or the total pressure so low that all the 
Ki's were greater than 1. there would be no set of mole fractions that satisfies both Eqs. 
4 and 5'. In this case only the.vapor is present. Similarly, if all the Ki's are less'than I 
(which occurs at low temperatures or high pressures), only the liquid is present, and again 
there is no acceptable s~lution'to the equations. It is also possible that there will not be an 
acceptable solution even with a distribution of values of the K factors if some, but not all, 
their values are nluch greater than or much less than unity. 

4. For this system C = 3, P = 2. and JM = 0. so that, from the Gibbs phase rule, the number 
of degrees of freedom is 

Since the equilibrium temperature and pressure were specified, one degree of freedom 
remains. If no funher information about the system were given, that is, if one were asked to 
determine the equilibrium compositions of vapor and liquid for a pentane-hexane-heptane 
mixture at 69°C and 1.013 bar with no other restrictions, many different vapor and liquid 
compositions wouM be sclutions to the problem. A problem that does not have a unique 
solution is said to be ill posed. With the initial liquid composition given, however, the 
species mass balances (Eqs. 6. 7, and 8) provide the additional equations that must be 
satisfied to ensure that there will be no more than'one soluiion to the problem. LY 

ILLUSTRATION 161-5 . 
. . 

Partial Equilibrircm Va~orizarion Calcr~lation and its Relation to Separation Processes 

A liquid mixture of 50 rnol % n-pentane and 50 mol % n-heptane, initially at a low temperature, 
is partially vaporized by heating at aconstant pressure of 1.013 bar (1 atm). Find the equilibrium 
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vapor and liquid compositions and the equilibriun~ tenlperature as a function of the fraction that 
is vaporized. 

Here we have for the equilibrium conditions 

where p F P ( T )  is obtained from the Antoine equation data in Illustration 10.1-1. From Raoult's 
law, the total pressure is 

P (s5, S ,  T )  = ~g P;\"(T) + 17 P?'(T) 

We also have, from Eqs. 10.1-5-10.1-8, 

and 

With pressure fixed, for each value of the fraction of liquid L, the equilibrium temperature 
and the compositions in vapor and liquid phases can be computed by iteration. The results are 
given below and shown in Fig. 10.1-7. In this diagram each of the horizontal tie lines shown 
connecting the vapor and liquid compositions is labeled with its equilibrium temperature. Note 
that the first bubble of vapor occurs at 327.8 K and has an n-pentane mole fraction of 0.885. As 
the temperature increases. more of the liquid phase evaporates, and each of the phases becomes 
increasing more concentrated in n-heptane and less conctntrated in 11-pentane. Of course, when 
all the liquid has evaporated (L = 0). the vapor will be of the same composition as the initial 
liquid. Also, the end points of this figure at L = 0 and L = 1 in fact can be computed somewhat 
more easily from bubble point and dew point calculations, respectively. 

Feed composition 

P =  1.013 bar 
T = 353.9 K 

.I? 0.3 - 

0.1 - - T= 329.9 K 

Mole fraction of pentane 

Figure 10.1-7 The fraction of -an equimolar n-pentane-n-heptane mixture vaporized at fixed 
pressure, and the composition of the coexisting phases as a function of temperature. 



5 Cllap~er 10: Vapor-Liquid Equilibrium i n  Mixtures 

.Y! 0.500 0.459 0.414 0.367 
~1 0.858 0.869 0.843 0.81 1 
T ( K )  327.8 329.9 332.4 335.3 

Bl 

These results, \\.bile specific to this system, have some interesting iniplications for 
the purification of rnistures. For example, suppose that by starting with a liqiiid mixture 
of 50 mol % 11-pentane and 50 rnol % 11-heptane, we wanted to produce a liquid mixture 
that contained 98 mol % 11-pentane. One way to do this would be to vaporize some of 
the initial mixture. collect the vapor, and then condense it. However, we see from the 
results above that the highest concentration of n-pentane we could get in this way 
is 88.8 mole %, but only if we got an infinitesimal amount of vapor (i.e., L = 1). 
Vaporizing any greater fraction of liquid- produces a.vapor of lower concentration, as 
seen above. 

Another possibility is to use a two-stage process in which we vaporize some of the 
liquid to get a vapor enriched in n-pentane, condense this liquid, and then partizlly 
vaporize i t  to produce a vapor that has even a higher concentration of n-pentaile. For 
example, if we vaporized just 10 rnol % of the original liquid (L = 0.9), we would 
obtain a vapor containing 86.9 mol % n-pentane. Now condensing this stream to a 
liquid and using i t  as the feed to a second partial vaporization process. repeating the 
calculation above ~ v i t h  this new-feed;we obtain 

We see from these results that by vaporizing 20 mol % (L = 0% for stage 2) of 
the condensed vapor from stage 1, we obtain a vapor that contains the desired 98 mol 
% n-pentane. So we have met the concentration specifications. However, this process 
is very wasteful of the chemicals and not energy efficient. In particular, if we started 
with 100 moles of the initial feed, only 10 moIes would remain after the first partial 
vaporization, and only 2 moles of the product stream containing 98 mol % n-pentane -. would result from the second stage. So that by starting with 50  moles of n-pentane (100 
moles x 50 mol % n-pentane) we have obtained a product that contains only 2 moles 
x 98 rnol % n-pentane = 1.96 moles of n-pentane. That is, 48.04 moles of n-pentane 
have not been recovered in the process. 
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This susgests that a more efficient process of purification is needed than simple 
partial vaporization and condensation. Chemical engineers have devised a much more 
efficient method, multistage distillation. This subject is discussed in detail in courses 
on stagewise operations, unit operations, and/or mass transfer. We will give a very 
brief discussion of simple, multistage distillation here j~lst  to point out the importance 
of thermodynamics in chemical engineering design. 

Relevance of A tray-type multistage distillation column contains several essential elements. There 
are a number of trays in a vertical cylindrical column, a boiler at the bottom. and a vapor-liquid 

equilibrium to condenser at the top. Each tray holds up some liquid, and vapor produced in the boiler 

distillation (called the reboiler) passes up the column and through the liquid on each of the trays. In 
this process, the vapor reaches equilibrium with the liquid on each tray. and the vapor 
composition changes. When the vapor reaches the top of the column. i t  is condensed; 
some of the condensed vapor is withdrawn as the distillate or overhead product, and 
the remainder is returned to the distillation column as liquid. This liquid flows down 
the column from tray to tray and reaches equilibrium with the vapor passing through 
each tray. When the liquid reaches the reboiler at the bottom of the column, some of 
i t  is vaporized and provides the vapor for the distillation column, ~vhile the rest is se- 
moved as the bottoms product. The overall operation of a distillation column, as shown 
in Fig. 10.1-8, is that a feed enters the column somewhere between the reboiler and the - 
condenser, and an overhead product containing predominantly the more volatile com- 
ponent and a bottoms product containing predominantly the less volatile component 
are withdrawn from the column. The important characteristic of a distillation column is 
that internally there is countercurrent flow between a downward flowing liquid, which 
is becoming increasingly rich in the less volatile component. and an upward flowing 

Reboiler 

Figure 10.1-8 (a) Schematic diagram of a distillation col- 
umn, showing (b) the tray-to-tray Rows and compositions. 
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vapor that is becoming increasingly rich in the more volatile component. (A question 
that is sometimes asked is why some of the condensed vapor product must be returned 
to the column. The answer is that if this were not done, trays in the column would be 
dry, and vapor-liquid equilibrium would not be obtained.) 

While the design of distillation columns can be quite complicated. we will consider 
only the simplest case here. The simplifications we will use are that vapor-liquid equi- 
librium will be assumed to exist on each tray (or equilibrium stage) and in the reboiler, 
that the column operates at constant pressure. that the feed is liquid and will enter the 
distillation column on a tray that has liquid of approximately the same composition as 
the feed, that the molar flow rate of vapor V is the same throughout the column, and 
that the liquid flow rate L is constant on all trays above the feed tray, and is constant 
and equal to L -+ F below the feed tray, where F is the molar flow rate of the feed to the 
column, here assumed to be a liquid. The analysis of this simplified distillation column 
involves only the equilibrium relations and mass balances. This is demonstrated in the 
illustration below. 

ILLUSTRATION 10.1-6 
A Very Sinzple Design of a Distillntio~l Col~ci?117 

Start with the the feed of the previous illustration. consisting of 50 rnol % /I-pentane and 50 
mol % n-heptane, and recover 95 percent of the n-pentane in the feed in a stream that contains 
98 mol % n-pentane. At the top of the column, I mole of product will be withdrawn for every 
9 moles that are returned to the column, and the distillation column will operate at 1.013 bar 
pressure. 

SOLUTION 

Basis for the calculations: 1130 mollhr of feed. 
The feed contains 50 moles of Cs. To meet the recovery target, 50 x 0.95 = 47.5 moles of 

Cs in a stream of 98 percent purity is needed, so the distillate flow rate is D = 47.510.98 = 48.47 
molhr, and the distillate contains 48.47 -47.5 = 0.97 moles of C7. Therefore. the bottoms Row 
rate B = 100 - 48.47 = 51.53 mol/hr and by a mass balance on Cs contains the remaining 
2.5 moles of C5 and 50 - 9.97 = 49.03 mollhr of C7. Consequently, the mole fractions of the 
bottoms product are .fcs = 0.0485 and xc7 = 0.95 15. 

Since the distillate Row rate is 48.47 mollhr, and 9 moles of liquid are returned to the column 
for each mole of overhead product, L = 48.47 x 9 = 436.23 molhr and L+ F = 536.23 mcllhr. 
Also, the vapor Row in the column V must equal the liquid Row at the top of the column plus 
the amount of distillate withdrawn, so V = L + D = 436.23 + 48.47 = 48-1.70 molhr. 

With the overall column flows now determined, we next consider what happens on each tray. 
The top tray, which we refer to as tray 1, is shown schematically in Fig. 10.1-9. It has four 
streams: a vapor stream leaving the tray V i ,  which is in equilibrium with the liquid stream 
leaving Li ; the vapor stream V2 entering tray 1 from tray 2 below, and an entering liquid stream 
from the condenser, which we designate as Lo. On tray 1 we know that since all the vapor leaving 
is condensed to product and the returning or reflux liquid, the C5 mole fraction of Lo and VI are 
0.98. Also, since LI  is in equilibrium with VI, from an equilibrium calculation at P = 1.013 
bar, we find that the.C5 mole fraction of L I  is 0 .856-~& that the equilibrium tray temperature is 
313.8 K. Next a mass balance is used to find the Cs mole fraction of V2 as follows: 
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Condenser 

L", x, = l,, v,.y, =s, 

I 
Tray 1 

1 
t I 

L,..r, V.. .v2 Figure 10.1-9 Schematic diagram of top two trays in a distil- 

I t lation column. Note that the vapor and liquid leavilzg the same 
tray are assumed to be in equilibrium (that is, I, is i n  equilbriuni 
with y,. xz with y2, etc.). Also, since there is a total condenser 
on this distillation column, the composition of the vapor leav- 
ing the the top tray, y , ,  and the liquid returned to the column. 

LZ. x2 " 3 . ~ 3  so, both have the same composition as the distillate x ~ .  

Now since the liquid leaving tray 2 is i n  eqttilibriutn with the vapor of composition, yc,.? = 
0.868, a dew point calculation can be done to find the tray temperature and liquid composition. 
The results are sc5.2 = 0.458 and the tray temperature is 329.9 K. 

Next a mass balance is used to find the vapor composition entering tray 2 from tray 3 below. 
However. since the liquid composition on this tray is close to the feed composition, the 100 
mol/hr should be added to this tray. Therefore, the mass balance is 

I yes., x 484.70 + 0.856 x 436.23 + 0.500 x 100 = 0.868 x 484.70 + 9.458 x 536.23 

Therefore. y5., = 0.50 1 .  
As the liquid leaving tray 3 is in equilibrium with the vapor of composition, y ~ , , ~  = 0.501. a 

dew point calculation is used find the tray temperature and liquid composition. The results are 
I 
I 

sc5., = 0.137 and the tray temperature is 353.8 K. 
! Proceeding i n  this manner, a mass balance is then used to find the vapor composition entering 

'tray 3 From tray 4 below. 

Therefore, yc,, = 0.146 and From an equilibrium calculation the liquid leaving tray 4 is 
xc5, = 0.029 and the tray temperature is 366.7 K. As this composition is lower than the speci- 
fication for the bottoms product of xcs = 0.0485, no further stages are needed in the distillation 
column. Also, it should be pointed out that while the condenser is used to condense all the va- 
por, the reboiler vaporizes only part of the liquid. Therefore, it is an equilibrium stage, just as 
are each of the trays. Consequsntly, the distillation column we have just "designed" requires a 
total condenser and 4 "trays" or equilibrium stages, which actually consists of three trays and a 
reboiler. Also, the feed is to be added to the second tray from the top of the distillation co1umn.E 

Alternative distillation There is another method of analyzing distillation colums. This is done by statiing 

calculation with the overall mass (molar) balance on the distillation column, 
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and on either one of the species in a binary mixture: 

Using these equations, we can relate the amount of distillate D and bottoms B  to the 
amount of feed F and the feed and desired product compositions as follows: 

ZF - X B  X D  - ZF D = -  F and B = - F (10.1-11) 
X D  - X E  X D  - X B  

Next we do both an overall molar balance and a species molar balance on just a 
section of the distillation column including stages 1,2, . . . , i above the feed tray: 

V = L + D  and y i + , V = x i L + x D D  (10.1-12) 

Using the definition of the reflux ratio q = L/  D ,  we obtain 

Note that this is a linear equation between the vapor composition entering stage i, 
yi,,, and the liquid composition leaving thzt stage, xi. Also, since the condenser being 
considered here condenses all of the vapor leaving stage 1, yl = x ~ .  Therefore, Eq. 
10.1-13 results in a line that starts at x ~  and has a slope of q / ( q  + 1). This line is 
referred to as the upper operating line, or rectification section operating line; and can 
be plotted on an x-y diagram, as will be shown in the illustration that follows. 

Finally, we do an overall rnolar balance and a species molar balance on a section of. 
the distillation column including stages below the feed tray (assuming the feed is all 
liquid) up to  stage I: '. 

L +  F = V +  B and x l t l ( L +  F )  = ylV + x B B  (10.1-14) 

where we have used the subscript I to indicate the equilibrium stages below the feed 
tray. Using the definition of the reflux ratio and the overall mass balance, we obiain 

This is also a linear equation between the vapor composition leaving stage I, yl, 
and the liquid composition entering that stage from the stage above, s l + l .  This 
equation is referred to as the lower operating line, or stripping section operating line. 
To plot this equation, we start at the point X I  = X B  and continue it with a slope of 
(q + F / D ) / ( q  + 1). Since only a portion of the feed exits as distillate (so that F  > D),  
this line has a slope greater than unity, as q + F / D  > q  + 1. The following illustration 
shows how the stripping section and rectification section operating lines can be used in 
a simple graphical construction to determine the number of equilibrium stages needed 
to accomplish a separati~n by distillation of a binary mixture. 

(Note that in the analysis here we have assumed that the feed is at its boiling point. If 
it were below its boiling point, it would condense some-of the vapor, so that the vapor 
flow rate above the feed tray would be less than that below the feed tray. Similarly, if 
the feed were a two-phase mixture, or a vapor, the vapor and liquid flows would be 
different from those given here. However, we leave these complications to a course in 
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mass transfer or stagewise operations, which usually follows this course in therniody- 
namics.) 

ILLUSTRATION 10.1-7 
Graphical Drsigt~ of a Disrillariotl Coltrtiit~ 

Start with the the feed of the previous illustration. consisting of 50 mol 9c 11-pentane and 50 rnol 
% ti-heptane, and determine how many equilibrium stages are needed to recover 95 percent of 
the n-pentane in the feed in a stream that contains 98 mol tic 11-pentane. At the top of the colunin, 
1 mole of product will be withdrawn for every 9 moles that are returned to the column, and the 
distillation column will operate at 1.0 13 bar pressure. 

Figure 10.1-10 shows the constant pressures-. plot for this system. For the example considered , 
here, q = L I D  = 9/1 = 9. Consequently. the rectification section operating line starts a t '  
.r = 0.98 and has a slope of q/(q + 1 )  = 9/(9 + 1) = 0.9. The stripping section operating line 
starts at s = 0.0485 and has a slope of (q  + F/D)/(q + 1) = (9 + 100/48.47)/(9 + 1 )  = 
(9 + 2.063)/ I0 = 1.106. Both of these operabing lines are drawn on the .u-y diagram. Note that 
these operating lines cross at the feed composition. 

The rectification operating line relates the composition of the vapor rt11erit7g an equilibrium 
stage (from the stage below) to the liquid leovit~g that stage. while the equilibrium line relates 
the composition of the equilibrium liquid leaving the stage to the equilibrium vapor also leaving 
that stage and entering the one above it (or the condenser. i f  it is the top stage). Thus, starting 
with the Capor composition at the top stage. which is equal to the liquid~distiIlate.concentration 
(that is. the point . r ~  = yt) .  a horizontal line is drawn until it intersects the equilibrium curve. 
This intersection gives the liquid of composition xi in equilibrium with y ~ .  Now drawing a ver- 
tical line from this point until it intersects the stripping section operating line gives the vapor 
composition j.2 entering stage 1.  Another horizontal line then gives the liquid composition .rz 
in equilibrium with this vapor, and so on. This graphical stage-to-stage construction is repeated 
until a liquid composition equal to or less than the feed composition is reached. The optimal 
stage at which to inject feed is the one that has a liquid composition closest to that of the feed. 
Therefore, once a liquid stage composition is less than that of the feed, we identify that as the 

.Figure 10.1-10 The graphical stage-to-stage calculation for a distilla- 
tion column. 



514 Chapter i 0: Vapor-Liquid Equilibrium in Mixtures 

feed stage and continue the graphical construction using the stripping (lower) operating linc 
until a composition equal to or less than the desired bottoms composition is reached. 

This graphical consmmction is shown in Fig. 10.1-10. From this figure, we see as before that 
the desired separation can be achieved in a total of four equilibrium stages, one of which is 
the reboiler, and that thz feed should be on the second stage from the top of the column. Thc 
temperature on each tray. the condenser, and the reboiler can now be determined from the T-s-J 
diagram for this mixture using the liquid composition in each of these locations. 

Note the difference between this method of calculation and the one used in the previous illus- i 
tratioc. There we did vapor-liquid equilibrium calculations only for the conditions needed, and 
then solved the mass balance equations analytically. In this illustration we first had to do vapor- 
liquid equilibrium calculations for all compositions (to construct the I-y diagram), and then ; 
for this binary mixture we were able to do all further calculations graphically. As shown in the " ! 
following discussion, this makes it easier to consider other reflux ratios than the one used in this 1 
illustration. 

The choice of reflux ratio q = LI D, that is, the ratio of the liquid returned from the condenser 
to distillate, was chosen arbitrarily to be 9 in this example. Suppose instead a value of 0.5 had 
been chosen. Then the rectification section operating line would still start at .r = 0.9s but no\\. 
have a slope of q/(q + 1) = 0.5/(0.5 + 1) = 0.333. The stripping section operating line would 
again start at x = 0.0485 and have a slope of (9 + F/D)/(q + 1) = (0.5 + 100/48.47)/(0.5 + I )  
= 2.5631 1.5 = 1.709. The graphical stage-to-stage calculation for this case is shown belo\\. 
In this case, we need a total of six equilibrium stages, with the feed on the third stage. Thus 
by decreasing the reflux ratio, we need two additional stages in the distillation column. which 
increases the capital cost. However, by decreasing the reflux ratio, for a fixed amount of product. 
less vapor and liquid are circulating through the column so a column of smaller diameter can 
be used, which decreases the capital cost. More important, less liquid is being vaporized in 
the reboiier and less vapor is being condensed in the condenser. resulting in a very significant 
decrease in utility costs. So by decreasing the reflux ratio, the cost of separation can be greatly 
reduced. 

However, the reflux ratio cannot be reduced indefinitely. There is a value of the reflux ratio 
below which i t  is no longer possible to achieve the desired separation. This is the value of q thar 
results in the simt~ltaneous intersection of two operating lines and the equilibrium line. For the 
system being considered, this limiting reflux ratio is L/ = 0.237. At this reflux ratio the dehired 
separation cannot be achieved since, in stepping of stages, it is not possible to get beyond the 
intersection point of the two operating lines. This point of intersection between the equilibrium 
and operating lines is referred to as a pinch point and is shown in Figure 10.1 -I 1. For any 
reflux ratio greater than this minimum value, the separation is possible. As a (very) rough rule 
of thumb, a reflux ratio that is 20 percent greater than the minimum required for the separation 
may be close to the economic optimum between equipment and operating costs. - 

Another limiting case is the minimum number of stages required for a separation, which 
occurs when the reflux ratio is infinity, so that all the condensed vapor is returned to the column. 
there is no overhead or distillate product, and also no bottoms-product and therefore no feed to 
the column.,In this case, from Eq. 10.1-12, yi+l = xi and from Eq. 10.1-14, XI+, = y ~ ,  so that 
the upper and lower section operating lines are coincident with the x = y or 45O line. For the 
case here, from Fig. 10.1-12, this results in slightly more than three equilibrium stages as the 
minimum number required to obtain the desired separation. B 

The  discussion presented here is meant to be a simple introduction merely to il- 
lustrate the importance of  vapor-liquid equilibrium calculations in the design of dis- 
tillation columns, and to provide motivation for  the study o f  this subject. T h e  actual 
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Figure 10.1-11 Stage-to-stage calculation for a distillation colunin 
operating at the minimum reflus ratio. 

design of distillation columns is much more complicated than can be considered here. 
Complications include the following: 

a. The mixtures involved are not ideal. 
b. The assumption of constant molar flow rates of liquid and vapor i n  the rectifying 
. and stripping sections is not valid. and the mass and energy balances are needed 

to determine the actual vapor and liquid flow rates on each tray. 
c. ~quil ibXum may not be achieved on each tray (which can be approximately ac- 

counted for by an empirical tray efficiency correction factor). 
d. The feed may be a liquid at saturation, a subcooled liquid, a vapor-liquid mixture, 

a vapor, or a subcooled vapor. 

Figure 10.1-12 Stage-to-stage calculation for a distillation column 
operating at the infinite reflux ratio. 
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e. A partial rather than total condenser may be used. 
f. Intertray cooling, multiple feeds, and other distillation configurations may be 

used. 

All such issues are dealt with in textbooks on distillation, mass transfer, and unit oper- 
ations. 

Differential distillation Consider the boiling of a liquid mixture in which the vapor that is produced is con- 
tinually removed. In such a process, which is called a Rayleigh distillation, the con- 
centration of the more volatile component in the liquid will continue to decrease as 
the boiling proceeds. In fact, this is the simplest type of batch distillation and has been 
used since antiquity. (Should we consider the earliest distillers of alcohol \vho used this 
process to be the first chemical engineers?) For this process the overall rate-of-change 
form of the mass balance and the rate-of-change form of the mass balance for species 
i are 

/. 

d N  . :I Ni 
- = N and - = fii 
el t clt 

Combining these equations, we have 

d N i  cl (N.ri) (1 N c l ~ i  . ---- d N  - -xi-  + N- = Ni = yiN = yi- 
d t  dr d t  clt d t  

which can be rewritten as 

or more simply as 

Rayleigh equation 

which is known as the Rayleigh equation. 
For generality, using the activity coefficient description of vapor-liquid equilibrium, 

the equation can be rewritten as . 
dN dxi  dx i  - d x i  

- - - 
N yi - .ri xi . yi (&) (T)  

-.q xi ( ~ i  ( T I  pyp (TI - l)  
P P 

Note that this equation is not easily integrated, for two reasons. First, the activity coeffi- 
cient is a function of the liquid-pha~composition, which continually changes as addi- 
tional liquid is vaporized. Second, differential distillations are usually done at constant 
pressure (in particular, open to the atmosphere), so  thnt as the composition changes, the 
equilibrium temperature of the liquid changes (following the bubble point temperature 
curve), and the pure component vapor pressures are a function of temperature. 

For an ideal liquid phase, this reduces slightly to 

although the temperature dependence of the vapor pressure remains. 



10.1 Vapor-Liquid Equilibrium in Ideal Mixtures 517 

An alternative description of differential distillation for  a binary mixture is to start 
.from the mass balance on any one species i, 

dNI . -- - NI = ?I&' = X I Y I  (-r) plVaP ( T )  N = NI 
dr N1 + 1Vr Y l  (5) p y p  (TI I4 

so that the ratio of [he rates of change in the mole numbers of each species in a binary 
mixture is 

dNI  I (5) p P  ( 1  Nl y 1 ( z )  pTP ( T )  -- - - - Nl 
= al;?(T, 5)- i10.1-17) 

d ~ ;  N?:,, N , + , , ( ) p  N 2 ~ 2 ( z ) p ? ~ ( T )  N2 

where u l r ( T ,  z )  = [ y l  ~ ) P ~ ~ ( T ) ] / [ ~ ~ ( , J )  P ~ ~ ( T ) ]  is the so-called relative volatility 
of  the two components. For the special case where the relative volatility u  is constant 
(which will occur only if the liquid is an ideal mixture in which all the activity coef- 
ficients are unity and then only if the ratio of  the vapor pressures is a constant) this 
equation can be integrated to obtain 

. A differential distillation starting at 350 K is to be run on an equimolar mixture of n-heptane and 
n-octane until 50 percent of the original mixture remains as liquid. Assuming that the relative 
volatility of n-heptane to n-octane is approximately constant at a value of 2.35 over the temper- 
ature range of the distillation, what is the composition of the liquid mixture after 50 percent of 
the mixture has been vaporized? 

- SOLUTION 

Basis of the calculation: 1 mole of the initial equimolar mixture. 
The equations to be solved are 

Nc7 ( t )  + NCS (f) = 0.5 

and 

The solution to these equations is No = 0.178 mol, and Ncl = 0.322 mol. Therefore, the 
liquid mole fractions after half of the initial mixture has.been vaporized are x,-7 = 0.356 and 
xc8 = 0.644. El 
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PROBLEMS FOR SECTION 10.1 

10.1-1 The following mixture of hydrocarbons is obtained 
as one stream in a petroleum refinery. 

Component &lo1 C/C A B 

Ethane 5 8 17.08 4.402 229 
Propane 10 1051.38 4.517 190 
rt-Butane -10 1267.56 4.617 679 
?-Methyl propane 45 1 183.44 4.474 0 13 

The parameters .-I and B in this table are the con- 
stants in the equation ,,' 

where P'"P is the vapor pressure in bar and T is 
the temperatl.ire in K. These paraffinic hydrocarbons 
form an ideal misture. 
a. Compute the bubble point of the mixture at 5 bar. 
b. Compute the dew point of the mixture at 5 bar. 
c. Find the amounts and compositions of the vapor 

and -tiquid phases that would result if this mix- 
ture were isothermally flash-vaporized at 30°C 
from a high pressure to 5 bar. 

d. Set up the equations to be used, and the infor- 
mation needed. to compute the amounts, compo- 
sitions, and'temperature of the vapor and liquid 
phases that would result if this mixture were adi- 
obariccrlly flash-vaporized from a high pressure 
and 50°C to 5 bar. 

10.1-2 The binary mixture of benzene and ethylene chlo- 
ride forms an idcnl solution (i.e., one that obeys 
Raoult's law) at -19.99'C, as shown by the data of 
J. von Zawidzki [Z. Phys. Chem., 35, 129 (1900)l. 
At this temperature pure benzene boils at 0.357 bar, 
and pure ethylene chloride boils at 0.315 bar. De- 
velop the analogues of Figs. 10.1- 1 to 10.1-3 for this 
system. 

10.1-3 a. Calc~h.!e the dew point pressure and liquid com- 
position at T = 69°C for the mixture of Illustra- 
tion 10.1-2. 

b. Calculate the bubble point pressure and vapor 
composition at T = 69°C for the mixture of II- 
lustration 10.1-2. 

10.1-4 Compute the complete vapoi-liquid phase behavior 
for the mixture of Illustration 10.1-2 at T = 69°C. 

10.1-5 Compute the complete vapor-liquid phase behav- 
ior.for the mixture of Illustration 10.1-2 at P = 
1.013 bar. 

10.1-6 Relative humidity is the ratio of the partial pressure 
of water in air to the partial pressure of water in air 

saturated with water at the same temperature, ex- 
pressed as a percentage: 

Relative - Partial pressure of water in air - x 100 
humidity Partial pressure of water in air 

saturated with water at same 
temperature 

Among aviators it is more common to express the 
moisture content of the air by giving the air temper- 
ature and its dew point, that is, the temperature to 
which the air must be cooled for the first drop of 
water to condense. The following atmospheric con- 
ditions have been reported: 

Atmospheric pressure = 1.0 1 1 bar 

Air temperature = 25.6'C 

Dew point of air = 20.6'C 

What is the relative humidity of the air? (See Prob- 
lem 7.12 for the necessary data.) 

10.1-7 Into an evacuated 30-liter vessel is placed 0.1 mol 
of 11-butane dissolved in 0.9 m d ~  of n-hexane. If 
the vessel and its contents are kept at 298 K, what 
is the pressureznd thk vapor and liquid composi- 
tions when equilibrium is achieved? You may as- 
sume ideal liquid and vapor behavior. 
Dofa at  295 K: The density of liquid n-butane is 
0.575 ~ C C  and its vapor pressure is 2.428 bar. The 
density of liquid n-hexane is 0.655 g/cc and its va- 
por pressure is 0.200 bar. 

10.1-8 A streani ccntains 55 mol % n-pentane, 25 mol % 
n-hexane, and 20.moI % n-heptane and is to be pro- 
cessed at 69OC. The following data are available. 
Data: At 69°C P:;' = 2.755 bar, P? = 1.021 
bar, and PgP = 0.390 bar 
a. What is the bubble point pressure of this mixture 

and the vapor composition that results? 
b. What are the dew point pressure of this mixture 

and-the liquid composition that results? 
10.1-9 The mixture of the previous problem at 69OC is to 

be isothermally flashed. 
a. What pressure will produce a liquid stream that 

contains one-tenth th'e number of moles of the 
feed, and what will be the equilibrium vapor and 
liquid compositions? 

b. What pressure will produce a liquid stream that 
contains nin'e-tenths the number of moles of the 
feed, and what will be the equilibrium vapor and 
liquid compositions? 

10.1-10 The mixture of Problem 10.1-8 at 69'C is to be 
isothermally flashed. 
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a. What pressure will produce a liquid stream that of 101.325 kPa. (If the partial pressure is below 
contains exactly one-half the number of moles the lower flammability limit, there is insufficient 
of the feed, and what will be the equilibrium combustible material to sustain combustion. There 
vapor and liquid compositions? is also an upper flammability limit at which the 

b. What pressure will produce a liquid stream with vapor contains an amount of flammable material 
an 11-pentane mole fraction of 0.30, what will such that there is insufficient oxysrn to maintain 
be the fraction of the initial feed that is liquid a flame.) If the lower flammability limit of refrjg- 
at these conditions, and what will be the equi- erant FC152a is 4.35 kPa, at what temperature of 
librium compositions of the vapor and liquid the pure liquid will this refrigerant produce a vapor 
streams? that is flammable? The vapor pressure of FC152a 

10.1-11 Joe Udel wanted to do an isothermal flash on the (in MPa) is 
mixture of Problem 10.1-8 at 69°C to produce a 
vapor that has an n-pentane mole fraction of 0.85, 
and a liquid-phase n-heptane mole fraction of 0.80. In P""' = 8.347 - Z-..-- 7644 for 7 in K 
However, he could not find a pressure or vapor- T 
liquid split that would result in the desired separa- 
tion. 10.1-13 A mixture of benzene and 2,2,4-trimethyl pentane 
a. By doing a degrees-of-freedom analysis, ex- is to be purified using distillation. The liquid feed 

plain the reason for Joe's failure. to the column is l d  molhr with a benzene mole 
b. What should Joe do to obtain the desired sepa- fraction of 0.4 at 5j2C. The distillate is to contain 

ration? benzene at a mole fraction of 0.99 with 98 percent 
10.1-12 The lower flammability limit of a combustible ma- of the benzene in the feed in this stream. The dis- 

terial is defined as the partial pressure in an equi- tillation column operates at 1.013 bar, and the dis- 
librium vapor in air above the pure liquid that will tillate and bottoms products are saturated liquids. 
produce a flammable mixture at a total pressure What are the amounts and compositions of the dis- 

tillate and bottoms products? 

Since few liquid mixtures are ideal, vapor-liquid equilibrium calculations are some- 
what more complicated than for the cases in  the previous section, and the phase dia- 
grams for nonideal systems can be more structured than Figs. 10.1-1 to 10.1-6. These 
complications arise from the (nonlinear) composition dependence of the species ac- 
tivity coefficients. -For example, as a result of the composition dependence of yi ,  the 
vapor-liquid equilibrium pressure in a fixed-temperature experiment will no longer be 
a linear function of mole fraction, so that nanideal solutions exhibit deviations from 

.. Raoult's law. However, all the calculational methdds discussed in the previous section 
for ideal mixtures, including distillation column design, can be used for nonideal mix-.. 
tures, .as long as the composition dependence,pf the activity coefficients is taken into 

- account. 
Several examples of experimental data for nonideal solutions are given in Fig. 

10.2-1. It is easy to establish that if 

(see Fig. 10.2-la and?), then yi,> 1 for at least one of the species in the mixture, that 
is, Pi > xi piMp (SO that positive deviations from Raoult's law.occur). Similarly, in real 
solutions 
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Figure 10.1-1 (a) Equilibrium.total pressure versus composition for the ethyl iodine-carbon tetrachloride system at T = 
49.99"C. (b)  Equilibrium total pressure versus composition for the carbon disulfide-acetone system at T = 35.17"C. (c) 
Equilibrium total pressure versus composition for the chloroform-acetone system at T = 35.17"C. (d) The x-y diagram for 
the chloroform-acetone system at T = 35.17"C. 

(see Fig. 10.2-lc) occurs when the activity coefficients for one or more of the species 
in the mixture are less than 1, that is, when there are negative deviations from Raoult's 
law. . 

Of special interest are binary mixtures in which the total pressure versus liquid com- 
position curve exhibits an extremum (either a maximum or a minimum), as illustrated 
in Fig. 10.2-1 b and c. To locate this extremum we set (aP/axl )~  = 0, keeping in mind 
that x2 = 1 - X I ,  to get 

To proceed further we note that the Gibbs-Duhem equation given in Eq. 9.3-15 
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can be rewritten as 

Next, using d s l  = -dx2, and observing that ( ? T / ~ . Y ~ ) ~  = 0 since temperature is 
fixed, and that ( a  P / ~ X , ) ~  = 0 at an extreme value of the pressure, yields 

Finally, using this expression in Eq. 10.2-1 and recognizing that (1 +xl In y [ / a x l ) ~  # 
0 (the results of Problem 9.18 provide a verification of this) establishes that when 
( a p / a x 1 )  = 0, 

or, from Eq. 10.1 - 1 b, 

This equation, together with the restrictions 

x l + x 2 = 1  and y r + ~ z = l  

has the solution 

XI = YI 
(10.2-6) 

.-cz = y2 

Thus, at fixed temperature the occurrence of either a maximum or a minimum in the Azeotrope 
equilibrium pressure versus mole fraction curve at a given composition indicates that 
both the vapor and liquid are of this composition (this is indicated in Fig. 10.2- I d by 
the intersection of the .r-y and x  = y curves). Such a vapor-liquid mixture is called 
an azeotrope or an azeotropic mixture and is of special interest (and annoyance) in . 
distillation processes, as will be discussed later. 

The occurrence of an azeotrope is also indicated by an interior extreme value of the 
equilibrium temperature on an equilibrium temperature versus composition curve at 
fixed pressure (see Problem 10.2-3). If the extreme value of temperature is a maximum 
-(i.e., !he vapor-liquid equijibrium temperature of the mixture is greater than the boiling 
point of either of the pure components at the chosen pressure), then the mixture is said 
to be a maximum boiling azeotrope; a maximum boiling azeotrope occurs when there 
are negative deviations from Raoult's law, that is, when the activity coefficient of one 
or more species is less than 1. Similarly, if the azeotropic temperature is below the 
boiling points of both pure components, the mixture is a minimum boiling azeotrope; 
the activity coefficient of at least one of the species in the mixture is greater than 
unity, and there are positive deviations from Raoult's law. This is the more common 

- 

occurrence. 
At a low-pressure azeotropic point the liquid-phase activity coefficients can be 

calculated from the relation 
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which results from Eqs. 10.2-5 and 10.1-6. Because of the simplicity of this result. 
azeotropic data are frequently used to evaluate liquid-phase activity coefficients. In 
particular, given the azeotropic composition, temperature, and pressure, one can cal- 
culate the liquid-phase activity coefficients at the azeotropic composition. This infor- 
mation can be used to obtain the values of the parameters in a liquid solution model 
(e.g., the van Laar model). which can then be used to calculate the complete pressure- 
composition and s-y diagrams for the system. This procedure is illustrated next. 

ILLUSTRATIOX 10.2-1 
Usitly Azeotropic Darn to Prrciict VLE of a Bi~lnn. Mirtrrrre 

Bcnzene and cyclohexane form an azeotrope at 0.525 mole fraction benzene at a temperature of 
77.6"C and a total pressure of 1.013 bar. At this temperature the vapor pressure of pure benzene 
is 0.993 bar, and that of pure cyclohesane is 0.980 bar. 

a. Using the van Laar model, estimate the activity coefficients of benzene and cyclohexane 
over the whoie composition mnge. Use this activity coefficient information to compute 
the eqttilibritlrn pressure versus liquid composition diagram and the equilibrium vapor 
cotnpositio~i \.ersus liquid cotnpo>ition diagram at 77.6'C. 

b. Make predictions for the acti\.it!. coefficients of benzene and cyclohesane using regular 
soliltion theory. and compare these with the results obtained i n  part (a). 

SOLUTION 

a. The vat1 Lcrtrr model. The staninp point is the equilibrium relation 

~ L ( T .  P,;) = ~ Y ( T ,  p.y) 

which, at the pressures here, reduces to 

.qyi P;'+ = yi P 

Since xi = at an azeotropic point, we have yi = P /  PTP, SO that at .rB = 0.525 

1.013 
yC(-rB = 0.523 = - = 1.034 

0.980 

Using Ec;s. 9.5- 10, we obtain a = 0.125 and /i' = 0.0919. Therefore, , 

0.125 , and Inyc = -- 0.0919 
In = - ( i )  

[1 + 1.360 ($)I: [I + 0.736 (:)I2 
The values of the activity coefficients for benzene (B) and cyclohexane (C) calculate8 
from these equations are given in the following table and Fig. 1. 

To compute the composition of the vappr in equilibrium with the liquid we use Eqs. 
10.1-lb 

, r B ; ~ B ~ p P = y B P  and x c y c ~ F P = y c P  

and Eq. 10.1-2b 
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SII 

Figure 1 Activity coefficients of benzene and cyclohexane in their mixture at 77.6'C conlptlred 
from azeotropic data using the van Laar model. 

van Laar Regular Solution 

SB Ye Yc .VB P(bar)  T B  Yc 

In these equations the vapor compositions, JJB and yc, and the equilibrium pressure P 
are unknown (the equilibrium pressure is 1.013 bar only at -rB = 0.525). The solution 
is obtained by choosing a value of X B ,  usirtg xc = 1 - x ~ .  and copputing Y B  and yc 
from Eqs. i ,  and the total pressure from Eq. iii. The vapor-phase mole fractions are then 
computed from Eqs. ii. The results of this calculation are given in the table and Fig. 2. 

b. Regular solution model. Since benzene and cyclohexane are nonpolar, and their solubility 
parameters are given in Table 9.6-1, the activity coefficients can be predicted using Eqs. 
9.6-10. The results of this calculation are given in the table. The agreement between the 
correlation of the data using the van Laar model and the predictions (without reference to 
the experimental data) using the regular solution is good in this case. 
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"n. Yn 

Figure 2 Total pressure versus liquid composition (solid line) and vapor composition (dashed 
line) of the benzene and cyclohexane mixture at 77.6"C computed from azeotropic data using 
the van Laar model. 

NOTE 

From Fig. 2 we see that for this mixture the compositions of the vapor and liquid in equilibrium 
are very close. An important implication of this is that it will be very difficalt to separate benzene 
and cyclohex~tne from their niisture using distillation. R 

ILLUSTRATION 10.7-2 
Consrr~lcrion of Vrrpor-Licprid ~r,;rilibrirm~ Dirrgrclrns for a Nonideai System 

a. Develop the coristant-temperature x-y and P-x-y diagrams for ethyl acetate-benzene mix- 
tures at 75°C. 

b. Develop the constant-pressure I-? and 7-x-y diagrams for ethyl acetate-benzene n~ixtures 
at 1.013 bar 

Data: 

and 

This mixture can be described by the van Laar equation with the parameters a = 1.15 and 
,i!? = 0.92 as given irfTable 9.5-1. 

a. Constant ternperatrcre. At T = 75' C, P;' = 0.946 bar and P;' = 0.862 bar. 
For any liquid mole fraction of ethyl acetate XEA, the mole fraction of benzene is xsz = 

1 - XE& The equilibrium pressure P(xE.A.) is 
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and 

The results of the calculations are shown in Fig. 1. Note that the maximum in the P- 
x-y diagram is indicative of the formation of an azeotrope, which is confirmed by the 
equilibrium line crossing the x = y line in the x-y diagram. F ~ ~ A  these diagrams we see 
that at a temperature of 75OC an azeotrope occurs at an ethyl acetate mole fraction of 0.58 1 
and a Dressure of 0.5 I8 bar. 

b. Co~utcnzr pressure. In this case the pressure is fixed at 1.013 bar and the temperature is 
unknown. and therefore the vapor pressures are unknown. For any liquid inole fraction of 
ethyl acetate xm. the equilibrium pressure P(xEA, T) is 

/'(-YEA. T )  = SLA . exp . p V s p  ( T I + xBZ exp 1 LBZl2 I . pzp(;" 
I + =  

= 1.013 bar 

Since there is a nonlinear dependence of the vapor pressures on temperature, an iterative 
solution (or the use of computer software such as MATHCAD) is required. The vapor 
phase inole fraction is then calculated from 

XEA ..exp . P;;~(T) 

YEA = 
1.013 bar 

The results of the calculations are shown in Fig. 2. Note that the mimumum in the T-x-y 
diagram is indicative of the formation of a minimum boiling azeotrope, which is confirmed 
by the equilibrium line crossing the x = y line in the x-y diagram. From these diagrams we 
see that an azeotrope occurs at an ethyl acetate mole fraction of 0.515 and a temperature 
of 343;92 K = 70.77"C. 

Ethyl acetate mole fraction Ethyl acetate mole fraction in liquid 

Figure 1 P-x-y andx-y diagrams for the ethyl acetate-benzene system at a temperatureof 75°C. 
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Ethyl acetate mole fraction Mole fraction ethyl acetats in the liquid 

Figure 2 T-x-y andx-y diagrams for the ethyl acetate-benzene system at a pressure of 1.013 bar 

/ 

COMMENT 

Note that the azeotropic conditions found in parts (a) and (b) are slightly different. This is a 
result of the difference in temperature between the two cases. Later in this section we will show 
how this temperature dependence of the azeotropic composition can be used to advantage in. 
distillation. 

Not all nonideal liquid mixtures form azeotropes, as will be seen in the some of the other sys- 
tems studied in this section. However, nonideal liquid mixtures result in a nonlinear dependence 
of the equilibrium pressure on composition, and do not satisfy Raoult's law. 

Finally, notice that the T-I-? diagram looks very much like the P-.r-y diagram turned upside 
down. There is a simple explanation for this, which-is that a mixture that has a higher equi- 
librium pressure at a fixed temperature will have a lower boiling point at a fixed (for example, 
atmospheric) pressure. Therefore, a maximum in pressure in a T-.K-19 diagram will result in a 
minimum in temperature at approximately the same composition on a P-.r-y diaenm. Also note 
that the upper part of the P-s-$ diagram corresponds to high pressure and a liquid, while the 
upper pan of a T-x-y  diagram represents the high-temperature region and a vapor. E 

ILLUSTRATION 10.2-3 
Determinntion of Dew Point nnd Bubble Point Presslv-es 

a. Estimate the bubble point and dew point pressures of a 20 mol 5% ethyl acetate, SO mol 5% 
benzene mixture at 7SiC. 

b. Estimate the bubble point and dew point temperatures of a 20 mol % ethyl acetate, 80 mol 
% benzene mixture at 1.013 bar. 

Data: See previous illustration. 

a. Bubble point and dew point pressures at T =75'C. If a P-x-y diagram is available, such as 
the one constructed in the previous illustration, the bubble point and dew point pressures 
can immediately be read from such-a diagram. From Fig. 1 of the previous iHustration, 
the bubble point pressure is found to be 1.0954 bar (where a bubble of vapor with an ethyl 
acetate mole fraction of 0.3367 is obtained). Similarly, from the same figure, the dew point 
pressure is found to be 0.9971 bar (where a drop of liquid is formed with an ethyl acetate 
mole fraction of 0.0834). 

However, if such a diagram is not available, the bubble point and dew point pressures 
must be found by direct calculation. As the liquid composition is known (,xEA = 0.2), SO 

that the activity coefficients can be computed, the bubble point is easily found, by solving 
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the equaticn 

fkbblc (bar) = 0.2 + C ~ P  0.946 f 0.8 . ex; 1 [ i .  0.812 1 . 0.862 
+GI?] I+------ a . 0.2 

and then thc vapx mole fraction is obtained from 

a 

0.2 . exp r a ,021' 1 . 0.946 

Note that rhis is a di.rect (that is, noniterative) calculation and gives the same bubble point 
results as were o p ~ n e d  above from the graphical solution. 

Finding the de\v point temperature is more complicated, as the liquid composition 
(which also appears in the expressions for the activity coefficients) is unknown. The equa- 
tion to be solved is 

.TM . exp 1, a..Y- ] ~ ] O . ~ ~ ~ + ( ~ - X E A I ~ X P  
1; P -  (1 -SEA) 

which is solved iteratively (or using a program such as MATHCAD) for the dew point 
mole fraction of ethyl acetate, XEA The mole fraction found is then used in ;he equation 

Pbubblc (bar) = xm-exp 

- 
to calculate the bubble point pressure. This leads to the same solution as was found graph- 
ically (after the complete P-x-y dia,pm had been constmcted.) 

b. Bubblepoint and dewpoint temperatures at P= 1.013 bal: If a T-x-y diagram is.available, 
such as the one constructed in the previous illustration, the bubble point and dew point 
tempe-ratures can immediately be read from?uch a diagram. Using Fig. 2 of the previous 

.illustration, the bubble point temperature is found to be 345.78 K (when a bubble of vapor 
with an ethyl acetate mole fraction of 0.3360 is formed). Similarly, from the same figure, 
the dew point pressure is found to be 348.67 K (where a drop of liquid is formed with an 
ethyl acetate mole fraction of 0.0833). 

However, if such adiagram is not available, the bubble point and dew point temperatures 
m y t  be found by direct calculation. The bubble point temperature is more easily found, 
since the liquid composition is known, by solving the following equation 
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u B 
P = 1.013 = 0.2. exp [[ a . 0.2i] plipITi eip [[ p . o.gll] Pil(T) 

l+8.0s + a.0.2 
and using the solution in the equation below to obtain the vapor composition: 

L . .  

YE.% = ..a 

P = 1.013 bar 

Finding the dew point temperature is more complicated, as both the liquid composition 
and the temperature are unknown. The two equations below must be solved simultaneously 
for the bubble point temp5rature and the liquid composition (which is best done with a 
computer program): .' 

and 

YEA = 0.2 = P .  (1 -XEA) 

P = 1.013 bar 

This leads to the same sbl'ution as was found graphically (after the complete T-.K-y diagram 
had been constructed.) II 

The occurence of azeouopes, such as the one in the eth!l acetate-benzene system 
Azeotropes and 

above, results in difficulties in separations by distillation. For example, suppose it is distillation 
desired to produce a distillate containing 98 rnol % ethyl acetate and a bottoms product 
containing 98 rnol % benzene from a feed that contains 40 rnol % ethyl acetate and 
60 rnol % benzene. Rather than consider detailed distillation calculations at various 
reflux ratios, we will consider only the case of total reflux, q = oo, which you should 
remember results in the minimum number of stages to accomplish a given separation. 
Also, if the desired separation cannot be made at total reflux, it will not be possible to 
accomplish the separation at any lower reflux ratio. 

Using the gramical method introduced in the previous section, and the constant- 
pressure x-y diagram in Fig. 10.2-2, we see that by stepping off stages we can obtain a 
bottoms product of the desired composition, but the maximum ethyl acetate distillate 
composition we can obtain is that of the azeotrope, XEA = 0.518, since a pinch point 

, occurs where the equilibrium line crosses the operating line, which at the infinite reflux 
ratio is the same as the x = y or  45' line: Also, note that this situation cannot be 
resolved by changing the reflux ratio. Any lower value of the reflux ratio will result 
in more equilibrium stages being required to obtain'the bottoms product, while still 
resulting in a distillate of the azeotropic composition. 

(The feed considered above was below the azeotropic composition, and while the 
desired bottoms product could be obtained by distillation, it is not possible to obtain 
an overhead product purer than the azeotropic composition. Convince yourself that if 
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- Figure 10.2-2 Graphical tray-to-tray calculation for the ethyl acetate-benzene mixture at 1.013 
bar and total reflux, showing that as the feed is of lower composition than the azeotropic point, 
the highest purity possible of the distillate is the azeotropic composition. 

the feed composition was greater than the azeotropic composition, the desired distillate 
composition could be obtained, but a bottoms pro'duct of only the azeotropic composi- 
tion would be obtained.) 

Consequently, when a mixture has an azeotrope, it is not possible to obtain both 
a distillate and a bottoms product of any desired purity, as is the case with mixtures 
that do not have azeotropes. When an azeotrope occurs, the maximum purity of either 
the overhead or bottoms product that can be obtained with a single distillation column 
(depending on the system and whether the feed is above.or below the azeotropic com- 
position) is :he azeotropic composition. This is why the occurence of an azeotrope is a 
problem in distillation. 

There are several ways to separate an azeotropic mixture into two components of 
the desired purities, and these are discussed in other~chemical 'engineering courses. 
However, one method will be mentioned here, and it is based on the fact that in gen- 
eral the two components will not have the same heat of vaporization, so that by the 
Clausius-Clapeyron equation the temperature dependence of their vapor pressures will 
be different. Since thedominant temperature dependence in vapor-liquid equilibrium 
is that of the pure component vapor pressures, the azeotropic composition will also 

.: change with temperature (and pressure). Therefore, what can be done is to use two 
distillation columns operating at different pressures. 

For example, for the case being considered here, the first column could be operated 
at atmospheric pressure with the feed given above that was below the azeotropic com- 
position, and the column could be designed (i.e., the number of stages and reflux ratio 
chosen) to produce the desired bottoms product (xsz = 0.95) and a distillate of the 
azeotropic composition (XEA = 0.518). This distillate could then be fed into a sec- 
ond column operated, say, at 0.1013 bar. At this pressure the azeotropic composition 
is XEA = 0.458, which is lower than the feed compositi~n. Therefore, as shown in Fig. 
10.2-3, this column could produce the desired distillate of composition (xEA = 0.95) 
and a bottoms product with the. azeotropic composition of XE,, = 0.458 at the oper- 
ating pressure of this column. This bottoms stream could then be returned to the first 

. . 
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Figwe 10.2-3 Graphical tray-to-tray calculation for the ethyl acetate-benzene mixture at 0.10 13 
bar and total reflux with a feed from column 1 that is of azeotropic composition at the higher 
pressure of 1.01 3 bar. Since rhis composition is higher than the azeotropic composition at 0.1013 
bar, a high-purity distillate can be obtained but the bottoms product cannot be less than the 
azeotropic composition at rhis lower pressure. 

column, operating at 1.013 bar, though since its ethyl acetate composition is higher 
than that of the feed, it might be ftd to the column on a higher tray. This two-column 
design is schematically shown in Fig. 10.2-4. Note that the only streams leaving this 
process are the bottoms product of the first column and the distillate product of the of 
the second column, both at their desired compositions. 

Figure 10.2-4 Proposedtwo-colurnn design for separation of the ethyl acetate- 
benzene azeotropic mixture. 
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To vacuum source - 1  r To digital multimeter 

Figure 10.2-5 Schematic diagram of a dynamic still. In this figure, I is the boiling flask, 2 is a 
vacuum jacket so there is no heat loss from the equilibrium chainber, 3 is a device that forces 
the boiling vapor-liquid mixture into the equilibrium cell 4, items 5 are condensers to insure 
that no vapor is lost, items 6 are injection ports so that composition changes can be made, 7 is 
a thermometer port for the bath, items s a n d  I0.are valves used to divert liquid to the sampling 
vials (9) for analysis and actuated by electromagnets (13), 11 is the thermometer well for the 
equilibrium chamber, and 12 is a very accurate platinum resistance thermometer to measure the 
temperature in the equilibrium cell. 

The point to note here is the important role of thermodynamics, in that the schematic 
design of the process to separate the feed mixture into two streams of specified purity 
was based completely on vapor-liquid equilibrium. The fact that an azeotrope occurred 
dictated that the desired separation could not be obtained with a single distillation col- 
umn. Then how the azeotropic composition changed with temperature was the basis 
for whether a second column of higher or lower pressure should be used. This exam- 
ple is just one illustration of the very central role of thermodynamics in general, and 
vapor-liquid equilibrium in particular, in the design of separations processes in chemi- 
cal engineering. 

While we have shown various examples of vapor-liquid equilibrium data, we have 
not discussed the methods by which such data are obtained. There are two general 
methods, referred to as the dynamic method and the static method. In the dynamic 
method, the vapor-liquid mixture is boiling, and samples of both the vapor and liquid 
can be withdrawn and their compositions determined by gas chromatographic or other 
methods. As the pressure and temperature are also measured, a data point consists 
consists of a P-T-x-y point. One apparatus for such measurements is shown in Fig. - 
10.2-5. 

I t  is by careful use of such equipment that data such as those used in this section are 
obtained. Though it may not be evident, obtaining accurate data is tedious and requires 
careful chemical analysis of the samples of liquid and condensed vapor. Once accurate 
vapor-liquid equilibrium data have been obtained, they can be used to compute liquid- 
phase activity coefficients and excess Gibbs energies. This is shown in the following 
illustration. 
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ILLUSTRATION 10.2-4 
Correlation of Vcrpor-Liqlrid Eqrtilibri~rn~ Data 

Weissman and Wood4 have made very accurate measurements of vapor-liquid equilibria in 
benzene-2,2,4-trimethyl pentane mixtures over a range of temperatures. Their data for the vapor 
and liquid compositions and equilibrium total pressures at 55'C are given in the following table: 

P (bar) 

0.268 92 
0.315 73 
0.354 63 
0.360 88 
0.391 05 ' 

0.432 77 
0.436 41 

The vapor pressure of pure benzene at 55'C is 0.435 96 bar, and that of 2,2,4-trimethyl pentanr 
is 0.237 35 bar. 

a. Calculate the activity coefficients of benzene and 2,2,4-trimethyl pentane and _Cc" at each 
of the experimental points. 

b. Obtain smoothed values for the excess Gibbs energy and activity coefficients for this sys- 
tem as a function of composition using the following procedure: 

i. Assume an expansion like Eq. 9.5-6 or 9.5-8 for _GU. 
ii. Use the data from part (a) to compute the coefficients in this expression. 

iii. Use these coefficients to compute smoothed values of _G". 
iv. Derive an expres~ion for the activity coefficients for the assumed form of _GCX and 

conlpute smoothed values of the activity coefficients. 

a. The condition for vapor-liquid equilibrium is 

For the conditions here we can assume an ideal gas-phase mixture and neglect all fugacity 
and Poynting corrections (although Weissman and Wood included these in their analysis * 
of the data), so that 

or 

Y I  = y, P I X ,  ptvap 

The activity coefficients calculated in this manner are given in the following table. Values 
of _GeX computed from 

are also given. 

. 4 ~ .  Weissman and S .  E. Wood, J. Chem Phys.. 32, 1153 (1960). 
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b. Weissman and Wood used the Redlich-Kister-type expansion for the excess Gibbs energy 
in the form 

GeX = x lxz [a  + b ( x ~  - x 2 )  + c(xI - x ~ ) ~ ]  - (1) 

Since this equation is linear in the unknown parameters n, b ,  and c, it is easily fitted. by 
least-squares analysis, to the experimental data. The results, in Jlmol, are 

a = 1389.0 b = 419.45 and c = 109.83 

Now using xi = N i / ( N I  + N2) ,  we obtain 

and from Eqs. 9.3-9 and 9.3-12, 

In a similar fashion, one finds 

Equations 2 and 3, with the parameter values given above, were used to compute the 
smoothed activity coefficient values and the calculated values for _GeX given in the fol- 
lowing table and plotted in Fig. 1. In Fig. 2 the partial pressures of each species (i.e.. 
PB = yB P  and PrMp = f i ~ p P )  are plotted as a function of the liquid-phase composition. 
The dashed lines indicate the behavior to be expccted if the solution were ideal (i.e., i f  
Raoult's law were obeyed). 

XB 

Figure 1 
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0.5333 I I I I 0.2666 

I 0  

Figure 2 

Experirnenral Data Srnoorhed Data 

,'-B Y B  ~'TSIP - G '" Y B  YTMP - G'" AGmis 

0.08 19 1.408 1.003 84.68 1.428 1.002 83.85 -689.40 
0.2192 11343 1.011 199.74 1.342 1 .O 13 203.34 - 123 1.56 
0.3584 1.250 1.046 296.73 1.261 1.039 294.09 - 1486.24 
0.383 1 1.242 1.048 305.22 1.246 1.046 306.52 - - 1509.50 
0.5256 1.158 1.116 352.63 1.166 1.107 351.75 -1533.95 
0.8478 1.023 1.508 224.30 1.023 1.508 223.72 -940.02 
0.9872 k.000 1.968 23.97 1 .OOO 1.96 1 24.02 - 162.88 

,Vote: All Gibbs energy data in unib of Jlrnol. 

a 
Several further aspects of vapor-liquid equilibria need to be considered. The first is 

the additional information that can be obtained if vapor-liquid equilibrium measure- 
ments are made at a collection of temperatures. Weissman and Wood carried out their 
experiments at 35,45,55,65, and 75°C and obtained data like that given in Illustration 
10.2-4 at all these temperatures. From _G = & - T_S and the discussion of Chapter 5, 
we have 

and . 

Using the Maxwell relation, 
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which for mixtures becomes 

Using Eqs. 10.2-5 and 10.2-10 in Eq. 10.2-9 gives 

Therefore, given Amix_G o r  _GeX data at a collection of temperatures, one can obtain 
information about Amix_H (or, equivalently, _Hex, since Amix_H = _Hex). This was done 
by Weissman and Wood, and the results of their calculations for 40°C are plotted in 
Fig. 10.2-3. One would expect the accuracy of these results to be less than that of 
AmiX_C,  since these calculations involve a differentiation of the experimental data. Also 
_Sex, calculated from Eq. 10.2-8 and the values of sex and _Hex, is platted in Fig. 10.2-6. 

Next, one frequently would like to be able to make some assessrnent of the accu- 
racy of a set of experimental vapor-liquid or activity coefficient measurements. Basic 
thermodynamic theory (as opposed to the solution modeling of Chapter 9) provides 
no means of predicting the values of liquid-phase activity coefficients to which the 
experimental results could be compared. Also, since the liquid solution models dis- 
cusszd in Chapter 9 only approximate real solution behavior, any discrepancy between 
these models and experiment is undoubtedly more a reflection of the inadequacy of the 
model than a test of the experimental results. 

1200 

800 
- 
p - . 
-r 

61 
21 System: benzene and 

400 2,2, btrimethyl pentane 

0 
0 0.2 0.4' 0.6 0.8 1.0 

X~ 

Figure 10.2-6 Excess Gibbs energy, excess enthalpy, and excess entropy as a function of mole 
fraction for the benzene-2,2,4-trimethyl pintme system. 
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In Chapter 7 we found that although thermodynamics could not be used to predict 
the equation of state of a real fluid, it did provide certain consistency tests (i.e., Eqs. 
7.2-12 and 7.2-13) that had to be satisfied by any equation of state. The situation is 
much the same here, in that starting from 

Gex =Exicy  = RT l x i l n y i  - (10.2-12) 
i= l  i= 1 

and using the Gibbs-Duhem equation, we can develop a consistency test that must be 
satisfied by activity coefficient data and thus can be used to accept or reject experimen- 
tal data. In particular, for a binary mixture, we have, from Eq. 10.2-12, 

since dx2 = - d x l .  Also, from the Gibbs-Duhem equation, Eq. 9.3-15, we have 

Subtracting the second of these equations from the first gives 

Now integrating this equation between xl = 0 and xl = 1 yields 

x l = l  P(.ri=l) v e x  

" J = + R /  In - dxl + = d P -  
x1=0 Y2 P (.rl =0) T 

= 0 .  

where we have used the fact that _Gex(xl = I) = _Gex(xl = 0) = 0 (cf. Section 9.5). 
Therefore. 

- 
This equation provides a thermodynamic consistency test for experimental activity 

coefficient data. As an illustration of its use, consider its application to the Weissman- 
Wood measurements, which were carried out at constant temperature but varying total 
pressure. In this case Eq. 10.2-13 reduces to 

J 
X I  =I P ( x l = l )  vex 

Y 2  I n - d x l = +  / = - d P  
xj=0 Y I '  P(x,=O) RT 

Now since the total pressure variation in the experiments was small, and _V" is usually 
very small for liquid mixtures, the inteaoral on.the right side of this equation can be 
neglected. Thus to test the thermodynamic consistency of the Weissman-Wood activity 
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coefficient data. we use 

Integral form of 
thermodynamic 
consistency relation 

Figure 10.2-7 is a plot of In ( y 2 / y 1 )  versus mole fraction using the activity coeffi- 
cient data of Illustration 10.2-4. The two areas. I and 11, between the curve and the 
In ( y 2 / y  = 0 line are virtually equal in size but opposite in sign, so that Eq. 10.2-14 
can be considered satisfied. Of course, as a result of experimental error, this equation is 
never satisfied exactly. One usually considers vapor-liquid (or activity coefficient) data 
to be thennodynamicalIy consistent if the two areas are such that 

where the vertical bars indicate that absolute values of the areas are to be used. 
For activity cozfficient data obtained from measurements at constant total pressure, 

but varying temperature, the appropriate consistency relation is . 

. r~ = I  Ti.rl=l)  ex 
jrl In - dxl = - 

S I  =o 71 

Depending on the system, and especially the magnitude of the excess enthalpy and the 
temperature range of the experiments, the integral on the right side of this equation 
may or  may not be negligible. 

. .. 

System: benzene (1) and 
2.2.4-trimethyl pentane 

0 0.2 0.4 0.6 0.8 1.0 

X I  . 

Figure 10.2-7 Thermodynamic consistency test for the ac- 
tivity coefficients of the benzene-2,2,4-trimethyl pentane 
system. 
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It is possible, as a result of cancellation, to satisfy the integral test of Eq. 10.2-13 
while violating the differential form of the Gibbs-Duhem equation, Eq. 9.3-15, on 
which Eq. 10.2-13 is based, at some or all data points. In this case the experimental 
data should be rejected as thermodynamically inconsistent. Thus, the integral consis- 
tency test is a necessary. but not sufficient, condition for accepting experimental data. 

As another example of low-pressure vapor-liquid equilibrium, we consider the 
n-pentane-propionaldehyde misrure at 40.OZC. Eng and Sandles took data on this 
system using the dynamic still of Fig. 10.2-5. The x-y-P-T data in Table 10.2-1 and 
Fig. 10.2-Sa and b were obtained by them. (Such data can be tested for thermody- 
namic consistency; see Problem 10.2-12.) As is evident, this system is nonideal and 
has an azeotrope at about 0.656 mole fraction pentane and 1.3640 bar. We will use 
these data to test the UNIFAC prediction method. 

First, we use the UNIFAC program, discussed in Appendix B.1, to compute the ac- 
- ,  

tivity coefficients in the n-pentane-propionaldehy$i: mixture over the complete liquid 
f ,.. 6 . . concentration range, and then, using Eqs. 10.7-1 b and 10.2-2b, we compute the va- 
. .$',"- 
~*%.. I-: 

.bL- 
por compositions and equilibrium pressures. The results also appear in Fig. 10.2-80 
as a P-x-y diagram and in Fig. 10.2-Sb as an s-?. diagram. The UNIFAC predictions 
are in very good agreement with the experimental data, including a reasonably accu- 
rate prediction of the azeotropic point. Clearly. an engineer needing information on the 

1 .-I 
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0 0.2 0.4 0.6 ' 0.8 1 .O 0 0.2 0.4 0.6 0.8 1.0 

Mole fraction n-pentane ' .r,. mole fraction of n-pentane-in liquid 

fa) fb) 
Figure 10.2-8 (a) P-x-y  diagram for the n-pentane-propionaldehyde system at N'C. The lines are the W A C  predic- 
tions, and the points are the experimental data of Eng and Sandler. (b) x - y  dia-rn for the n-pentane-propionaldehyde 
system at 40°C. The solid line is the W A C  prediction, and the points are the experimental data of Eng and Sandler. 

5 ~ .  Eng and S. I. Sandler. J. Chem. Eng. Dora, 29, 156 f 1984). 
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Table 10.2-1 Vapor-Liquid Equilibrium Data for the 11-Pentane 
(1)-Propionaldehyde (2) System at 40-C 

P (bar) P (bar) 

1.3354 
1.3494 
1.3568 
1.3636 
1.3567 
1.3353 
1.2814 
1.1541 

n,pentane-propionaldehyde system, but having no experimental data, would be better 
fb assume the UNIFAC model applies to this mixture than to assume that the system 
was ideal. Also, since propionaldehyde is strongly polar, the regular solution model 
could not be used for this mixture. 

The dynamic still method of obtaining vapor-liquid equilibrium data has several dis- 
advantages. Firs:, it is a slow and tedious process. Second. the compositions of the va- 
por and liquid must be analyzed (usually by gas chromatography), which is less precise 
and direct than measuring temperature, pressure, or weight. Consequently, alternative 
methods of measuring partial vapor-liquid equilibrium data have been developed that 
do not require chemical analysis. 

One method is to use a static cell, which consists of a small vessel that is evacuated 
and alinost comp_letely filled with a gravimetrically prepared liquid binary mixture. 
Such a device operated in the differential mode is shown in Fig. 10.2-9. I n  this equip- 
ment the pure solvent is placed in one cell and the gravimetrically prepared sample 
in the other. ~ h e s e  vessels are then placed in a temperature bath, and the pressure dif- 

& . & Injection port 

Vacuum 
line 

Reference 
cell 

Pressure 
gauge 

Figure 10.2-9 Schematic diagram of a differential static cell 
apparatus. 

e 

- 
s 
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ference between the two \.essels is measured after equilibrium has been reached. As 
weighing can be done very accurately, and since only a small amount of low-density 
vapor is formed, the liquid composition barely changes during the vaporization process 
and therefore is known very accurately. Also, by knowing the vapor pressure of the pure 
solvent and measuring the small pressure difference, we obtain an accurate pressure- 
liquid-composition point at the fixed temperature. By repeating this process with a 
number of prepared solutions, one obtains a set of P-T-x data. 

These data can be studied in two ways. The first is to use the Gibbs-Duhem equa- 
tion and numerical integration methods to calculate the vapor-phase mole fractions, as 
considered in Problem 10.2-6. A second method is to choose a liquid-phase activity 
coefficient model and determine the values of the parameters in the model that give the 
best fit of the experimental data. \ire have, from Eq. 10.2-2b, that at the jth experimental 
point 
, 

/ . . 
p .  - . I .  J pvaP ' jPv=p 

J - - 1  I + (1 - x{)Y?_ 2 (10.2-15) 

The values of parameters in the activity coefficient model are chosen to minimize the 
sum-of-squares deviation between the measured and calculated pressures over all ex- 
perimental p0int.s; that is. we want to find the parameters in the activity coefficient 
model that minimize the objective function 

rnin z [ p J e x p  - P:"']' = min ~ [ P ~ F ' ~  - x{y { p T P  - (1 - ,r{)y: P?]~ (10.3-16) 
exp cnp 
pts PU 

j .  j 

Thus, for example, if the.van Laar equation is used to describe the liquid phase, then 
we want to determine the values of the parameters a and p that minimize the deviations 
between the measured and calculated pressures. Once these parameters have been de- 
termined, they can be used to calculate the vapor-phase compositions. This procedure 
is illustrated next. 

ILLUSTRATION 10.2-5 
Predicting Vrpor-Phase Cornpositiorls f r o  P-T-x Data 

Using only the liquid-phase mole fraction and pressure data for the n-pentane-propionaldehyde 
system at 40" given in Table 10.2-1. estimate the vapor compositions. . . 

- 
SOLUTION 

Using the method just described, the van Laar equation, and a parameter estimation computer 
program with the objective function of Eq. 10.2- 16, we find 

a = 1.4106 and 8 = 1.3438 

With these parameter values, we obtain the calculated pressures and vapor mole fractions given 
in Table 10.2-2. It is clear from this table that the predictions are reasonably accurate. The 
azeotrope is predicted to occur at approximately the correct composition and pressure, the cal- 
culated vapor mole fractions usually agree to within &0.015 of the measured composition, and 
the maximum difference between the calculated and measured pressures is only 0.0174 bar. In- 
deed, the calculated results for this system are so close to the experimental data as to be almost 
indistinguishable from them on x-y or P-x-y plots. e .  ?d 
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Table 10.2-2 Comparison of Measured Vapor-Phase Mole Fractions for 
the 12-Pentane-Propionaldehyde System at 40°C with 
Values Predicted from P-T-s Data 

These results suggest'that, although not quite as good as P-T-x-y data, P-T-x data 
can be useful for estimating parameters in an activity coefficient model that can then be 
used to estimate the missing vapor compositions. An important disadvantage of P-T-s 
data, however, is that we cannot test its thermodynamic consistency since the activity 
coefficients are obtained from a model, not directly from experimental data. 

A second method of obtaining partial vapor-liquid equilibrium information is by 
infinite-dilution ebulliometry. In this experiment a pure fluid of measured weight is 
boiled, and the vapor is condensed and returned to the boiling vessel. This is shown in 
Fig. 10.2-10. Then, after equilibrium is achieved, a very small measured weight of a 
second component is added, and the system is allowed to re-equilibrate. Then. depend- 
ing on the equipment, one measures either the change in boiling pressure (between the 
pure fluid and the mixture) at fixed temperature or the change in boiling temperature 
at fixed pressure. Since a very small amount of the second component has been added, 
and the weights are known so that the mole fractions can be determined, one measures 
either 

depending on the apparatus. Furthermore, if the amount of the added second compo- 
nent is small, these quantities have been determined in the limit of x;! + 0. (Alterna- 
tively, several weighed amounts of solute can be added, and then the rate of change of 
temperature or pressure with respect to mole fraction extrapolated to xz -+ 0.) 

To analyze the data from such an experiment, assuming an ideal vapor phase, we 
start from 
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Thermometer 

Drains 

. .. 
I 

Figure 10.2-10 schematic diagram of an  ebulliometer. 

For the constant-temperature experiment (noting that the pure-component vapor pres- 
sures depend only on temperature, which is being held fixed), we have 

Now in the limit of x2 -+ 0, we have y 1 -+ 1 and (ay , /ax2) = 0, as y 1 is proportional 
to higher than a linear power ~. of x2 (i.e., see Eqs. 9.5-5,957, etc.). Thus 

In a similar fashion, for the constant-pressure ebulliometer, we have (Problem 10.2- 13) 

It is, of course, possible to derive equations analogous to Eqs. 10.2-17 and 10,2-18 for 
a nonideal vapor phase. 
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Thus. from the ebulliometnc experiment. one obtains the infinite-dilution activity 
coefficient directly. Now repeating the experiment by starting with pure component 
2 and adding an infinitesimal amount of component 1, y , ( x l  -+ 0) = ;I,= can be 
obtained. These two data points can then be used to determine the parameters in a 
two-constant activity coefficient model. For example, from the van Laar model of Eqs. 
9.5-9. \ve have 

1 n y I m = a  and l n y F = P  (10.2-19) 

Thus once the infinite-dilution activity coefficients have been measured and the param- 
eters in an activity coefficient model determined, the complete P-T-.Y-y behavior of the 
system can be estimated. 

ILLUSTRATION 10.2-6 
Predicring VLE fro171 Infnite-Dilution A c t i v i ~  Coefficients Deterlnirzed froin Eb~llliotnerr?, 

A recent ebulliometric study of ti-pentane-propionaldehyde at 40°C has found that y lr = 3.848 
and y? = 3.979. Use this information to prepare the P-.r-y diagram for this system at 40°C. 

SOLUTION 

The van Laar activity coefficient model will be used.-From Eqs. 10.2-19, we have 

a = In yy = ln(3.848) = 1.3476 and ,B = In 723: = In(3.979) = 1.38 10 

These values are in reasonable agreement with. but slightly different from, those found in the 
previous illustration. Using the values for the van Laar parameters, we obtain they and P values 
in Table 10.2-3. Clearly, the agreement is excellent. a 

The previous two illustrations demonstrate the utility of both P-T-.Y and ebulliomet- 

ric y data in determining values in activity coefficient models, and then using these 

Table 10.2-3 comparison of Measured Pressures and Vapor-Phase 
Mole Fractions for the 11-Pentane-Propionaldehyde 
System at 40°C with Values Calculated Using 11 Data . 

X I  YT"' - I p p p  \.cdIc 

0 0 0 0.7609 0.7609 
0.0503 0.2121 0.2131 0.9398 0.92 14 
0.1014 0.3452 0.3352 1.0643- 1.0424 

' 0.1647 0.4288 04267 1.1622 1.1493 
0.22 12 0.4685 0.4798 1.2173 1.2157 
0.30 19 0.528 1 0.5307 1.2756 1.2784 
0.3476 0.5539 0.5520 1.2949 1.3024 
0.4082 0.5686 0.5752 1.3197 1.3255 
0.4463 0.5877 0.5879 1.3354 1.3363 
0.503 1 0.6146 0.6056 1.3494 -1.3483 
0.5610 0.631 1 0.6232 1.3568 1.3566 
0.6812 0.6827 0.6652 1:3636 1.3616 
0.7597 0.7293 0.7028 1.3567 1.3524 
0.8333 0.7669 0.7528 1.3353 1.3283 
0.9180 0.8452 0.8432 1.28 14 1.2684 
1 .0 1.0 1 .0 1.1541 1.1541 
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parameters to compute the complete P-T-.r-y diagram. It should be remembered, how- 
ever, that in the analysis of both static cell and ebulliometric measurements, an activity 
coefficient model that satisfies the Gibbs-Duhem equation has been used. Therefore, 
the calculated results must satisfy the thermodynamic consistency test. Consequently, 
there is no independent test of the quality of the results, as when complete P-T-x-y 
data have been measured. However, both static cell and ebulliometric measurements 
provide valuable data and measurements can be made quickly, which may be impor- 
tant for components that chemically react or decompose. 

Table 10.2-4 vapor-~iquid Equilibrium for the System 
Hexafluorobenzene (I)-Benzene (2) at 60°C 

I -?I P (bar) - G'" (J/mol) 

0.0000 0.0000 0.52 160 0 
0.094 1 0.0970 0.52570 32 
0.1849 0.1788 0.52568 40 
0.274 1 0.2567 0.52287 33 
0.3648 0.3383 0.51818 16 
0.4538 0.4737 0.50989 -4 
0.5266 0.4982 0.50773 -2 1 
0.60 13 0.5783 0.50350 -35 
0.6894 0.6760 0.49974 -44 
0.7852 0.7874 0.49757 -45 
0.8960 0.8996 0.49794 -30 
1 .OOOO 1.0000 0.50155 .., . . 0 

Soiirce: Data of W. J. Gnw and F. L. Swinton. T r c ~ ~ w  Fc~rc~clcly Soc.. 64. 
2023 ( 1  968). 

. .. 
The experimental data for the hexafluorobenzene-benzene system in Table 10.2-4 

and Fig. 10.2-1 1 show a rarely encountered degree of complexity in low-pressure 

Mole fraction of hexafluorobemene 
in liquid phase 

Figure 10.2-11 The x-y diagram for the hexafluorobenzene-benzene system at 60°C based on 
.the data of Gaw and Swinton [Trans. Faraday Soc., 64 2023 (1968)l. 
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vapor-liquid equilibrium. This system exhibits both minimum and maximum boiling 
azeotropes. This occurs because the excess Gibbs energy for this system, though small, 
is first positive and then negative as the concentration of hexafluorobenzene is in- 
creased. Since the vapor pressures of hexafluorobenzene and benzene are almost iden- 
tical, the solution nonidealities produce the double azeotrope. 

Although the discussion and illustrations of this section have been concerned only 
with low-pressure vapor-liquid equilibria, phase equilibrium at somewhat higher prel- 
sures could have been considered also. The most important change in the analysis i z  

that the gas phase can no longer be considered ideal or described by the Lewis-Randall 
rule; rather, an equation of state (the virial equation at low to moderate pressures, 
and more complicated equations at higher pressures) would have to be used. Also. 
the Poynting pressure correction of Eq. 5.4-18 may have to be used in the calculation 
of the pure liquid-phase fugacities. Both of these changes add some complexity to the 
calculations but improve their accuracy. For simplicity, these factors will not be consid- 
ered here. We do, however, consider high-pressure vapor-liquid equilibria in the next 
section, a situation in which an equation of state must be used. 

As the final example of the section, we consider the vapor-liquid equilibria of a 
polymer-solvent system. 

ILLUSTRATION 10.2-7 
Comprlting the Sol~~erzt Partial Pressrtre above a Polynzer-Solvent Mirtrrre 

In the processing of polymers, and also for polymer devolatilization (the removal of the solvent 
from the polymer), i t  is important to be able to calculate the equilibrium partial pressure of a 
solvent above solvent-polymer mixtures of different compositi6ns. calculate the partial pres- 
sure of benzene in benzene + polyisobutylene (PIB) mixtures at 298.15 and 312.75 K. In this 
calculation you can assume that polgisobutylene has a negligible vapor pressure, and that the 
Rory-Huggins model describes the solution behavior of this polymer + solvent mixture. Do the 
calculations for values of the Flory-Huggins x parameter equal to 0.5 to 1 .O. 
Data: The molar volume of benzene is 88.26 cm3/mol, its molecular weight is 78, and its vapor 
pressures are P,'"' = 0.1266 bar at 298.15 K and 0.2397 bar at 312.75 K, respectively. The 
molecular weight of the PIB is 40,000. the monomeric unit in PIB has a molecular weight of 
104, and the monomeric volume _Vp,,., is 13 1.9 cm3/mol monomer. 

. SOLUTION - 
The avefage number of monomer units. n, in the PIB polymer is computed as follows: 

Molecular weight of polymer 
n = 

Molecular weight of monomer 

- 40 000 . -- 
104 

= 384.6 

The mole fraction X B  and the volume fraction q ! ~ ~  of benzene in terms of its weight fraction iVB 
are 

WB - WB 

= 78 and (bB =' 
WB WPIB - -+- W B  WPIB 
78 40000 - x - y B  + - 

78 000 X X V P ~ B . ~  

Also 
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Since the PIB is (assumed to be) involatilr, we only have to equate the fugacity of benzene in 
the vapor and liquid phases. Further, since the total pressure will be low, we use 

f = f or s~ ye pqP = PB = partial pressure of benzene 

where the activity coefficient of benzene is calculated from the Flory-Huggins equation, Eq. 
9.5- 18. 

Using this information. we obtain the follovving results: 

Partial pressure of benzene in PIB, bar 

T = 295.15 K T = 312.75 K 

wt%B ,y=0.5 x = I O  expt ,y=0.5 x = l . O  expt 

4 37 00715 
5.00 0.0232 0.0367 0.0439 0.0693 
6.33 0.097 1 
9.45 0.1236 

10.00 0.0428 0.0648 0.0809 0.1224 
15.00 0.0593 0.086 1 0.1 120 0.1626 
15.16 0.1681 
18.42 0.1818 
20.00 0.0730 0.1019 0.1378 0.1925 
23.43 0.1025 
25.37 0.2095 
29.7 1 0.2 182 
29.98 0.1 117 
30.00 0.0937 0.1217 0.1770 0.2299 
32.12 0 2207 
33.5 1 0.1 149 
34.57 0.1 156 
37.30 0 2267 
40.00 0.1075 0.1308 0.203 1 0.2472 
47.62 0.1229 
50.00 0.1 163 0.1338 0.2198 0.2572 
60.00 0.1217 0.1333 0.2299 0.25 19 
70.00 0.1246 0.1314 0.2355 0.2482 
80.00 0.1260 0.1291 0.2381 0.2439 
90.00 0.1265 0.1273 0.2390 0.2405 
95.00 0.1266 0.1268 0.2392 0.2395 

100.00 0.1266 0.1266 0.2392 0.2392 

These results are plotted in Figures 1 and 2. These results show that the Flory-Huggins model 
with a constant value of x = 1.0 gives a reasonable representation of the experimental data 
of Eichinger and Flory [Trans. Farad. Soc., 64,2053-2060 (1968)l. The results also show the 
significant effect of the value of the Flory 1 parameter on the partial pressure predictibns. k4 
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- x = 0.5 
... s.:.. x=l .O 
- :,a. - . experiment 

Benzene weight percent 

Figure 1 Partial pressure of benzene above benzene-polyisobutylene mixtures at 298.15 K. 
The experimental points are shown together with predictions of the Flory-Huggins model for 
,y = 0.5 and 1.0. 

*......&. ..... L . .  . . . .A . . . - .  ......... ). 

- - x = 0.5 
. . . * .. . x = 1.0 ; 

-.(.-. experiment 

Benzene weight percen't 

Figure 2 Partial pressure of benzene above benzene-polyisobutylene mixtures at 312.75 K. 
The experimental points are shown together with predictions of the Flory-Huggins model for 
x = 0.5 and 1.0. 
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PROBLEMS FOR SECTION 10.2 

10.2-1 For a separations process it is necessary to deter- 
mine the vapor-liquid equilibrium compositions for 
a mixture of ethyl bromide and n-heptane at 30'C. 
At this temperature the vapor pressure of pure ethyl 
bromide is 0.7569 bar, and the vapor pressure of 
pure n-heptane is 0.0773 bar. 
a. Calculate the composition of the vapor in equi- 

librium with a liquid containing 47.23 mol % 
ethyl bromide at T = 30cC, assuming the so- 
lution is ideal. 

b. Recalculate the vapor composition in part (a). as- 
suming the solution is regular. The regular solu- 
tion parameters are 

Ethyl bromide 75 ' 8.9 
11-Heptane 148 7.4 

c. Recalculate the vapor composition of part (a) us- 
@ ing the UNIFAC model. 

d. Recalculate the vapor composition of part (a) 
given that a vapor of composition 81.5 rnol % 
ethyl bromide is in equilibrium with 28.43 mol 
% liquid ethyl bromide solution at a total pfes- 
sure of 0.3 197 bar at T = 30°C. 

10.2-2 A vapor-liquid mixture of furfural (CsH4O7) and 
water is maintained at 1.013 bar and 109.5"C. It  is 
observed that at equilibrium the watercontent of the 
liquid is I0 mol % and that of the vapor is 81 mol 
%. The temperature of the mixture is changed to 
100.6"C, and some (but not all) of the.vapor con- 
denses. Assuming that the vapor phase is ideal, and 
the liquid-phase activity coefficients are indepen- 
dent of temperature but dependent on concentration, 
compute the equilibrium vapor and liquid composi- 
tions at the new temperature. 

Darn: 

liquid-phase mole fraction (i.e., if ( a ~ l a . ~ ) ~  = 0 
for 0 < s < l), an azeotrope has been formed 
at that composition. Show that if, at constant pres- 
sure. the equilibrium temperature versus liquid- 
phase mole fraction has an interior extreme value 
(i.e.. if ( a T / z . ~ ) ~  = 0 for 0 < x < l), the mixture 
forms an azeotrope. 

10.2-4 Benzene and ethanol form azeotropic mixtures. 
Consequently, benzene is sometimes added to sol- 
vent grades of ethanol to prevent industrious chem- 
ical engineering students from purifying solvent-. 
grade ethanol by distillation for use at an after- 
finals party. Prepare an x-y and a eL.r diagram for 
the benzene-ethanol system at 4 5 X  assuming, sep- 
arately, 
a. The mixture is ideal. 
b. The mixture is regular. 
c. The mixture is described by the UNIFAC model. 

-1 d. l h e  activity coefficients for this system obey 
i/ the van Laar equation and the datum point 31 

SM = 0.6.155 is used to obtain the van Laar pa- 
rameters. 

Compare the results obtained in pans (8)-(d) with 
the experimental data in the following table. 

sw .\'EA P (bar) 

P i z ( T  = 109.5"C) = 1.4088 bar 

P;Z(T = 100.6OC) = 1.0352 bar 

Sorrrce: 1:'~rown and F. Smith, Attst. J. 
Chem., 7,264 (1954). 

pgPw(T = 109.5°C) = 0.1690 bar Also compare the computed van Laar coefficients 
P ~ ~ , ( T  = 100.6"C) = 0.1193 bar with those given in Table 7.5-1. 

10.25 The system toluene-acetic acid forms an azeouope 
10.2-3 In this section it was shown that if the equilib- 

@ 
containing 62.7 mol % toluene and having a mini- 

rium pressure versus mole fraction curve for a bi- mum boiling point of 105.4"C at 1.013 bar. The fol- 
nary mixture has an interior extreme value at some lowing vapor pressure data are available: 
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Pv"p (bar) 

T ('C) Toluene Acetic Acid 

a. Calculate the van Laar constants for this dys- 
tem and plot In p~ and In p.4 versus ST. ~ i i s  is 
most easily done using the MATHCAD work- 
sheet ACTCOEFF on the CD-ROM accompany- 
ing this book and discussed in Appendix B.111 

b. Assuming that the activity coefficients (and van 
Laar constants) are independent of temperature 
over the limited range of temperatures involved, 
develop an .K-y diagram for this system at P = 
1.013 bar. Compare this with the x-y diagram 
that would be obtained if the system were ideal. 

c. Assuming the activity coefficients are indepen- 
dent of temperature, develop an x-y diagram for 

. this system at P = 1.013 bar using the UNI- 
FAC model, and compare the results \vith those 
obtained in part (b). 

10.2-6 The illustrations of this section were meant to 
demonstrate how one can determine activity coef- 
ficients from measurements of temperature. pres- 
sure, and the mole fractions in both phases of 
a vapor-liquid equilibrium system. An alternative 
procedure is; at constant temperature, to measure 
the total equilibrium pressure above liquid mix- 
tures of known (or measured) composition. This 
replaces time-consuming measurements of vapor- 
phase compositions with a more detailed analysis 
of the experimental data and more complicated cal- 
culations. - 
a. Starting with the Gibbs-Duhem equation, show 

that at constant temperature, 

and, for a binary mixture, 

- 

which can also be rewritten as 

since P_VCX/RT << 1 .  
b. The eq~~ilibrium pressures above various mix- 

tures of carbon tetrachloride and 11-heptane at 
50°C are given in the following table. 

Mole Percent of CC14 
in the Liquid Pressure (bar) 

Solrrcr: C. P. Smith and E. W. Engcl. J. At~r. Cliettr. 
Soc.. 5 1,2646 ( 1929). 

Develop the'x-y diagram for this system, and 
compute the liquid-phase activity coefficients of 
carbon tetrachloride and 11-heptane. 

c. Develop the r-y diagram for this system using 
the UNIFAC model. 

10.2-7 For vapor-liquid equilibriurn at low pressure (sc! the 
vapor phase is an ideal gas) 
a. What is the bubble point pressure of an equimo- . lar ideal liquid binary mixture? 
b. What is the bubble point vapor composition of 

an equimolar ideal liquid binary mixture? 
c. what is the bubble point pressure of an equimo- 

lar liquid binary mixture if the liquid mixture is 
nonideal and described by _Gcx = Axlxz? 

d. What is the bubble point vapor composition of 
an equimolar liquid binary mixture if the liq- 
uid mixture is nonideal and described by _GeX. = 
AxIx2? 

10.2-8 The following vapor-liquid equilibrium data for the 
n-pentane-acetone system at 1.013 bar were ob- 
tained by Lo, Beiker, and Kan [J. Chem. Eng. Data, 
7, 327 (1962)l. 
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0.021 0. I08 49.15 1.560 0.803 10.2-15 In vapor-liquid equilibrium the relative volatility 
0.061 0.307 45.76 1.397 0.703 aij is defined to be the ratio of the separation or K 
0.134 0.475 39.58 1.146 0.551 factor for species i to that for species j, that is, 
0.2 10 0.550 36.67 1.036 0.493 
0.191 0.614 34.35 0.960 0.453 e.. - - Ki = - .Yi/xi 
0.405 0.664 32.85 0.913 0.425 " - Ki yi/xi - .  
0.503 0.678 32.35 0.903 0.421 In approximate distillation column calculations. 
0.61 I 0.71 I 31.97 0.887 0.413 the relative volatility is sometimes assumed to be 
0.725 0.739 31.93 0.880 0.410 a constant (independent of composition, temper- 
0.869 0.810 32.27 0.896 0.419 
0.953 0.906 33.89 0.954 0.445 ,/* 

ature, and pressure). Test this assumption for the 
ethanol-ethyl acetate system using the following 
data: 

a. Are these data thermodynamically consistent'? 
b. Determine which of the activity coefficient 

@ 
models discussed in Chapter 9 best fits these 
data. This is most easily done using the MATH- 
CAD worksheet ACTCOEFF on the CD-ROM 
accompanying this book and discussed in Ap- 
pendix B.111 

10.2-9 Use the UNIFAC model to predict the vapor-liquid 
behavior of the system in the previous problem. 
and compare the results with the experimental 
data. 

10.2-10 Estimate, as best you can, the vapor-liquid equilib- 
rium coexistence pressure and the composition of 
the vapor in equilibrium with a liquid containing 
20 mol % ethanol, 40 mot % benzene. and 40 mol 
% ethyl acetate at 78°C. 
The experimental data for the hexatluorobenzene- 
benzene mixture in Table 10.2-4 and Fig. 10.2-10 
show a double azeotrope. Test the ability of com- 
mon thermodynamic models, such as the equations 
of Wilson and van Laar, and the Redlich-Kister ex- 
pansion to fit these 'data. Also, test whether the 
UNIFAC model predicts a double azeotrope for 
thls system. (Note that hexafluorobenzene is also 
known as perfluorobenzene, andgs referred to as 
such in the Property program referred to in Chap- 
ter 6.) 
Determine whether the data in Table 10.2-1 satisfy 
the Gibbs-Duhem integral consistency test. 

10.2-13 Derive Eq. 10.2-26 for the constant-pressure ebul- 
liometer. 

10.2-14 Using the following data, estimate the total pres- 
sure and composition of the vapor in equilibrium 
with a 20 mol % ethanol (1) solution in water (2)' 
at 78.15"C. Data (at 78.15"C): 

Vapor pressure of ethanol (1) = 1.006 bar 

Vapor pressure of water (2) = 0.439 bar 

RT In yi  = 8.163s; kl/mol 

I n  pV"P - -4728.98 
EOH - T + 13.4643 P[=] bar; T [=] K 

VaP - -3570.58 
I n  PEAC - 7. + 10.4575 

10.2-16 Based on vapor-liquid equilibrium .data, some 
authors have claimed that the benzene (1)- 
cyclohexane (2) mixture is described by 

where A (J/mol) = 3750 - 8T for Tin degre.es K. 
a. Derive expressions for the activity coefficients 

of benzene and cyclohexane. 
b. Determine the enthalpy and entropy chan, ues on 

mixing when 1 mole of benzene and 2 moles of 
.cyclohe~ane are mixed at T = 300 K and con- 
stant pressure. 

c. Given the following vapor pressure data at T = 
320 K, P,"' = 0.3203 bar and PC'"' = 0.3218 
bar, determine the bubble point pressure of the 
liquid in part (b) at T = 320 K, and the-com- 
position of the vapor in equilibrium with that 
liquid. 

The relative volatility of component 2 to compo- 
nent 1 is defined to be 

a. Develop an expression for the relative volatil- 
ity for a mixture described by the one-constant 
Margules equation. Discuss how the relative 
volatility depends upon temperature, pressure, 
and composition. 

b. What would be the relative volatiIity at low 
, pressures if the two components form an ideal 
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mixture. and how \vould the relative volatility 
in this case depend on temperature, composi- 
tion. and pressure? 

10.2-18 a. Develop an expression for the vapor-phase 
mole fraction of species 1 in an ideal equimo- 
lar binary misture at low pressures in terms of 
only the pure component vapor pressures. 

6. Repeat the derivation of part (a) for a nonideal 
n~ixture described by the one-constant Mar- 
gules equation. 

10.2-19 a. Develop an expression for how the bubble point 
pressure of a binary mixture changes with tem- 
perature at constant composition. 

. b. How does the result for part (a) change if one of 
/ the components in the mixtures has such a low 

vapor pressure as to be considered involatile? 
10.2-20 Estimate the vapor-liquid equilibrium of n-hexane 
:o,, and toluene as a function of composition at T = *; 

75°C using regular solution theory and the UNI- 
FAC mode!. 

10.2-21 After an esterification reaction, i t  is necessary to 
separate the product methyl acetate from the un- 
reacted methanol to obtain both components at 
a high level of purity. It is knqwn that at 20°C, 
this system forms an azeotrope with .the follow- 
ing properties: x.crA = J ~ , A  = 0.754, X M ~ O H  = 
Y M ~ O H  = 0.246. and P = 183.54 mm Hg. 

A process engineer has suggested that the way 
to get two relatively pure compqnents is to use 
two distillation columns operating at different con- 
ditions. The first column would be operated to 
get one of the relatively pure components and the 
azeotrope. This azeotrope would be fed into the 
second column, operating at a higher temperature, 
50°C. By this argument. the higher temperature . 
would shift the azeotrope, so that the products 
from the second column would be the other pure 
component and the new azeotrope (which would 
then be fed back to the first column). To deter- 
mine whether this proposed process is possible, 
compute the azeotropic cornpositicy of a methyl 
acetate-methanol mixture at 50% For simplicity, 
assume that the parameters in the activity coeffi- 
cient you use are independent of temperature. 
' The pure component vapor pressures are as fol- 
lows: 

1157.630 
loglo P z p  (mm Hg) = 7.065 24 - 

T (Kj - 53.424 

10.2-22 The 11-octane (1)-tetraethyl methane (2) mixture 
has been studied at 50JC. From vapor pressure 
and calorimetric measurements, the following in- 
fomlation is available: 

where 

with P in bar and T in K. 
a. Calculate the composition of the vapor that is in 

equilibrium with n-octane-tetraethyl methane 
mixtures at 380 K. In this calculation assume 
that the activity coefficients are independent of 
pressure. 

Yb. Repeat the calculation above at a fixed total 
- pressure of 350 mm Hg. 

c. Repeat parts (a) and (b) using the predictive 
UNIFAC model. 

10.2-23 Eichinger and Flory [Tralzs. Farad. Soc., 64,2053- 
2060 (1968)] report the following data for the ac- 
tivity of benzene (as = xByB) in polyisobuty- 
lene (IMW = 40 000) and 10'C as a function 
of the mass ratio of benzene to polyisobutyle'ne, 
n ~ ~ / m ~ ~ ~ :  

Using the data in Illustration 10.2-7, compare the 
predictions of the Flory-Huggins theory using x = 
1.0 with thc data above, and compute the equi- 
librium partial pressure of benzene over benzene- 
polyisobutylene mixture& 

10.2-24 Eichinger and Flory [Trans. Farad. Soc., 64,206 1- 
2065 (1968)l reported the following data for the 
activity of cyclohexane (ac = xcyc) in poly- 
isobutylene (MW = 40 000) and 25°C as a func- 

1582.271 
loglo P:A, (mm Hg) = 8.080 97 - tion of the mass ratio of cyclohexane to poly- 

T (K) - 33.424 isobutylene, rnc/rnplB. 
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Determine the value of the Flory panmeter in 
the Flov-Huggins model that gives the best fit 
of the data above, and compute the equilibrium 
partial pressure of cyclohesane over cyclohexane- 
polyisobutylene mixtures. 

10.2-25 Eichinger and Flory [Tt-nns. Fnmd. Soc.. 64.2066- 
2672 (1968)l reported the following data for the 

,"activity of 11-pentane (np = .vpyp) in pol!.isobuty- 
lene (i\;l\V = 40 000) and 10cC as a function 
of the mass ratio of n-pentane to polyis@butylene, 
111 p / /?fplB.  

Determine the value of the Flory ,y parameter 
in the Flory-Huggins model that gives the best 
fit of the data above, and compute the equilib- 
rium panial pressure of pentane over pntane- 
polyisobutylene mixtures. 

10.2-26 The partial pressure of water above aqueous hy- 
. drochloric acid solutions can be represenr$d by 

where P is the pressure in bar and T is the temper- 
ature in K. The values of A  and'^ are given in the 
table: . 

- 

wt % HCI A B 

10 . 6.123 57 2295 
20 6.103 70. 2334 
30 6.126 10 2422 
40 6.464 16 2647 

Sorlrce: R. H. Peny, D. W. Green, and J. 0. Xlal- 
oney, eds., The Chemical Engineers' Handbook 6th 
ed., McGraw-Hill. New York (1984). pp. 3-64. 

The vapor pressure of pure water is given in Prob- 
lem 7.12. Compute the activity coefficient of wa- 

ter in each of the hydrochloric acid solutions in the 
table at 25°C. (Hint: hydrogen chloride can be as- 
sumed to completely ionize in aqueous solution.) 

10.2-27 The following data for the partial pressure of water 
vapor over aqueous solutions of sodium carbon- 
ate at 30°C are given in The Chemical Engineers' 
Handbook, 5th ed. (R. H. Peny and C. H. Chilton, 
eds., McGraw-Hill, New York. 1973), pp. 3-68. 

Compute the activity coefficient of water in each 
of these solutions. (Hint: Does sodium carbonate 
ionize in aqueous solution?) 

10.2-28 In this sectiori it was shown that the excess entropy 
and excess enthalpy can be determined from var- 
ious temperature derivatives of the excess Gibbs 
energy. These and other excess thermodynamic 
functions can also be computed directly from 
derivatives of the activity coefficients. Show that 
in a binary mixture the following equations can be 
used for si!ch calculations: 

Note that in the activity coefficient derivatives, all 
variables from the set T, P, x, other than the one 
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being varied, are fixed. 
10.1-29 The following vapor-liquid equilibrium data have 

, been reported6 for the system 1,2-dichloroethane 
(1) f n-heptane (2) at 343.15 K. 

. P (mm Hg) XI ?'I 

302.87 0.0000 0.0000 
- 372.62 0.091 1 0.2485 
-- 429.28 0.1979 0.41 74 

466.48 0.2867 0.5052 
49 1.02 0.3674 0.5590 
509.40 0.4467 0.6078 
520.4 1 0.5044 0.6535 
525.7 1 0.5733 0.6446 
533.44 0.6578 0.7089 
536.58 0.7644 0.7696 

- 535.78 0.8 132 0.7877 
530.90 0.8603 0.8201 
524.2 1 0.8930 0.8458 
515.15 0.9332 0.8900 
505.15 0.9572 0.9253 
498.04 0.98 12 0.9537 
486.4 1 1 .OOOO 1 .0000 

a. Compute the activity coefficients for this sys- 
, tem at each of the reported compositions. 
b. calculate the excess Gibbs energy at each com- 

position . .. 
c. Obtain values of the van Laar parameters that 

best fit these data. 
10.2-30 A binary liquid solution, having mole fraction I of 

component 1, is in equilibrium with a vapor that 
has mole fraction ?: of that component. Show that 
for this mixture the.effect of a change in temper- 
ature on the equilibrium pressure at fixed liquid 
composition is approximately 

where (Avap_H)mix is the heat of vaporization of y 
moles of component 1 and (1 - y) moles of com- 
ponent 2 from a large volume of solution. 

10.2-31 Estimate the equilibrium pressure and isobutane 
vapor-phase mole fraction as a function of liquid 
composition for the isobutane-furfund system at 
37.8"C. At this temperature the vapor pressure of 
furfural is 0.493 kPa and that of isobutane is 490.9 
kPa  (Hint: See Illustration 11.2-2.) 

10.2-32 Polyethylene of molecular weight 2800 is to be 
dissolved in compressed ethylene at iff C. Assum- 

ing that as a result of the similarity of ethylene 
to polyethylene, there is no enthalpic interaction 
between these species, estimate the excess Gibbs 
energy and activity coefficients of ethylene and 
polyethylene as a function of composition. 

10.2-33 A mixture of 80 mol Yo acetone and 20 mol % wa- 
ter is to be transported in a pipeline within a chem- 
ical plant. This mixture can be transported as either 
a liquid or a gas. 
a. A reciprocating pump would be used with a liq- 

uid mixture. Because of vapor lock, this pump 
will cease functioning if any vapor is present. 
Compute the minimum pressure that must be 
maintained at the pump inlet so that no vapor is 
formed when the liquid temperature is 100°C. 

b. A centrifugal pump would be used with a gas 
mixture. To prevent erosion of the pump blades, 
only vapor should be present. If the pump ef- 
fluent is 100°C. compute the maximum pump 
effluent pressure so that no liquid is formed. 
Dara: 

Temperature (OC) 56.6 78.6 113.0 
Vapor pressure of acetone (bar) 1.0 13 2.026 5.065 

10.2-34 The figure that follows for the ethanol +water sys- 
tem is an unusual one in that i t  shows both vapor- 
liquid equilibrium nnd the enthalpy concentration 
diagrams on a single plot. This is done as follows. 
The lower collection of heavy lines give the en- 
thalpy concentration data for the liquid at various 
temperatures and the upper collection of lines is 
the enthalpy-concentration data for the vapor, each 
at two pressures, 0.101 3 and 1:O 13 bar. (There are 
also enthalpy-concentration lines for several other 
temperatures.) The middle collection of lines con- 
nect the equilibrium compositions of liquid and 
vapor. For example, at a pressure of 1.013 bar, a 
saturated -vapor containing 71 wt % ethanol with 
an enthalpy of 1535 kJkg is in equilibrium with 
a liquid containing 29 wt % ethanol with an en- 
thalpy of 3 15 I d k g  at a temperature of 85°C. Note 
also that the azeotropes that form in the ethanol + 
water system are indicated at each pressure. 

Consider the vapor-liquid equilibrium discussed 
above, in which 90 percent of the mixture by 
weight is liquid and 10 percent is vapor. If the 
pressure on this mixture is now reduced to 0.1013 
bar by passing through a Joule-Thomson expan- 
sion valve, what are the compositions of the va- 
por and liquid phases in equilibrium, what is the 

'R. Eng and.S.3. Sandler, J. Chem Eng. Dara, 29, 156 ( 1  984). 
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The enthalpy concentration diagram for 
ethanol + water system. The reference 
states are the pure liquids at O'C. Based 
on data in Chenzical Process Principles, 
Pan I: Material and Energy ~almzces, 
2nd ed., by 0. A. Hougen, K. hl. Watson, 
and R. A. Ragatz, John Wiley & Sons, 
New York, 1954, p. 327. This figure ap- 
pears as an Adobe PDF file on the CD- 
RON accompanying this book, and may 
be enlarged and printed for easier reading 
and for use in solving problems. 

equilibrium temperature, and what are the, weight is its composition? At what pressure does the 
fractions of vapor and liquid? last bubble of vapor disappear, and what was 

10.2-35 A binary mixture of components 1 and 2 is in its composition? 
vapor-liquid equilibrium. Data: The vapor pressures of the componen<s 
a. At 90°C and 1.8505 bar pressure, a vapor of are given by 

composition yl = 0.3767 coexists with a liq- 
uid of composition x ,  = 0.4. Use these data Bi 
to determine the van Laar parameters for this loglo pTP = Ai - - 

T 
mixture. 

b. Determine whether the mixture has an 
azeotrope at 90°C, and if so, determine its com- 
position and whether it is a maximum-pressure 
or minimum-pressure azeotrope. 

c. Obtain the P-x-y and x-y diagrams for this sys- 
tem at 90°C. 

d. An equimolar mixture of species 1 and 2 at 
initially very low pressure is compressed at 
a constant temperature of 90°C. At what pres- 
sure does the first drop of liquid form, and what 

for pressure in bar and T in K, where Al = 
4.125, B1 '= 150,_A2 = 5.000, and El? = 
1750. 

10.2-36 The equilibrium total pressures above liquid mix- 
tures (that is, P-T-x data) for the system ethylene 
bromide and 1-nitropropane at 75°C are given in 
the following table. 
Develop an x-y diagram for this system, and com- 

@ 
pute the liquid-phase activity coefficients of ethy- 
lene bromide and l-nitropropane. Use the UNI- 
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a. Compute the activity coefficients for this sys- Alole Percent Mole Percent 
of Ethylene tern at each of the reponed colnpositions. 

of Ethylene 
Bromide b. Are these data thzrmodynamically consistent? 

Pressure Bromide Pressure 
in Liquid c. Plot the excess Gibbs energy for this system as 

in Liquid a function of composition. 

Source: J.  R. Lacher, \V. B. Buck, and W. E. Pany, J. Arn. Chem. 
Soc., 66, 2422 (1941). 

FAC model to predict activity coefficients at other 
composiiions. How do the two sets of activity co- 
efficients compare? (Hint: See Problem 10.2-6.) 

10.2-37 Use the UNIFAC model to predict the vapor- 

8 liquid equilibria for the benzene + 2,2,4- 
trimethylpentane system at 5S°C, and compare the 
results with the experimental data in Illustration 
10.2-4 and with VLE predictions using the Reg- 
ular Solution model. 

10.2-38 Use the UNIFAC model to predict the vapor-liquid 
equilibria for the acetone + water-system at 25"C, 
and compare the results with the experimental data 
that can be found in the DECHEMA data series. 

10.2-39 The following vapor-liquid equilibrium data have 
been reported7 for the system water (I) + 1,4- 
dioxane (2) at 323.15 K. 

P (mm Hg) 

Deterrl~irii~lg the activir?. coeflciet7t paroriicte~s 
l~i lr~es it1 sevet-ol o f  rlze follolc.iilg ptablems is ti~ost 
ensil>> occoii7plishecl ~rsing the MATHCAD >r.oik- 
sheet ACTCOEFF 0 1 7  tlre CD-ROM tlrat accotizixr- 
rlies this book. 

10.2-40 Determine the parameter values in the two- 
constant Maraules esuation that best fit the data 
of Problem 101.2-39. ' 

10.2-41 Determine the parameter values in the van Laar 
model that best fit the data of Problem 10.2-39. 

10.2-42 Determine the parameter values in the Wilson 
model that best fit the data of Problenl 10.2-39. 

10.2-43 Determine the parameter values i n  the NRTL 
model that best fit the data of Problem 10.2-39. 

10.2-44 Determine the parameter ialues in the UNIQUAC 
model that best fit the data of Problem 10.2-39. 

10.2-45 Compare the predictions of the UNIFAC model 

9 with the data of Problem 10.2-39. 
1 .--46 The following equilibrium pressure data for the 

system fiater ( I )  + 1.4-dioxane (2) at 353.15 K 
have been reported.* 

Fit the P versus xl data with a suitable polyno- 
miai. Then use the synthethic method; that is use 
the equation developed in Problem 10.2-6, 

P (mm Hg) S 1 

166.84 0.5390 0.4550 
165.48 0.6290 0.4660 to estimate the vapor compositions at each of the 

160.82 0.7490 0.4950 reported liquid-phase mole fractions. 

155.14 0.8110 0.5430 10.2-47 Determine the parameter values in the two- 

142.64 0.8900 0.6040 @ constant Margules equation that best fit the P ver- 
114.76 0.9670 0.7950 sus xl data of Problem 10.2-46, and then use this 

92.5 1 1.0000 1 .OW0 activity coefficient model to estimate the vapor- 
phase compositions. 

P (mm Hg) ,t' 1 

'G. Korturn and V. Valent, Ber: Bunsenges Phys. Chem. 81,752 (1977). 
'F. Hovorka, R. A. Schaefer, and D. Dreisbach, J. Am Chem. Soc., 58,2264 (1935). 
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10.2-43 Determine the parameter values in the van Laar 
model that best fit the the P versus xt  data of Prob- 
lem 10.2-46, and then use this.activity coefficient 
model to estimate the vapor-phase compositions. 

10.2-49 Determine the parameter values in the NRTL 
model that best fit the the P versus xl data of Prob- 
lenl 10.2-46, and then use this activity coefficient 
model to estimate the vapor-phase compositions. 

10.1-50 Determine the parameter values in the Wilson 
equation that best fit the the P versus .rl data of 
Problem 10.2-46, and then use this activity coeffi- 
cient rnodel to estimate the vapor-phase composi- 
tions. 

10.2-51 Determine the parameter values iii the UNIQUAC 
model that best fit the the P versus 1, data of Prob- 
lem 10.2-46, and then use this activity coefficient 
model to estimate the vapor-phase compositions. 

10.2-52 Compare the predictions for total pressure from 
3 ,  the UNIFAC model with the data of Problem 
L .- YJ 10.2-46. 
10.2-53 a. Joe Udel argues that i f  in a low-pressure binary 

mixture. 

have opposite signs, the system will have an 
azeotrope: Can you simply prove or dispr0L.e 
his contention? (The simpler the proof, the bet- 
ter.) 

b. Will the system for which, at 65'C, P,'"' = 
0.260 bar and p T P  = 0.899 bar described by 

have an azeotrope? 
10.2-54 The following excess Gibbs energy model de- 

scribes the I-propanol (1)  + 12-hexane (2) system 

In the temperature range near 65'C the parame- 
rsr values in this equation are A ,  = 1.567 and A? 
= 1.536. The vapor pressure of I-propanol at this 
tsmperature is 0.260 bar and that of tr-hexane is 
0.399 bar. 
a. What is the excess enthalpy of mixing of this 

system as a function of temperature and com- 
position? 

b. What is the entropy of mixing of this system as 
a function of temperature and composition? 

c. Obtain expressions for the ac~ivity coefficients 
of each compound. 

d. Obtain values for the infinite-dilution activity 
coefficients for each compound in this mixture. 

. e. Does this system have an azeotrope? 
10.1-55 Calculate the boiling point of aqueous sodium 

chloride solutions at ambient pressure.over the 
range from 0 to I0 M NaCI. In this calculation, use 
the following expression for the vapor pressure of 
pure water: 

4903 
In Pvw (T) = 13.149 - - 

T 

for temperature in K and vapor pressure in bar. 

10.3 HIGH-PRESSURE VAPOR-LIQUID EQUILIBRIA USING 
EQUATIONS OF STATE (4-4 METHOD) 

The discussion of the previous section was concerned with low-pressure vapor-liquid 
equilibria and involved the use of activity coefficient models. Here we are interested 
in high-pressure phase equilibrium in fluids in which both phases are describable by 
equations of state, that is, the 4-4 method. One example of the type of data we are 
interested in describing (or predicting) is shown in Fig. 10.3-1 for the ethane-propylene 
system. There we see the liquid (bubble point) and vapor (dew point) curves for this 
system at three different isotherms. At each temperature the coexisting vapor and liquid 
phases have the same pressure and thus are joined by horizontal tie lines, only one of 
which has been drawn. The intersections of these tie lines with the bubble and dew 
curves give the compositions of the coex,isting equilibrium liquid and vapor phases, 
respectively. 

Figure 10.3-1 shows some of the variety of phase behavior that occurs in hydro- 
carbon mixtures at high pressure. The lowest isotherm, 261 K, is below the critical 
temperatures of both ethane (T, = 305.4 K) and propylene (T, = 365.0 K). In this 
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Figure 10.3-1 Constant-temperature 
vapor-liquid equilibrium data for the 
ethane-propylene system. [R. A. McKay. 
H. H. Reamer, B. H. Sage, and W. N. 
Lacey, h ~ d .  Eng. Chetn., 43, 2 1 12 
(1951).] 

case both vapor and liquid exist at all compositions, and the isotherm is qualitatively 
similar to the low-pressure isotherm for the nihexane-trieihylamine system of Fig. ' 
10.1- 1 c. The next isotherm, at T = 3 1 1 K, is slightly above the critical temperature 
of ethane but below Tc for propylene. Thus, pure ethane cannot exist as a liquid at this 
temperature, nor can mixtures very rich in'ethane. As'a result, we see the bubble point 
and dew point curves join-not at pure ethane (as on the T = 261 K isotherm), but , 

..-rither at an ethane mole fraction of 0.93. That is, at T = 31 1 K, both vapor and liquid 
can exist for ethane mole fractions in the range of 0 to.0.93, but at higher ethane mole 
fractions only a vapor is present, even at very high pressures. The point at which the 
bubble zqd dew curves intersect, 

X C ~ H ~  = 0.93 

T = 311 K 
P = 49.8 bar - 

,ne mixture. is one critical for the ethane-propyln 
The highest temperature isotherm in the figure, 344.3 K, is well above Tc of ethane, 

so only liquids dilute in ethane are possible. Indeed, here we see that the bubble and 
dew point curves intersect at 
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X C ~ H ~  = 0.35 
T = 344.3 K 
P = 48.6 bar 

which is another critical point of the ethane-propylene mixture. As should be evidenr 
from this discussion, there is not a single critical point for a mixture, but rather a range 
of critical points at a different temperature and pressure for each composition. 

In Fig. 10.3-2 we have plotted, for various fixed compositions, the bubble and dew- 
point pressures of this mixture as a function of temperature. The leftmost curve in this 
figure is the vapor pressure of pure ethane as a function of temperature, terminating in 
the critical point of ethane (for a pure component, the coexisting vapor and liquid are 
necessarily of the same composition, SO the bubble and dew pressures are identical and 
equal to the vapor pressure). Similarly, the rightmost curve is the vapor pressure of pure 
propylene, terminating at the propylene critical point. The intermediate curves (loops) 

;' 

are the bubble and dew point curves relating temperature and pressure for various fixed " 

compositions. Finally, there is a line in Fig. 10.3-2 connecting the critical points of the 
mixtures of various compositions; this line is the critical locus of ethane-propylens 
mixtures. 

High-pressure phase equilibria can be much more complicated :han the cases shown 
in Figs. 10.3- 1 and 10.3-2, especially for mixtcres containing dissimilar components- 
for example, either water or carbon dioxide'with hydrocarbons or oxygenated hydro- 
carbons. Examples of the pressure-temperature (P-T) projections of the various types 
of critical loci that have been observed for binary mixtures are shown in Fig. 10.3-3. 
When looking at these examples, remember that there are three independent variables 
(temperature, pressure, and the composition of one of the species), so that these figures 
are two-dimensional projections of surfaces in a three-dimensional figure. Thus, the 
mixture composition, which is not shown, varies along each of these critical lines. 

The critical locus in ~ i g u r e  10.3-3n is very much like that for the ethane-propylene 
system in Fig. 10.3-2; this is referred to as category I phase behavior. For such systems 
the critical line starts at the critical point of pure component I (CI), and a s  the mixture 

I Critical locus I 

Temperature, K . 

Figure 10.3-2 The bubble point, dew point, and critical locus for the ethane-propylene system. 
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P -----_ ,.--. 
" ,  

7 T T 

CO, (1) - 11-butane (2) CO: ( I )  - ti-octane (2) CO, ( I )  + squalane (2) 

(0 I ( b )  ( c  I 

- LLV 

T T T 

C02 (I)  + nitrobenzene (2) CH, ( I )  + erhanol (2) CO, ( I )  + naphthalene (2) 

( d )  (c) v, 

Figure 10.3-3 The six general categories of P-Tprojections of phase equilibrium lines of binary 
mixtures. In each case - is a pure component vapor pressure line; --- is a binary mixture 
vapor-liquid or liquid-liquid critical line; and ---  is a mixture three-phase line (VLL in o-e, 
SLV i n n .  [Adapted from M. E. Paulaitis, V. J. Krukonis, R. T. Kurnick, and R. C. Reid, Rev. 
Chenr. Eng., 1, 179 (1983). Used with permission.] 

becomes richkr in the second component, the critical line goes smoothly to the critical 
point C2. 

Category I1 behavior, an example of which is shown in Fig.10.3-3b, is slightly more 
complicated in that at low temperatures and high pressures there is a region of liquid- 
liquid equilibrium (LLE), whereas at low temperatures and low pressures there is a 
region where three phases, two liquids (of differing composition) and a vapor, are 311 
in equilibrium (VLLE). Consequently. there are two sets of critical lines in a category 
I1 system: one for vapor-liquid behavior of the type we have already consideced, and 
another that begins as a liquid-liquid-vapor line at low pressures and becomes a liquid- 
liquid critical line at high pressures, terminating at the highest temperature at which 
liquid-liquid equilibrium exists. This temperature is the upper critical solution tem- 
perature and wili be considerg in detail in Sec. 11.2. Figure 10.3-36 is an example 
of category I1 phase behavior. At very high'pressures, usually beyond the range of in- 
terest to chemical engineers, the liquid-liquid equilibrium line intersects a region of 
solid-liquid-liquid equilibrium (SLLE). This is not shown in Fig. 10.3-3b. 

Category 111 phase behavior, shown in Fig. 10.3-3c, is similar to category I1 behavior, 
except that the region of liquid-liquid-vapor equilibrium occurs at higher temperatures 
and, as the composition varies, intersects the vapor-liquid critical curve at a critical 
end point K. Thus, there is one vapor-liquid critical line originating at component 1 
(C1) and terminating at the critical end point, and a second starting at C2 that merges 
smoothly into the liquid-liquid equilibrium line at high pressures. 

Category V phase behavior, shown in Fig 10.3-3e, is similar to category PI1 behavior, 
except that the critical line starting at component 2 intersects the liquid-liquid-vapor 
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three-phase region at a lower critical end point L. Note that there is no region of LLE 
in a category V system and there are two critical end points (K and L )  of the three-phase 
region. 

Category IV phase behavior, shown in Fig. 10.3-3d, has two regions of liquid-liquid- 
vapor equilibrium. The low-temperature VLLE region exhibits category I1 behavior, 
whereas the higher-temperature VLLE region behaves like a category V system. 

Category VI phase behavior, shown in Fig. 10.3-3f, occurs with components that are 
so dissimilar that component 2 has a melting or triple point (Mz) [hat is well above 
the critical temperature of component 1. In this case there are two regions of solid- 
liquid-vapor equilibrium (SLVE). One starts at the triple point of pure component 2 
(M2) and intersects the liquid-vapor critical line at the upper critical end point U. 
The second solid-liquid-vapor critical line starts below the melting point 1M2 and in- 
tersects the vapor-liquid critical line starting at component I at the lower critical end 
point L. Between the lower and upper critical p6ints only solid-vapor (or solid-fluid) 
equilibrium exists. , 

A detailed analysis of the complicated phase behavior of Fig. 10.3-3 is beyond the 
scope of this textbook, but can be found in the book by Rowlinson and S ~ i n t o n . ~  I t  is 
i~seful to note that the types of phase behavior discussed here can be predicted using 
equations of state, though we will restrict our attention largely to category 1 systems. 
which are the most common. 

The measurement techniques used at high pressure are similar in principle to those Measurement 
of high-pressure used at low pressure, but different in practice since leakproof metal tubing, fittings, 

vapo?-liquid equilibria 
and equilibrium cells (frequently with sapphire windows to enable one to see inside 
the cell) are used. Also, circulation of the vapo:, liquid, or  both to ensure that there is 
good contact between the phases and that equilibrium is obtained is i~sually done by 
pumps, rather than by heating to promote boiling, as is the case at low pressures. One 
example of a high-pressure dynamic VLE cell is shown in Fig. 10.3-4. 

A static cell apparatus'could also be used to measure high-pressure vapor-liquid 
equilibrium. Schematically, the equipment would look similar to that in Fig. 10.7-9, 
'except that the glass flasks would be replaced with metal vessels. 

We now turn from the qualitative description of high-pressure phase equilibria and 
its measurement to the quantitative description, that is, to the correlation or predic- 
tion of vapor-liquid equilibrium for hjrdrocarbon (and light gas) systems, of which the 
ethane-propylene system is merely one example. Our interest will be only in systems 
describable by a single cquation of state for. both the vapor and l i q ~ i d  phases, as the 
case in which the liquid is described by an activity coefficient model was considered 
in the previous section. 

The starting point for any phase equilibrium calculatiori is, of course, the equality of 
fugacities of each species in each +!me, that is, 

Starting point for all 
phase equilibrium 
calculations Here, however, we will use an equation of state to calculate species fugacities in both 

phases. For example, when using thk Peng-Robinsori equation of state, Eq. 9.4-10 is 
used to compute the fugacity of a species in the vapor phase and Eq. 9.4-1 1 for the 
liquid phase (of course, with the composition and compressibility appropriate to each 
phase). 

9 ~ .  S. Rowlinson and F. L. Swinton, Liquids and Liqtrid ~Mirtures. 3rd ed., Buttenvorths, London (1982), Chap 
ter 6. 
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Figure 10.3-4 Schematic diagram of a high-pressure vapor-liqud equilibrium cell in which both 
the vapor and l i v i d  are constantly circulated to ensure that the vapor and licluid phases are in 
equilibrium. The detachable bombs are used to collect samples for chemical analysis. Items P 
and T are ports for pressure and temperature measurement, respectively. 

Phase equilibrium calculations with equations of state are iteratiye and sufficiently 
complicated to be best done on a digital computer. Consider, for example, the calcula- 
tion of the bubble po in~  pressure and vapor composition for a liquid of known compo- 
sition at temperature T. One would need to make an initial guess for the bubble point 
pressure, PB,.and the vapor mole fractions (or, perhaps more easily, for the values of 
Ki = y/xi), and then check to ensure that y; = 1 and that the equality of species 
fugacities (Eq. 10.3-1) are satisfied for each species with the fugacities calculated from 
the equation of state. If these restrictions are not satisfied, the pressure and K,  values 
must be adjusted and the calculation repeated. A flow diagram for one algorithm for 
solving this problem is given in Fig. 10.3-5. 

The initial guesses for the bubble point pressure PB and for the K,  = ',/xi values 
for all species in the mixture do not affect the final'solution to the problem, but may 
influence the number of iterations required to obtain the solution. One possible set of 
initial guesses is obtained by assuming ideal liquid and vapor mixt~~res  so that 

- 
and - 

where the pure component vapor pressure can be estimated using the Antoine equation, 
Eq. 7.7-8, with parameters for the fluid of interest, or by using the equation of state as 

' described in Sec. 7.5. 
Although the algorithm described in Fig. 10.3-5 is specific to the computation of the 

bubble point pressure, slight changes make it applicable to other phase equilibrium cal- 
culations. For example, by specifying P and replacing PB = PB C Yf in the iteration 
sequence by TB = TB/ y!, an algorithm for the bubble point temperature calculation 
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G u a s  bubble point pressure Pgi '1 
1 

Guess set of K values 
' 

( i = 1 2 .  0 ", 

Figure 10.3-5 Flow diagram of an algorithm for the bubble point pres- 
sure calculation using an equation of state. 

at fixed pressure is obtained. It is only slightly more difficul~ to change the calculational 
procedure so that the dew point pressure or temperature calculations can be made; this 
is left to you (Problem 10.3-5). 

We consider only one additional type of phase equilibrium calculation here, the 
isothermal flash calculation discussed in Sec. 10.1. In this calculation one needs to 
satisfy the equality of species fugacities relation (Eq.- 10.3-1) as in other phase equilib- 
rium calculakions and also the mass balances (based on 1 mole of feed of mole fractions 
z ~ , ~ )  discussed earlier, 
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and the summation conditions (Eqs. 10.1-5 and 10.1-6) 

z r i = l  and x y i = l  (10.3-4) 

In this calculation, T and P are known, but the liquid-phase mole fractions (xi), the 
vapor-phase mole fractions (y i ) .  and the liquid-to-vapor split ( L l  V) are unknowns. 

An algorithm for solving the flash problem is given in Fig. 10.3-6. It is based on 
making initial guesses for the equilibrium ratios Ki = yi/xi (see Eq. 10.3-3) and for 
the fraction of liquid, L, and using the following equations obtained by simple rear- 
rangement: 

+ 
: -Calcylate.ri =.c/ [ L  i K,(1 - L)] 

Is &x,- Xy,=y,=Pl- K,)z,J[L i &(I- L)]  = O? 0 
Calcul_ate Z" usmg_y,, il; and P, and 
t h e n f y ( T , P . ~ )  (i=1.2 ,..., C 

Figure 10.3-6 Flow diagram of an algorithm for the isothermal 
flash calculation using an equation of state. 
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F~irthermore, from Eqs. 10.3-4, we have 

and 

or equivalently, 

It is Eqs. 10.3-5 and 10.3-6 that are used in the algorithm of Fig. 10.3-5. Computer 
programs and MATHCAD worksheets for bubble point temperature, bubble point pres- 
sure, dew point temperature, dew point pressure, and isothermal flash calculations us- 
ing the Peng-Robinson equation of state with generalized parameters (Eqs. 6.7-1 to 
6.7-4), and the van der Waals one-fluid mixing rules (Eqs. 9.4-8 and 9.4-9) are dis- 
cussed in Appendix B. 

Now that the manner in which phase equilibrium calculations can be performed us- 
ing equations of state has been discussed, we are in a position to consider the accuracy 
of such calculations. To begin, we again consider the ethane-propylene data in Fig. 
10.3- 1 using the isothermal flash algorithm. the Peng-Robinson equation of state, and 
the van der Waals one-fluid mixing rules (Eqs. 9.4-8 and 9.3-9), and setting the single 
adjustable parameter in the calculation, the binary interaction parameter kij in 

< - 

Binary interaction 
parameter  kij 

, equal to zero (so that, in.fact, there are no adjustable parameters). Using the Peng- 
Robinson equation-of-st'ate programs or MATHCAD worksheets discussed in Appen- 
dix B, the results indicated by the dashed lines in Fig. 10.3-1 are obtained. As can be 
seen in  that figure,, the predicted results are in excellent agreement with experiment. 
Furthermore, from theequation-of-state description, we get not only the compositions 
of the coexisting phases but also good estimates of the compressibilities or densities. 
Also, starting from Eqs. 6.4-27 .and 6.4-28 and using the Peng-Robinson equation of 
state, one can show (Problem 10.3-4) that 

and 
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S(T, P, s) - s l G M ( ~ ,  P: ~j = R In(Zmix - Bmix) 

(10.3-Sb) 

where the subscript mix denotes a mixture property; B = b P I R T ;  and FJlGM(~, P, J) 
and sIGM(T, P, 5 )  are the ideal gas mixture enthalpy and entropy, respectively, at the 
conditions of interest. Therefcre. we can also compute the enthalpy and entropy of the 
vapor and liquid phases. 

This example shows the real power of the equation-of-state description in that start- 
ing with relatively little information (T,, PC, and o of the pure components), we can 
obtain the phase equilibrium, phase densities, and other thermodynamic properties. 

In the ethane-propylene system calculation just described, we have used no ad- 
justable parameters. A careful examination of the results shows that the predicted corn- 
positions of ethane in the liquid are systematically approximately 0.01 mole fraction 
too high. These predictions can be improved by using a regression procedure with [he 
experimental data and the Peng-Robinson equation of state. Such detailed calculations 
have shown that setting kij = 0.01 1 in Eq. 10.3-7 improves the accuracy of the predic- 
tions, although this improvement would be barely visible on the scale of Fig. 10.3-1, 
and therefore is not shown. For other systems, containing species much more dissimilar 

- .. in size and in types o'f molecular interactions, the importance of the binary interaction 
parameter kij is more apparent. This is evident in Fig. 10.3-7, which contains experi- 
mental~vapor-liquid equilibrium data for the carbon dioxide-isopentane system at two 
temperatures, together with predictions (setting kij = 0) and correlations (regression 
of data to obtain kij = 0.121) using the Peng-Robi.nson equation of state. There we 
see that the predictions made with the binary interaction parameter equal to zero are 
not nearly as good as those with kg = 0.121. Therefore, in engineering applications, 
at least one experimental data point IS needed, so that a value of kij can be obtained; 
better still is to have several data points and choose the binary interaction parameter to 
give an optimum fit of all the data points. The binary interaction parameters given in - 
Table 9.4-1 were obtained by such a regression procedure. 

Although the discussion so far has been concerned with binary mixtures, the cal- 
culational procedures described here are applicable to all multicomponent mixtures. 

.However, for accurate predictions in this case one needs a va!ue of the interaction pa- 
rameter for each binary pair in the mixture. 

As a further example of the complicated and unusual behavior that is possible in 
binary and multicomponent mixtures at high pressures, consider the vapor-liquid equi- 
librium for the ethane-n-heptane system shown in Fig. 10.3-8. The leftmost curve in 
this figure is the vapor-pressure line as a function of temperature for'pure ethane, and 
the rightmost curve is the vapor-pressure curve for n-heptane. Between the two are the 

. bubble point and dew point curves for a mixture at the constant composition of 58.7 1 
mol % ethane. The bubble point curve is the locus of pairs of temperatures and pres- 
sures at which the first bubble of vapor will appear in a liquid of xCZH6 = 0.587 1. (Note 
that the composition of this coexisting vapor cannot be found from the information in 
the figure. Why?) Similarly, the dew point curve is the locus of temperature-pressure 
pairs at which the first drop of liquid appears in a vapor of y c , ~  = 0.5871. (Again, 
the composition of the coexisting liquid cannot be found from this figure.) This fig- 
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Figure 10.3-7 Vapor-liquid equilibrium of the carbon dioxide (1)-isopentane (2) system. The 
experimental data of G. J. Besserer and D. B. Robinson [J. Chem. Erzg. Dnta, 20,93 (1976)] are 
shown at 277.59 K (T = liquid and A = vapor) and 377.65 K (e = liquid and EI = vapor). The 
dashed curves are the predictions using the Peng-Robinson equation of state and the van der 
Waals mixing rule with k12  = 0, and the solid lines are the correlation using the same equation 
of state with k l Z  = 0,121. Thq points o and o are theestimated mixture critical points at 377.65 
K using the same equation of state with k t Z  = 0 and 0.121, respectively. 

ure shows how the bubble point temperature and dew point temperature change as a 
function of pressure for a mixture of fixed composition. 

A number of interesting features are apparent from Fig. 10.3-8. First, the critical 
point of the mixture, which is the intersection of the' bubble point and dew point curves 
(indicated by e), is intermediate in temperature, but at a much higher pressure than 
the critical points of the pure components (also denoted by filled circles). Second, the 
critical point for the x c , ~ ,  = 0.5871 mixture is neither the highest temperature nor 
the highest pressure along the phase boundary where the vapor and liquid coexist. The 
point of maximum pressure along the phase boundary (indicated by B) is referred to as 
the cricondenbar, and the point of maximum temperature (denoted by U) is called the 
cricondentherm. - 

Next note that if one has a vapor at y c 2 ~ ,  = 0.5871, P = 70 bar, and T = 475 K 
(denoted by point a) and cools it at a constant pressure (following the line ----), first 
the dew point curve is intersectedmd a drop of liquid forms. Further cooling produces 
additional liquid, so that both the vapor and Iiquid will differ from the starting compo- 
sition. Finally, at about T = 408 K, the last bit of vapor condenses, and a liquid with 
X C ~ H ~  = 0.5871 i s  obtained. This is usual phase equilibrium behavior. 

However, starting with a fluid of ethane mole fraction 0.5871, P = 78 bar, and tem- 
perature about 455 K (point b), which is above the critical point at this composition, 
and cooling at constant pressure, the bubble point curve is intersected. Consequently, 
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Figure 103-8 Vapor-liquid equilibrium for pure ethane, pure tz-heptane (solid lines), and a 
mixture of fixed composition of 55.71 mol % ethane (dashed curve) as a function of temperature 
and pressure.. [Data of W. B. Kay, Ind. Eng. Clze~iz., 30, 459 (1938).] The symbols denote 
critical points; m is the cricondenbar, and is the cricondentherm. 

the initial mixture was a liquid, and, at the bubble point curve, the first bubb!e of va- 
por is produced. Reducing the temperature still further produces more vapor, until a 
temperature of approximately 445 K is reached. On further cooling, some of this va- 
por condenses until, at approximately T = 433 K, all the vapor is condensed and the 
bubble point  curve is crossed again into the region of all liquid. Vapor-liquid behavior 
such as this. in which, on traversing a path of either constant temperature or constant 
pressure. a phase first appears and then disappears so that the initial phase is again 
obtained. is referred to as retrograde behavior. 

Another example of retrograde behavior occurs when one starts with the.vapor at 
point a and reduces the pressure at constant temperature (following the line - - -). - 
At 70 bar, the dew point curve is intersected, and a liquid appears. Further reductions in 
pressure first produce more liquid, but this liquid then begins to vaporize as the pressure 
decreases further. At about P = 34.5 bar, all the liquid vaporizes, as the dew point 
c u r v ~ i s  crossed again. The behavior of an isotherm passing through two dew points is 
known as retrograde behavior of the first kind. Less common is an isotherm passing 
through two bubble points; this is referred to as retrograde behavior of the second 
kind. For such behavior to be observed, the mixture critical point must appear after 
both the cricondenbar and cric~ndentherm as one follows the phase boundary from the 
bubble point curve to the dew point curve. 

(Question: The critical point may appear before both the cricondenbar and the cricon- 
dentherm, between them, or after both as one goes from the bubble point to the dew 



568 Chep:sr !G: V2por-Liquid Equilibrium in Mixtures 

point curve. Sketch each of these phase boundaries, and discuss the type of retrograde 
behavior that will be observed in each case.) 

Equations of state do predict retrograde behavior. However, since simple cubic equa- 
tions, such as the Peng-Robinson equation used for illustration in this section, are not 
accurate in the critical region, retrograde predictions may not be of high accuracy. 
More complicated, multiterm equations of state are needed for reasonably accurate 
description of the critical region and retrograde behavior. 

We note from Figures 10.3-2 and 10.3-3 that the shapes of the critical loci of mix- 
tures are complicated and that, in general, the critical temperature and/or pressure of a 
binary mixture is not intermediate to those properties of the pure fluids. It is of interest 
to note that, in analogy with the properties of a pure fluid, a pseudocritical point of a 
mixture of a fixed composition is defined by the mechanical stability inflection point, 

However, unlike the case for the pure fluid, this inflection point is not the real mixture 
critical point. The mixture critical point is the point of intersection of the dew point and 
bubble point curves, and this must be determined from phase equilibrium calculations, 
more complicated mixture stability conditions. or expenmefit, not simply from the 
criterion for mechanical stability as for a pure fluid. 

We close this section by considering the application of equations of state to highly 
nonideal, polar mixtures. It is only recently, and by the use of combined equation-of- 
state-excess Gibbs energy models such as those described in Sec. 9.9, that it has been 
possible to use the equations of state for highly nonideal mixtures containing polar 
fluids. The procedures are similar to those used in other equation-of-state calculations 
as described earlier in thissection, with the following changes. First, instead of using 
the generalized expression For the equation-of-state n parameter, Eq. 6.7-4, developed 
for hydrocarbons, Eqs. 7.5-1 and 7.5-2 shouId be used with the value of the parameter 
K ]  fi t  to the vapor pressure for each pure compound. This is necessary to ensure that 
the pure component vapor pressures are correct. Second, one has to choose an activity 
coefficient model to be used for _GeX in  the mixing rule of Eq. 9.9-9. 

How one proceeds thereafter depends on the type of calculations in  which one is 
interested. The following possibilities exist. 

1. One can use the model in a completely correlative manner to fit vapor-liquid 
equilibrium data over a large range of temperatures and pressures using the pa- 
rameters in the _GeX expression and kij of Eq. 9.9:10 as adjustabIe parameters. This 
is demonstrated in Fig. 10.3-9 for the water-acetone mixture using the NRTL ex- - 
pression (Eqs. 9.5-13 and 9.5-14) for p, setting a = 0.35, and fitting ti*, tzl, 
and k12 to each isothermal data set. 

2. Since it has been found that the parameters in the equation-of-state + _CeX model 
discussed in Sec. 9.9 are essentially independent of temperature, the model can 
be used to fit data at low temperatures, again by adjgsting the _GeX and kij param- 
eters, and then to make predictions a£ much higher. temperatures and pressures, 
even temperatures that are 100 or 200°C higher than the fitted experimental data. 
This is demonstrated in Fig. 10.3-10, again for the water-acetone system. In this 
case, the NRTL mode1 was used with a = 0.35 and r12, r21, and k12 fit to the 
298 K data, and the vapor-liquid equilibrium behavior at all other temperatures 
predicted. 
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0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

Mole fraction acetone 

Figure 10.3-9 Vapor-liquid equilibria of the acetone + water binary mixture correlated using 
the combination of the Peng-Robinson equation of state, the Wong-Sandler mixing rile, and the 
NRTL activity coefficient model. The three parameters in this model have been fit to data for 
each isotherm. 

3. An important characteristic of the mixing rule in Sec. 9.9 is that parameters ob- 
tained from the direct (y -4) correlation of vapor-liquid equilibrium data (as was 
doie in Sec. 10.2) can be used in the mixing rule. Thus, all the activity coefficient -, , 
model parameters reported, for examplezn the vapor-liquid equilibrium collec- 
tion of the DECHEMA Chemistry Data series'' can be used in the mixing rule 
without additional correlation of the vapor-liquid equilibrium data. Then only the 
binary parameter kij needs to be obtained, and this is done by adjusting its value 
so that the _GeX predicted by the equation-of-state + Gibbs energy model is as 
close as possible to the excess Gibbs energy at either a single data point (prefer- 

' ably near the midpoint in the composition range) or over the whole composition 
range along a single isotherm or isobar. Once this is done, the phase behavior 
at other temperatures and pressures can be predicted with reasonable accuracy, 

10~~CHEMA,  Frankfurt, Germany (volumes appearing regularly from 1977 onward). 
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0.0 0.1 0.2 0 3  0.4 0.5 0.6 0.7 0.8 0.9 1.0 
Mole fraction acerone 

Figure 10.3-10 Vapor-liquid equilibria of the acetone-water binary mixture. The combination 
of the Peng-Robinson equation of state, the Wong-Sandler mixing rule, and the NRTL model f i t  
to the experimental data at 298 K-was used to obtain the model parameters,The solid lines at 
the higher temperatures are predictions using these parameters. 

' as demonstrated in Fig. 10.3-1 1 for the water-acetone mixture. Here the NRTL 
parameters reported in DECHEMA for 298 K were used to predict the behavior 
at all temperatures. 

4. Finally, the mixing rule of Sec. 9.9 can be u z d  to make phase equilibrium pre- 
dictions even in the absence of experimental data by combining an equation of 
state with the UNLFAC group contribution model of Sec. 9.6. There are a number 
of ways in which this can be done. Perhaps the simplest is to use the UNlFAC 
model at some convenient temperature, for example, at 25OC, to predict the two 
infinite-dilution activity-coefficients in a binary mixture and also the value of _GeX 
at xl = 0.5. Next, the two parameters in the UNlQUAC model of Eqs. 9.5-19 
to 9.5-23 (which is algebraically equivalent to the UNIFAC model but simpler to 
use because molecules rather than functional groups are involved) are adjusted 
to give the same infinite-dilution coefficients. Finally, this U N I Q W  model is 
used in the mixing ruIe of Sec. 9.9 and the value of kg adjusted to reproduce the 
previously calculated value of _GeX(xl = 0.5). With the parameters determined in 

" - ,- .. - .  
-.??-  ** 
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ivlols fraction acetone 

Figure 10.3-11 Vapor-liquid equilibria of the acetone + water binary mixture predicted using 
the combination of the Peng-Robinson equation of state, the Wong-Sandler mixing rule, and the 
NRTL model.with parameters reported in the DECHEMA chemistry data series. 

this way, predictions can be made at all other temperatures and pressures. This is 
shown in Fig. 10.3-12 for the acetone-water mixture. 

The method just described is probably the simplest and most accurate extension 
of the UNIFAC prediction method to high temperatures and pressures. However, it is 
amlrate only if the UNFAC predictions (made by the direct activity coefficient or y -4 
method) for this system are accurate. If this is not the case, then the combination of 
the UMFAC model with an equation of state as described here will also be inaccurate. 
That is, combining the TJNIFAC model with an equation of state (the 4-4 method) does 
not improve its accuracy, but merely extends its range of applicability. 

It should be pointed out that the results in Figs. 10.3-8 to 10.3-1 1 are examples of 
a successful application of the mixing rule of Sec. 9.9 to highly nonided systems. 
For comparison, we show in Fig. 10.3-13 the results that would be obtained for the 
acetone-water system using the van der Waals one-fluid mixing rule, Eqs. 9.4-8 and 
9.4-9, with the binary parameter k12 fit to the 298 K isotherm; the results in the fig- 
ure at higher temperatures are predictions. Note that both the correlation at 298 K 
and predictions at higher temperatures with the van der Wads mixing rule are not very 
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Mole fraction acetone 

Figure 10.3-12 Vapor-liquid equilibria of the acetone-water binary mixture predicted using the 
combination of the Peng-Robinson equation of state, the Wong-Sandler mixing rule, and the 

. UNIQUAC activity coefficient model with parameters obtained from the predictive UNIFAC 
model at 25°C. 

good. In particular, the correiation at 298 K gives a false liquid-liquid phase separation 
or phase split ('seen a s  a local maximum in pressure as a function of composition in 
the low acetone concentration range; liquid-liquid phase equilibria will be discussed in 
Sec. 11.2) and fails to properly represent the pressure versus composition behavior at 
all temperzures. 

The dashed lines in the figure are the predictions at all temperatures for the acetone- 
water system that result from setting the binary parameter k l z  equal to zero. Note that 
very nonideal behavior is predicted, which shows that setting k l z  = 0 is not equiv- 
alent to assuming ideal solution behavior. In fact, such extreme nonideal behavior is 
predicted that vapor-Iiquid equilibrium calculations made with the program VLMU do 
not even converge for acetone mole fractions less than about 0.15. -. 

6 

PROBLEMS FOR SECTION 10.3 

All problems in this section, except for Prob- mixtures discussed in Appendix 3 and on the CD- 

@ 
lems 10.34 and 10.3-11, can be solved using ROM that accompanies this book. 
the Peng-Robinson equation-of-state programs for 
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. . ... I 

Figure 10.3-13 Vapor-liquid equilibria of the acetone-water 
binary mixture described by the Peng-Robinson equation of 
state and the van der Waals one-fluid mixing rules. The solid 
lines result from the value of the binary parameter kij being fit 

0.0 0.1 0.2 03 0.3 0.5 0.6 0.7 0.8 0.9 1.0 to the data at 298 K. The dotted lines are the highly nonideal 
Mole fraction acetone (and unrealistic) behavior predicted by setting kij = 0. 

10.3-1 The following mixture of hydrocarbons occurs in 
petroleum processing. 

temperature and the dew point temperature. Deter- 
mine the p compositions of the coexisting vapor and 
liquid, and the vapor-liquid equilibrium split for 

Component Mole Percent ... -' 

i thane 5 
Propane 57 
n-Butane 38 

Estimate the bubble point temperature and the com- 
position of the coexisting vapor for this mixture at 
all pressures above 1 bar. 

10.3-2 Estimate the dew point temperature and the compo- 
sition of the coexisting liquid for the mixture in the 
previous problem at all pressures above 1 bar. 

103-3 A liquid mixture of the composition given in Prob- 
lem 10.3-1 is to be flashed at P = 20 bar and a 
coHection of temperatures between the bubble point 

several temperatures in this range. 
10.3-4 Derive Eqs. 10.3-8. 
10.3-5 a. Develop an algorithm for the equation-of-state 

prediction of the dew point pressure. 
b. Develop an algorithm for the equation-of-state 

prediction of the dew point temperature. 
10.3-6 a. For the adiabatic, steady-flow flash process from 

specified initial conditions of TI and PI to a 
specified final pressure P2 shown here, develop . 
the equilibrium and balance equations to com- 
pute the final temperature, the vapor-liquid split, 
and the compositions of the coexisting phases. 

b. Develop an algorithm for the calculation of part 
(a) using an equation of state. 

c. Use the Peng-Robinson equation of state for a 
multicomponent mixture to do the calculations 
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for an adiabatic (Joule-Thomson) expansion of a 
liquid under pressure to produce a vapor-liquid 
mixture at ambient pressure. The results should 
include the outlet temperature, the mole fractions 
of each species in each phase, and the fractions 
of the outlet stream that are liquid and vapor. 

Vapor 
7-,, pi P? 

Liquid T,=. 
Llquid 

10.3-7 a,  make the best estimate you can of the compo- 
,' sition of the vapor in equilibrium with a liquid 
' 

containing 30.3 mol % ethane and 69.7 mol '3- 
ethylene at -0.012C. Compare your results with 
the experimental data in the table. 

b. Repeat the calculation in part (a) at other com- 
positions for which the experimental data below 
are available. 

Mole Percent of Ethane 

Liquid Vapor Pressure (bar) 

7.8 6.2 39.73 
22.8 19.7 37.07 
30.3 25.5 35.60 
59.0 53.1 32.13 
89.0 85.4 25.45 

10.3-8 Vapor-liquid equilibria in petroleum technology are 
usually expressed in terms of K factors K,  = y , / s , ,  
where y, and x ,  are the mole frictions of species 
i in the vapor and liquid phases, respectively. Esti- 
mate the K values for methane and benzene in the 
benzene-methane system at 300 K and a total pres- 
sure of 30 bar. 

10.3-9 In a petroleum refinery an equimolar stream con- 
taining propane and n-butane is fed to a flash sep- 

- arator operating at 40°C. Determine the pressure at 
which this separator should be operated so that an 
equal number of moles of liquid and vapor are pro- 
duced. 

10.3-10 A storage tank is known to contain the following 
mixture at 45OC and 15 bar: - 

Species Overall Mole Fraction 

What is the composition of the coexisting vapor 
and liquid phases, and what fraction (by moles) of 
the contents of the tank is liquid? 

10.3-11 Use the Peng-Robinson equation of state for a mul- 
ticomponent mixture to do the calculations for an 
isentropic expansion of a liquid under pressure to 
produce a vapor-liquid mixture at ambient pres- 
sure. The output results should include the outlet 
temperature, the mole fractions of each species in 
each phase, and the fractions of the outlet stream 
that are liquid and vapor. 

10.3-12 The following vapor-liquid equilibrium data are 
available for the system carbon dioxide (1) + 
isobutane (2) at 273.15 K. 

P (bar) 

a. .Find the value of the binary interaction parame- 
ter in the Pen~~Robinson equation of state with 
the van der Waals one-fluid mixing rules that 
best fits these data, and plot the correlated re- 
sults and experimental data on the same graph. 

b. Find the partition coefficients Ki = yi/.ri from 
both correlation and the e ~ p e r i ~ e n t a l  data for 
each species as a function of pressure, and plot 
all the partition coefficients as a function of 
pressure on a single graph. - 

10.3-13 To evaluate the potential use of carbon dioxide in 
tertiary oil recovery, it is necessary to estimate the 

' 

vapor-liquid equilibrium between carbon dioxide 
and reservoir petroleum, which we will take to be 
n-hexane, at oil well conditions, typically 140 bar 
and 75°C. MBke 'this'estimate as best you can. 

. . .  . 
. .. . 

. . 
. .. 

Ethane 0.3 1 
Propane 0.34 
n-Butane 0.2 1 
i-Butane 0.14 



Chapter 

. - Other Types of Phase 
Equilibria in 
Fluid Mixtures 

In this chapter we continue the discussion of fluid phase equilibria by considering ex- 
amples other than vapor-liquid equilibria. These other types of phase behavior include 

. the solubility of a gas (a substance above its critical temperature) in a liquid, liquid- 
- liquid and vapor-liquid-liquid equilibria, osmotic equilibria, and the distribution of a 

liquid solute between two liquids (the basis for liquid extraction). In each of these cases 
the starting point is the same: the equality of fugacities of each species in all the phases 
in which it appears. 

7; (T, P,&')  = f f '  (T. P,&-11) = ... 

The difference in the vahous cases to be considired is how the fugacity of each species 
is computed, and this differs for vapor-liquid equilibrium, gas solubility, and liquid- 
liquid equilibrium. 

INSTRUCT~ONAL OBJECTIVES FOR CHAPTER fi 
The goals of this chapter are for the student to: 

Be able to compute the solubility of a gas in a liquid (Sec. 1 1.1) 
0 Be able to compute the compositions when two partially miscible liquids are 

s mixed (Sec. 11.2) 
Be able to compute the compositions when two partially miscible liquids and a 
vapor are in equilibrium (Sec. 11.3) - 
Be able to compute the distribution coefficient of a solute between two liquid 
phases (Sec. 11.4) 
Be able to compute the osmotic pressure when a solute is dissolved in a solvent, 

' - or to use such data to determine the molecular weight of a solute (Sec. 11.5) 
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NOTATION INTRODUCED IN THIS CHAPTER 

Partition coefficient 
Octanol-water partition coefficient of species i 
Concentration-based partition coefficient of species i 
Mole fraction-based partition coefficient of species i 
Lower consolute or lower critical solution temperature (K) 
Upper consolute or upper critical solution temperature (K) 
Set of liquid-phase mole fractions x i ,  xz, . . . 
Osmotic pressure (kPa) 

11.1 THE SOLUBILITY OF A GAS IN A LIQUID 

In the study of the solubility of a gas in a liquid one is interested in the equilibrium 
when the mixture temperature T is greater than the critical temperature of at least 
one of the components in the mixture, the gas. If the mixture can be described by an 
equation of state, no special difficulties are involved, and the calculations proceed as 
described in Sec. 10.3. Indeed, a number of cases encountered in Sec. 10.3 were of 
this type (e.g., ethane in the ethane-propylene mixture at 344.3 K). Consequently, it 
is not necessary to consider the equation-of-state description of gas solubility, as i t  is 
another type of equation-of-state vapor-liquid equilibrium calculation, and the methods 
described in Sec. 10.3 can be used. 

However, the description of gas solubility using activity coefficient models does 
require some explanation, and this is what is discussed in this section. The activity 
coefficient description is of interest because it is applicable to mixtures that are not 
easily describable by an equation of state, and also because it may be possible to make 
simple gas solubility estimates using an activity coefficient model, whereas a computer 
program is required for equation-of-state calculations. 

To study the solubility of a gas in a liquid using an activity coefficient model we start 
with the equilibrium relation 

Starting point for all 
phase equilibrium 
calculations which, after using the Lewis-Randall rule for the gas phase and the definition of the 

. activity coefficient, reduces to 

The situation of interest here is when the mixture temperature T is greater than the 
critical temperature of one of the components, say component 1 (i.e., T > T,, I), so that 
this species exists only as a gas in the pure component state. In this case the evaluation 
of the liquid-phase properties for this species, such as f:(~, P) and y 1 (T, P, _x), is not 
straightforward. (It is this complication that distinguishes gas solubility problems from 
those of vapor-liquid equilibrium, which were considered in Chapter 10.) We will refer 
to species that are in the liquid phase above their critical temperatures as the solutes. 
For those species below their critical temperatures, which we designate as the solvents, 
Eq. 11.1-2 is used just as in Sec. 10.2. 

If the temperature of the mixture is only slightly greater than the critical temperature 
of the gaseous (solute) species, the (hypotheticd) pure component liquid-phase fugac- 
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0.6 

0.1 
Figure 11.1-1 Extrapolated liquid- 
phase fugacity coefficients at 1.013 
bar as a function of reduced tempera- 

0.2 ture. [This figure originally appeared 
in J. M. Prausnitz and F. H. Shair, 

0.1 AlChE J., 7, 652 (1961). It appears 
0.6 1.0 1.4 1.8 2.2 2.6 5.0 here courtesy of the copyright own- 

T- - ers, the American Institute of Chem- 
Tc ical Engineers.] 

ity fiL(7, P) can be computed using the fugacity extrapolation scheme for nonsimple 
mixtures discussed in Sec. 9.7. In this case, the gas solubility problem is just like the 
vapor-liquid equilibrium problem of Sec. 10.2 and is treated in the same manner. 

However, if the temperature of the mixture is well above T,.,, the evaluation of 
f f ( ~ ,  P) is more troublesome. A number of different procedures for estimating this 
hypothetical liquid fugacity have been proposed. ~rausnitz and  hair' have suggested 
that the simple, approximate corresponding-states correlation of Fig. 1 I .  I - 1 be used to 
evaluate the liquid fugacity at 1 .013 bar total pressure, that is, f l L < ~ ,  P = 1.013 bar). 
To compute the hypothetical liquid-phase fugacity at any other pressure, a Poynting 
pressure correction is made to the value at 1.0 13 bar as follows: 

Equation 11.1-3 introduces another unknown quantity, the molar volurnk of the hypo- 
/. 

thetical ljquid. These values have been tabulated by Prausnitz and Shair, and are given 
in Table 11.1-1. 

The question of evaluating the liquid-phase activity coefficient of the solute species 
still remains. Although experimental data for y 1 would be preferable, such data may not 
be available. Consequently, various liquid solution models and correlations are used. If 
the regular solution model is used, we have 

'J. M. Prausnitz and F. H. Shair, AIChE J., 7, 682 (1961); also, J. M. Prausnitz, R. N. Lichtenthaler, and E. G. 
Azevedo, Molecular Thermodynamics of Fluid Phase Equilibrium, 2nd ed., Prentice Hall. Englewood Cliffs. N.J. 
(1986). p. 392ff. , 
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Table 11.1-1 "Liquid" Volumes and Solubility 
Parameters for Gaseous Solutes at 
25" C 

Gas - vL (cc/moI) 8 ( ~ a V c c ) ~ / ~  

NI 32.4 2.58 
CO 32.1 3.13 
0 2  33.0 4.0 
Ar 57.1 5.33 
CH.I 52 5.68 
C02 55 6.0 
Kr 65 . 6.4 
C ~ H I  65 6.6 
C2 HI, 70 6.6 
Clz 74 8.7 

Solirce: This table originally appeared in J. M. Praus- 
nitz and F. H. Shair. AICIIE I.. 7,682 (1961). It appenrs 
here courtesy of the copyright owners. the American 
Inslirure oFChemical Engineers. 

for pure solvents, and 

Solute equilibrium 
relation 

1 

with 

X. v . ~  J=Cmj4 and aj=- 
j z x i _ ~ :  

for mixed solvents. The Prausnitz and Shair estimates for the solubility parameters 
of the hypothetical liquids of several common gases at 25'C are also given in Table 
1 1 . 1 - 1 .  (It is interesting to note that the values of this parameter for the hypothetical ' 

liquids at 25°C are quite different from those for the real liquids at 90 K given in Table 
9.6-1.) Of course, any other solution model for which the necessary parameters are 
available can be used to evaluate y 1 .  (However, as the UNIFAC model as presented 
in this book is applicable only to substances that are liquids at 25°C and 1.013 bar, it 
cannot be used.) . 

Using these estimates for the liquid-phase fugacity and the activity coefficient of the 
solute species, Eqs. 11 .l-2 and 11.1-3 can be combined to give 

This equation is solved together with the equilibrium relations for the solvent species, 

r l p ( f l p . ) l  
y l  (T, P ,  $) f ) ( ~ ,  P = 1.013 bar) e x p @ k ( ~  - 1.013 bar)/RT] 

(11.1-5a) 

Solvent equilibrium 
relation xi = 

~ i P ( f  lP)i 

yi(T, P ,  5)PTP(T)(flP)sat,i expIZI (p  - q v a P ) / ~ ~ ]  



11.1 The Solubility of a Gas in a Liquid 579 

to compute the solute solubility in the liquid solvent and the solvent solubility in the 
gas. 

For ideal solutions (i.e., solutions for which y i  = 1 ). the solubility of the gas depends 
on its partial pressure (or gas-phase fugacity), and not on the liquid or liquid mismre 
into which it dissolves. This solubility is termed the ideal solubility of the gas and is 
given below. 

Since the fugacity of the solute species, obtained either from the extrapolation of 
the vapor pressure or from Fig. I 1.1- 1, will be very large, the mole fraction xl of pe 
gaseous species in the liquid is likely to be quite small. This observation may pro\"ide 
a useful simplification in the solution of Eqs. 1 1.1-5 and 1 1.1-6. Also, if one is merely 
interested in the solubility of the gas in the liquid for a given gas-phase partial pressure. 

' 

only Eq. 1 1.1-5 need be solved. 
When a gas is only sparingly soluble in a liquid or liquid mixture (i.e., as XI -;r 

0), it is observed that the liquid-phase mole fraction of the solute species is, at fixed 
temperature, linearly proportional to its gas-phase fugacity, that is, 

Ideal solution 
equilibrium relation 

where H i  is the Henry's law constant' (see Sec. 9.7). Gas solubility measurements are 
frequently reported in terms of the Henry's law constant, which depends on both the 
gas and the solvent; values of H for many gas-liquid pairs appear in the chemical and 
chemical engineering literature. 

To relate the Henry's law constant to other thermody~amic quantities, we recognize 
that since, at equiIibrium, 

we can take the following to be the formal definition of the Hcnry's law constant: 
, 

xID = , I I P ( ~ / P ) I  
~ F ( T ,  P = 1.013 bar) exp[!)(P - 1.013 bar)/RT] 

Comparing Eqs. 1 1.1-2 and 1 1.1-8 yields - 

(11.1-5b) 

where y l  (xl = 0) is the limiting value of the activity coefficient of the gas in the liquid 
at infinite dilution. Thus, Eqs. 11.1-3 and 11 .l-4 and the correlation of Fig. 1 1.1- 1 can 
be used to predict values of the Henry's law constant. 

As the pressure (and hence the solute mole fraction x l )  increases, deviations from. 
this simple Limiting law are observed (see Fig. 9.7-30). For appreciable concentrations 
of the gaseous species in the liquid phase, we write instead 

2The Henry's law "constant," as defined in Sec. 9.7, is independent of concentration but is a function of tempen- 
ture, pressure, and the solvent 
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where 

is the renormalized activity coefficient defined by Eq. 9.7-5. Clearly, y ;  -+ 1 as xi -+ 
0, and 7; departs from unity as the mole fraction of the solute increases. The regular 
solution theory prediction for y ; (see Problem 9.10) is 

ILLUSTRATION 11.1-1 
Estit~~ntiotr of the Solrlbili~ of a Gas in a Liquid 

Estimate the solubility and Henry's law constant for carbon dioxide in a liquid mixture of 
toluene and carbon disulfide as a function of the CS? mole fraction at 25°C and a partial pressure 
of CO:! of 1.0 13 bar. 
Durn: See Tables 6.6- 1, 9.6- 1,  and 1 I .  I -  I .  

SOLUTION 

Equation 11.1-5 provides the starting point for the solution of this problem. Since the partial 
pressure of carbon dioxide and the vapor pressures of toluene and carbon disulfide are so low, 
the total pressure must be low, and we can assume that 

[ Y ~ , , ( P  --C.013 bar) ($) = I and exp - 

Next, using th.e regular solution model for y , we obtain 

Ycq  p  
XCO? = . 

f i O l ( ~ ,  P = 1.01 3 bar) exp 1 
L 

with - 

The reduced temperature of C 0 2  is T, = 298.15 K130Q.3 K = 0.98, so from the Shair- 
Prausnitz correlation f a 0.60 and f 0.60 x 73.76 bar = 44.26 bar. To calculate 
the activity coefficients we-wilI assume that CQ is onIy slightly soIub1e in the solvents, so 
that its volume fiaction is small; we will then verify this assumption. Thus, as a first guess, the 
contribution of C02  to 8 will be neglected. 

To compute the solubility of C 0 2  in pure carbon disulfide, we note that 

8 a ks, = 10 (~a l /cc ) ' /~  and (6co, - a2 = 16 cal/cc = 66.94 J/cc 



1 1.1 The Solubility of a Gas in a Liquid 581 

so that 

1.013 bar 
SCO? = 55 cc/mol x 66.94 J/cc 

44.26 bar x esp 
(8.312 J/(mol K) x 298.15 K 

= 5.18 x lo-' 

(The experimental value is xc& = 3.28 x Also, 

H = P/scol = 1.013 bar/(5.18 x 

= 195.5 bar/mole fraction 

The solubility of CO' in pure toluene is computed as follows: 

8 = & = 8.9 (cal/cc)'/' and,r.(6coz - = 8.4 cal/cc = 35.15 J/cc 

so that 

1.013 bar 
.YCO; = = 1.05 x lo-' 

55 x 35.15 
44.26 bar x exp 

(8.314 x 298.15 

and 

H = 96.6 bar/molefraction . 

. . Finally, the solubility of CO2 in a 50 mol L7c toluene, 50 mol % CS? hixture is found from 

. :  CC CC . .. = 0.5 x 61- +0.5 x 107- 
mol rnol 

CC 
= 84- 

mol 

. = 9.30 (cal/cc)l!' 

and . - b 

- 
(c, - 8)' = 10.88 cal/cc = 45.55 J/cc 

Thus 

1.013 
X c g ,  = = 8.33 x 10-3 

44.26 x exp 

and 

H = 121.6 bar/mole fraction 

These results are plotted in Fig. 11.1-2. In all cases xco, is small, as had initially been assumed, 
so that aq iterative calculation is not necessary. 
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0.01 1 , 

Figure 11.1-2 The solubility (.rco.) 
0.0()4 "' .. ~ e n r y ' s  law constant ( H )  of carbon d i d -  0 

.YT 
I ,  

, ide in carbon disulfide-toluene mixtures. 

ILLuSTRA'TION 11.1-2 
P,utliciio/i o/rhr SolrrDiIii~ of'tr Gas ill LI Liqtli(1 Usitrg c1t1 EOS 

Predict the solubility of carbon dioxide in toluene at 25°C and 1.013 bar carbon dioxide 
partial pressure using the Peng-Robinson equation of state. 

..: - . . ... 
..>. S ~ L U T I ~ N  

;f' -3) 

, ,,'. ' 9 . The critical properties for both carbon dioxide and Loluene are given in Table 6.6-1. The binary 
.... ..., . . interaction parameter for the C02-toluene mixture is,not given in Table 9.3-1. However. as 

the value for CO--benzene is 0.077 and that for C02-11-heptane is 0.10. we estimate that the 
C02-toluene interaction parameter will be 0.09. Using this value and the bubble point pressure 

. calculation in either the programs or the MATHCAD worksheet for the Peng-Robinson equation 
of state for mixtures (described in Appendix B and on the CD-ROM accompanying this book). 
the following values were obtained: 

-rco7 P,,, (bar) JCO? ' FCO? (bar) = yco2 P,,,, 

Therefore, using the Peng-Robinson equation of state, we estimate that at a partial pressure of 
1.013 bar, carbon dioxide will be soluble in liquid toluene to the extent of 0.0128 mole fraction. 
This value differs from the value of 0.0077 computed in the last illustration using the Prausnitz- 
Shair correlation and regular solution theory. However, given the inaccuracy of both methods, 
this difference is not unreasonable. 
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Had \\.e assumed that the C02-toluene binary interaction parameter was zero. the predicted CO. 
solubiliry in toluene at 1.013 bar C O  partial pressure wo~ild be 0.0221 mole fraction (Probleni 
11.1-61. 

In order to compare the results with those of the previoiis illustration. we call also compurs 
the solubility of carbon dioxide in carbon disulfide. There is no binary interaction parameter 
reported for the C02-CS? mixture, or for any similar mixrures. If we assume the binary interac- 
tion parameter is zero. we find that the C 0 2  solubility in CS2 at 1.013 bar C O  partial pressurs 
is 0.0159 mole fraction. which is greater than the measured value by a factor of 5 (Problem 
11.1-7). However. if we set kco,-cs2 = 0.2, we obtain a CO? solubility of 3.4 x which is 
in excellent agreement with experiment. I# 

.. It is clear from Eq. 11.1-9 that the Henry's law constant will vary with pressure. 
. since -t and 71 are functions of pressure. The common method of accounting for 

this pressure variation is to define the Henry's law constant to be specific to a fixed 
pressure Po (frequently taken to be atmospheric pressure) and then include a Poyntin? 
correcrion for other pressures. Independent of whether we apply the cor-rection to the 
fugacity of .the solute species in  solution 7 ) ( ~ ,  P, x-1 -+ 0) or separately to the pure 
component fugacity and the infinite-dilution activity coefficient (see Eq. 9.3-20), we 
obtain 

where ?)(xl = 0) is the partial molar volume of the gaseous species i n  the liquid at 
infinite dilution. Using this expression in Eq. 1 1 . 1  - 10 yields 

Finally we note from Fig. 11.1-3 that the solubility in a liquid of some gases in- 
creases as the temperature increases, whereas for other gases it decreases. To explain 
this observation, we take the derivative of Eq. 1 1.1-2 with respect to temperature (at 
constant pressure and gas-phase composition) to get 

where we have neglected the slight temperature dependence of the gas-phase fugac- 
ity coefficient. Now if we assume that the fugacity of the pure hypothetical liquid is . 
o'btained by extrapolating the vapor pressure of the real liquid, we have 

d ln  ff a ln P;"~ -Awp&,  

(F), = ( a l  ), 
by the Clausius-Clapeyron equation, Eq. 7.7-5. Here again, we have neglected the tem- 
perature dependence of the fugacity coefficient. Next, from Eq. 9.3-21, we have 

(9) = -  f ly  0, P ,  L;) 
P RT2 
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Combining Eqs. 11.1-14. 11.1-15. and 11.1-16 we get 

- - - A \fap& 1 

RT' 

si+e N'" is usually much smaller than A,,_H,, the heat of vaporization of the pure 
sblute. [Note that (_Hy - HI-) may be interpreted as the heat of vaporization of species 
I from the fluid ii~i.rr~ir-e.] 

For all fluids belotv their critical temperature, AVap_H is positive; that is, energy is 
absorbed in going from the liquid to the gas. For T > T,., but P < P,.. A,;,,_H must be 
evaluated by extrapolation of the liquid-phase enthalpy into the vapor region. Here one 
finds that A,,,p_H is positive in the vicinity of the critical temperature (but below the 
critical pressure). though its masnitude decreases as T increases. Finally, above some 
temperature T.  where T is much greater than T,, the extrapolated enthalpy change 
becomes negative (Problem 11.1- I). Therefore. 

Thus the solubility of a gas increases with increasing temperature for gases very much 
above their critical temperature. and decreases with increasing temperature at tem- 
peratiires near or only slightly abose the critical temperature. This conclusion is in 
asreement with the experimental data of Fig. 11.1-3. 

In the chemical literature the solubility of a gas at fixed partial pressure is frequently 
correlated as a function of temperature in the form 

Figure* 11.1-3 The solubility of several gases 
in liquids as a function of temperature. The 
solubility is expressed as mole fraction of the 
gas in the liquid at a gas partial pressure of 

1  l X l o 4 L  x lo-' 
. 0.01 Oxygen bar. in Curve water. 1: C u ~ e  Helium 3: in Carbon water. dioxide Curve 2: in 

o 50 100 150 200 water. Curve 4: Bromine in water. C ~ ~ r v e  5: 
T("C) Methane in n-heptane. 



l I .  1 The Solubility of a Gas in a Liquid 585 

B 
I n s  = A +  - + C I n T  + D T  -?- ET' (11.1-1s) 

T 

where x is the gas mole fraction in the liquid. and T is the temperature in K. Table 
1 1.1-2 contains the values for the constants of v a r i o ~ ~ s  gases in water at 1.0 13 bar partial 
pressure of  the gas. Although we  have ~ ~ s z d  mole fractions throughout this section. 
other measures of gas solubility are also used. Some are listed in Table 1 I. 1-3. 

One method of removing a volatile contaminant from a liquid-for example, water- 
Air stripping 

is by gas stripping, in which air o r  some other gas is bubbled through the liquid s o  that 
vapor-liquid equilibrium is achieved. If the contaminent is relatively volatile (as a re- 
sult of a high value of its Henry's constant, vapor pressure, o r  activity coefficient), it 
will appear in the exiting air, and therefore its concentration in the remaining liquid is 
reduced. An example of  this is given in the next illustration. 

ILLUSTRATION 11.1-3 
Air S~rippirzg of Radolo,z fi.0111 Grorrr~clnnrer 

Groundwater from some geological formations may contain radon, a gas that has been impli- 
cated in lung disease. so its concentration should be reduced. Air stripping is one method of 
doing this. Groundwater from a well is found to contain .I0 pans per million by weight of radon. 
and i t  is desired to reduce its concentration to 0. I parts per million. This is to be done by air 
stripping in the device.shown here, which is open io the atmosphere, using previously humidifed 
air so that water does not evaporate in the air stripping process. Assuming thai ths air leaving 
the stripper is at 20'C and in equilibrium with the liquid, how many kilograms of air must be 
supplied per kilogram of water to reduce the radon content to the desired level? Radon has a 
molecular weight of 222, and its Henry's constant is K = PR/.yR = 5.2 x 10.' bar/moie fraction. 
where PR is the partial pressure of radon. 

I Radon-contaminated 
water 

Air stripping column 
(filled with packing to 
create high liquid 
surface area) 

Purified F p  L+J 
0 

Schematic diagram of an air strip- 
ping apparatus. 

SOLUTION 

Since the air has been prehumidified, no water should evaporate. Also, since the concentration 
of radon in the water is so low, even if all of it was removed, there would be very little change 
(indeed, only one part in 100,000) in the original mass of liquid in the air stripper, so that the 
small change in total mass (or number of moles) can be neglected. Therefore, in the equations 



Table 11.1-2. Mole Fraction Solubility of Gases irt Water at 1.013 bar Partial Pressure as a Function of 'rer~tperaltlre, 
I n x = r l + B / T + C l n T + ~ ~ + ~ 7 " ; ( ~ i n K )  

Gas T Range A B C D E 

Heliuin 273-348 - 105.977 4 259.62 14.009 4 - - 
Neon 273-348 - 139.967 6 104.94 - 18.915 7 - - 
Argon 273-348 - 150.413 7 476.27 20.139 8 - - 
Krypton 273-353 - 178.533 9 101.66 24.220 7 - - 
Xenon ' 273-348 -20 I .227 10 521.0 27.466 4 - - 
Radon 273-373 -25 1.75 I ' 13 002.6 35.004 7 - - 
Hydrogen 274-339 - 180.054 6 993.54 26.3 12 1 -0.0 15 043 2 - 
Deuterium 278-303 -181.251 7 309.62 26.178 0 -0.0 I I 8 15 1 - 
Nitrogeni .. . 273-348 -181.5ti70 8 632.129 24.798 08 - - 
Oxygen . "  273-333 - 1 072.489 02 27 609.261 7 ,: 19 1.886 028 -0.483 090 I99 2.244 452 6 I x I 0-" 
Ozone 277-293 - 14.964 5 1 965.31 ....... - - 
Carbon monoxide 278-323 -427.656 023 15 259.995 3 67.842 954 2 -0.070 459 535 6 - 
Carbon dioxide 273-373 -4 957.824 105 288.4 933.170 0 -2.854 886 1.480 857 x 1 o - ~  
~e tha ' ne  275-328 -416.159 289 15 557.563 1 65.255 259 1 -0.061 697 572 9 - 
Ethane 275-323 - I 1 268.400 7 22 1 617.099 2 158.42 1 79 -7.187 794 02 4.050 1 19 24 x 
Ethylene 287-346 '- 176.9 1 Q 9 110.81 24.043 6 - - 
Acetylene 274-343 - 156.500 . 8 160.17 2 1.402 3 - - 
Propane 273-347 -3 16.460 IS 9'21.2 44.324 3 - - 
Cyclopropane 298-361 326.902 - 13 526.8 -50.901 0 - - 
n-Butane . 276-349 -290.238 0 15 055.5 40.194 9 - - 
Isobut:~~.re 278-343 00. I00 0 -2 472.33 - 17.366 3 - - 
Ncolxniartc 288-353 -437.IH2 21 HOl.4 0 I .HHO 4 -- 
~ 1 - 1 ~ ~  273-353 -135.910 7 600.23 18.178 0 - - 
CIi3CI 277-353 - 172.503 9 768.67 23.424 1 - - 
Ct-13Br 278-353 - 163.745 9641.71 , 22.030 7 - - 



C F4 
CH2FCI 
CHF2CI 
CHF3 
c2 F6 
C2FsCl 
Vinyl chloride 

c2F4 
C3 Fa 
c3 FG 
c-C4Fs 
COS 
CH3NH2 
(CH3)2m 
C2HsNH2 
NH3 
N2O 
NO 
H2S 
SO2 . 
S h  
Cl2 
C120 
C102 
Air  

Experirnenrai data were no[ corrected for nonideality of the gas phase and chemical reactions witti tile solvc~it. The quoted coefficicnls are valid in the [etnperature 
range given in [lie second column. 
Sotrrcr: S. Cabani and P. Gianni. in  W. J. tlitlz, ed.. Tlrer7rroi!\.r1rii1ric D ~ / i r  for. Biocheirri .~~~?~ frrrd Bin/~~clrrrol~t~y?: Spriiiger-Verlog. 13erlit1 (1986). pp. 261-267_ Used 
will1 permission. 
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Tahle 11.1-3 Conversion Formulas of Various Expressions of Gas Solubility in Water to Mole Fraction (x) of the 
Dissolved Gas, Under a Gas Partial Pressure of 1.013 bar 

Quantity Symbol Definition Conversion Formula 

I?LII?S~II  coefficient a Volume of gas, reduced to 173.15 K and 1 . 2 4  . p," - '  
1.013 bar, absorkd by a unit volume of the X = 

U 
absorbing solvent at the temperature of 
measurement under a gas partial pressure of 

I 
1.013 bar 

Ostwald coefficient L Ratio of the volun~e of gas absorbed to the 4.555 x 1 0 - 6 ~ .  p,, - I  
volume of absorbing liquid. both measured .y = 
at the same temperature 

L I 
Kucnen coefiicient S Volume of gas (cm5) at a partial pressure of 

X = 
S 

1.013 bar reduced to 273.15 K and 1.013 S + 1244.1 
bar, dissolved by the quantity of solution 
containing 1 g of solvent I 

 henry.'^ law constant H Limiting value of the ratio of the gas partial 1.013 
pressure to its mole fraction in solution as ' = - H 

the latter tends to zero I 
Weight solubility so Grams of gas dissolved by 100 g of solvent. S O .  18.015 

I = under a gas panial pressure of 1.01 3 bar looms 4 So.  18.105 

Thq ideal behavior of the solute in the gas phase is a s s h e d .  T = temprature  (K): p,,, = water density (g )nS = solute molecular 
weight. The Henry's constant is expressed in bar. Based on a table in S. Cabani and P. Gianni. in H.J .  Hinz. ed., T / ~ e r ~ ~ ~ o d ~ t ~ t r ~ n i c  Dtrrcr/or 
BiocIre~~ii.sr~?. trnd Bioreclit~ology, Springer-Verlag, Berlin (19861. p. 260. Used with permission. 

that follow, the total number of moles iV is replaced by the number of moles of water IVW. The 
mass (mole) balance on the radon in rhe liquid in the air stripper is 

1 .  Nair KR.yR 
/y,. - = - - 

r l r  Patm 

On integration from r = 0 we obtain 

where IV,;, = &;, . r is the number of moles of air that have passed through the radon-containing 
water in the stripping device. Note that this equation gives the amount of radon remaining in the 
water as a function of the number of moles of air that have been used. Consequently, 

or 

1VGr - = 8.97 x 
ivw 

so that 8.97 x moles of air are needed for each mole of radon-contaminated water, or 
equivalently, 1.45 x kg of air are needed for each kg of radon-contaminated water in the air 
stripper to reduce the radon content of the water to One-hundredth of its initial concentration. 
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The addition of a salt S to an aqueous solution of a gas (or uncharged organic com- 
pound) species i causes the solubility of the gas to change, usually to decrease. Empir- 
ically, this change in solubility is described by the simple relation 

log 
si (Ms) si (1vs) = log- = -KSy i .  M ,  

Si (1% = 0 )  Si.0 

where S and So are the solubilities of the gas in the aqueous salt solution and ill pure 
water, respectively: IM, is the molal concentration of salt; and K,,i is referred to as the 
Setche- 
now coefficient, which depends on the gas and the salt. Some representative values 
are given below. 

s/i 0 2  CO? Benzene Naphthalene 

NaCl 0.14 0.101 0.20 . 0.22 
KC1 0.13 0.073 0.17 .0.19 
NaC6HjS03 -0.19 -0.15 

Note that for some salts, such as sodium benzylsulfate in the table above, the Setche- 
now constant is negative, indicating that the solubility increases with salt concentration; 
this is referred to as salting in. A decrease in solubility with increasing salt concentra- 
tion, salting out  is the more common situation. Also, for mixed salts, the effects are 
generally assumed to be additive and Eq. 1 1.1 - 19 becomes 

Si 
log- = - Ks,i . Ms 

Si,o salis.s 

ILLUSTR.ATION 11.1-4 
The Sol lrbi l i~  of oqgen it, at1 Aqrreous Snli Sol~lriotl. Blood and ~errlvater' 

a. Compare the solubility of oxygen in water containing 0.15 M NaCl to the solubility in  
pure water. 

b. Compare the solubility of oxygen'in seawater and in pure water. Seawater can be approx- 
imated as containing 35 grams of NaCl per kg of water. . 

a. From Eq. 1 1.1-19 and data in the table, we- have 

so that - 

So, = 10-0.0" = 0.951 
Sq.0 

Therefore, the solubility of oxygen in an aqueous solution of 0.15 M NaCl is about 95 
percent that in pure water. Since a 0.15 M NaCl solution has some of the same properties 
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as blood (as we show elsewhere in this book, it has the same osmotic pressure and Freezing 
point), we can expect that the solubility of oxygen in blood is also about 5 percent less than 
in pure water. 

b. Since the molecular \\.eight of XaC1 is 58.44, the molality of seawater is 35/5S.4 = 0.60 
M. Thus, 

Therefore, seawater contains appreciably less dissolved oxygen than pure water or  blood.^ 

We next consider the dissolution of a mixture of gases in a liquid. We separate this 
situation into two different cases. First, if the concentrations of the dissolved gases in 
the liquid are relatively low, so that there are no nonideality departures froin Henry's 
law, it is reasonable to assume that the solubility of each gas would be the same as i f  
i t  were the only gas present at its gas-phase partial pressure. However, if the concen- 
trations of the gases in the liquid are high enough that there are departures from the 
Henry's law limit, so that the activity coefficiehts ;pi* need be included in the descrip- 
tion, then the solubility of each species is affected by the presence of others through 
the values of the activity coefficients. 

While using an activity coefficient model will provide a quantitative relationship 
between the mutual solubilities, we can get a qualitative understanding of how the 
presence of one dissolved species affects others by examining the interrelation between 
mixed second derivatives. In particular, the Maxwell equations in Chapter 8 and some 
of the pure fluid equations in Chapter 6 were derived by examining mixed second 
derivatives of thermodynamic functions. Another example of this is to start with the 
Gibbs energy and note that at constant tentperature, pressure, and all other species 
mole numbers, 

Though this equation follows directly from the work of Gibbs, it was first used by 
Bjemum (1923) and is usually referred to as the Bjerrium equation. As an example 

. of its use, consider the solubility of two gases, such as carbon dioxide and oxygen in 
water. If adding additional carbon dioxide to the liquid (by increasing the C 0 2  partial 
pressure and its partial m o l i ~ i b b s  energy) increases the partial molar Gibbs energy of 
the oxygen in the liquid, then the inverse must also be  true; that is, adding more oxygen 
will increase the partial molar Gibbs energy of the dissolved carbon dioxide. In fact, 
this is exactly what happens in water, in that if the oxygen partial pressure above water 
is increased at fixed partial pressure of carbon dioxide, additional oxygen is absorbed 
.into the water, and since the C 0 2  partial molar Gibbs energy in the liquid increases, 
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some GO:! desorbs for it to remain ili equilibrium with the fixed partial pressure in the 
gas phase. 

This thermodynamic coupling between oxygen and carbon dioxide exhibited in wa- 
ter will also occur between any two gases in any solvent. A physiological example of 
this is the solubility of oxygen and carbon dioxide in blood, where it is found that in- 
creasing the partial pressure of O2 at fixed C02 partial pressure results in an increased 
oxygen concentration in blood and decreased carbon dioxide concentration. Also, the 
situation is reversed if the CO2 partial pressure is increased at fixed O2 partial pressure. 
This phenomenon was first experimentally observed in 1914 and is referred to as the - 
Bohr effect. 

Finally, we close this section by presenting the following approximate empirical 
model for the solubility of a gas or other compound in a solvent mixture: 

]~~(C;)mixedsol~~enr = 41 10g(C3)solvinr I t' 562 log(G<)~olvent 2 (11.1-22) 

In this equation, known as the Yalkowsky-Rubino model, C i s  the molar concentration 
of the solute (component 3), and the q5 terms are the solute-free volume fractions of the 
solvents (components 1 and 2). This equation should be used only for compounds of 
limited solubility. 

PROBLEMS FOR SECTION 11.1 
11.1-1 In this exercise we want;o establish that the ex- 

trapolated value of A,,,H is positive for a liquid 
at its critical temperature but below its critical pres- 
sure, and becomes negative as the temperature is in- 
creased significantly above the critical temperature. 
Use the data in the steam tables ip Appendix A.III 
to prepare a plot of GL and gV for'liquid water and 
steam at 0.1 MPa for all temperatures above O'C, 
and extrapolate kL to high temperatures from the 
low-pressure liquid-phase enthalpy data. 
a. Estimate the temperature at which h,,fi will 

equal zero. 
b. Find the hypothetical A,,G of water at I IO°C 

and 1 bar. 
11.1-2 Here we want to estimate the solubility of gaseous 

nitrogen in liquid carbon tetrachloride at 25°C and a 
partial pressure of nitrogen of 1 bar. The (hypothet- 
ical) liquid nitrogen fugacity at 25°C is 1000 bar. - 
a. Calculate the mole fraction of nitrogen present in 

the liquid CCL at equilibrium if the two species 
form an ideal solution. 

b. From regular solution theory it is estimated that 

What is the equilibrium mole fraction of nitro- 
gen in CCL under these circumstances? What is 

the Henry's law constant for this system, if the 
excess volume for this system is zero? 

11.1-3 The following data have been reported for the sol- 
ubility of methane in various solvents at 25°C and 
1.01 3 bar partial pressure of methane.' 

Mole Fraction of CH4 
Solvent in Saturated Liquid 

Benzene 2.07 lo-3 
Carbon tetrachloride 2.86 x 
Cyclohexane 2.83 x lo-' 

*[A. S. McDaniel, I. Phys. Chem.. 15,587 ( 1  9 1 I)] 
f(D. Gueny, Jr., thesis, Vanderbilt Univ., 1944) 

a. Estimaz the ideal solubility of methane at 25°C 
and a partial pressure of 1.013 bar. 

b. Calculate the activity coefficient of methane in 
each of the solvents in the'table. 

c. Is the datum of either McDaniel or Gueny con- 
sistent with the regular solution model? 

11.1-4 a. Estimate the vapor and liquid compositions of a 
nitrogen and benzene mixture in equilibrium at 
75 bar and 100°C. . 

. . 
3The data for this problem were abs- from J. H. Hildebmd .and R. L. Scott, The Solubiliry of Nonelec- 
trotytes, 3rd ed., Reinhold New York (1950). Table 4, p. 243. 
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13. Estimate the vapor and liquid. compositions at 
100 bar and 100°C. 
Data: 

Temperaturz ("C) 

Vapor Pressure, bar Benzene Nitrogen 

1.013 80.1 -195.8 
2.027 103.8 - 189.2 
5.067 142.5 -179.1 

10.133 178.8 -169.8 
30.399 249.5 -148.3 
50.665 290.3 

11.1-5 One way to remove a dissolved gas from a liquid is 
by vaporizing a small amount of the liquid in such a 
way that the vapor formed is continually withdrawn 
from the system. This process is known as differen- 
tial distillation or Rayleigh distillation, as discussed 
in Sec. 10.1. 
a. If N is the total number of moles of liquid, x the 

instantaneous mole Fiaction of dissolved gas, and 
y the gas mole fraction of the vapor in equiiib- 
rium with that liquid, show that 

dx y - x  - - - - 
dN N 

b. I f  the mole fraction of the dissolved gas is low, 
then 

11.1-6 Estimate the solubility of carbon dioxide in 

Q 
toluene at 25'C and 1.013 bar CO1 partial pressure 
using the Peng-Robinson equation of state assum- 
ing kcol-r = 0.0. 

11.1-7 Estimate the solubility of carbon dioxide in carbon 

@ 
disulfide at 25'C and 1.013 bar C 0 2  partial pres- 
sure using the Peng-Robinson equation of state. as- 
suming 
a. kco,-cs, = 0.0 
b. kcol-cs2 = 0.2 
c. Compare the results of parts (a) and (b) with 

those obtained using the Prausnitz-Shair corre- 
lation. 

11.1-8 Derive the conversion facto-rs in Table 1 1.1-3. 
11.1-9 From Eq. 11.1-18 derive,tquations for the Gibbs 

energy, enthalpy, entropi and heat capacity for the 
transfer of gas from the ideal gas state at 1.013 
bar pressure to the (hypothetical) ideal solution 
at unit mole fraction. Comment on the expected 
accuracy of the thermodynamic properties deter- 
mined in this way. 

11.1-10 The vapor pressure of pure bromine at 25°C is 28.4 
kPa. The vapor pressure of bromine in dilute aque- 
ous solution at that temperature obeys the equation 
P = 147 M, where M is the bromine molality. and 
the pressure is in kPa. 
a. Calculate the Gibbs energy change for the dis- 

solution process 

Br2(pure liquid, 25°C) 

-+ Brz(aqueous solution of molality M, 25'C) 

where H is the Henry's law constant for the as a function of the bromine molality. 

gas-solvent combination, and P is the total pres- b. Compute the saturation molality of bromine in 

sure above the liquid. Under these circumstances water at 25'C, and show that the Gibbs energy 

show that change for the process, 

( H - P ) I P  Br2(pure liquid, 25°C) 

= ($1 +.' Br2(saturated.aqueous solution, 25'C) 
S O  

or, equivalently 

where No and xo are the initial moles of solution 
and dissolved gas mole fraction, respectively. 

c: The Henry's law constant for carbon dioxide in 
carbon disulfide was computed (in Illustration 
11.1-1) to be 267 bar at 25°C. At a total pres- 
sure of 1 bar, how much liquid should be vapor- 
ized from a solution saturated in carbon dioxide 
to decrease the C02  concentration to 1% of its 
equilibrium value? To 0.01% of its equilibrium 
value? 

is zero. 
11.1-11 Estimate liie solubility of carbon dioxide In 

@ 
toluene at 25°C and LO bar C 0 2  partial pressure 
using 
a. The Peng-Robinson equation of state with 

the van der Waals one-fluid mixing rules and 
kcsq = 0 

b. The Peng-Robinson equation of state with 
the van der Waals one-fluid mixing rules and 

= 0.09 
11.1-12 a. Water is carefully degassed, placed in an evac- 

uated vessel that is closed, and heated to a tem- 
perature of 25°C. The vessel is approximately 
half full of liquid water at these conditions. 
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What will be the equilibrium pressure in the 
vessel? 

b. The vessel of part (a) develops a small leak so 
that air enters the vessel (because of the pres- 
sure difference), but no water leaves. What will 
be the pressure in the vessel at equilibrium, the 
mole fraction of water in air, and the mole frac- 
tions of nitrogen and oxygen in the water? 
Dnrn: The Henry's law constants for oxygen 
and nitrogen in water at 25°C are 

bar 
H~~ = 4.35 104 

mole fraction 

and 
/ 

bar 
Hx2 = 8.48 x lo4 

mole fraction 

(Hint: The Henry's constants are so large that 
the mole fractions of oxygen and nitrogen in 
the water will be small.) 

11.1-13 At T = 60°C the vapor pressure of methyl acetate 
is 1.1260 bar, and the vapor pressure of methanol 
is 0.8465 bar. Their mixtures can be described by 
the one-constant Margules equation 

GCX = A x I x 2  with A  = 1.06RT - 
where R is the gas constant and Tis temperature in 
K. 
a. Plot the fugacity of methyl" acetate and 

methanol in their mixtures as a function of 
coinposition at this temperature. 

b. The Henry's law coefficient Hi is given by the 
equation 

Develop an expression for the Henry's law 
constant as a function of the A  parameter in 
the Margules expression. the vapor pressure, 
and the composition. Compare the hypothetical 
pure component fugacity based on the Henry's 
law standard state with that for the usual pure 
component standard state. 

11.1-14 The triple-point properties of a substance may be 
experimentally determined by measuring its tem- 
perature and pressure when the vapor, liquid, and 
solid phases all coexist at equilibrium. There will 
be an error in these measurements if air is trapped 
in the system; the entrapped air will be present in 
the vapor phase and dissolved in the liquid. De- 
termine the error that would occur in the measure- 
ment of the triple-point temprature and pressure 
of water if. at equilibrium. the vapor contained 
0.1333 kPa partial pressure of air. 
Darn: See Problem 7.12. The Henry's law expres- 
sion for air in water at T - O'C is 

where Pa,, is the partial pressure of air in the va- 
por phase, in bar, and x,,, is the equilibrium mole" 
fraction of air dissolved in water. 

11.1-15 Derive the espression for the Henry's law coeffi- 
cient of a species in a mixture that obeys the Peng- 
Robinson equation of state and the van der Waals 
one-fluid mixing rules. 

11.1-16 Derive the expression for the Henry's law coeffi- 
cient of a species in a mixture that obeys the Peng-- 
Robinson equation of state and the Wong-Sandler 
mixing rules. 

11.1-17 Estimate the solubility of oxygen in liquid bromine 
at 25°C and an oxygen partial pressure of 1 bar. 

11-2 LIQUID-LIQUID EQUILIBRIUM 

At low pressures all gases are mutually soluble in all proportions. The same is not al- 
ways true for liquids, in that the equilibrium state of many binary liquid mixtures is two 
stable liquid phases of differing composition, rather than a single liquid phase, at least 
over certain ranges of temperature and composition. Our aim in this section is to obtain 
an understanding of why liquid-liquid phase separation occurs, and to develop thermo- 
dynamic equations that relate the properties of the two equilibrium phases. In this way 
we will be able to estimate the compositions of the coexisting phases when data are 
not available; or use available liquid-liquid phase equilibrium data to get information 
on the activity coefficients of each species in a mixture. 
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I I 1 
Single liquid phase 
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The lower consolute temperature 
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Mole percent 2.6-dimethyl pyridine 

Figure 11.2-1 The liquid-liquid phase diagram of 2,6-dimethyl 
pyridine and water, with composition in mole percent. 

Examples of liquid-liquid phase equilibrium behavior are given in Figs. 11.2-1 
through 11 .2-3.4 These phase diagrams are to be interpreted as follows: If she tem- . 
perature and overall composition of the mixture lie in the enclosed two-phase region, 
two liquid phases will form; the compositions of these phases are given by the intersec- 
tion of the constant temperature (horizontal) line, or tie line, with the boundaries of the 
two-phase region. If, however, the temperature and composition are in the single-phase 
region, the equilibrium state is a single liquid phase. For example, if one attempts to 
prepare a mixture of 10 mol percent 2,6-dimethyl pyridine in water at 80°C, he will ob- 
tain, instead, two liquid phases, one containing 1.7 mol percent 2,6-dimethyl pyridine, 

I 

- 

- . Two liquid phases in equilibrium 

- - 
'* _, - . I _  

- *:. 

, -" 
1 I I - 1 %.SG+J Figure 11.2-2 The liquid-liquid 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 phase diagram for methyl ethyl 
SMEK ketone and water. 

4 ~ h e  experimental data for the partial solubility of perfluoro-n-heptane in various solvents has been plotted as a 
function of both mole fraction and volume fraction in Fig. 11.2-3. It is of interest to notice that these solubility 
data are almost symmetric functions of the volume fraction and nonsymmetric functions of the mole fracuon. 
Such behavior has also been found with other thermodynamic mixtureproperties; these observations suggest the 
use of volume fractions, rather than mole fractions or mass fractions, as the appropriate concenuation variables 
for describing nonideal mixture behavior. Indeed, this is the reason that volume fractions have been used in both 
the regular solution model and the Wohl expansion of Eq. 95-8 for liquid mixtures. 

C .a> . * .  - - 
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I 1  $2 ... 
Mole fraction of second component Volume fraction of second component 

Figure 11.2-3 The solubility of perfluoro-12-heptane in various solvents.~Species 1 is perfluoro- 
n-heptane; spedies 2 is the solvent. [Reprinted with permission from J.-H. Hildebrand. R. B. 
Fisher, and H. A. Benesi, J. An*. Chem. Soc.. 72, 4348 (1950). Copyright by the ~merican 
Chemical Society.] 

and the other containing 23.3 mol percent 2,6-dimethyl pyridine (see Fig. 11.2-1). The 
relative amounts of the two phases in such cases can be computed from the species 
mass balances 

Mi = + MY (mass basis) 

N i  = N! + (molar basis) 

Here M: and N: are the mass and number of moles of species i in phase J, respectively, 
and Mi and Ni are the total mass and number of moles of this species. Alternative forms 
of these equations are 

Mi = U;M' + CON' (mass basis) 
(11.2-lb) 

Ni = X ~ N '  + X ~ N "  (molar basis) 

where of and x: are the mass fraction and mole fraction of species i in phase J, respec- 
tively, and M' and N' are the total weight and number of moles of that phase. 
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 ILLUSTRATION.^^.^-^ 
Simple Liquid-Liq~rid Equilibri~lm Cnlcnlatio~~ 

One kilogram of liquid 2,6-dimethyl pyridine (C7H9N, MW = 107.16) is mixed with 1 kg of 
water, and the mixture is heated to 80°C. Determine the compositions and total amounts of the 
two coexisting liquid phases. 

SOLUTION 

From the equilibrium phase diagram, Fig. 11.2-1, we have 

,T; = 0.0170 and x; = 0.233 

as the mole fractions of 2,6-dimethyl pyridine in the two equilibrium phases. The water mole 
fractions in the phases can be found from 

Also, note that 1 kg of 2,6-dimethyl pyridine is equal to 9.332 mol, and 1 kg of water is equal 
to 55.5 1 rnol. To compute the amounts of each of the phases, we use the mass balances of Eq. 
11.2-lb on a molar basis, which yield 

9.332 mol 2,6-dimethyl pyridine = xbx' + x;x" = 0 . 0 1 3 0 ~ '  + 0 . 2 3 3 ~ "  

and 
-- 

55.5 1 raol water = (1 - x i ) ~ '  + (1 - x;')NJ' = 0 . 9 8 3 ~ '  + 0 . 7 6 7 ~ "  

These equations have the solution 

N'. = 26.742 moi and N" = 38.10 mol 

Now 1 mol of a solution with xp = 0.0170 weighs 0.0170 x 107.66 + 0.987 x 18.015 = 19.53 
g, and 1 mol of a solution with xp = 0.233 weighs 0.233 x 107.16 + 0.767 x 18.015 = 
38.786 g. Therefore, there are 26.742 mol x 19.53 g/mol = 522 g = 0.522 kg of phase I and 
38.10 mol x 38.786 g/mol = 1478 g = 1.478 kg of phase 11. Bl 

Generally, liquid-liquid phase equilibrium (or phase separation) occurs only over 
certain temperature ranges, bounded above by the upper consolute or upper critical 
solution temperature, and bounded below by the lower consolute or lower critical 
solution temperature. These critical solution temperatures are indicated on the liquid- 
liquid phase diagrams given here. All partially miscible mixtures should exhibit either 
one or both consolute temperatures; however, the Iower consolute temperature may be 
obscured by the freezing of the mixture, and the upper consolute temperature will not 
be observed if it is above the bubble point temperature of the mixture, as vaporization 
will have instead occurred. 

The measurement of liquid-liquid equilibrium at near ambient pressures can gener- Measurement 
ally be done with relatively simple equipment, such as that shown in Fig. 11.2-4. The 

of liquid-liquid 
equilibrium cell shown consists of a small, glass, thennostated vessel with upper and equilibrium 
lower ports for sampling the two liquid phases. Samples are taken using a syringe in- 
serted through a rubber septum. Magnetic stining is used until equilibrium is achieved; 
then the stirrer is turned off and the two liquid phases are allowed to di~engage~before 
samples are taken. The same general idea can be used at high pressures using a metal 
vessel. 
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Fitting for 
/ thermometer 
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thermostatic bath 

Magnetic stirrer driver 

Figure 11.2-4 Schematic diagram of a simple liquid-liquid equilibrium 
cell. 

The thermodynamic requirement for any type of phase equilibrium is that the com- 
position of each species in each phase in which it appears be such that the equilibrium 
criterion ' 

which reduces to5 

Starting point for all ?!(T, P ,  &-') = f f i  ( T ,  P?") 

x x f = l  and z x y = l  (11.2-3) 

phase equilibrium 
calculations is satisfied. Introducing the activity coefficient definition into this equation yields 

General LLE 

5~rorn this equation it is clear that liquid-liquid phase separation is a result of solukon nonideality. If the solutions 
were ideal, that is, if y! = yn = 1, then xf = XU for all species i and there would be only a single phase, not two 
liquid phases of different composition, present at equilibrium. 

relation using activity 
coefficients Since the pure component liquid fugacities on both sides of the equation are the same, 

they cancel. (Why is this different from vapor-liquid equilibrium?) The compositions 
I1 I1 of the coexisting phases are the sets of mole fractions xf , xi, . . . ,xi, xf', x, , . . . , xc 

that simultaneously satisfy Eqs. 11.2-2 and 

I I 1 - 11 I1 
xi yi ( T ,  P, g ) - xi yi (T ,  P, s") i = 1,2, . . . , C (11.2-2) 
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Equations 11.2-2 can be used ~s i th  experimental phase equilibrium data to calculate 
the activity coefficient of a spec'les in one phase from its known value in the second 
phase or, with Eqs. 11.2-3 and experimental activity coefficient data or appropriate 
solution models, to compute the compositions of both coexisting liquid phases (see I1- 
lustration 11.2-2). For example, using the one-constant Margules equation to represent 
the activity coefficients, we obtain from Eq. 11.2-2 the following relationship between 
the phase compositions: 

whereas using the regular solution model leads to I 
x' exp = xf' exp (11.2-4b) 

Alternatively, the van Laar. NRTL. and UNIQUAC activity coefficient models could be 
used, yielding more accurate results. (The UNIFAC method can also be used to predict 
liquid-liquid equilibrium, but only with different main group interaction parameters 
than are used to predict vapor-liquid equilibrium.) 

JLLUSTRATION 11.2-2 
Prediction of LLE Using an Acriviy Coefficient Model 

Use the van Laar equations to estimate the compositions of the coexisting liquid phases i n  an 
isobutane-furfural mixture at 37.8"C and a pressure of 5 bar. (You may assume that the van Laar 
constants for this system given in Table 9.5-1 are applicable at this pressure.) . . 

SOLUTION 

The compositions of the coesisting phases are the solution of the following set of algebraic 
equations: 

a I1 11 = xf' exp =x ly l  (a) 

xp +x;I = 1 (dl 

Here isobutane will be taken as species 1 and furfural as species 2; thus, from Table 9.5-1, 
a = 2.62 and ,f3 = 3.02. These equations may be solved directly using an equation-solving 
program such as MATHCAD. Alternatively, the following graphical procedure can be used in 
solving the equations: . .  

. - 
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i. A guess is made for the value of xf . 
ii. Equation a is then used to compute xr, and Eq. c to compute x:. 

iii. xi' is then be computed using Eq. b. 
iv. Finally, the check whether Eq. d is satisfied with the computed values of xf' and xl'. If it 

is, we have found the solution to the equations. If Eq. d is not satisfied, a new value of xf  
is chosen, and the calculation is repeated. 

The difficult part of this computation is the solution of Eqs. a and b for xf' and xi'. One way 
to solve these equations, if one does not wish to use an equation-solving program, is as follows. 
First, the values of the product xl y, are computed for various values of xl (see the table that 
follows). From a graph of xl yl versus (see Fig. l), we can easily obtain the value of xl y l  for 
any choice of xl and then locate other values of xI that have the same value of xl y~ . Thus, given 
the trial value of xf ,  xi' is quickly found. In a similar fashion, computing and plotting xryz as 
a function of xl (or xi = 1 - x 2 )  provides an easy method of fiilding x:' given xi  = 1 - x' I .  
We then need to check whether Eq. d is satisfied. If not, the calculation is repeated with another 
guess for x;. 

" 0 0.2 0.4 0.6 0.8 I .O 
Isobutane mole fraction 

Figure 1 The product of species mole fraction and activity coefficients for the isobutane- 
furfural system at 37.8"C and 5 bar. 

Using MATHCAD, we obtain the following compositions for the coexisting liquid phases: 

x: = 0.1 128 xfl = 0.9284 

and 

x i  = 0.8872 xi' = 0.0716 

At these compositions the activity coefficients are 

7; = 1.030 y;' = 12.7.7 

and 
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There are no experimen~al liquid-liquid phase equilibrium data for the isobutane-furfural sys- 
tem with vqh~ch we can compare our predictions. However, binary mixtures of fuhral and. 
separately, 7.1-dimethyl pentane, 2-methyl pentane, and hexane, which are similar to the binary 
mixture here. all exhibit liquid-liquid phase separation,' with one phase containing between 89 
and 90 rnol furfural (s!) and the other between 6 and 7 mol % furfural (.<I). 

.ri 7 ;  versus xl 

XI XlYl x:! X'2Y2 

Although by starting with Eq. 11.2-2 one can proceed directly to the calculation of 
the liquid-liquid phase equilibrium state, this equation does not provide insight into the 
reason that phase separatip and critical solution temperature behavior occur. To obtain 
this insight i t  is necessary to study the Gibbs energy versus composition diagram for 
various mixtures. For an ideal binary mixture, we have (Table 9.3- 1) 

Now since .ri and sl are always less than unity, Inx l ,  lnxz < 0, and the last term 
in Eq. 11.2-5 is negative. Therefore; the Gibbs energy of an ideal mixture is always 

Oies, as less than the mole fraction-weighted sum of the pure component Gibbs ener,' 
illustrated by curve a of Fig. 1 1.2-5. For a real mixture, we have 

G = _GIM + _Gex . - 
- (11.2-6) 

where the excess Gibbs energy would be determined by experiment or  approximated 
using a liquid solution model. For the purposes of illustration, assume that the one- 
constant Margules equation is satisfactory, so that- 

. 

G e X = A x I x 2  . '  . - (11.2-7) 

with A > 0. The total Gibbs energy, 

for two values of A is plotted as curves b and c of Fig. 11.2-5. 

 he reference for these dara is H. Stephen and T. Stephen, eds., Solubilities of Inorganic and Organic Com- 
pounds, Vol. 1, Binary Systems, Macmillan, New York (1963). 
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Figure 11.2-5 The molar Gibbs ene!,& 
of ideal (A = 0) and nonideal ( A  # 
0) binary mixtures if phase separation 
does not occur (solid line) and when 

s , phase separation occurs (dashed line). 

The equilibrium criterion for a closed system at constant temperature and pressure 
is that the Gibbs energy of the'system be a minimum.' For the mixture of curve c, with 
an overall composition between x ,  and xg, the lowest value of _G is obtained when the 
mixture separates into two phases, one of composition x, and the other of composition 
xg. In this case the Gibbs energy of the mixture is a linear combination of the Gibbs 
energies of two coexisting ,equilibrium liquid phases (the levec.rule, Eqs. 7.3-1) and 
is represented by the dashed line (representing different amounts of the two phases) 
rather than the.solid iine in Fig. 11 2-5 .  If, however, the total mixture mole fraction of 
species 1 is less than x,  or  greater than xg,  only a single phase-will exist. Of course, 
the phase equilibrium compositions s, and xg can be found directly from Eq. 1 1.2-2 
in general, and from Eq. 11.2-4a for the case here, without this graphical construction. 

The temperature range over which liquid-liquid phase separation occurs can be found 
by using the requirement for intrinsic fluid stability of Chapter 7 (see also Problem 
8.25), that is, 

d'_G > 0 at constant N, T, and P (11.2-9) 

What, in fact, we will do  is look at the second composition derivative of the Gibbs 
energy. If ( a 2 ~ / a x ? ) ~ , p  > 0 (which follows from Eq. 11.2-9), for a given temperature 
and composition, the single phase is stable; if, however, ( a ' _ ~ / a x : ) ~ ~  < 0 at the 
given values of T and X I ,  the single phase is unstable and phase separation occurs. The 
compositions at which ( a 2 _ G / a ~ : ) T , p  = 0, which are inflection points on the _G versus 
x l  curve, are the limits of stability of the single phase at the given temperature (though 
not the equilibrium compositions). * If a temperature TUc exists for which 

7 ~ i n c e  the system is closed and nonreacting, the number of moles of each species is fixed. Therefore, in the 
analysis here we will consider the molar Gibbs energy of the mixture _G, rather than G. 
l~emember  from Sec. 7.3 that while the the condition (aP/aV)T  = 0 on the van der Waals loop of an equation 
of state gave the conditions of mechanical stability, it did not give the vapor-liquid equilibrium poins (that is, the 
vapor pressure). That had to be determined from the equality of species fugacities in each phase. The situation is 
much the same here in that the limit of stability from Eq. 11.2-9 is not the equilibrium compositions found from 
the equality of species fugacities in the coexisting liquid phases. 
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Condition for upper 
consolute temperature 

Condition for lolver 
consolute temperature 

= 0 for some value of sr at 'T = Tuc 
(11.2-1023) 

> 0 for all values of xl at T > Tu, 
I I 

i t  is the upper consolute temperature of the mixture. Similarly, if there is a temperature 
Tic for which 

= 0 for some value of xr at T = T I c  
> 0 for all values of xl at T < 

it  is the lower consolute temperature. 
To find the consolute temperatures of a mixture obeying the one-constant Margules 

model, we start from Eqs. 11.2-8 and obtaing 
I 

Consequently, ( 1 3 2 ~ / C ? ~ ~ ) T , p  > 0 and the single-liquid phase is the equilibrium state if  

whereas ( z ~ _ G / C ? X : ) ~ , ~  < 0 and phase separation occurs if 

The limit of stability occtlrs.at 

and the highest temperature at which phase separation is possible at any composition 
for a Margules mixture occurs at xl = xz = 0:5, which gives the maximum value of 
the product x l  (1 - XI ) ,  so that 

This is the upper consolute temperature for a Margules mixture. Note that the Margules 
equation does not have a lower critical solution temperature (i.e., there is noslution of 
Eq. 11.2-1 1 for which Eq. 11.2-lob is satisfied). Thus the two partially miscible liquid 
phases of a Margules mixture cannot be made to combine by lowering the temperature. 

Equations 11.2-1 1 through 11.2-14 are specific to  the choice of the one-constant 
M q u l e s  equation to represent the excess Gibbs energy of the mixture. The use of 
more realistic models for sex will lead to other predictions for phase separation, such 
as the limit of stability at the upper consolute occumng away from xl = 0.5 (Problem 
1 1.2- 1). 

For very nonideal mixtures, for example, aqueous solutions in which hydrogen bond- 
ing and other associative phenomena occur, the species activity coefficients may be 

'ln taking this derivative remember that ( a ~ ~ l a ~ ~ ) ~ , ~  = - 
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very different in value from unity, asymmetric in composition, and temperature depen- 
dent. A detailed analysis of such systems is beyond the scope of this book, but i t  is 
useful to note here that such mixtures may have a lower consolute temperature. Also, 
in very nonideal mixtures the species activity coefficients can be large, so that the 
two species will be relatively insoluble, as will be shown in Illustration 1 I .2-3. (Since 
species activity coefficients are never infinite, it is evident from Eq. 11.2-2 that any 
liquid must be at least sparingly soluble in any other, so that no two liquids are truly 
immiscible. However, for some species the equilibrium solubilities are so low that i t  is 
convenient to refer to them as being immiscible.) 

The Gibbs energy of a binary mixture is - 

G(T,  P, x )  = XIG, (T, P) +.r2_G2(T, P) + X I  RT lnxl  y I  + x 2 R T  In.r2y2 (11.2-15) 

The change in Gibbs energy on formingthis mixture from its pure components is 
,' 

Arnix_G(T, P, 5) = G(T,  P, 5 )  - xl_GI (T, P) - x2_G2(T, P) 
(11.2-16) 

= x l R T l n x I y I  + x r R T  lnszyl 

Now consider the case of a very dilute solution of species 2 (an impurity or pollutant) 
in a solvent of species 1. In this case xl -+ I, so that y I -+ 1 and yz -+ Y , ~ .  Therefore, 
the Gibbs energy change on forming a dilute mixture from the pure components is 

AmiX_C(T, P, x l  -+ 1)  = X I  R T  lnxl + x2RT I n ~ 2 y ~ ~  
. - 

(11.2-17) 

Regardless of the value y,OO, for sufficiently small mole fractions of an impurity or 
pollutant, the Gibbs energy change will be negative (since it consists of a sum of the 
logarithms of numbers less than I). So a dilute solution has a lower Gibbs energy than 
its pure components at the same temperature and pressure, and therefore is the thermo- 
dynamically stable or preferred state. Thus a dilute mixture is preferred over the two 
pure species. There are several practical implications of this. One is that environmental 
pollutants, unless they are solids or present in very large amounts so as to saturate their 
surroundings, are much more likely to be found dissolved in water or present in the air 
than as a separate phase. Second, it is extreme.1~ unlikely that ultra high purity gaseous 
or  liquid chemicals will be found in nature. 

From Eq. 1 1.2-2 we have 

I I 1 - .If 11 xi yi (T, P, E  ) - Ai Yi (T, P, E n )  (1 1.2-2) 

Now consider the case in which compound 1 is essentially immiscible in the second 
compound, though the converse need not be true. (For example, n-octanol is essentially 
insoluble in water, but war= is soluble in n-octanol to about 26 mol % at 25OC.) Taking 
phase I to be the one rich in component 1, we then have xi  = 1 and y: x 1, so  that 

This equation is useful for determining activity coefficients from liquid solubility data, 
as shown in the following illustration. 

ILLUSTRATION 11.2-3 
Determination of Activity Coefficients from Measured LLE Data for an Essentially Immiscible 
Mixture - 
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From the data in ,Volume I11 of the It~ternatioi~al Critic01 Tables (McCra\v-Hill. New York. 
1929) we see that the equilibrium stark i n  the carbon tetnshloride-water system at 15'C is 
two phases: one an aqueous phase containing 0.OS3'wt R carbon tetrachloride, and the other 
an organic phase containing 0.01 1 wt 56 water. Estimate the activity coefficient of CCI, in the 
aqueous phase and H?O in the organic phase. 

Since the aqueous phase, which we designate as phase I. is 99.917 wt % water, it seems rea- 
sonable to assume that the activity coefficient of water in the aqueous phase is unity. Similarly, 
the activity coefficient of carbon tetrachloride in the organic phase will be taken to be unity. 
Therefore, from Eq. 1 1.2-2, we have 

where we hove used the superscripts I and 11 to denote the aqueous and o r p i c  phases. respec- 
tively. 

The first calculation to be done is the conversion of the weight fraction data to mole fractions. 
Since the organic phase is almost pure carbon tetrachloride and the aqueous phase is essentially 
pure water, either the equations in this illustration or Eq. 11.2-18 can be used to compute the nc- 
tivity coefficients of carbon tetrachloride in water and water in carbon tetrachloride. The results 
are given in the table. 

Aqueousphase 0 . 9 7 0 8 ~ 1 0 - ~  0.9999 1.029 x I@ 1 (assumed) 
Organic phase 0.999 1 0.9403 x 10-j l (assumed) 1.063 x 1 @ 

COMMENT 

The values of the activity coefficients here are very large, especially compared with those we 
found previously frcm vapor-liquid equilibrium data. Such values for the activity coefficient of 
the dilute species in a mixture with species of very different chemical nature. such as carbon 
tetrachloride and water, is quite common. Note that because of the concentrations involved, the 
activity coefficients found are essentially the values at infinite dilution. Ed 

ILLUSTRATION 11.2-4 - 

Approximate Values of Acrivity CoefjTcients from LLE Dara for a Partially Miscible Mhrllre 

When n-octanol and water are mixed, two liquid phases form. The water-rich phase is essentially 
pure water containing only 0.7 x 10"' mole fraction n-octanol, while the octanol-rich phase 
contains approximately 0.26 mole fraction water. Estimate approximately the activity coefficient 
of n-octanol in water and water in n-octanol. 

SOLUTION 

The basic equation for the solution of this problem is Eq. 11.2-2: 
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Since the lvater-rich phase (which we designate with superscript W) is essentially pure water, 
so that .r; 2 1 and yc 2 1, we have forwater 

0 0 
1 = XwY, 

where the superscript 0 indicates the octanol-rich phase. Consequently, for water in the octanol 
phase, 

For octanol we have 

Since the octanol-rich phase is not pure octanol, we do not know the value of YE However, we 
y see from Fig. 11.2-4 (for the system isobutane-furfural) that in the composition range of liquid- 

liquid equilibrium we do not introduce a serious error by assuming that the product x g y z  is 
approximately equal to unity. Therefore, as an estimate, we have 

1. Since the concentration of n-octanol in water is so low, the.value of yT above is essentially 
the value at infinite dilution. 

2. While the value of the infinite-dilution activity coefficient of n-octanol in water above is 
large, in fact much lager activity coefficient values will be seen to-occur in the next chap- 
ter. Consequently, although an activity coefficient represents a correction to ideal solution 
behavior:.it can be a very large correction. 

3. The value of the product xgy$ cannot be greater than unity; otherwise a pure octanol 
phase would form. (Can you explain why this is so?) Therefore, the value of sgyz is 
likely to be somewhat less than unity, so our estimate above for the activity coefficient of 
octanol in water is too high, but probably only slightly so. a 

Note that we can rewrite Eq. 1 1.2- 18 as 

'where we have omitted thesuperscript indicating the phase. Proceeding further and 
using Eq. 6.2-30, we have 

Therefore, if the excess enthalpy is (approximately) independent of both temperature 
and composition, we have, as an indefinite integral, 
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whereA is the constant of integration. Alternatively. as.a definite integral .. 

so that the solubility of the solute increases exponentially with temperature if the ex- 
cess enthalpy of mixing is positive, and decreases exponentially with temperature if 
the excess enthalpy of mixing is negative. Remember, however, that Eqs. 1 1.2- 1 S to 
1 1.2-22 are valid only for a solute that is of low solubility in a solvent. 

Liquid-liquid equilibrium occurs when the species in a mixture are dissimilar. The 
most common situation is the one in which the species are of a different chemical 

, I '  
nature. Such mixtures are best described by activity coefficient models, and that is 
the case considered in Illustration 1 1.2-3. However, liquid-liquid equilibrium may.aalso 

'occur when the two species are of similar chemical nature but differ greatly in size, as 
in the methane-11-heptane system, or when the species differ in both size and chemical 
nature, as in the carbon dioxide-11-octane system shown in Fig. 1 I 2-31>. Since both 
carbon dioxide and tl-octane can be described by simple equations of state, liquid- 
liquid equilibrium in this system can be predicted or correlated using equations of 
state, though with some difficulty. 

The calculation of liquid-liquid equilibrium using equations of state proceeds as in 
the equilibrium flash calculation described in Sec. 10.3 and.illustrated in Fig. 10.3-6, 
with two changes. First, since both phases are liquids, the liquid root for the compress- 
ibility (which will differ in the two liquid phases since the compositions are different) 
must be found in each case and used in the fugacity calculation. Second, the initial 
guesses for Ki = .xfl/s,' q e  not made using the pure component vapor pressures 3s 
in vapor-liquid equilibrium, but are chosen arbitrarily. (For example, K l  = 10 and 
K2 = 0.1 when a prediction is to be made, or using the experimental data as the initial 
guess in a correlation to obtain the binary interaction parameter.) 

ILLUSTRATION 11.2-5 
Calclllarioll of LLE Usirlg nn Eqilcrrion of Srare 

The experimental data for liquid-liquid equilibrium in the COr-11-decnne system appear in the 
following table. 

- 

Soure: A. A. Kulkami, B. Zarah. K. D. 
Luks, and J. P. Kohn, J. Chem Eng. Data, 
19,92 (1974). 
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Make predictions for the liquid-liquid equilibrium in this system using the Peng-Robinson equa- 
tion of state with the binary interaction parameter equal to 0.1 14, as given i n  Table 9:4-l, as well 
as several other values of this parameter. 

SOLUTION 

Using one of the Peng-Robinson equation-of-state flash programs on the accompanying CD- 
ROM with the van der Wads one-fluid mixing rules, modified as just described for the liquid- 
liquid equilibrium calculation, gives the results shown in Fig. 11.2-6. There we see that no 
choice for the binary interaction parameter k12 will result in predictions that are in complete 
agreement with the experimental data. In particular, the value of the binary interaction param- 
eter determined from higher-temperature vapor-liquid equilibrium data ( k i 2  = 0.1 14) results 
in a much higher liquid-liquid critical solution temperature than is observed in the laboratory. 
Clearly, the Peng-Robinson equation-of-state prediction for liquid-jiquid coexistence curve us- 
ing the van der Waals one-fluid mixing rules is not of the correct shape for this system. 

What should be stressed is not the poor accuracy of the equation-of-state predictions for the 
CO1-n-decane system. but rather the fact that the same, simple equation of state can lead to 
good vapor-liquid equilibrium predictions over a wide range of temperatures and pressures, as 
well as a qualitative description of liquid-liquid equilibrium at lower temperatures. 

It should be noted, however, that the equation-of-state predictions for this system could be 
greatly improved using the Wong-Sandler mixing rule rather than. the van der Waals one-fluid 
mixing rules. Using the mixing rule of Sec.'9.9 with the UNIQUAC activity coefficient model 
and temperature-independent parameters that have been fit only to the data at 235.65 K, the 
very good predictions at all other temperatures shown in Fig. 11.2-6 are obtained. Note that 
if the P I Q U A C  model were used directly (that is, not in the Wong-Sandler mixing rule), 
temperature-dependent parameters would be needed to obtain a fit of comparable quality. The 
success of this more complicated mixing rule with temperature-independent parameters results 
from the fact that there is a temperature dependence built into the equation of state. M 

Figure 11.2-6 Liquid-liquid equilibrium for the system COz-n-decane. Experimental data and 
predictions using the Peng-Robinson equation of state and the simple van der Waals one-fluid 
mixing rule (dashed lines) and the Wong-Sandler mixing rule (solid line). 
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An interesting example of liquid-liquid equilibrium is the miscibility of molten poly- 
mers. This is especially important in the recycling of commingled plastics, as may oc- 
cur when different types of used plastic containers are mixed before melting. If the 
plastics are compatible-that is, do not separate into two liquid phases when their mix- 
ture is melted-they can be recycled together. However, if there is a liquid-liquid phase 
separation in the molten state, the cooled and solidified plastic will have occlusions of 
the different phases, resulting in a product of little strength and unsuitable as a recycled 
plastic. Since polymer mixtures are usually described by the Flory-Huggins model, this 
equation can be used to determine whether polymers are compatible for recycling, as 
shown in the example below. 

ILLUSTRATION 11.2-6 
Polymer recycling 

Determining rhe Compatibility of Polymers 

Determine the liquid-liquid phase boundaries for the mixture of polymers polystyrene (PS) 
and polymethylmethacrylate (PMMA) over the temperature range from 25°C to 600°C. The 
polystyrene has a degree of polymerization (number of monomer units in the polymer), NPS. of 
1500, and the volume of a monomer unit, _VpS.,,, is 107.8 cm3/mol. The polymethylmethacry- 
late has a degree of polymerization, NPMMA, of 1700 and a monomer uni t  volume, _V,,,,,,~,,,, of 
89.7 cm3/mol. The Flory parameter for the PS-PMMA mixture is given by 

where T is in K. 

SOLUTION 

The equations for the activity coefficients of PS and PMMA are, from Eqs. 9.5-18, 

and 

where 

and 

The liquid-liquid equilibrium equations to be solved are 

1 1 - 1 1  11 I I 11 I1 
Xps YPS - XPSY PS and X ~ ~ ~ ~ Y ~ ~ ~ ~  = XPMMAYPMMA 

which, using the activity coefficient expressions above, can be written aslo 

'O~ote  that $!(x!) is used to indicate that the volume fraction of species i in phase J is a function of its mole 
fraction, xiJ. 

, . .  . ... 
* :.' I>.. , .. 2. . '- :4;. . . -.- - .:.,* . i'... - . 

. ' , . -;:-d..: - .'>.?. ...- .;. \ .  -. ' :,.' .; 
'Y .  . - 

> .  .' ~ =: :*.-: .*' . ,<-* * 3: -. . -  

'I: . 
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and 

These equations can be solved using MATHCAD or another equation-sol\ling program. The 
results are given below. 

T ('C) . 4 s  X!S 

25 7.71 x 10-j 0.992 
100 0.023 0.978 
150 0.040 0.962 
200 0.063 0.94 1 
250 0.096 0.913 
300 0.141 0.878 
350 0.21 1 0.834 
375 0.272 0.808 
380 0.292 0.802 
385 0.325 0.795 
387 0.352 0.79 1 

. . . .. >390 Complete miscibility 

Xp5. Polystyrene + PMMA phase diagram. 

The decomposition temperature has been reported to be 364°C for polystyrene and lower than 
327°C for PMMA. Consequently, any reprocessing of these polymers would have to be done at 
temperatures considerably below 327°C; at such temperatures there are only small regions of 
composition in which the polymers are compatible (that is, do not phase-separate) in the melt. 
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For example, at 250°C the polymers will be mutually soluble only for PSconcentrations less 
than 0.096 mole fraction or greater than 0.913 mole fraction. Thus the t\vo polymers can be 
commingled for recycling only in limited proportions. $I 

So far we have considered liquid-liquid equilibrium only for binary mixtures. We 
next consider multicomponent mixtures. When two solvents are partially miscible 
(rather than immiscible), their nlutual solubility will be affected by the addition of 
a third component. In this case the equilibrium conditions are 

or, if an activity coefficient model is used, 

for each of the species i noting that the addition of a third component affects the ac- 
tivity coefficients of all species in the mixture. (In writing these equations we have 
assumed the existence of only two liquid phases. 11 is left to the reader to generalize 
these equations for three coexisting liquid phases.) Thus, the addition of a third com- 
ponent may increase or decrease the equilibrium solubility of the two initially partially 
miscible solvents. An increase in solubility of this type is termed salting in-and a de- 
crease salting out  (see Fig. 1 1.2-8).11 In some cases the addition of a solute (usually 
an electrolyte) can so increase the mutual solubility of two partially miscible fluids that 
a completely miscible mixture is formed. 

A typical liquid-liquid equilibrium problem is to determine the amounts and com- 
positions of the two or more phases that are formed when known amounts of several 
chemicals are mixed. The equations to be solved are the equilibrium conditions of Eqs. 
1 1.2-2 and the mass balances 

Thus to compute the equilibrium state when N I  moles of species 1, N? moles of species 
2, and so on, are mixed, Eqs. 11.2-2 and 11.2-24 are to be solved. These equations 
can be difficult to solve, first because of the complicated dependence of the activity 
coefficients on the mole fractions (these equations are nonlinear) and second, because 
even in the simplest case of a ternary mixture, there are six coupled equations to be 
solved. This is best done on a computer with equation-solving software. 

A difficulty that arises if there are more than two components is how to graphically 
represent the phase behavior. Figures can be drawn for a ternary system, either in tri- 
angular form (in which the compositions of all three components are represented) or in 
rectangular form for two of the components, with the composition of the third species 
obtained by difference. 

Figure 1 1.2-7 is an example of the triangular diagram method of the two-dimensional Ternary systems and 
representation of the three composition variables, and is interpreted as follows. The triangular diagrams 
three apexes of the triangle each represent a pure species. The composition (which, 
depending on the figure, may be either mass fraction or mole fraction) of each species 
in a mixture decreases linearly with distance along the perpendicular bisector from 
the apex for that species to the opposite side of the triangle. Thus each side of the 

IIUsually the terms salting in and salting out are used to describe the increase or decrease in solubility that results 
from the addition of a salt or electrolyte to a solute-solvent system. Their use here to describe the effects of the 
addition of a nonelectrolyte is a slight generalization of the dkfinition of these terms. 
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Figure 11.2-7 Triangular diagram representation of the compo- 
sitions of a ternary mixture in two dimensions. 

triangle is a binary mixture lacking the species at the opposite apex (i.:., the bottom 
of Fig. 11.2-7 represents an A+C binary mixture, the right side mixtures of A+B, and 
the left side B+C mixtures). For convenience, the fractional concentrations are usually 
indicated along one side of the triangle for each species. 

The fractional concentration of each species at a specific point on the diagram is 
found by drawing a line through that point parallel to the side opposite the apex for 
that substance and noting the intersection of this line with the appropriate side of the 
triangle. This is illustrated in Fig. 11.2-7, where the filled point has the composition 
X,A, = 0.30, xg = 0.45, and xc = 0.25, and the lines indicate how these compositions 
are to be read on this diagram. 

A simple example of the use of a triangular diagram is given in the illustration that 
follows. 

.. .. . *. .. 
ILLUSTRATION 11.2-7 
Mass Balance Calculation on a Triangular Diagram 

One kilogram of a binary mixture containing 50 wt % of species A and 50 wt % of species B is-- 
mixed with two kilograms of a ternary mixture containing 15 wt % of A, 5 wt % of B, and 80 
wt % of species C. 

a. What is the composition of the final mixture (assuming there is no liquid-liquid phase 
splitting)? 

b. Plot the compositions of the two initial mixtures and the final mixture on a triangular 
diagram. 

a. The mass balance on each species is 
A:0.5 x 14-0.15 x 2=0.8 kg 
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B: 0.5 x 1 + 0.05 x 2 = 0.6 kg 
C: 0.0 x 1 + 0.80 x 2 = 1.7 kg 
Since, from an overall mass balance, there are 3 kg in the final mixture. the final composi- 
tion is 
A: 0.8/3 = 0.267 weight fracrion or 26.7 \vt % 
B: 0.6/3 = 0.200 weight fraction or 20.0 \\.t % . 
C: 1.6/3 = 0.533 weight fraction or 53.3 \vt % 

b. The two feed compositions and the final mixture composition are plotted on the accompa- 
nying triangular diagram. 

COMMENT . 
The final mixture composition is on a straight line connecting the two feed compositions. This 
is another example of the lever rule, and is merely a result of the mass balances being linear 
equations. Note also that the composition of the final mixture is found at twodhirds of the 
distance from the first feed to the second feed in accordance with their relative amounts. This 
graphical linear relation between the two feeds and the final mixture is the opposite case to 
that of a single feed that splits into two equilibrium streams, which is the case in liquid-liquid - 
extraction. EJ 

The liquid-liquid phase equilibrium data for the methyl isobutyl ketone (MIK) + 
acetone (A) + water (W) ternary mixture is shown Fig. 11.2-8. The inside of the dome- 
shaped region in this figure is a region of compositions in which liquid-liquid phase 
separation occurs, and tie lines are sometimes drawn within the phase separation re- 
gion (as in this figure) to indicate the compositions of the coexisting phases. (As we will 
see shortly, phase diagrams can be more complicated than the one shown here.) From 
the intersection of the two-phase region with the base of the triangular diagram, we see 
that water and MIK are only slightly soluble in each other, while the binary mixtures 
of water + acetone and MIK + acetone are mutually soluble and so form only a single 
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1 

MIK 

Figure 11.2-8 Liquid-liquid equilibrium compositions in weight 
fractions for the MIK + acetone + water system at 298.15 K. 

,. - 
liquid phase at all compositions. Note that there is a ternary composition at which 
the equilibrium tie line is of zero length, and the two equilibrium phases have the 
same composition. This composition is known as the plait point of the mixture and is 
indicated by the point labeled P in the figure. 

Experimental liquid-liquid equilibrium data may bc available as complete lists of 
the composition of each phase, so that triangular diagrams such as the one shown here 
can easily be prepared. However, it is also common for experimental data to be ob- 
tained in a less complete way that requires fewer chemical analyses. For example, if 
species A and B are mutually soluble, a mixture of a specified composition is prepared 
(gravimetricaily, that is, by weighing each component before mixing), and then small 
weighed amounts of species C are added (and the solution mixed) until just enough 
of C has been added for the s~lut ion to become cloudy, indicating the formation of a 
sec0r.d liquid phase. In this way the composition of the ternary mixture at one point 
of the liquid-liquid equilibrium (or binodal) curve is obtained without the need to do a 
chemical analysis. However, the composition of the coexisting equilibrium phase (that 
is, the other end of the tie line) is not known. (Note that the liquid-liquid equilibrium, 
or  binodal, curve is also referred to as L= cloud point curve, a name that is appropri- 
ate to the way it was determined. The cloud point curve in liquid-liquid equilibrium is 
analogous to the dew point or bubble point curve in vapor-liquid equilibrium in that it 
represents the saturation of a single phase and the formation of a second phase. The 
new phase is a second liquid at the cloud point, a vapor at the bubble point or a liquid 
at the dew point.) 

The following data for the system methyl isobutyl ketone (MIK)-acetone-water1* 
are an example of such data. These data form the boundary of the dome-shaped liquid- 
liquid coexistence region that was plotted in the triangular diagram of Fig. 1 1.2-8. 

- * . I'D. F. Ohner, R E. White, and E. Troeger, Ind Eng. Chern., vol. 33. 1240 (1941). 
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In addition to these data, usually several two-phase mixtures, with appreciable am- 
ounts of the second phase, are prepared and the solute compo$ition measured. Such 
data for the acetone in the MIK + acetone + water system at 298.15 K are given in the 
following table. 

MIK Acetone Water 
(wt%) ( w t l i )  (wt%) 

93.2 4.60 . 2.33' 
77.3 18.95 3.86 
71.0 24.4 4.66 
65.5 28.9 5.53 
54.7 37.6 7.82 
46.2 43.2 10.7 
38.3 47.0 14.8 
32.8 48.3 18.8 

Acetone (wt 9) in MIK layer .Acetone (wt %) in water layer 

10.66 5.58 
18.0 1 1.83 
25.5 15.35 
30.5 20.6 
35.3 23.8 

MIK ~cetbne Water 
(wt%) (wt%) (wt%) 

27.4 48.4 24.1 
20.1 46.3 33.5 
2.12 3.73 94.2 
3.23 20.9 75.8 
5.01 30.9 64.2 

12.4 42.7 45.0 ' 

20.5 46.6 32.8 
25.9 50.7 23.4 

' These data are plotted in Fig. 1 1.2-9. 
The data in Fig. 1 1.2-9 are used to add the tie lines in Fig. 11.2-8. The procedure is 

as follows. 

1. A composition of the solute, acetone, is arbitrarily chosen for one of the phases- 
for example, 5 wt % in the water-rich phase. The point at which there is 5 wt 70 
acetone on the water-rich portion of the binodal curve is identified in Fig. I 1.2-5. 
This is one end of a tie line. 

2. The acetone composition in the MIK-rich phase in equilibrium with 5 wt % ace- 
tone in the waier-rich phase is found from Fig. 11.2-9 to be approximately 10 wt 
%. 

0 Figure 11.2-9 Distribution of acetone between the 
0 O.1 0-2 03 0.4 coexisting liquid phases in the M E  + acetone + wa- 

Acetone in water layer ter system at 298115 K. 
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3. The point at which there is 10 wt % acetone on the MIKrrich portion of the 
binodal curve is identified in Fig. 1 1.2-8. This is the other end of the tie line. 

3. The tie line connecting these two points is drawn in Figure 1 1.2-8. 
5.  This procedure is repeated for as many other tie lines as are desired. 

Note that in this way the complete liquid-liquid equilibrium curve and the tie lines 
have been obtained with very few chemical analyses. In particular, the binodal curve 
was obtained gravimetrically, which is generally more accurate than chemical analysis, 
and the tie lines were obtained for only a few mixtures, and then only by analyzini for 
the solute (here acetone), and not for all three components in the mixture. 

Since only two of the mole fractions or weight fractions are independent in a ternary 
system (since the three fractions must sum to unity), another way of presenting ternary 
liquid-liquid equilibrium data is as shown in Fig. 11.2-10 for the MIK + acetone + 
water system, ip-which only the MIK and acetone concentrations are presented, and 
the user must determine the water concentration by difference. 

Triangular diagrams and other means of presenting ternary liquid-liquid equilibrium 
data can be used to design liquid-liquid extraction processes. Such applications are 
considered elsewhere in the chemical engineering curriculum; However, a brief intro- 
duction is given in the two illustrations that follow. 

Acetone 

~ i ~ u r e  11.2-10 Liquid-liquid phase diagram for the MIK + acetone + water system at 298.15 
K showing only the IMIK and acetone weight fractions; the water weight fraction is obtained by 
difference. 

Application to 
ILLUSTRATION 11.2-8 

lisuid-liauid Liquid-Liquid Extraction ofan Organic Chemical from Aqueous Solution 

extraction It is desired to remove some of the acetone from a mixture that contains 60 wt % acetone and 40 
+A % water by extraction with methyl isobutyl ketone (MLK). If 3 kg of MIK are contacted with 
1 kg of the acetone-water mixture, what will be the amounts and compositions of the equilibrium 
phases? 
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This problem is solved using the triangular diagram of Fig. 11.2-8. First the concentration of 
the combined streams is determined. It consists of 3 kg of MIK, 0.6 x 1 kg = 0.6 kg of acetone, 
and 0.4 x 1 kg of water. So the overall feed is 75 wt 7c MIK, 15 wt % acetone, and 10 wt 
% water. This point is 1 ~ s i r . d  on the triangular dia,oram for this system, and is found to be in 
the two-liquid phase region. Next, a tie line is drawn through this feed point (indicated by the 
dashed line in the accompmying figure), and the compositions of the two coexisting phases are 
found at the two intersections of the tie line with the binodal curve. These compositions are 
given below. 

MIK (wt %) Acetone (wt %) Water (wt %) 

A." 

MIK O 0.2 0.4 0.6 0.8 
'"\\a 

Next. frorn'an overall mass balance, 

L' + L" = 4 kg so that L" = 4 - L' l 
and a mass balance on any one of the species, say water, we have I 
which has the solution L' = 3.721 and L" = 0.279 kg. So by liquid-liquid extraction, we have I 

MIK (kg) Acetone (kg) Water (kg) 

By this single liquid-liquid extraction step we have been able to remove most of the acetone from 
the water. However, a gear deal of methyl isobutyl ketone has been used. Consequently, this 
would not be a very useful way to recover acetone from aqueous solution. To reduce the amount 
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of solvent used.' an alternative would be to use a number of stages, each with a smaller amount. 
of pure solvent. Such multistage extractions are frequently done in the chemistry laboratory. 
This is shown in the next illustration. B 

ILLUSTRATION 11.2-9 
Staged Liquid-Liquid Extracriotl of atz Organic Clzet7zicaljlam Aqlieolrs Solltrion 

The acetone-water mixture of the previous illustration is to be treated by a two-stage extraction 
with methyl isobutyl ketone (MIK). In the first stage 1 kg of MIK is contacted with 1 kg of rhz 
acetone-water mixture. The water-rich phase will go to a second stage, where i t  will be contacted 
with another I kg of pure MIK. What will be the amounts and compositions of the equilibrium 
phases at the exit of each stage? 

As in the previous illustration, this problem is solved using the triangular diagram of Fig. 
11.2-8. First the concentration of the combined streams in stage 1 is determined. It consists 
of 1 kg MIK, 0.6 x 1 kg = 0.6 kg acetone, and 0.4 x 1 kg water. So the overall feed is 50 wt R 
MIK. 30 wt R acetone, and 1 0  wt % water. This point is located on the triangular diagram for 
this system, and found to be in the two-liquid phase region. Following the procedure used in the 
previous illustration, the compositions of the two phases are as follows. 

, . 
MIK (wt 5%) Acetone (wt %) Water (wt %) 

o w  

Next, from an overall mass balance, 

L I + L ~ = ~ ~ ~  SO L ~ = ~ - L '  

and a mass balance on water, we have 

0.06 x L' + 0.75 x Ln = 0.06 x L' + 0.75 x (2 - L') = 0.4 x 1 = 0.4 kg 

which has the solution L1 = 1.59 and LE = 0.41 kg. 
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The feed to the second stage'is the following: MIK = 1 + 0.02 x 0.41 = 1.008 k,, 0 acetone =. 
0.23 x 0.41 = 0.094 kg, and water = 0.75 x 0.41 = 0.308 kg, for a total of 1.41 kg. Therefore, 
the composition of the combined feed to the second stage is 71.5 wt % MIK. 6.7 wt 56 acetone, 
and 21.8 wt % water, which is also in the two-phase region. 

Using the tie line through this new feed point, we obtain the following: 

Schematic diagram of a staged liquid-liquid extraction system. 
L( 

MIK (wt %) Acetone (wt %) Water (u t  %) 

MIK-rich 88.4 7.6 1 
kVa ter-rich 2 - 3 95 

From the mass balances L' = 1.134 and L" = 0.276 kg., the water-rich stream leaving the 
second stage extraction unit contains 0.263 kg water, 0.0083 kg acetone. and 0.0055 kg MIK. 

COMMENT 

Note that by uslng two liquid extraction stages instead of a single stage. more acetone has been 
extracted (only 0.0083 kg in the exit water-rich stream. compared with 0.022 kg in the slngle- 
step process), and only 2 kg MIK have been used (of which 0.0055 kg 1s lost i n  the water 
stream), compared with 3 kg in the single-step process with a comparable hIIK loss. 

This example suggests that staging with smaller amounts of solvent (here MIK) will produce 
greater recovery than a single-stage process. However, this would involve greater costs since 
more equipment is needed. Clearly, a careful analysis, including costs, would be required to de- 
sign the economically optimal process. In such a design, other extraction cor~figurations would 
have to be considered, such as the countercurrent extraction process shown below and other, 
more complicated processes. Such designs are considered in a stagewise operations course else- 
where in the chemical engineering cumculum. The purpose of the illustrations here is merely 
to show the importance of tfiermodynamic equilibrium in the design of liquid-liquid extraction 
processes. 

While graphical methods have been used in the illustrations above, that is not what 
would be done in more careful design, and especially in the design of a chemical pro- 
cess using modem computer simuIation software. The procedure would be to use one 
of the activity coefficient models described in Chapter 9, frequently the NRTL, UNI- 
QUAC, or van Laar model, with parameters adjusted to fit the available liquid-liquid 
equilibrium data, and solve the equilibrium equations, Eqs. 11.2-2, numerically. This 
leads to more accurate results than reading numbers from triangular diagrams, as was 
done in the illustrations here. 

In this section we have considered liquid-liquid equilibrium in binary mixtures, and 
in ternary mixtures in which there was limited mutual solubility between only one pair 
of components (for example, the methyl isobutyl ketone + water binary mixture in the 
methyl isobutyl ketone t- water + acetone system). In fact, liquid-liquid equilibria can 
be more complicated than this when two of three binary pairs in a ternary mixture, or 
all three of the binary pairs, have limited solubility. Such systems can bz described by 

- - M I K  - - -..- 
- 

-Aqueous stream 

i-- 

- ? 
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a generalization of the equations used in this section to allow for three (or mor-e) l i q ~ ~ i d  
phases when multicomponeut systems are considered: 

Though we will not analyze such systems here, we  conclude this section by showing 
examples of  the types of liquid-liquid equilibria found to occur in ternary mixtures. 
Figure 11 .2- l l a  is another example of a liquid-liquid phase diagram for a system 

Acetone 

CZH,Cl, 10 20 30 40 50 60 70 80 90 Wnrcr 

(0) 

Figure 11.2-11 (a) Equilibrium diagram for the acetone-water-l,I,2-trichloroethane systein. 
[Reprinted with permission from R. E. Treybal, L. D. Weber, and J. F. Daley, Irzi/. EIIS Clie~il., 
38, 817 (1946). Copyright by American Chemical Society.] (b) Equilibrium diagram for the 
nitrobenzene-methanol-isooctane system at 15°C. [Reprinted with permission from A. W. Fran- 
cis, Liquid-Liquid Equilibriums, John Wiley & Sons, New York (1963).] (c) Equilibrium dia- 
gram for the furfural-water-ethyl acetate system. [Reprinted with permission from A. W. Fran- 
cis, Liquid-Liquid Equilibriums, John Wiley & Sons, New York (1963).] (d) Equilibriu~n dia- 
gram for the nitroethane-glycol-decyl alcohol system at 10°C. [Reprinted with permission from 
A. W:Francis, J. Phys. Chem, 60, 20 (19.56). copyright by the American Chemical Society.] 
(e) Equilibrium diagram for the nirromethane-glycol-lauryl alcohol system at 20°C. showing 
the presence of two and three coexisting solid and liquid phases. [Reprinted with permission 
from A. W. Francis, J. Phys. Chem., 60,20 (1956). Copyright by the American Chemical Soci- 
ety.] (f) Equilibrium diagam for carbon dioxide with 10 pairs of other liquids, demonstrating 
the wide variety of liquid-liquid phase equilibria that occur at 0°C. Note that tie lines and plait 
points .have been included in the diagrams. [Reprinted with permission from A. W. Francis, J. 
Phys.'Chem, 58, 1099 (1954). Copyright by the American Chemical Society.] 
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Nitrobenzene Furfural 

Nitroethane Yitromethane 

that has a sihgle pair of components that are partially miscible. In the nitrobenzene- 
methanol-isooctane system of Fig. 11.2-1 1L7, there are 2 two-phase regions, and in the 
furfural-water-ethyl acetate system of Fig 1 1.2- 1 1c the 2 two-phase regions merge 
into a band, The nitroethane-glycol-decyl alcohol system of Fig. 11.2-1 1d has :hree 
distinct two-phase regions, whereas Fig. 1 1.2-1 le, for the nitromethane-glycol-lauryl 
alcohol system, shows the merging of these two-phase regions (denoted by 2L) into 
regions where three liquid phases coexist (denoted by 3L). 

Figure 11.2-1 If, for the liquid-liquid phase equilibrium behavior of liquid carbon 
dioxide with pairs of other liquids, has been included to illustrate the variety of types 
of ternary system phase diagrams the chemist and engineer may encounter. Complete 
discussions of these different types of phase di*ams are given in numerous places 
(including A. W. Francis, Liquid-Liquid Equilibriums, John Wiley & Sons, New York, 
1963). 

In a ternary mixture there is also the possibility of three or more liquid phases in 
equilibrium, which is allowed by a generalization of the two-phase equilibrium analysis 
of this section (see Problem 11.2-1). Indeed, note that some of the phase diagrams in 
Fig. 11.2-1 1 show regions of liquid-liquid-liquid equilibrium. 
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T.E.G. Terralin Waler Phenol 

0 

PROBLEMS FOR SECTION 11.2 

11.2-1 a. Show that tf two liquids form a regular solution, dashed line represents the greatest concentratton of 
the cntical temperature for phase separation IS the dilute specles, or extent of supersaturatlon, that 

can occur in a metastable phase). Thls llne I F  called 
the sptnodal curve. For a binary mixture for which 

~ l - ~ x ~ _ V ; v ;  
RT, = 7 2@1@2YI--V2 (dl -&)- = (61 -&I? 

Gex = Axlxl, develop the equations to be used to - 
(-YI _V I + x ~ Y ~ ) ~  (.rl!i ~xz!?) a. Compute the liquld-liqu~d coex~stence line. 

b. Compute the spinodal curve. 
b. Show that the composition at the upper consolute 

temperature is 

w:+_V: -YIv2)1'2 Coev~stence 
.rl = 1 -xz = 

T 
curve 

Y, - Y, 
Sp~nodal 

and develop an expression for the upper conso- curve 
lute temperature for the regular solution model. 

11.2-2 Following is a portion of a phase diagram for two 
liquids that are only partiaIly miscible. Note that X 

the phase dia,garn contains both the coexistence 
Curve (solid line) and a c ~ ~ e  indicating the sta- 11.2-3 The two figures below have been obtained from 
bility limit for each phase (dashed line) (i.e., the measurements of the excess Gibbs energy and ex- 
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zcss enthalpy for the benzene-CS2 and benzene- a. Use these data to compute the interaction pa- 
CCli sysiems, respectively, at 25°C. rameter A in a one-constant Margules equation 

for the excess Gibbs energy. Is the one-constant 
I I Margules equatiod consistent with the experi- 

mental data? 
b. Use the experimenta1,data to compute the value 

of the regular solution theory solubility param- 
J - eter for perfluoro-n-heptane [the value given in 

mol Table 9.6-1 is 6 = 6.0 (callcc)'/']. Is regular 
solution theory consistent with the experimen'tal 
data? 

11.1-5 The Gibbs energy for highly nonideal solutions can 
behave.2~ shown here. Prove that liquid-liquid phase 

0 0.2 0.4 - 0.6 0.8 
.r 2 

separation will occur in this system, and that the 
compositions of the coexisting liquid phases are de- 

(0) termined by the'two intersections of the common 
tangent line with the_Gmi, curve. Points B and Care 

J - 
mol 

a. Comment on the applicability of the regular so- 
lution model to these two systems. 

b. Assuming that the excess Gibbs energy for the 
C6H6-CS2 system is temperature independent, 
estimate the upper consolute temperature of the 
system. Since the melting point of benzene is 
5S°C and that of CSI is -108.6"C, will a liquid- 
liquid phase separation be observed? 

c. At 46SCC, the vapor pressure of CS2 is 1.013 bar 
and that of C6H6 is 0.320 bar. Will an azeotrope 
occur in this system at this temperature? 

11.2-4 The liquids perfluoro-n-heptane and benzene are 
only partially miscible at temperatures below their 
upper consolute temperature of 113.4"C. At 100°C 
one liquid phase is approximately 0.48 mole frac- 
tion benzene and the other 0.94 mole fraction ben- 
zene (see Fig. 11.2-3). The liquid molar volume of 
perfluoro-n-heptane at 25OC is 0.226 m3/kmol. 

inflection points on the Gibbs energy curve. What 
is the relation of these points to the stability of the 
coexisting liquid phases? 

11.1-6 Show that the Wilson activity coefficient model of 
Eqs. 9.5-1 1 and 9.5-12 cannot predict the existence 
of two liquid phases for any values of its paranie- 
ters. ' 

11.7-7 Polymer-polymer and polymer-solvent systems are 
ilnportani in the chemical industry, and typically the 
Flory-Huggins model is used to describe the activ- 
ity coefficients in such systems. Assuming the va- 
por phase is ideal, and that the vapor pressure of the 
polymer is negligible, 
a. Develop the equations that should be solved for 

the b~bble .~o in t  pressure as a function of tem- 
perature for polymer-solvent mixtures using the 
Flory-Huggins model. 

b. Develop the equations that should be solved 
for the molten polymer-molten polymer liquid- 
liquid immiscibility region as a function of tem- 
perature using the Flory-Hugpins model. 

What data would you need to do numerical calcula- 
tions for the phase behavior with the equations you 
have developed above? 
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11.2-8 Explain why the activity lie., xiyiJ based on the 
pure component standard state of a species in a so- 
lution cannot be greater than unity. 

11.2-9 Compute the range of temperatures and compo- 
sitions over which the copolymer polystyrene- 
acrylonitrile (SAN) and polymethylmethacrylate 
IPMMA) are miscible if these polymers h&e the 
following properties. S A N  has a molar \~olume, 
ySAN. of 1.6 x 10' cm3/mol. and PMbIA has a 
molar volume, _Vp,, , ,  of 1.5 x 16 cm3,'mol. The 
Rory parameter for the SW-PMMA mixture is 
given by 

where T is in K. 
11.2-10 The excess Gibbs energy for a mixture is given by 

For this system 
a. Find the expressions for _He", p, and Cy.  
b. Determine the range of values of the parame- 

ten a, 6, and c that result in liquid-liquid equi- 
librium with only an upper ccnsolute point. 

'c. Determine the range of values of the parame- 
ters a, b, and c that result in 1iqu-d-liquid equi- 
librium with only a lower consolute point. 

11.2-11 a. Estimate the heat and work flows needed to 
reversibly and isothermally separate an 
equimolar mixture of two species into its pure 
components if the excess Gibbs energy for the 
mixture is given by 

where A is independent-of temperature. 
b. How does the temperature at which W = 0 

compare with the upper consolute temperature 
of the mixture? 

c. How would the answers to parts (a) and (b) 
change if A were a function of temperature? 

11.2-12 The binary liquid mixture of nitromethane and 
n-nonane exhibit liquid-liquid equilibrium. At 
70°C one phase has a nitromethane mole fraction 
of 0.13 1 and the other phase has an n-nonane mole 
fraction of 0.0247. At 90°C the mole fractions are 
0.214 and 0.0469, respectively. 
a. Estimate the excess Gibbs energy of mixing at 

each of the temperatures over the whole con- 
centration range (that is, extrapolate into the 
liquid-liquid equilibrium region).' 

b. Estimate the excess enthalpy of mixing at SO C 
over the whole concentration range. 

c. Estimate the excess entropy of mixing at SO-C 
over the whole concentration range. 

11.2-13 The diffusive flux is usually written as 

where D is the diffusion coefficient and c is rhe 
concentration in  mol/m3; also, cl is the concentra- 
tion'of species 1 in mol/m3. Howe\.er, when n.rit- 
ten this way it  is found that D depends on cnn- 
centration. Also, this relation incorrectly predicts 
that if a concentration difference exists betw~en 
two phases of different composition in eqjdib- 
rium, there will be a diffusive flux. To corrict for 
these problems, one can instead write an exprss- 
sion for the diffusive flux in terms of a gradienr i n  
chemical potential: 

where Do is assumed to be independent of compo- 
sition. 
a. Show that D and Do are related via 

b. Find the relation between D and Do if the cys- 
tem is described by the one-constant Mnrgules 
equation. 

c. Consider the diffusivity as described by the re- 
sults in pans (a) and (b) in answering the fol- 
lowing questions: , 

i. If the diffusing component 1 is at infinite 
dilution, what is the relationship between D 
and Do? 

ii. How does D vary with composition at the 
upper L-L critical point of a binary mix- - 
ture? 

iii. Describe the effect on the value of D if the 
mixture exhibits negative deviations from : 
Raoult's law. 

11.2-14 The bubble point of a liquid mixture of an alcohol 
and water containing 2.0 mol % alcohol is 90'C 
at 1.013 bar. The vapor pressure of pure water is 
0.7733 bar and that of the alcohol is 0.4 bar at this 
temperature. 
a. Assuming that the activity coefficient of water 

is unity (since its concentration is 98 mol %), 
what is the composition of the vapor in equilib- 
rium with the 2.0 mol % solution? What is the 
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activity coefficient df 'the alcohol in this solu- 
tion? 

b. At 9O0C, the maximum amount of alcohol that 
can be dissolved in water is 2.0 mol R. When 
larger amounts are present;a second liquid 
phase forms that contains 65.0 mol Cic alcohol. 
What are the activity coefficients of the alcohol 
and the water in this second liquid phase? 

11.2-15  h he activity coefficients for a particular binary liq- 
uid mixture are given by 

phase split as a function of the mole fraction of 
species 1. 

The activi5 coefficient   nod el parameters in Prob- 

@ 
lems 11.2-18 to 11.2-25 are easily determined 1n- 
ing the MATHCAD worksheet ACTCOEFF on il7e 
CD-ROM accompanying this book and described 
in Appendix B.III. 

11.2-18 The following smoothed liquid-liquid equilibrium 
data have been reportedi3 for the system ni- 
tromethane (1) + cyclohexane (2) as a function of 
temperature. 

Mole percent, Mole percent, 
Determine whether a mixture containing 30 mol % T (OC) 1 i n 2  1 i n 2  
of component 1 forms a single, stable liquid phase / 

or two liquid phases at 245 K if the infinite-dilution 15 2.76 2.90 
activity coefficients of the two components at this 20 3.20 3.33 
tem~erature are 25 3.72 3.81 

In y,- = 2.0 and In y2m = 3.0 

11.2-16 The binary liquid mixture of nitromethane and 
2,2,5-trimethylhexane exhibits liquid-liquid equi- 
librium. At 100°C one phase has a mole fraction 
of 0.361 of nitromethane, and the other phase has a 
mole fraction of 2,2,5-trimethylhexane of 0.0969. 
At 110'C the mole fractions are 0.580 and 0.198, 
respectively. . 

a. Estimate the excess Gibbs energy of misingat 
each of the temperatures over the whole con- 
centration range (that is, extrapolate into the 
liquid-liquid equilibrium region). 

b. Estimate the excess enthalpy of mixing at 
105°C over the whole concentration range. 

c. Estimate the excess entropy of mixing at 105°C 
over the whole concentration range. 

11.2-17 The greater the difference in the pure component 
vapor pressures in a binary mixture, the greater 
the solution nonideality must be in order for an 
azeotrope to form in vapor-liquid equilibrium. '4s- 
sume that for a mixture liquid solution nonideali- 
ties can be represented by the simple one-constant 
Margules equation _GcX = AxIx2  
a. Determine the values of the parameter A that 

will produce an azeotrope in terms of the ra- 
tio of vapor pressures and the mole fraction of 
species 1. 

b. Compare the values of the parameter A re- 
quired to form an azeotrope determined above 
with those necessary to produce a liquid-liquid 

a. At each temperature find the value of the two 
parameters in the van Laar model that will fit 
these data. 

b. Develop a correlation for the parameters found 
in part (a) as a function of temperature. 

11.2-19 a. For the data in Problem 11.2-18 at erch teni- 
perature find the value of the two parameters in 
the NRTL model (keeping a = 0.3) that will fit 
these data. 

b. Develop a correlation for the parameters found 
in part (a) as a function of temperature. 

11.2-20 a. For the data in Problem I 1.2-1 8 at each tem- 
perature finu the value of the two parameters in 
the two-constant Margules equation that will fit 
these data. 

b. Develop a correlation for the parameters found 
in part a as a function of temperature. 

11.2-21 a. For the data in Problem 1 1.2-18 at each temper- 
ature find the value of the twoparameters in the 
UNIQUAC model that will fit these data. 

b. Develop a correlation for the parameters found 
in part a as a function of temperature. 

11.2-22 The following smoothed liquid-liquid equilibrium 
data have been reportedI4 for the system ethyl es- 
ter propanoic acid (1) + water (2) as a function of 
temperature. 

I 3 l .  M Sorenson and \V. Ar15 Liquid-Liquid Equilibrium Dnta Collection: I. Binary Systems, DECHEMA Chern- 
lstry Data Series. Vol. V, 1979, Frankfurt, p. 33. 
1 4 ~ .  M. Sorenson and W. A r l ~  Liquid-Liquid Equilibrium Data ~ol le&om I. Binary Systems. DECHEMA Chem- 
~st ry  Data Series, Vol. V, 1979, Frankfurt, p. 297. ..- 
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Mole percent, Mole percent. 
7- (oc) 1 i n 2  1 i n 2  

a. At each temperature find the value of the two 
parameters in the van Laar model that will fit 
these data. 

b. Develop a correlation for the parameters found 
in part a as a function of temperature. 

11.2-23 a. For the data in Problem 11.2-27 at each tem- 
perature find the value of the two parameters in 
the NRTL model (keeping ci = 0.3) that will fit 
these data. 

b. Develop a correlation for the parameters found 
in part a as a function of temperature. 

11.2-24 a. For the data in Problem 11.2-22 at each tem- 
perature find the value of the two parameters in 
the two-constant Margules equation that will f i t  
these data. 

b. Develop a correlation for the prameters found 
in part (a) as a function of temperature. 

11.2-25 a. For the data in Problem 1 1.2-22 at each temper- 
ature find the value of the two parameters in the 
UNIQUAC that will fit these data. 

b. Develop a correlation for the parameters found 
in part (a) as a function of temperature. 

11.2-26 It has been observed that an equimolar mixture of 
liquid oxygen and liquid propane has an upper crit- 
ical solution temperature at 112 K. Assuming the 
one-constant Margules parameter for this system 

is independent of temperature. compute the liquitl-' 
l i q~~id  equilibrium phase boundary for this systcrii 
as a function of temperature. 

11.2-27 a. If the Flory-Huggins 1 parameter is equal to 
zero, \%:ill that model exhibit liquid-liquid t'qui- 
librium in a binary mixture? If so. what will be 
(i) the mole fraction and t i i )  the ~olunie  frac- 
tion of the liquid-liquid critical point? (Note 
that if a liquid-liquid phase split occurs. i t  will 
be completely enrropic in nature. that is. a re- 
sult of only the size difference between the 
molecules.) 

b. Assuming the 1 parameter is equal ro A I T ,  
find the liquid-liquid critical temperature as a 

/ function of the parameters A and the volume 
ratio n 7 .  Also, find the mole fraction and vol- 
ume fraction at the liquid-liquid critical point 
as a f~inction of these paranieters. 

11.2-28 In Problen~ 10.2-54 i t  \\,as mentioned r l i :~ t  thc II)I- 
lowing excess Gibbs energy rnodel describrs the 
I-propanol ( I )  + n-hesane (2) system: 

In the temperature range near 65°C the parame- 
ter values in this equation are A 1 = I .S67 and A2 
= I .536. The vapor pressure of I-propanol at this 
temperature is 0.260 bar and that of ,I-hexane is 
0.899 bar. Does this system have an azeotrope or 
exhibit liquid-liquid phase splitting? 

11.2-29 In determining the consolute temperature (critical 
temperature) for liquid-liquid equilibrium we ~lsed 
a shortcut method described by Eqs. 11.7-1 1 to 
1 1.2-14. A more rigorous method to identify a crit- 
ical point is to set both the second and third deriva- 
tives of the Gibbs energy with respect to the mole 
number of one of the species equal to zero. Prove 
that doing this gives the same result as Eq. 1 1.2- 14. 

11.3 VAPOR-LIQUID-LIQUID EQUI5IBRIUM 

Although the discussion of the previous section concerned only liquid-liquid equilib- 
rium, the  extension to vapor-liquid-liquid equilibrium is straightforward. As mentioned 
in Sec. 8.7 the condition for vapor-liquid-liquid equilibrium is 

or equivalently 

- - 
f! = f!' = JV (11.3-2) 

fo r  each species distributed among  the three phases (liquid I, liquid 11, and vapor V). 
Consequently, o n e  method of computing the  three phases that are  in equilibrium is to  
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solve 2 two-phase problems. For example, one could first determine the comp~sit ions 
of the two liquids that are in equilibrium, and then use the methods of Secs. 10.2 or  
10.3, as appropriate, to find the vapor that would be in equilibrium with either one 
of the liquids (since, by Eq. 11.3-2, a vapor in equilibrium \virh one of the coexisting 
equilibrium liquid phases will also be in equilibrium with the other). This is illustrated 
in the two examples that follow. 

ILLUSTRATION 11.3-1 
Vnpor-Liqltid-Licl~rid Eqnilibrilcm Cctlc~rlation Using an Acriviry Co<#icierzr Model 

Since liquids are not very compressible, at low and moderate pressures liquid-liquid equilibrium 
compositions are almost independent of pressure. Therefore, assuming that the liquid-liquid 
equilibriurn of the isobutane (I)-furfural (2) mixture at 373°C calculated in Illustration 11.2-2 
is unaffected by pressure, compute the p~kssure at which the first bubble of vapor will form (i.e., 
compute the bubble point pressure of this system) and the composition of the vapor that forms. 
Dctm: 

~ ; " P ( T  = 37.S°C) = 4.956 bar 

P , ~ " ~ ( T  = 37.S°C) = 0.005 bar 

SOLUTION 

Using the van Laar activity coefficient model as in Illustration 1 1.2-2 and the liquid-phase com- 
positions found there, and assuming the vapor phase is ideal, we hare the bubble point pressure 
of liquid phase I as 

p  = l I p  ":'P + I '=P 171 I 772p2 

= 0.1 128 x 8.375 x 4.956 + 0.8572 x 1.030 x 0.005 = 4.69 bar 

The bubble point pressure of liquid phase I1 is 

p = X~~ r y I  I I  P, vap + . r : y f ~ T P  

= 0.9284 x 1.01 8 x 4.956 + 0.07 16 x 12.77 x 0.005 = 4.69 bar 

which is the same as for-%quid phase I (as it must be since xf  y: = xfly:l and xiy: = x i ' y , " ) .  
The composition of the vapor (computed using either liquid phase I or 11) is obtained from 
X. . pvnp - ,y, - y i p ,  so that 

xl y l  P? 0.1128 x 8.3'75 x 4.956 
y , = =  = 0.999 

P  4.69 

and 

x2y2  P,'"' 0.8872 x 1.030 x 0.005 
y2=-- = 0.001 

P  4.69 

Therefore, from the van Laar model, at T = 37.8'C and P = 4.69 bar, the isobutane-furfural 
mixture has two liquid phases and a vapor phase all coexisting at equilibrium, with the folloiing 
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I compositions: 

Substance Liquid I ~ i ~ u i d  I1 Vapor 

Isobutane 0.1 128 0.9284 0.999 
Furfural 0.8872 0.0716 0.001 

COMMENT 

The Gibbs phase rule for this nonreacting (M = 0) system of two components (C = 2) and 
three phases (P  = 3) establishes that the number of degrees of freedom is 

Therefore, at each temperature, there is only a single pressure at which the three phases will 
coexist at equilibrium in this two-component system. and the compositions of these three phases 
are fixed. That is, as the feed changes within the boundaries of the three-phase region, the 
distribution of mass between the three phases will change, but not the co~nposition of each 
of those phases 

Also, at a pressure higher than the equilibrium pressure at each temperature only two liquid 
phases exist, while below the equilibrium pressure only a single liquid and a vapor exist. There- 
fore, in a binary mixture, at each temperature there is only a single pressure at which two liquids 
and a vapor are present, which may be difficult to determine experimentally. However, because 
of the extra degrees of freedom, states of liquid-liquid-vapor equilibrium are much easier to find 
in ternary and other multicomponent systems. pI 

(T3. ILLUSTRATION 11.3-2 >+' 
! &$-A Vapor-Liquid-Liquid Equllibrirotr Culculation Using an EOS 
h ~ '  Use the Peng-Robinson equation of state and the van der IVaals one-flu~d mixing rules, with - 

k I 2  = 0.1 14, to compute the bubble point pressure and vapor composition in equilibrium with 
the two coexisting liquid phases in the COz-11-decane system of Illustration 1 1.2-5. 

.Using the bubble point pressure option in the Visual Basic program of Appendix B.1-3, the DOS- 
based program VLMU, or the MATHCAD worksheet PRBUBP, and the computed composition 
for the liquid richer in n-decane, we obtain the following results for the three-phase coexistence 
region: 



625 Cli~?::r i 1: Other Types of Phase ~;]uilibria in Fluid Mixtures 

As we can see from these results, there is very little tldecane in the vapor. This is because of the 
large volatility difference between carbon dioxide and 11-decane. The three-phase experimental 
data for this system confirm this behavior. Bl 

The predictions of three-phase equilibria considered so far were done as two separate 
two-phase calculations. Although applicable to the examples here, such a procedure 
cannot easily be followed in a three-phase flash calculation in which the temperature 
or pressure of a mixture of two or more components is changed so that three phases are 
formed. In this case the equilibrium relations and mass balance equations for all three 
phases must be solved simultaneously to find the compositions of the three coexisting 
phases. It is left to you (Problem 1 1.3-7) to develop the algorithm for such a calculation. 

In Illustration 11.3- 1,  the bubble point pressure of a two-liquid-phase mixture of 
isobutane and furfural at 37.S°C was computed. A more complete phase diagram for 
this system, calculated with the van Laar model and the parameter values given in II- 
lustration 1 1.2-2, is shown in Fig. 1 1.3- 1. From the calculation in Illustration 1 I .3-1 
we know that for isobutane mole fractions in the range 0.1 128 < sf  < 0.9284 and 
above the bubble point pressure of 4.69 bar. two liquid phases will exist. This area is 
indicated as the LLE region in the figure. In  the region of the figure indicated as L7_ 
only o.ne liquid phase that is rich in furfural and dilute in isobutane exists; in the region 
LI  only a liquid phase that is rich in isobutane is present. In the area denoted as the 
VLE region a liquid phase dilute in isobutane is in equilibrium with a vapor phase that 
is very rich in that component. (Indeed, at pressures above 1 bar, the vapor-phase mole 
fraction of isobutane is greater than 0.999 and appears ccincident with the right axis 
on the scale of Fig. 11.3-1.) Neither the vapor-liquid tie lines nor the liquid-liquid tie 
lines are shown in this figure. Finally, there is a region of very low pressure and high 
isobutane mole fraction in which only a vapor exists; this region is indicated by V. 
This vapor-phasp, region starts at the pure furfural side of the diagram at pressures be- 
low 0.005 bar (the vapor pressure of furfural at 37.S°C) and continues to 4.956 bar (the 

I / VLLE line / I 

VLE region . 

Mole fraction isobutane, x,y 

Figure 11.3-1 Predicted phase behavior of the isobutane-furfural mixture at 37.8OC. Note that 
regions of a single vapor (V), single liquid (L,, L2), vapor-liquid (VLE), liquid-liquid (LLE), 
and vapor-liquid-liquid (VLLE) are predicted to occur. 
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vapor pressure of isobutane at 37.S°C) for pure isobutane. However, for most of the 
composition range. the vapor region occurs at such low pressures as not to be visible 
on the scale of this figure. 

One question that arises in doing vapor-liquid equilibrium calculations is, when 
should one be concerned about the possible existence of liquid-liquid equilibrium? 
Fortunately, we get some hints from the results of vapor-liquid equilibrium calcula- 
tions. For example, the solid line in Fig. 11.3-2 shows the results of a calculation of the 
equilibrium pressure as a function of the isobutane liquid-phase mole fraction for this 
system at 37.S2C computed using the van Laar model and ignoring the possibility of 
two liquid phases. An unusual maximum and minimum in total pressure as a function 
of mole fraction is evident. Remembering from the discussion of Sec. 10.2 that a max- 
imum or minimum in the pressure versus composition diagram can correspond to the 
occurrence of an azeotrope, one interpretation of the results in Fig. 11 2 - 2  is that the 
isobutane-furfural mixture has a double azeotrope, that is, both minimum-boiling and 
maximum-boiling azeotropes. There are some, but very few, mixtures that have double 
azeotropes, and the pure components in such mixtures have similar pure component va- 
por pressures, which is not the case here. (The benzene-hexafluorobenzene mixture of 
Fig. 10.2- 10 was the first system observed to exhibit a double azeotrope.) Much more 
common when total pressure versus composition behavior as shown in Fig. 1 1.3-2 is 
found in calculations is the existence of two coexisting liquid phases. Consequently, 
when such behavior is seen, one should undertake a liquid-liquid phase equilibrium 
calculation. In the case here the correct total pressure versus liquid-phase composition 
from such a calculation in the liquid-liquid equilibrium region is given by the dashed 
line in the figure. Such an invariance of pressure with composition is what is found ex- 
perimentally in liquid-liquid systems. (Note that since this figure plots pressure versus 
composition, not pressure versus volume as in Fig. 7.3-2, we are not doing a Maxwell 
constructio~ as in Chapter 7, so that the areas above and belowthe dashed line need 
not be equal.) 

0.0 0.1 0.2 0.3 0.4 0 5  0.6 0.7 0.8 0.9 1.0 

Liquid-phase mole fraction of isobutane 

Figure 11.3-2 Predicted pressure of the isobutane-furfural system at 37.8"C ignoring the exis- 
tence of liquid-liquid equilibrium (solid line) and allowing for LLE (dashed line). 

- - 
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- 

Liquid 

Vapor 

P = 1.013 bar 

Liquid " 
40 

,Mole fraction of methanol 

Figure 11.3-3 The vapor-liquid, liquid-liquid, and vapor-liquid-liquid behavior of the methanol- 
n-hexane mixture as a function of temperature. 

Figure 11.3-3 shows the vapor-liquid and liquid-liquid equilibrium behavior com- 
puted for the system of methanol and n-hexane at various temperatures. Note that two 
liquid phases coexist in equilibrium to temperatures of about 43°C. Since liquids are 
relatively incompressible. the species liquid-phase fugacities are almost independent ot 
pressure (see Illustrations 7.4-8 and 7.4-9), so that the liquid-liquid behavior is essen- 
tially independent of pressure, unless the pressure is very high, or low enough for the 
mixture to vaporize (this possibility will be considered shortly). The vapor-liquid equl- 
librium curves for this system at various pressures are also shown in the figure. Note 
that since the fugacity of a species in a vapor-phase mixture is directly proportional to 
pressure, the VLE curves are a function of pressure, even though the LLE curves are 
not. Also, since the methanol-hexane mixture is quite nonideal, and the pure compo- 
nent vapor pressures are similar in value, this system zxhibits azeotropic behavior. 

At the lowest pressure in tile figure, P = 0.133 bar, the vapor-liquid equilibrium 
curve intersects the liquid-liquid equilibrium curve. Consequently, at this pressure, de- 
pending on the temperature and composition, we may have only a liquld, two liquids, 

..j 

two liquids and a vapor, a vapor and a liquid, or only a vapor in equilibrium. The equi- 
librium state that does exist can be found by first determining whether the composition 
of the liquid is such that one or two liquid phases exist at the temperature chosen. 
Next, the bubble point temperature of the one or  either of the two liquids present IS 

determined (for example. from experimental data or from known vapor pressures and 
an activity coefficient model calculation). If the liquid-phase bubble point temperature 
is higher than the temperature of interest, then only a liquid or two liquids are present. 
If the bubble point temperature is lower, then depending on the composition, either a 
vapor, or a vapor and a liquid are present. However, if the temperature of interest is 
equal to the bubble point temperature and the composition is in the range in which two 
liquids are present, then a vapor and two coexisting liquids will be in equilibrium. 

The method of calculation discussed above was used to construct Fig. 11.3-4, which 
shows the various phase behavior regions for the methanol-hexane system at P = 
0.133 bar. This diagram looks different from Fig. 11.3-1 for two reasons. First, we 
$2 
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Mole fraclion of methanol 

Figure 11.3-4 Phase behavior of the methanol-11-hexane 
system at P = 0.133 bar. 

have plotted rhe phase behavior as a function of temperature at fixed pressure here, and 
as a fu~~ction of pressure at fixed temperature in Fig. 11.3-1. Consequently, the vapor- 
region is at rhe top of Fig. 11.3-4, corresponding to high temperature there, and at- 
the bottom. low-pressure region of Fig. 11.3-1. (In fact, Fig. 11.3-4 woilld look more 
like Fig. 11.3-1 if i t  were turned upside down.) The second important difference is- 
that the methanol-hexane system has an azeotrope, while the isobutane-furfural system : 
does not. This is because the vapor pressures of isobutane and furfural are so different - 
(indeed, the? differ by three orders of magnitude) that even though that mixture IS ' ' 

a very nonidsal one, azeotropy does not occur (i.e., the vapor pressure difference of 
the species predominates over the effect of solution nonidealities for this mixture). 
The azeotropic behavior shown in Fig. 1 I .3-4 is interesting because the vapor-liquid 
equilibrium curve that exhibits azeotropy intersects the liquid-liquid phase boundary. 
The vapor composition in the vapor-liquid-liquid region is indicated by the common 
intersection of the two dew point curves with the liquid-liquid equilibrium line. Such a 
situation is referred to as heterogeneous azeotropy. Some distillation processes make 
use of heterogeneous azeotropy to purify mixtures. 

Finally, we note that the equilibrium pressure above a two-phase liquid system, as 
indicated in Illustration 1 1.3- 1, is computed from 

which are equivalent from the requirement for liquid-liquid equilibrium: 
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A n  interesting case is that in which the two species are essentially insoluble in each 
other. For example, liquid phase I is essentially pure species 1, and liquid phase I1 is 
essentially pure species 2. In this case, 

Therefore, we find the very simple result that in the limit of two essentially immisible 
phases, 

That is, that the equilibrium pressure is just the sum of the two pure component vapor 
pressures. 

Application to steam While distillation, as described in Secs. 10.1 and 10.2, is frequently ~lsed for the 

distillation purification of chemicals. it may be difficult to use for a compound with a very high at- 
mospheric pressure boiling point or a compound that decomposes at its boiling temper- 
ature. One way to avoid these problems is to distill at subatmospheric pressure (referred 
to as vacuum distillation). which can be analyzed using the methods briefly introduced 
in Secs. 10.1 and 10.2. An older method, especially for an organic chemical that is 
essentially insoluble in a.ater, is to use steam distillation. Here steam is injected into 
a kettle or other device containing the mixture to be purified, the more volatile com- 
pounds are partially vaporized by the steam, and the steam-organic cheniical vapor is 
then condensed. However, as the water and organic chemical are essentially insoluble 
as liquids, the condensed water is easily separated from the organic chemical This 
process is shown schematically in Fig. 11.3-5. 

/- Organic-rich layer 

layer 

t 
. . 

Steam 

Figure 113-5 Schematic diagram of a steam distilla- 
tion apparatus. 

ILLUSTRATION 11.3-3 
Steam Distillation of Turpenrine 

It is desired to recover and reuse turpentine that has been used as a paint remover. ~ u r ~ e n t i n e  can 
be considered insoluble in water, and the used turpentine contains small amounts of essentially 
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1 involatile paint pigments and other impurities. Steam is injected into the bottom of a kettle that 
contains the used turpentine. and the temperature in the kettle is kept at 100'C by removing the 
vapor that forms. Assuming that equilibrium is achieved in the kettle, how many kilograms of 
turpentine are obtained for each kilogram of steam that is condensed? 

The molecular weight of rurpentine is 140, and its vapor pressure at 100°C is 0.177 bar. 

I Since water and turpentine are essentially insoluble. the equilibrium pressure in the kettle is 

I P = P;'(T) + P i a P ( T )  = 1.013 f 0.177 = 1.190 bar 

I Therefore. the mole fraction of turpentine in the steam leaving the kettle is 

so that the vapor leaving the kettle contains 0.149 moles of turpentine for each 0.851 moles of 
water. Since the molecular weight of turpentine is 140 and that of water is 18.015, in the vapor 
20.86 kg of turpentine are recovered for each 15.33 kg of steam used, or 1.36 kg of turpentine 
for each kilogram of steam. 

Note that any inert and insoluble fluid could be used instead of steam for this sort of distilla- 
tion process. However, there are several advantages to using steam, including its high heat of 
vaporization and its general availability in a chemical plant. R I  

. . 
PROBLEMS FOR SECTION 11.3 ' ' 

11.3-1 The bubble point of a liquid mixture of 11-butanol 
and water containing 4.0 rnol 5'0 butarlol is 92.7'C 
at I .0 13 bar. At 92.7"C the vapor pressure of pure 
water is 0.784 bar and that of pure n-butanol is 0.427 
bar. 

pi;:'(7 = 37.8'C) = 4.909 bar 

P;!(T = 37.8'C) = 4.93 x I 0-' bar 
a. Assuming the activity coefficient of water in the 

4.0 rnol 70 butanol solution is about 1, what is Isobutane and furfural are only partially miscible 
in the liquid phase. At 37.8"C the two coexisting 
liquid phases contain 11.8 and 92.5 rnol % isobu- 
tane, yis,(q,..= 0.925) = 1.019, and yfurf(xfurr = 
0.882) = 1.033. 

113-3 Ethyl alcohol and n-hexane are put into arcvacu- 
ated, isothermal container. After equilibrium is es- 
tablished at 75OC. it is observed that two liquid 
phases and a vapor phase are in equilibrium. One 
of the liquid phases contains 9.02 mol % n-hexane. 
Activity coefficients for n-hexane-ethyl alcohol liq- 
uid mixtures can be represented by the equation 

the composition of the vapor in equilibrium with 
the 4.0 rnol % butanol-water mixture, and what 
is the activity coefficient of rz-butanol? 

b. At 92.7"C, the maximum amount of n-butanol 
that can be dissolved in water is 4.0 rnol %. 
When larger amounts of n-butanol are present, 
a second liquid phase, containing 40.0 mol % 
n-butanol, appears. What are the activity coeffi- 
cients for n-butanol and water in this second liq- 
uid phase? 

c. If the two coexisting liquids in part (b) are kept at 
92.7"C, what will be the pressure when the first 
bubble of vapor is formed? kJ 

RT In yi = 8.163~;- 
rnol 11.3-2 Estimate the pressure and vapor-phase composition 

in equilibrium with a liquid whose overall composi- 
tion is 50 mol % furfural and 50 mol % isobutane at 
T = 37.8"C. 

a. Compute the equilibrium composition of the co- 
existing liquid phase. 

b. Compute the equilibrium pressure and vapor- 
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phask mole frictions. 
Data: Vapor pressure equations (Tin K, P i n  bar) 

11.3-4 Glycerol and acetophenone are partially miscible at 
140'C, one liquid phase containing 9.7 mol % ace- 
tophenone and the other containing 90.3 mol % ace- 
tophenone. The vapor pressure of pure glycerol at 
IiO'C is 3.13 x bar and that of acetophenone 
is 0.167 bar. Assuming that the activity coefficients 
for the glycerol-acetophenone system obey the one- 
constant Margules equation, compute the pressure 
versus liquid-phase mole fraction (P-s) diagram for 
this system. 

11.3-5 For a separation process. it is necessary to ascer- 
tain whether water and methyl ethyl ketone form 
an azeotrope at 73.4"C. The engineer needing this 
information could not find any vapor-liquid equilib- 
rium data for this system, but the following liquid- 
liquid equilibrium data are available: 

T = 20° C 

SSIEK X H ~ O  . :  . .. 
Liquid phase 1 0.0850 0.9150 
Liquid phase 2 0.6363 0.3637 

In addition. at 73.4"C 

~13:'; = 0.3603 bar 

P;& = 0.8337 bar 

Calculate, as best you can, the P-x-y diagram for 
MEK and water at 73.4"C and determine whether 
this system has an azeotrope, and if so, at what com- 
position the azeotrope occurs. 

11.3-6 Ethanol and n-hexane form two liquid phases at 
many temperatures. Assuming that the activity co- 
efficients for n-hexane-ethyl alcohol mixtures can 
be represented by the equation 

and that the vapor pressures of the pure components 
are given by ( P  in bar and T in K) 

and . 

-4728.98 
In P:,:, = i 13.4643 

T 

a. Compute the upper consolure temperature or 
ilpper critical solution tem~ra ture  (UCST) for 
the ethanol-11-hexane mixture. 

b. Develop a plot similar to Figure I 1.3-3 for this 
system using pressures of 0. I01 3 bar, 1 .O 13 bar, 
and 10.13 bar. 

c. Develop a plot similar to Fipure 1 1.3-4 for this 
system at I .013 bar. 

11.3-7 Develop an algorithm for solving vapor-liquid- 
liquid phase equilibrium calculations using an 
equation of state. 

11.3-8 The infinite dilution activiry coefficient of 
I-propanol in 11-heptane is 16.0 at 60°C. and that 
of n-heptane in I-propanol is 6.34. At this temper- 
ature the vapor pressure of I-propanol is 20.277 
kPa, and the vapor pressure of 11-hcptane is 28.022 
kPa. Prepare a P-x-y diagram for this system. Does 
the system exhibit azeotropy (either homogeneous 
or heterogeneous) or liquid-liquid phase splirting? 

11.3-9 At 298 K it is found that component A has a vapor 
pressure of 0.8 bar, and component B has a vapor 
pressure of 1 bar. Also, by diluting component A 
with 0.01 mole fraction of B. [he equilibrium pres- 
sure decreases to 0.7975 bar. while adding 0.01 
mole fraction of A to B reduces the equilibrium 
pressure to 0.9945 bar. Determinz the phase behav- 
ior of this mixture at 298 K ove; the whole com- 
position range. (Is there an azeorrope, liquid-liquid 
equilibrium, vapor-liquid-liquid equilibrium?) 

11.3-10 At I 10°C. a saturated liquid solution of aniline in 
water contains 0.0162 mole Fraction aniline, and 
a saturated liquid solution of water in aniline con- 
tains 0.587 mole fraction aniline. At this temper- 
ature the vapor pressure of pure aniline is 0.0923 
bar, and that of pure water is 1.431 bar. Construct 
a P-x-y diagram for this mixture at 1 10°C. 

11.3-11 The excess Gibbs energy of a certain liquid mi?+ 
ture cpntaining components X and B is found to 
be given by the expression 

where T is in.K: The vapor pressures of the com- 
ponents at 320 K are 

pZP = 1.3 bar and pTp = 1.0 bar 

a. What is the expression for the excess enthalpy 
of this mixture? 

.- . . . . . -. . - . . . . - . . .. . 
. . 

. ,-. . . 
- I . .  

. . 
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b. What is the expression for the excess,entropy 
of this mixture? 

c. What is the expression for the excess constant- 
pressure heat capacity of this mixture? 

One mole per second of A is isothern1ally mixcd 
with two moles per second of B in a continuous 
mixing process at 1 bar and 275 K. 
d. What is the rate of heat addition or remo\.al 

for the mixing to be done isothermally? 
e. What is the rate of entropy generation of this 

process? 
f. It is thought possible that this mixture is suffi- 

ciently nonideal for a liquid-liquid phase split 
to occur at some temperatures. What is the up- 
per consolute temperature for this mixture? 

g. Compute the vapor-liquid equilibrium behav- 
ior of this mixture at 320 K. Does the system 
have an azeotrope at this temperature? If so. 
what is its composition? 

h. A mixture of one mole of A and two moles 
of B undergoes an isothermal flash vaporiza- 
tion at 320 K and 1.5 bar. What are the com- 
positions of the coexisting vapor and liquid 
phases, and what is the vapor-liquid split? 

11.3-12 Using the liquid-liquid equilibrium data for the 
nitromethane + n-nonane system given in Prob- 
lem 1 1.2- 12, compute the vapor-liquid-liquid 
equilibrium for this system at 90°C. 

11.3-13 At 333.15 K, Wu, Locke, and Sandlert5 measured 
the vapor przssure of pure pyrrolibi'ne and cyclo- 
hexane to be 39.920 kPa and 5 1.886 kPa, respec- 
tively. After the isothermal addition of z srnall 
amount of pyrrolidine to pure cyclohexane, the 
total pressure was found to be 52.270 kPa when 
the pyrrolidine mole fraction was 0.0109. Sim- 
ilarly, after the isothermal addition of a small 
amount of cyclohexane to pure pynolidine, the 
total pressure was 40.280 kPa when the cyclohex- 
ane mole fraction was 0.0064. 
a. Compute the infinite-dilution activity coeffi- 

cients of pyrrolidine in cyclohexane, and of 
cyclohexane in pynolidine. 

b. Compute the complete P versus x, and y ver- 
sus x diagrams for this system at 333.15 K. 

c. At 333.15 K, does this system have an 
azeotrope? Does it liquid-liquid phase split? 

11.3-14 At 353.15 K the infinite-dilution activity coef- 
ficients of benzene in ethanol and of ethanol in 
benzene are both approximately 5.0 to within ex- 
perimental accuracy. At this temperature the va- 
por pressure of benzene is 1.008 bar and that of 
ethanol is 1.086 bar. Compute the phase behavior 

"H. S.. Wu, W. E. Locke 111, and S. I. Sar 

of this system at 353.15 K accounting for the fact 
that vapor-liquid, liquid-liquid, and vapor-liquid- 
liquid equilibrium and azeotropic behavior may be 
possible. 

11.3-15 The change in vapor pressure of a pure liquid with 
temperature can be computed from the Clapeyron 
equation. 

d P  A_H - =- 
d T  TA!  

where A_H and A_V are the enthalpy and volume 
changes on going from the liquid to the vapor. The 
vapor pressure and temperature must, of course. be 
related, since the Gibbs phase rule indicates that 
the systemqs univariant. Now consider two par- 
tially midible liquids and the vapor in equilibrium 
with these t\so liquid phases. The system is also 
univariant (tiso components and three phases). 
a. Derive a "generalized" Clapeyron equation re- 

lating the equilibrium pressure and temperature 
for this system. 

b. Qualitatively discuss the variation of the equi- 
librium pressure with the overall two-phase 
liquid composition for this system at fixed 
temperature. How does the pressure variation = 
with composition differ in the one- and two- 
liquid phase regions? Also, discuss the varia- 
tion of the equilibrium temperature with over- - 
all liquid-phase composition at fixed pressure, 
in the single-liquid phase and two-liquid phase- 
regions. 

11.3-16 An equimolar mixture of ethanol and ethyl acetate 
is maintained at 75°C and 10 bar. The pressure 
on the system is isothermally reduced to 1.12 bar. 
How many phases are present when equilibrium is 
achieved under these new conditions, and what are 
their compositions? 
Data: For the ethanol-ethyl acetate system, 

-qYnp , ,,, = 0.9460 bar and = 0.8905 bar 

11.3-17 Estimate the equilibrium pressure and isobutane 
vapor-phase mole fraction as a function of liquid 
composition for the isobutane-furfural system at 
37.8"C. At this temperature the vapor pressure of 
furfural is 0.493 kPa and that of isobutane is 490.9 
kPa. (Hint: See Illustration 11.3-1 .) 

11.3-18 At 20°C and. 101.3 kPa dichloromethane (also re- 
ferred to as the refrigerant R30) is found to be 
soluble in water to the extent of 2 wt %, while the 

~dler, J. Chem Eng. Dam, 35, 169 (1990). 
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solubility limit for water in dichloromethane is 0.5 
\vt %. The vapor pressures of these compounds are 

T ("C) Pi;" (bar) . pT0 (bar) 

a. Assuming that the van Laar parameters for this 
niixture are independent of temperature. obtain the 
phase diagram for this system at 50°C. 

b. .issunling that the van Laar parameters for this 
mixture are independent of temperature, obtain the 
phase diagram for this system at 80°C. 

c. Assuming that the van Laar parameters for this 
niixture are independent of temperature. obtain the 
phase diagram for this system at 100°C. 

11.3-19 .An equiniolar mixture of liquid oxygen and liq- 
uid propane has a liquid-liquid equilibrium up- 

per triticnl solution ~cni~erature of 1 12 K: Ass~~ni- 
ing thar this system can be described by a one- 
constant Margules expression with a temperature- 
independent A parameter, determine the liquid- 
liquid and liquid-liquid-vapor phase diagram for 
this system at a pressure of 0.1 bar. 

11.3-20 Usinp rhe liquid-liquid equilibrium data for the ni- 
tromsthane + 2,2,5-trimethylhexane system given 
in Problem 1 1.2-30. compute the vapor-liquid- 
liquid equilibrium for this system at 100°C. 

11.3-21 The following data arc available for the acetone + 
ethanol system at 49.3'C: 

At this temperature ths vapor pressure of ethanol 
is 0.354 bar and the vapor pressure of acetone 
is 0.7; 10 bar. Coniputc the phase behavior of this 
system at 49.3"C. Docts this mixture have a homo- 
geneous or he~erogeneous azeotrope? 

11.4 THE PARTITIONING OF A SOLUTE AMONG TWO COEXISTING LIQUID 
PHASES; THE DISTRIBUTION COEFFICIENT 

When a gas, liquid, or  solid is added to two partially miscible or completely immis- 
cible solvents, it will, depending on the amount of solute present, either partially or 
completely dissolve and be distributed unequally between the two liquid phases. Most 
chemists and chemical engineers first encounter this phenomenon in the organic chem- 
istry laboratory, where diethyl ether, which is virtually immiscible with water, is used 
to extract organic chemical reaction products from aqueous solutions. The distribution 
of a solute among coexisting liquid phases is of industrial importance in purification 
procedures such as liquid extraction and partirion chromatography, of pharmacological 
interest in the distributior: of drugs between lipids and body fluids, and of environmental 
interest in determining how a poliutant is distributed between the air, water, and soil. 

Experimental data on the partitioning of a solute between two liquid phases are usu- 
ally reported in terms of a distribution coefficient K, defined to be the ratio of the 
solute concentration in the two phases: 

Distribution coefficient Concentrationof solute in phase I 
Concentration of solute in phase I1 

The purpose of this section is to study some aspects of the partitioning phenomenon 
and to relate the distribution coefficient to more fundamental thermodynamic quanti- 
ties, s o  that we can (1) predict the distribution coefficient for a solute among two given 
solvents if experimental data are not available, or (2) use experimental distribution 
coefficient data to obtain information on liquid-phase activity coefficients. 

However, in this section we are considering only the case in which the addition of 
the solute does not affect the miscibility of the solvents. The more general case of 
multicomponent liquid-liquid phase behavior in which the solute addition affects the 
mutual solubilities of the solvents was considered in Sec. 11.2. The situation --a?+- cons_id- - 

. 1 '  
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ered here occurs when the mutual solubilities of the solvents are unchanged as a result 
of the solute addition, either becauseso little solute has been added or the solvents are 
so  immiscible as to be unaffected by the solute. 

The simplest type of solute distribution problem occurs when Nl  moles of a solute 
are completely dissolved and distributed between two immiscible solvents. The equi- 
librium disuibution of the solute is determined from the single equilibrium relation 

where ~i1.k the number of moles of solute in phase I. Now, using the definition of the 
activity"coefficient, 

Starting point for all 

71 ( T ,  P ,  s) = X I  Y I  ( T ,  P, x ) f ? ( ~ ,  p )  

Eq. 1 1.4-2 can be rewritten as 

since the pure component solute fugacity cancels. This last equation can be rearranged 
to 

phase equilibrium 
calculations and the constraint that the number of moles of solute be conserved 

I - -11 f ] j ( ~ ,  P,?) - f ,  ( T , P , ~ " )  

Liquid-liquid 
equilibrium relation 

(11.4-2) 

which establishis that the distribution coefficient for solute mole fractions is equal to 
the reciprocal of the ratio of the solute activity coefficients in the two phases. Thus, 
given adtivity coefficient information for the solute in the two phases, one can compute 
the distribution of the solvent among the phases, or, given information about distribu- 
tion of the solute, one can compute the ratio of the solute activity coefficients. 

I L L U S T R A T I O N  11.4-1 
Cnlc~llation of Activity Coefficierzrs from Distribution Coefficient Data 

.The following data are available for the concentration distribution coefficient Kc of bromine 
between carbon tetrachloride and water at 25"C.I6 

Concentration of Bromine K~ = [ kmol Br2 

in CCh (kmollm3) 
/ m3 CC14 solution m3 HzO solution 

I6~eference for distribution coefficient data: International Critical Tables. Vol. 3, McGraw-Hill, New York, 1929. 
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Compute the ratio of the ac~ivity coefficient of bromine in water to that in carbon tetrachloride. 
Data for the pure species are: 

Species Molecular Weight Density p ,  kg. m-3 

CC14 153.84 1.595 x loi3 
H20 18.0 1.0 x 1 ~ i 3  
B rZ 159.83 3.119 x loi3 

Since carbon tetrachloride and water are virtually immiscible (see Illustration 11.2-3), we will 
assume that the liquid bromine is distributed between water-free carbon tetrachloride and wa- 
ter free of carbon;tetrachloride. Also, since solurion volumetric data are not available, we will 
assume that thece is no volume change on mixing bromine with either carbon tetrachloride or 
water. 

In order to use Eq. 11.4-5 to evaluate the ratio of the activity coefficients, it is necessary to 
convert all the concenrrarion distribution data ro mole fractions. To do [his, let CB represent 
the concentration of bromine in kmol/m7 of solurion. which is known from the data, and Cs 
represent the concentration of solvent, again in kmol/m" of solution, which is also known. By  
the Ami,_V = 0 assumption. we have 

where _Vi is the molar volume of species i ,  and t n  and p are its molecular weight and density, 
respectively. The number of moles of bromine in one mole of solution is then computed from 

Moles of bromine , n  one = CBli 
mole of solution Ps 

= Mole fraction of bromine = X B  

Sg = CB t l l ~ / ~ ~  

1 +cB (w-2) 
Therefore, to.compute the mole fraction of bromine in the CCL phase, we use 

where CB is the concentration entries in the distribution coefficient table. Similarly, to compute 
the mole fraction of bromine in the aqueous phase, we again use Eq. 1, but now recognizing that 
if CB is the concentration of bromine in the organic phase (i.e., the entries in the table), then 
CB/Kc is the concentiation of bromine in the aqueous phase. Therefore, 
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Using Eqs. 2 and 3, ale obtain the following results: 

Mole Fraction of Brz in 
CC4 H 2 0  CCIJ H,O 

-'~r: --- Y B ~  

Concentration Bromine in CClq cck H - 0  H.0 - ., CCI, 
X ~ r l  "B.2 SBr; i B,? 

0.04 3.85 x 2.7 x 1-12.6 
0.10 9.60 x 6.6 x 115.4 
0.5 4 .70~10- '  3.1 x ~ o - ~  151.6 
1 .O 9.23 x I O - ~  5.93 x 155.6 
1.5 0.135 8.62 x 156.6 
2.0 0.177 1.08 lo-3 163.9 
2.5 0.217 1.29 x 10-3 165.2 

COMMEXT 

If. separately. we knew the activity coefficients for bromine in carbon tetrachloride, we could 
use the data in the table to evaluate the activity coefficient of bromine i n  water (Problem 1 I .4-3). 
Since the regular solution model can be used to represent the Br2-CC14 mixture. t\r: can then 

CClj H - 0  surmise that rB, will be on the order of magnitude of unity. This suggests that ;lBc will be a 
large number. on the order of 100 or more. Such behavior for the activity coefficient of the minor 
conlponent is not unusual in mixtures of species with such different molecular characteristics as 
strongly quadrupolar liquid bromine and strongly polar and hydrogen-bonded water. rn 

A slightly more complicated situation than the one just considered arises when there 
is sonie undissolved solute in equilibrium with two immiscible solvents. Here we will 
suppose that the undissolved solute is either a solid or a gas, and that neither solvent is 
present in the undissolved solute.17 

In this case the equilibrium conditions are 

fl (T, P) = 7: (T, P,  5') = Y:'(T, P ,  x") (11.4-6) 
- .  

.since the undissolved soi"te must be in equilibrium with both liquid phases (which 
implies that both liquid phases are saturated with the solute). In this equation f i  (T, P) 
is to be interpreted as the fugacity of the undissolved solute, which may be either a 
solid or a pure or mixed gas. Using the definition of the activity coefficient, Eq. 9.3-1 1, 
we obtain the equation 

for the saturation mole fractions of the solute in each phase. If the undissolved solute is 
a solid, the fugacity ratio fi (T, P)/~:(T, P) is equal to the ratio f (T, P)/ f :(T, P), 

"when h e  solute is.a liquid, the problem is really one of multiple liquid-phase equilibrium. This is considered 
in Sec. 11.2 and Problem I 1.4-1. 
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which can be evaluated using the prescription of Sec. 9.7 (Eq. q.7-8a). If, on the other 
hand, the solute is a gas. f, (T, P )  can be computed using an equation of state or 
the Lewis-Randall rule, and f;(T, P )  is evaluated using the procedure discussed in 
Sec. 11.1. Note that Eqs. 11.4-5 and 11.4-7 require that the mole fraction distribution 
coefficient K, again be equal to the reciprocal of solute activity coefficients in the two 
liquid phases; this is, in fact. a general result. 

One interesting example of three-component liquid-liquid equilibrium is the par- 
titioning of a small amount of a chemical in a mixture of water and n-octanol that 
has been allowed to equilibrate. As pointed out in Illustration 11.2-4, water is reason- 
ably soluble in n-octanol, but 11-octanol is virtually insoluble in water. Consequently, 
when these two chemicals are allowed to equilibrate at 2 5 ° C  two liquid phases form: 
a denser water-rich phase that is essentially pure water, and an octanol-rich phase that 
is approximately 74 mol 5 11-octanol and 26 mol % water. If a very small amount 
of a third chemical is added (so that the mutual solubility of water and n-octanol are 
unchanged). this chemical will then partition between the octanol-rich and water-rich 
phases. The octanol-water partition coefficient for chemical species i, Kow.i is defined 
as 

Concentration of species i in the octanol-rich phase C? 
K0w.i =. - -  - ( I  1.4-8) 

Concentration of species i in the water-rich phase C? 

A chemical that is hydrophilic (water-liking) will largely partition into the water- 
rich phase (resulting in a small value of Kow), while a hydrophobic (water-disliking) 
compound will appear mainly in the octanol-rich phase, and Kow will be large. Most 
organic chemicals produced by the chemical industry are very hydrophobic, so i t  is 
the logarithm of the octanol-water partition coefficient that is usually reported, as in 
Table 1 1.4-1. Note that the numeric values of the octanol-water partition coefficient 
for such chemicals can be very large, and theconcentration of the added solute in the 
octanol-rich phase can be a factor of 1 o5 or 1 o6 or higher than in the water-rich phase. 

The criterion for the equilibrium distribution of a small amount of solute between 
two coexisting octanol and water liquid phases is, from Eqs. 1 1.4-4 and 1 1.4-5, 

Now using CO and cw to represent the total molar concentrations of the octanol-rich 
and water-rich phases, respectively, we have 

If only a very small amount of solute is added to the octanol-water mixture, so that 
the solute concentration is very low in both phases, then the activity coefficients that 
appear in this equation are essentially activity coefficients at infinite dilution, so that 
Eq. 1 1.4- 10 can be written as 
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where the superscript co indicates infinite dilution. In environmental engineerinp the 
pollutant spkcies i is generally present at very low concentrations (which is forrunare), 
so that Eq. 1 1.4-1 1 is applicable. 

The octanol-water partition coefficient of a chemical can be directly measured: how- 
ever, the measurement is not an easy one since the concentration of a hydrophobic 
organic chemical in the water-rich phase will be very low (i.e., in the parts per mil- 
lion or parts per billion range, where accurate measurements are difficult). Further. the 
measurement can be subject to appreciable error because if any grease or extraneous 
organic matter is present in the equipment, a hydrophobic chemical will be absorbed 
from the water phase, resulting in an erroneously low concentration in that phase (and 
a high octanol-water partition coefficient). 

A rough estimate of the octanol-water partition coefficient can be obtained by noting 
that since the density of n-octanol is 0.827 glcc and its molecular weight is 130.21. and 
those of water are 1 glcc and 18, 

0.827 g/cc 

where the '.approximately equal" sign has been used since C0 should be the total mo- 
lar concentration of the octanol-rich phase, though we have used the properties of pure 
octanol. Also. many organic chemicals that are environmental pollutants are ver). hy- 
drophobic. so that yy.m is very large (the chemical does not want to remain in the 
water-rich phase), while yiQW is of order 5, since the octanol-rich phase is organic and 
hydrophobic. Therefore, to a reasonable approximation, we have 

loglo K0w.i = -1.642 + loglo yi  W,m (11.4-12) 

From the correlation of data for a number of chemicals, a better approximation is 

loglo Kow,i = -0.486 + 0.806 loglo yy'm (11.4-13) 

Therefore, by knowing only the infinite-dilution activity coefficient of a very hydropho- 
bic chemical in water, we can estimate its octanol-water partition coefficient from Eq. 
1 1.4- 13, and its saturation mole fraction or solubility as in Illustration 11.2-4. Altema- 
tively, knowing any one among the infinite-dilution activity coefficient, octanol-water 
partition coefficient, and saturation solubility in water, the other two can be estimated. 

ILLUSTRATION 11.4-2 
Estimating rhe Value of the Octanol- Water Partition Coefficient for a Pollutant 

In Illustration 12.1-3 it will be shown that the value of the infinite-dilution activity coefficient 
of benzo[a]pyrene in water is 3.76 x lo8. Using the information, estimate the octanol-water 
partition coefficient of benzo[a]pyrene and compare the value obtained to the reported value of 

log,, Kow,Bp = 6.04 or KowSBp = 1.1 x 10 6 
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Table 11.3-1 Octanol-Water Pa~ition.Coeffidienrs and Other Properties of Some Organic Chemicals, Herbicides, and ' 

Pesticides 

Vapor ~ress"re Henry's Constant Melting Solubility 
Substance log,, Kow (kPa~ at 25°C (bar m3/mol) Point (".C) ( m g n  or ppm) 

.4crolein -0.10 35.3 4.5 x -88 2.08 x lo5 
Aldicarb 1.13 I..: x 4.23 x 99 . 6 x lo3 
Aniline 0.90 0.065 . 0.138 -6.3 3.607 x lo4 
1.3-Butadirne 1.99 28 1 20.6 - 108.9 735 
Chlorobenzene 2.80 1-38 3.82 x lo-' -45.6 484 

I07 Chlorodane 5.54 x 4.92 x lo-' 0.1 
2-Chlorophrnol 2.15 0.189 5.7 lo-7 9.3 2.8 x 10' 
?-Cresol 1.95 0.M I 1.6 x 30.9 30.8 
2.4-D (herbicide) 2.8 1 8.0 x lo-" 1.39 x lo-" . 140.5 690 
1.2-Dichlorobenzrne 3.38 0.196 1.2 x lo-' - 17.0 156 
1,4-Dichlorobenzene 3.52 0.235 1.5 x lo-' 53.1 80 
Diqldrin 4.32 5.00 lo-' 5.9 x lo4 2175 0.17 
Ethylbenzene 3.15 1.77 8.19 x lo-; -95.0 152 
Fortiialdehyde 0.35 5 17.6 3.3 I x lo-' -92 -557~ 
Heptachlor 5.27 5 3  x lo-s 1.50 x lo-"  -95 0.1s 
Hexachlorohenzene 5.3 1 2.5 x 1.3 x lo-' 231 ' 6.2 x 
Hexachloroethane 3.82 0.028 2.8 x lo-' -187 50 
Lindane 3.6 1 7.33 x lo-6 2.96 x 1 12.5 7.3 
h4alnthion 3.36 1.1 x lo-h 2.8 x 2.9 143 
Methyl bromide , 1.19 2 17.7 6.32 x -93.7 1.52 x 10" 
Methyl chloride 0.9 1 570 9.77 1 o-? -97 5235 
Naphthalene 3.30 -3.68 x lo-' 4.3 x 10-a 80.2 31.0 
Ni trobenzene 1.85 0.020 2.47 x 5.7 1.9 x 102 
3-Nitrophenol 2.00 0.10 1.03 x lo-' 97 1.35 x 10' 
Parathion 3.83 1.79 x lK6.. 5.73 lo-7 6 6.5 
Phenol 1.46 0.0466 4.02 x 1 0-7 4 1 8.7 x 10'' 
Silvex 3.41 6.9 x 1.33 x lo-" - I  SO 140 
Styrene 2.95 0.88 2.85 x lo--' -30.6 310 
2.4.5-T 3.13 1.0 x 10-7 8.80 x , ' 153 278 
I ,2.4-Trichlorobenzene 4.10 0.053 1.44 x lo-' 17 48.8 
2,4,5-Trichlorophenol 3.72 2.9 lo-' 5.90 x lo-' 67 982 
2.4.6-Trichlorophenol 3.69 1.17 x lo-" 6.32 x lo-' 69 900 

SOLUTION 

From Eq. 1 1.4- 12, we have 

logto Kow.~p = 6.93 

Alternatively, using Eq. 11.4-13, 
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or 

This last result agrees within a factor of 2.5 to the reported benzo[a]pyrene octanol-water parti- 
tion ccxfficient. B 

ILLUSTRATION 11.4-3 
PttriJicariotz of an Antibiotic 

ooccal infec- Benzylpenicillin is an older antibiotic effective against pneumococcal and menin= 
tions, anthrax, and Lyme disease. As part of a purification process. 200 mg of benzylpenicillin 
is mixed with 25 mL of n-octanol and 25 mL of water. After equilibrium is established, there is 
a water-rich phase that contains essentially no 11-octanol and an octnnol-rich phase that contains 
74. rnol % n-octanol and 26 rnol % water. Determine the concentrations of benzylpenicillin in 
each of these phases. 
Data: The molecular weight of benzylpenicillin is 334.5, that of 11-octanol is 130.23. the liquid 
density of n-octanol is 0.826 gee, and K O ~ . P  = 65.5. 

First we need to determine the number of moles in each phase (on a benzylpenicillin-free basis). 
Since n-octanol is insoluble in water;it is all in the octanol-rich phase. The number of moles of 
n-octanol is 

25 mL x 0.826 g/mL 
= 0.1586 rnol 

130.23 ,o/mol 

and the amount of water in the octanol-rich phase is 

0.26 mol warer . 0.1586 mol octanol x = 0.0557 mol water . . 0.74 mol octanol 

The volume of the n-octanol-rich phase, assuming no volu~ne change of mixing, is 

0.1586 mol x 130.23 g/mol 0,0557 mol x 18 g/mol 
Vo = + = 26.0028 mL 

0.826 g/rnL I g/mL 

. where the first t e q  is from the amount of n-octanol and the second from the nniount of water 
in the octanol-rich phase. The volume of the watet-rich phase is 

V ~ V  = 25 - 1.0028 = 23.997 mL 

The total number-of moies of benzylpenicillin is (0.2 g)/(334.4 g/mol) = 5.98 1 x 10-"01. 
Now to find the concentration of benzylpenicillin in each phase we use a mass balance: 

5.981 x rnol = C: vW f C: . VO = c:. vW + KOW.B . ChV . V O  

= C: - (23.997 + 65.5 x 26.008) = C: . 1727.52 mL 

Therefore. 

mol mg 
C: = 3.462 x lo-' - mL = 1.158 x lo-' $ = 0.1 158 - 

. mL 

. and -- 

mol mg 
C: = 3.462 x lo-' x 65.5 = 2.268 x lo-' - = 7.585 x 10" = 7.585 - 

mL mL rnL 
B 
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An alternative method of considering the solubility of a gas in  a solvent, or the 
distribution of a solute between two liquid phases, is by analyzing the Gibbs energy of 
transfer of a species from one phase to another, for example, from an ideal gas phase 
to a liquid, or from one liquid phase to another. This type of calculation is referred to 
a solvation free energy calculation. The basis is as follows. Consider first the transfer 
of Ns moles of a species that is a gas into N1 moles of a piire liquid solvent. Before 
mixing, the total Gibbs energy of the separated gas and iiquid is 

G (before mixing) = 1 ~ 1 ~ 4  + NS_C: 

and after mixing, assuming all the gas is dissolved, 

G (aft%r mixing) 

= NI ck + N~G:  = N1 [_Gk + RT In (xi yi)] + NS [_G: + RT In (xsys)] 

Therefore, the Gibbs energy change for this transfer process is 

v AtrrG = N I  [_Gk + RT In (xi y i ) ]  - NIG; + Ns [G: + RT In (.rsys)] - NsGs 

= NI RT In (xi y ~ )  + NsRT In (xsys) + Ns (G; - G:) 

Now assuming the solubility of the gas in the liquid solvent is low, so that N i  >> Ns, 
and xl y 1 % I ,  we obtain for the free energy of transfer.from a gas to a iiquid 

AtrrG = NS [G; -_C: + RT In (XSYS)] 

or per mole of species transferred, 

The ratio of the solute fugacities in the liquid and vapor phases can be computed as 
described in Chapter 9 (see Eq. 9.7-8b). 

Next, consider the transfer of a very dilute solute from. solvent 1 to solvent 2. The 
Gibbs energy of 1 mole af solvent 1 and 6 moles of solute S is 

G (in solvent I) = GI + 6Gs = GI  + RT ln'(x1 YI )  + 6 [_Gs + RT In (xsys)] 

and the Gibbs energy change of separating the solute from the solvent is 

AlG (in solvent 1) = _ G I  + 6_Gs - [_GI + RT In (xi yl) + 6_Gs + 6RT In (xsYs)] 
,. 

= -RT (~171) - 6RT In (xs~s),,l,,,, I 

(11.4-15) 
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Similarly, the Gibbs energy change of adding 6 moles of the solute to 1 mole of solvent 
2 is 

AzG = R T  In ( ~ 2 7 ~ )  + 6RT In ( . r ~ y ~ ) , ~ ~ ~ , ~ ,  

Therefore, the total Gibbs energy change of transferring 6 moles of a solute from 1 
mole of solvent 1 to 1 mole of solvent 2 is 

+ 6RT In 
solvent I I 

(11.4-16) 

= RT 1n (') + ~ R T  ln [ ~ ~ ~ ~ ~ ~ ~ z :  11 
Since in each of the liquids considered, there is 1 mole of solvent and 6 moles of.solute, 
the mole fractions of solvent and solute are equal in solvents 1 and 2, and havqdanceled 
in the equation above. 

A case of special interest is if 6 << 1, so that the solute is present in the solvents at 
infinite dilution. In this case. the activity coefficients of both solvents, y I and y z ,  are 
unity and 

AtfrG = 6RT ln [ [ ~ ~ j s O ' v e n t  '1 
S solvent l 

A t f r G  -- - = RT ln [iyF)-lvent~]* YP)  
6 solvent I . 

. .. 

which is the Gibbs energy of transfer of I mole of solute from infinite dilution in 
solvent 1 to infinite dilution in solvent 2. Note that if 

(~S00)soivent 2 > (J'?)so~vent I then Qtfr_G > 0 

and the transfer is unfavorab1e;'that is, the Gibbs energy (or  work) must somehow be 
supplied to accomplish the change. However, if 

(7F)soivent 2 < (7F');olvent I then At f& < 0 

The transfer is favorable, .ant! Gibbs energy would be released on the transfer. 
- 

ILLUSTRATION 11.4-4 
The Gibbs Energy of Transfer of an Amino Acid 

At 25°C a saturated aqueous solution of L-asparagine contains 0.186 M of the amino acid, while 
a saturated solution in ethanol is 2.3 x M. What is the ratio of the activity coefficients of 
L-asparagine in these two solutions, and what is the Gibbs energy of transfer of a very small 
amount of L-asparagine from water to ethanol? 

SOLUTION 

We first need to estimate the activity coefficients, and especially the infinite-dilution activity 
coefficients for L-asparagine in water and ethanol. We can obtain this information from the 
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saturated solution data. For solid L-asparagine in equilibrium with the two saturated liquid so- 
lutions, we have 

GS - c" - G: 
- A -  .A - 

where the superscripts W and E indicate the water-rich and ethanol-rich phases, respectively, 
and the solubility concentrations are given above. Therefore, 

G: + RTln (s,yy:) =_G; + RTln ( x ; ~ : )  - 
and 

To use this equation. we need to conven each of the molalities to mole fractions, and to do this 
we use the fact that 1 kg of water contains 55.5 1 rnoles, and there are 2 1.707 rnoles of ethanol 
in I kg, so that / 

and 

Note that ttie mol:: fractions of ~-as~aragine in each of the solvents is so low that we can assume 
the activity coefficient ratio we have obtained to be that at'infinite dilution. Therefore. 

. . 
J 

A,& = RT In (5) = 8.314 x 298.15 x In (3150) = 19 970 - mol 

and the transfer of an infinitesimal amount of L-asparagine from water to ethanol is unfavor- 
able. k4 

The discussion in this section has been concerned with the distribution of a solute 
between two liquid phases whose equilibrium is unaffected by the added solute. This 
will occur if the amount of added solute is very small, or if the solvents are essentially 
immiscible at all conditions. However, if the amount of dissolved solute is so large as to 
affect the miscibility of the solvents, the solute addition can have a significant effect on 
the solvents, including the increase (salting in) or decrease (saltingout) of the mutual 
solubility of the two solvents, as was discussed in Sec. 11.2. It is important to empha- 
size that such situations are described by the methods in Sec. 11.2 as a multicomponent 
liquid-liquid equilibrium problem, in contrast to the procedures in this section, which 
are based on the assumption that the partial or complete immiscibility of the solvents 
is unaffected by the addition of the partitioning solute. 

PROBLEMS FOR SECTION 11.4 
11.4-1 Write the equations that are to be used to compute a. Two liquid phases 

the equilibrium compositions when three liquids are b. Two liquid phases in which species 1 is dis- 
- mixed and form tributed among completely immiscible species 2 
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and 3 
c. Three partially miscible liquid phases 

11.4-2 An important application of liquid-phase panition- 
ing is partition chromatography. There a solvent 
containing several solutes is brought into contact 
with another solvent, usually one that is mutually 
immiscible with the first. When equilibrium is es- 
tablished, some solutes are concentrated in the first 
solvent and others in the second solvent. By repeat- 
ing this process a number of times. it is possible to 
partially separate the solutes. 

The concentration distribution coefficient Kc for 
gallic acid (C7H60j) between diethyl ether (phase 
I) and water (phase 11) is 0.25, and that for 
p-hydroxybenzoic acid is 8.0. If 2 ,o each of gallic ,, 
acid and p-hydroxybenzoic acid are present in one/ 
liter of water, how much of each component would 
be left in the aqueous phase if the aqueous phase 
were 
a. Allowed to achieve equilibrium with 5 liters of 

diethyl ether? 
b. Allowed to achieve equilibrium first with one 

batch of 2 $ liters of diethyl ether, and then with 
a second batch of the same amount? 

c. Allowed to achieve equilibrium with five succes- 
sive 1-liter batches of pure diethyl ether? 

11.4-3 Use regular Solution theory to calculate the activity 
coefficients OF bromine in carbon tetrachloride at the 
mole fractions found in Illustration 11.4-1, and use 
this information and that in the illustration to com- 
pute the activity coefficients of bromine in water. 

11.4-1 Volume 3 of the lntenlntiorznl Critical Tables. 
(McGraw-Hill, New York. 1928) gives the follow- 
ing data for the distribution coefficient of bromine 
between carbon disulfide and various aqueous solu- 
tiohs of potassium bromide at 2 5 T :  

Using regular solution theory to estimate the activ- 
ity coefficient of bromine in carbon disulfide, com- 
pute the activity coefficient of bromine in 
a. The & molar KBr solution 
b. The $ molar KBr solution 
c. The 4 molar KBr solution 
d. Try 6 infer a relationship between the salt con- 

centration and the activity coefficient of bromine 
in aqueous solution. 

11.4-5 a. For a liquid that is very slightly soluble in wa- 
ter, there.is a consistency relationship between 
its Henry's law coefficient in water, its solubii- 
ity in water, and its vapor pressure. Show for the 
Henry's law coefficient in the equation si Hi = 
Pi that 

and for the Henry's law coefficient in the equa- 
tion CiHi = Pi that 

where Ci denotes the concentration of species i. 
and the superscript sat indicates the concentra- 
tion at saturation. 

b. Test this relationship using the data in Table 
1 1.4- 1 for aniline, 1.2-bichlorobenzene. ethyl- 
benzene, naphthalene, and styrene, all of which 
are above their melting point and only slightly 
soluble in water. 

11.4-6 At 25°C a saturated aqueous solution contains 0.17 1 
M of L-leucine, while-a saturated solution in ethanol 
contains only 1.28 X ~ O - ~  M of this amino acid. 
What is the ratio of the activity coefficients of 
L-leucine in these two solutions, and what is the 

Distribution Coefficient - mol B r 2 L  of aqueous phase 
Bromine Concentration mol Br2L of organic phase 

ip Carbon Disulfide 
(mol Br2L of solution) & Molar KBr $ Molar KBr Molar KBr 

0.005 ' 0.0696 0.1735 
0.02 0.0651 0.167 0.303 
0.03 0.062 1 0.163 ' 0.298 
0.04 0.159 0.293 
0.05 0.155 0.288 
0.06 0.151 0.283 
0.095 0.271 
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Gibbs energy of transfer of L-leucine from water to 
t.tha!?oi? 

Amino Acid R SW . SE 

11.4-7 Below is a table of the solubility of the family of Glyi-ine H 2.89 3.9 x lo-i 
amino acids +H3NCHRCOO- in water (S") and in a-.Alanine CH3 1.66 7.6 x 
ethanol (SE) at 25°C in units of mol/dm'. a-.Amino-n-butyric acid CrH5 1.80 2.6 x 
Cctmpi~te the Gibbs energy of transfer of each of a-.uino-n-caproic acid C4H9 0.0866 1.04 x 
l!?~sc ainino acids from water to ethanol. 

11.5 OSMOTIC EQUILIBRIUM ASD OS&iOTIC PRESSURE 

Next we consider the equilibrium stare of liquid mixtures in two cells separated by a 
membrane that is permeable to some of the species present and impermeable to others. 
In particular, consider a solute-solvent system in which the solvent, but not the solute, 
can pass through thc: membraneaye ivi11 assume that cell I contains the pure solvent 
and cell I1 the solvent-solute mixture../ind that the membrane separating the two cells is 
rigid', so that the tu.0 cells need not be at the same pressure. The equilibrium criterion 
for this system is 

i ;>~veni  = 7t f ,1veni  . - ( 1 1 . 5 - 1 )  

or 

. . 
I I 

fsolvent(T9 p i )  = ~ ~ ~ l v r n t ~ s o l v e n t f s o ~ v a n t ( ~ >  p i ' )  ( 1 1 . 5 - 2 )  

A similar equation is not written for the solute since it is mechanically constrained from 
passing through the membrane and thus need not be in thermodynamic equilibrium in 
the two cells. 

Actually, the use of Eq. 11.5-1 as the equilibrium requirement for this case deserves 
some discussion. \ire have. shown that this equation is the equilibrium criterion for a 
system at constant tzmperature and pressure. From the discussion of Sec. 8.7, it is clear 
that it is also valid for systems subject to certain other constraints. Here we are inter- 
ested in the equilibrium criterion for a system divided into two parts, each of which is 
maintained at constant temperature and pressure, but cot necessarily the same pressure 
(or, for that matter. the same temprature). Though it is not obvious that Eq. 1 1.5-1 

' applies to this case. it can be'shown to be valid (Problem 1 1.5- I ) .  
Since P' f P". the fugacities of the pure solvent at the conditions in the two cells 

are related by the Poynting pressure correction (see Eq. 7.4-21), 

I1 h o ~ v e n t ( T :  P = f s o ~ v e n t ( T *  p i )  ~ X P  [.!!:olventgl - P') ] (11.5-3) 
- 

P 1' where we have assumed that the liquid is incompressible, so  that Jpl  l'kolvenl d P  = 
_V~?,~ ,~ , (P"  - P I ) .  Using Eq. 11.5-3 in Eq. 11.5-2 yields 

u U vL . ( p i 1  - PI) - solvent 
1 = X,,ventY,,,-e,t exP [ 

: . RT 
or .- 

I 
Osmotic pressure 
equation 

(11.5-4) 
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where I7 = P'' - PI. called the osmotic pressure, is the pressure difference between 
the two cells needed to maintain thermodynamic equilibrium. 

A very large pressure difference can be required to maintain osmotic equilibrium in 
a system with only a small concentration difference. Consider, for example, the very 
simple case of osmotic equilibrium at room temperature between an ideal aqueous 
solution containing 98 mol % water and pure water. Here 

bar m' 
8.314 x - x 298.15 K 

- - - mol K ln0.98 = 27.8 bar 
mJ 

18 x lod6 - 
mol 

Thus if cell I is at atmospheric pressure, cell I .  would have to be maintained at 28.8 bar 
to prevent the migration of water from cell I to cell 11. (A more accurate estimate of 
the osmotic pressure could be obtained usins experimental data or appropriate liquid 
solution theories to evaluate the activity coefficient of water in aqueous solutions. See 
Problem 1 1.5-3.) 

Since pressure measurements are relatively simple, Eq. 11.5-4 can be the basis for 
determining solvent activity coefficients in a soIvent-solute system, provided a suit- 
able leakproof membrane can be found. Osmotic pressure measurements are, however, 
more commonly used to determine the molecular weights of proteins and other rnacro- 
molecules (for which impermeable membranes are easiIy found). In such cases an os- 
mometer, such as the one shown in schematic form in Fig. 1 1 5 1 ,  is used to nieasure 
the equilibrium pressure difference between the pure solvent and the solvent containing 
the macromoiecules (which are too large to pass through the membrane); the pressure 
difference A P, which is the osmotic pressure I7, is equal to p g h ,  where p is the so- 
lution density and h is the difference in liquid heights. If the solute concentration is 
small, we have 

1 solvent 1 solvent 

.. Furthermore, since xso,vent + xsolute = 1, this reduces'to 

- RT 
. D=- - RTCsolute /niso~ute  - 

Xsolute = 
.!!solvent _VSlvent Csoivent/mso~ven~ (11.5-6) 

= RTCsoiute/msolute 

Here the concentration C is in units of mass per volume, m is the molecular weight, 
and we have used the fact. that since the solute mole fraction is low, 

Moles solute - Moles solute Csolu~e/m,o~u, - - - 
Xsolute = - 

Moles solute + Moles solvent M d e s  solvent Csolvent/msolvent 

and 
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Conslant-temperature 

Solvent-solute rnlxture 

(may be supported) 
I I I I 

Figure 11.5-1 A schematic drawing of a simple osmometer. 

/ Relatively small concentrations of macromolecules produce easily measurable os- 
motic-pressure differences. For example, suppose 1 g of a protein or polymer of molec- 
ular weight 60 000 is dissolved in 100 mL of water and placed in the osmometer of 
Fig. 1 1.5- I .  At a temperature of 25°C. the osmotic-pressure difference would be 

o - bar m3 - 
0.01 " x 298.15 K x 8.314 x - 6 mL x 10 - 

n =  mL mol K m3 
60 000 g/mol 

which is easily measurable. 
To determine the molecular weight of a macromolecule, a known weight of the sub- 

stance is added to a weighed amount of solvent so that the mass concentration of the 
solute CsoIu, is known. Th'is.mixture is then placed in the osmometer and I7 measured. 
The molecular weight is then found from 

For high accuracy, this measurement is repeated several times at varying solute con- 
centrations, and the iimiting value of C,,lU,,/I7 as C,,I~,, approaches zero is used in 
Eq. 11.5-7. This procedure allows for the fact that CSoI,,, is imperfectly known (since 
additional solvent passes through the membrane until equilibrium is established) and 
that the simplifications in Eq. 11.5-6 become exact and solvent nonidealities vanish as 
Csolute -) 0. 

The advantage of the osmotic-pressure difference method of determining the molec- 
ular weights of macromolecules over alternative methods, such as the freezing-point 
depression method, is evident from a comparison of the magnitudes of the effects to be 
measured. In Illustration 12.3-1 it will be shown that the addition of 0.0 1 g/mL of a 60 
000 molecular-weight protein results in a freezing-point depression of water of only 
0.00031 K, whereas here we find it results in an easily measureable osmotic pressure 
of 4.22 cm HzO. 

ILLUSTRATION 11.5-1 
Determining the Molecular Weight of a Polymer 

The polymer polyvinyl chloride (PVC) is soluble in the solvent cyclohexanone. At 25°C it is 

- s 
found that if a solution with 2 g of a specific batch of-PVC per liter of polvent is plasec i_? an 
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osmometer, the height h to which the pure cyclohexanone rises is 0.85 cm. Use this information 
to estimate the molecular weight of the PVC polymer. 
Dam: Cyclohexanone has a density of 0.98 g/cm3. 

SOLUTION 

The osmotic pressure corresponding to 0.85 cm of cyclohexanone is 

cm2 m . kg n = pgh = 0.98 -!!.- x 0.85 cm x 10' - x 9.81 , x lo-' - 
cm3 m2 S- D 

kg kgm 1 N 
= 81.72 - = 81.72 -- = 81.72 - = 81.72 Pa 

m s2 s2 m2 m2 

To determine the molecular weight of the polymer, we will use this value of the osmotic pressure 
and Eq. 1 1.5-7 and find 

Pa m3 
8.314 - L 

x298 .15Kx  2 g  x lo3 - 
mol K L kg 

mso~ute = m3 = 60 670 = 60.67 - 81.72 Pa mol mol 

Osmometry is an important method of determining the molecular weight of macromolecules 
such as polymers and proteins. The advantages of this method for mqcromolecules are that 
membranes permeable to the solvent but not to the macromolecule are easily found. and the 
osmotic pressure (or height of the solvent) is large and easily measured. " II 

ILLUSTRATION 11;5-2 
Determining the Molecular Weight of a Protein 

The following data have been reported for the osmotic pressure of aqueous serum albumin 
solutions at pH = 4.8 in an 035  M acetate buffer at 0°C. 
Data: 

Albumin Concentration ' Osmotic Pressure 
c (g/cc> n ( a n  H ~ O )  

SOLUTION 

From the experimental data, we have 
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Albumin Concentration Molecular Weight 
c (glee) c/n (g) 

The average of all these values is approximately 74 500. (Note that in the biological literature, 
this would be referred to as 74 500 daltons.) la 

While Eq. 11.5-4 is the correct expression for the concentration dependence of the 
osmotic pressure, most experimental data are reported in forms that look much like the 
virial equation of state for a gas. One such form is 

where Cs is the concentration of the solute in easily measurable units of mass per unit 
volume, nis is the (generally unknown) molecular weight of the solute, and B2,. B3, . . . 
are referred to as the osmotic virial coefficients. Consequently, having data on the os- 
motic pressure as a function of solute concentration allows one to calculate the molec- 
ular weight and the osmotic virial coefficients. 

s - 
ILLUSTRATION 11.5-3 
Determining the Molecular Weight and Osmotic Virial Coefficients of a Proteitz 

The following data have been reported for the osmotic pressure of a-chymotrypsin in water at 
pH = 4.0 in an 0.01 M potassium sulfate solution at 2S°C." 
Data 

Use these data to determine the molecul.ar weight of a-chymotrypsin and the value of its osmotic 
second virial coefficient, B;, at these conditions. . 

18c. A. Haynes, T. Tamura, H. R. KorFer, H. W. Blanch, and J. M. Prausnitz, J. Phys. Chem., 96, 905 (1992). 
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SOLUTION 

As shown in the figure, these data can be fit with the following equation: 

Therefore, 

n PaL RT 
lirn - = 83.961 - = - 

CS-o Cs g ~ n s  

so that the molecular weight is 

kPa m3 Pa L 
8.314 x loF3- x 298.15 K x 1 0 ~ - - ~ 1 0 ~ - ~  

ms = rn0l K kPa = 29 52s -% 
Pa L mol 

83.961 y- 
5 

Next, 

so that 

and 

Pa L' 
- 2.168 - x (2.9528 x lo4 L)2 

g L 
B2 = - mO1 = -762.4 - 

Pa L mol 
8.314 x lo3 - x 298.15 K 

mol K 

Note: When the protein (or other membrane-impermeable solute) has an appreciable net 
charge, and salts that can pass through the membrane are present, the analysis of osmotic equi- 



654 Chapter 1 1: Other Types of Phase Equilibria in Fluid Mixtures 

librium can be more complicated than discussed her? as a result of the uneven partitioning of 
the ions. This phenomenon, referred to as Gibb-Donnan equilibrium, is discussed in Sec. 15.7.. 

The virial coefficients in a gas are the result of the interactions between molecules 
that are separated by empty space. However. the osmotic virial coefficients here are 
the result of interactions between the solute molecules when they are separated by the 
solvent molecules (generally water) and, in the illustration above, potassium sulfate 
and whatever other ions are present to adjust the pH. S o  the values of the osmotic virial 
coefficients depend not only on the solute, but also on the solution conditions. 

For example, in Problem 11.5-8 data are given for for the osmotic pressure of a- 
chymotrypsin in water at pH = 8.0 (instead of 4.0 as above) in an 0.01 M potassium 
sulfate solution at 25°C. Those data are f i t  \vith r?zS = 22 725 glmol and B2 = +257.8 
Llmol. The difference in the computed molecular weights at the two values of pH may 
be due to experimental uncertainties, though it is true that the charge on a protein varies 
with pH, and as we show in Chapter 15, the charge affects the osmotic pressure. The 
large change in the value of B2 with pH, as well as its change in sign, is striking. Since 
a negative value of the osmotic virial coefficient indicates a net attraction between the 
solute molecules, what is seen here is a net attraction between the a-chymotrypsin 
molecules at pH = 4 and a net repulsion at pH = 8, which may be due to the change in 
charge of this protein as a function of pH. (see Chapter 15) 

The discussion so far has been of the osmotic pressure resulting from a single solute 
in a solvent. If, instead, there are several solutes (proteins, polymers, salts, etc.), Eq. 
11.5-4 still applies, though now the computation of the activity coefficient of'the sol- 
vent may be more complicated because a multicomponent mixture is involved. How- 
ever, if the solution is very dilute (so that the solvent activity coefficient is unity, or 
equivalently, the osmotic virial coefficients can be neglected), the analogue of Eq. 
1 1.5-6 for a multicompon&t mixture is 

RT n=- ci 
z . v i = R T  - 

!!solvsnl solutes i 171 i S O I U ~ C S  i 

Osmotic pressure (times membrane area) can result in a significant force-indeed, 
one so  large that it can cause the membrane to deform or even rupture. It is for this 
reason that any fluid used in medical applications (for example, kidney dialysis, blood 
replacement, organ flushing, or preserving fluids) must have approximately the same 
osmotic pressure as Mood to ensure that the red blood cells do not burst. Empirically, i t  
has been found that a solution that contains about 0.9 wt % sodium chloride is isotonic 
with, that is, has the same osmotic pressure as. blood. 

ILLUSTRATION 11.5-4 
Estimation of the Osmotic Pressure of Hr~man Blood 

Use the information in the paragraph above to estimate the osmotic pressure of blood. 

A 0.9 wt % solution of sodium chloride has 9 grams of NaCl per 1000 grams of solution that 
also contains 991 grams of water. Since the molecular weight of NaCl is 58.44,9 grams of NaCl 
per 991 grams of water is equal to 9.0817 grams of NaCl per kg of water, or a molality of 0.1554 
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(0.1554 mol of NaCl in 55.51 mol of water). However, sodium chloride is a strong electml!.re 
and ionizes completely; therefore. the mole fraction of the solute water is 

Assuming. for the moment, that the activity coefficienr of water is unity, we have 

- bar mj  
S.314 x lo--' - x 298.15 K 

(7=-  mol K In (0.994 43) = 7.694 bar 
m3 

IS x 10-~  - 
mol 

However. in Appendix 9.3 we showed that the mean ionic activity coefficient in aqucous 
sodium chloride solutions is reasonably well correlated with 

and provided the expression to compute the activity coefficient of water in such solutions. \\:e 
obtain a more accurate estimate of the osmotic pressure of blood using this equation and find 
that y ,,.,,,, = 1.000 13. so that .l;, ,,,, y ,,,, = 0.994 57. Using this value, we find f7 = 7.495 har. 

C O M ~ I E S T  

We see from this illustration that the osmotic pressure of this sodium chloride solution. and 
therefore blood, is surprising high, above 7 bar, even though the solution.is more than 99 percent 
water. Also. the activity coefficient of water is almost 1; however, in the case of the osmotic 
pressure. the activiry coefficient correction should not be neglected. E 

Finally. i t  should be pointed out that the Gibbs phase rule, as  developed in Sec. 8.9. 
does nor apply to osmotic equilibrium. This  is because ( I )  the total pressure need not 
be the same in each phase (cell), s o  that Eq. 5.9-2 is not satisfied, and (2) the equality of 
partial molar Gibbs energies in each phase (cell) does not apply to all species, only to 
those that can pass through the membrane. A form of the Gibbs phase rule applicable 
to osmotic equilibrium can be easily developed (Problem 11 5 2 ) .  

PROBLEMS FOR SECTION 11.5 
11.5-1 Show that the condition for equilibrium in a closed 

isothermal system, onc partof which is maintained 
at PI and the remainder at PI1. is that the function 
G' = U - TS + PiV1 + P"VLi be a minimum ' 
(here V1 and V" are the volumes of the portions of 
the system maintained at P i  and P", respectively). 
Then show that Eq. 1 1.5- 1 is the condition for os- 
motic equilibrium. 

1.1.5-2 Derive a form of the Gibbs phase rule that applies 
tp osmotic equilibrium. 

11.5-3 a. The osmotic coefficient of a solvent q5s is defined 
by the relation 

where & -+, 1 as xs -4 I .  Develop an expres- 
sion relating the activity coefficient ys to the os- 
motic coefficient #s. 

b. Robinson and Wood1g report the following in- 
terpolated values for the osmotic coerhcient of 
seawater as a function of concentration at 25-C. 

1 9 ~ .  A. Robinson and R H. Wood, J. Sol. Chem, 1,481 (1972). 



656 Chapter 11: Other Types of Phase Equilibria in Fluid Mixtures 

Here I is the ionic strength, defined as 

where zi is the valence of the ith ionic species 
and Mi is its molality. For simplicity, sexm- 
ter may be considered to be a minure of only 
sodium chloride and water. Compute the water 
activity coefficient and the equilibrium osmotic 
pressure for each of the solutions in the table. 

11.5-4 Biuno and coworkers [Int. J. Thennophys., 7. 
1033 (1986)l describe an apparatus that contains a 

- palladium-silver membrane that is permeable to hy- 
drogen but not other gases. In their experiments af- 
ter equilibration they measure the temperature Tl in 
the apparatus, the pressure Pi of pure hydrogen on 
one side of the semipermeable membrane, and the 
equilibrium composition of hydrogen XH: and other 
gases and pressure P2 on the other side of the mem- 
brane. Next, by equating the hydrogen fugacities on 
both sides of the membrane, 

and calculating the fugacity of the pure hydrogen 
using known virial coefficients from 

they have a direct measure of the fugacity of hydro- 
gen in the mixture. Some of their'results are given 
here; ' 

Hydrogen + propane system at 3.45 MPa: 
. . 

At 80°C 
X H ~  = 0.2801 0.4452 0.5935 0.7298 0.8215 
4~~ = 1.283 1.106 1.058 1.028 1.033 

-Hydrogen + methane system at 3.45 MPa: 

Compare these experimental results with the 
fugacity coefficients for hydrogen in 

these mixtures calculated using the Peng-Robinson 
equation of state. Determine the sensitivity of the 
predictions to the value of the binary interaction pa- 
rameter. 

11.5-5 A rough rule of thumb in polymer solution theory is 
that a 4 molar aqueous polymer solution will have 
an osmotic pressure of approximately 100 bar. Is 
this rule of thumb in approximate agreement with 
Eq. 1 1.5-5? 

11.5-6 Derive the form of the Gibbs phase rule that applies 
to a multicomponent system in osmotic equilibrium 
in which a11 but two of the components can pass 
through the membrane separating the two compart- 
ments. 

11.5-7 Joe Udel lives on the second ftoor of a house that 
is adjacent to a well of pure water, but city wa- 
ter comes out of his indoor plumbing. He would 
rather have pure well water. So he has developed 
the following scheme. He will mount a pipe from 
the well up the side of his building into a tank in the 
third-floor attic. The bottom of the pipe will con- 
tain a membrane permeable to water, but not to-the 
1000-molecular-weight polymer he will add to the 
pipe (he is proposing to use a low-molecular-weight 
polymer so that the mixture viscosity will not be too 
high). He will add enough of the polymer so that 
water in the pipe will rise to the top of the tank, a 
height of 15 meters. The end of the pipe in the attic 
will have a second membrane of the same type at its 
base, so that water exiting the membrane will drip 
into a second tank open to the atmosphere. In this . 
way the polymer will remain in the system, and Joe 
will have pure well water from the second tank. A 
diagram of the proposed process (with water drip- 
ping from tank 1 to'tank 2) is shown. 
a. How ~ u c h  polymer (in kg per kg water) is 

needed for this process? 2 

b. Does the process violate the second law of ther- 
modynamics? Will this process work indefinitely 
without any exterxtal power? - 

with semipermeable membrane at 
its base 

- 
semipermeable membrane a t  

: -<.g,E-." 
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11.5-8 The following data have been reported for the 0s.- Data: 
motic pressure of a-chymotrypsin in water at pH 
= 8.0 in an 0.01 M potassium sulfate solution at c s  (Em (pa) 
250C.~' 
Use these data to determine the molecular weight of 0.901 58.7 

a-chymotrypsin and the value of its osmotic second 1.841 121.2 

virial coefficient, BZ, at these condirions. 4.070 271.3 
5.558 376.9 



Chapter 2 

Mixture Phase Equilibria 
Involving S olids 

calculations where the superscripts I and I1 represent the different phases. 

In this chapter we consider several other types of phase equilibria, mostly involving 
a fluid and a solid. This includes the solubiliry of a solid in  a liquid, gas, and a su- 
percritical fluid; the partitioning of a solid (or a liquid) between two partially soluble 
liquids; the freezing point of a solid from a liquid mixture; and the behavior of solid 
mixtures. Also considered is the environmental problem of how a chemical partitions 
between different parts of the environment. Although these areas of application appear 
to be quite different, they are connected by the same starting point as for all phase 
equilibrium calculations, which is the equality of fugacities of each species in each 
phase: 

INSTRUCTIONAL OBJECTIVES FOR CHAPTER 12 

Starting point for all 

The goals of this chapter are for the student to: I 

j f(~, P ,  $) = f : '(T, P ,  

Be able to compute the solubility of a solute in a liquid, gas, or supercritical fluid 
(Sec. 12.1) 
Be able to compute the partitioning of a solid between two partially miscible - 
liquids (Sec. 12.2) 
Be able to compute the freezing points of liquid mixtures (Sec. 12.3) 
Be able to compute the phase behavior of solid mixtures (Sec. 12.4) 
Be able to estimate the environmental distribution of a chemical (Sec. 12.5) 

phase equilibrium 

NOTATION INTRODUCED IN THIS CHAPTER --. 
7; Fugacity of species i in a solid mixture (kPa) 

yF Fugacity of species i in a fluid mixture (&a) 
Kocw,i Organic carbon-water partition coefficient of species i 

KAW,i Air-water partition coefficient of species i 
KBw,i Biota-water partition coefficient of species i 
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12.1 THE SOLUBILITY OF A SOLID'IN A LIQUID, GAS, OR SUPERCRITICAL FLUID 

We now want to consider the extent to which a solid is soluble in a liquid, a pas. or a 
supercritical fluid. (This last case is of interest for supercritical extraction, a new sep- 
aration method.) To analyze these phenomena we again start with the equality of the 
species fugacities in each phase. However, since the fluid (either liquid. gas. or super- 
critical fluid) is not present in the solid, two simplifications arise. First, the equilibrium 
criterion applies only to the solid solute, which we denote by the subscript 1; and sec- 
ond, the solid phase fugacity of the solute is that of the pure solid.' Thus we have the 
single equilibrium relation 

Equality of fugacities, (12.1-1) 
the starting point for 
all phase equilibrium whe~p'the superscripts S and F refer to the solid and fluid (liquid, gas, or supercritical 
calculations fluid) phases. respectively. 

We consider first the solubility of a solid in a liquid. Using Eq. 9.3-1 I for the fugacity 
of the solute in a liquid, we obtain 

where I ~ ( T ,  P )  and f f ( ~ ,  P )  refer to the fugacity of the pure species as a solid and 
as a liquid, respectively, at the temperature and pressure of the mixture, and xl is the 
saturation mole fraction of the solid solute in the solvent. 

If the temperature of the mixture is equal to the normal melting temperature of the 
solid, T,, then 

ff(Tnz) = f f ( ~ , ~ t )  . (12.1-3) 

by the pure-component phase equilibrium condition, so that at the melting point we 
have 

Thus, the solubility in a liquid of a solid at its melting point is equal to the reciprocal 
of its activity coefficient in the solute-solvent mixture. 

If, as is usually the case, the solid is below its melting point, flL > f,?, and Eq. 12.1-4 
is not valid. To predict the solubility in this case, Eq. 12.1-2 must be used with some 
estimate for the ratio f:/ff. One way-to make this estimate is to use the sublimation 
pressure for f f  (see Eq. 7.4-24), and then.compute the fugacity for the "subccoled" 
liquid ff  by extrapolation of the liquid thermodynamic properties into the solid region. 

- This can be done graphically as indicated in Fig. 9.7-2b if the temperature is not too 
far below the melting point. Alternatively, and most accurately, if the heat (enthalpy) 
of fusion at the melting point is available, the fugacity ratio can be computed from Eq. 
9.7-Sa: 

~ C P  
= f ; . f~ ,  P )  exp [A [ a r , , _ ~ ( ~ )  .-. (1 - L) + J T  

- T ~ I  T d ~ ] ]  Tm Tm 

'I* a true solid mixture use ~ S ( T ,  P, zS) = X ~ Y ? ( T ,  P, gS) fis(T, P) for species 1 in the solid; see Sec. 12.4. 



660 Chapter 12: hlixture Phase Equilibria Involving Solids 

Using this result in Eq. 12.1-2 gives 

Equation for the 
soiubilily of a solid in lnxlyi = - A C p d ~ + i l I $ d ~  
a liquid RT 

Equation 12.1-5 is the basic equation for predicting the saturation mole fraction of a 
solid in a liquid. This equation is almost exact.' 

Two approximations can be made in Eq, 12.1-5 without introducing appreciable er- 
ror. First, we assume that A  C p  is independent of temperature, so that Eq. 12.1-5 be- 
comes .. 

.Next, since the melting-point temperature at any pressure and the triple-point tempera- 
ture (T,) are only slightly different for most solids (see Fig. 9.7-2), we can rewrite Eq. 
12.1-6, without significant error, as 

Further, if heat capacity data for either the (real) solid or (hypothetical) liquid are not 
available, one can assum'e that they are approximately equal, so that ACp = 0 and 

If the liquid.mixture is ideal, so that y 1 = 1, we have the cas'e of ideal solubility of 
a solid in a liquid, and the solubility can be computed from only thermodynamic data 
(Arusf i  and ACp) for the solid species near the melting point. For nonideal solutions, 
y.1 must be estimated from either experimental data or a liquid solution model, for 
example, UNZFAC. Alternatively, the regular-solution theory estimate for this activity 
coefficient is 

- 
where J1 and are the solubility parameters of the solute as a liquid and the liquid 
solvent, respectively. The difficulty in using this relation is that we must be able to 
estimate both the solubility parameter and the liquid rnolar volume for a species whose 
pure-component state is a solid at the mixture temperature. 

Usually one can neglect the thermal expansibility of both solids and liquids, so that 
vL can betaken to be the molar volume of the liquid at the normal melting point, or it - 
can be computed from 

 he approximations that have been made are to neglect the Poynting pressure correction terms to the solid and 
liquid free energies (or fugacities), and to assume ( f / p )  = 1- 
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where Atus! is the molar volume change on fusion at the triple point of the solid. To 
compute the solubility parameter 6;. where 

it is necessary to estimate AVap_U, the molar internal energy change on vaporization of 
the subcooled liquid. The enthalpy change on vaporization of the subcooled liquid is 

Avap_H(T> = Asubd(T) - Afus_H(T) (12.1-12) 

where Asub_H(T) is the heat of sublimation of the solid at the temperature T; this 
quantity can either be found in tables of thermodynamic properties or estimated from 
sublimation pressure data using the ~lausius-Clapeyron equation (Eq. 7.7-5a), and 
Afu,_N(T) is presumed to be available from experimental data. Thus 

where we have assumed that PAvaP_V = pwV - yL) P_V' = R T ,  and that ACp 
is independent of temperature. . 

Equations 12.1.4 through 12.1- 13 can be used in Eq. 12.1 -7 to compute the satura- 
tion solubility for any regular solution solute-solvent pair. 

ILLUSTRATIOK 12.1-1 
Sollibiliry of a Solid it1 a Liqtrid 

Estimate the solubility of solid naphthalene in liquid n-hexane at 20°C. 

Naphthalene (CloHs, molecular weight = 128.19) 
Melting point: 80.2'C 
Heat of fusion: 18.804 kJImol 
Density of the solid: 1.0253 $cc at 20'C 
Density of the liquid: 0.9625 $CC at IOO'C 
Sublimation pressure of the solid: 

. . 

3783 (T  in K) log,o pSub (bar) = 8.722 - - 
T 

The heat capacities of liquid and solid naphthalene may be assumed to be equal. 

SOLUTION 

The solubility parameter and liquid molar volume for n-hexane are given in Table 9.6-1 as 
= 7.3 and _ ~ 4  = 132 cclmol, respectively. Since the liquid molar volume of naphthalene 

given in the data is for a temperature 80°C higher than the temperature of interest, and the 
volume change on melting of naphthalene is small, the molar volume of liquid naphthalene 
below its melting temperature will be taken to be that of the solid; that is, 

- 

3~eference: R. C. Weast, ed., Handbook of Chemistry and Physics. 68th ed., Chemical Rubber Publishing Co., 
Cleveland (1 987). pp. C-357. D-214. 
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The heat of sublimation of naphthalene is not given. However, we can compute this quantity 
from the vapor pressure curve of the solid and the Clausius-Clapeyron equation (Eq. 7.7-5a) by 
taking P to be equal to the sublimation pressure pSUb, AH to equal the heat of sublimation, and 
setting A! = yV - yS = Asub_V 2 RT/Pmb.  Thus 

A s u b l  d In Pwb -- -- d log,, PSub - - 2.303 
(3783) 

dT 
= f2.303- 

RT2 d T  T 2  
and 

ASub& = 2.303(3783)(8.314 J/mol) = 72 434 J/mol 

Next, 

so that 

NOW using Eq. 12.1-7 with A C p  = 0, and the regular solution expression for the activity 
coefficient, we obtain 

As a first guess, assume that x l  will be small. so that 

In this case 

cc cal J - 125 - x (9.9 - 7.3)' - x 4.184 - 
ln..rl = mol cc cal 

8.314 - 'J x 2 9 3 . 1 5 ~  
mot K 

J 
18804- 

- mol ( I  - -) 
8.314 - x293.15K 

mol K 

With such a large value for xl we must go back and correct the value of Q2 for the presence of 
the solute and repeat the computation. Thus _ 

and 
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The results of the next two iterations are sl = 0.0768 and r l  = 0.0772, respectively. This last 
..- prediction is in reasonable agreement wirh the experimental result of x i  = 0.09.' 

COMMENT 

Note that had we assumed ideal solution behavior, y l  = 1 and in yl = 0, so that 

In.rl = -1.314 

.rl = 0.269 

which is a factor of 3 too large. 

- ILLUSTRATION 12.1-2 
Solrlbility of n Solid irt n Liquid Using UiYiFAC 

Repeat Illustration 12.1-1 using the UNIFAC group contribution model to estimate the naphtha- 
lene activity coefficient. 

SOLUTION 

Naphthalene has eight aromatic CH (ACH) and two aromatic C (AC) groups, and n-hexane has 
two CH3 and four CHI groups. Since the output of the UNIFAC program is the list of activity 
coefficients, Eq. 12.1-12 is rewritten as 

or, using the same simplification as in the previous illustration, 

Using xi = 0.07 as the first guess, we find yl = 3.2726 and, from Eq. b, x l  = 0.0821. 
Iterating several additional times yields .TI = 0.0856, which is in very good agreement with the 
experimental value of 0.09 mentioned in the previous illustration. 

Although the discussion of this section has centered on the solubility of a solid in a 
pure liquid, the methods used can be easily extended to mixed solvents. In fact, to apply 
the equations developed in this section to mixed solvents, we need onIy recognize that 
the measured or computed value of ; r i ,  the activity coefficient for the dissolved solid, 
used in the calculations must be  appropriate to the solid and mixed solvent combination 
being considered. In the regular solution model, for example, this means replacing Eq. 
12.1-8 with 

Similarly, the W A C  model and program are ?pplicable to both binary and multi- 
component rnhtures. 

If the heat of fusion and the solubility of a solid in a liquid have been measured, this 
information can be used to compute the.activity coefficient of the dissolved solid in the 
liquid. Sometimes the results can be quite surprising, as in the next illustration. 

4 ~ .  Scatchard, Chem Rev., 8,329 (1931). 
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ILLUSTRATION 12.1-3 
Calcirlarion of Activiy Coef/icient from Dara for the Solribility of a Solid 

Haines and Sandie3 reported the following data for benzo[n]pyrene and its solubility in water 
at 25'C: 

Melting point: 178.1'C 
Heat of fusion: 15.1 Ulmol 
Solubility in water: xBp = 3.37 x 

Estimate the activity ccxfficient of benzo[a]pyrene in water at 25'C. 

SOLUTION 

For this calculation we use Eq. 12.1-6 with the assumption that the contribution of the ACp term 
is negligible (as we have no data for it). Rearranging Eq. 12.1-6, we have 

J 
1 15 100 - 

- - mol 273.15 + 25 txp - 
3.37 x lo-'0 / 8.314& ~ ( 2 7 3 1 5 + 2 5 ) K  [ I  - 273.15 + 178.1 

Although one is accustomed to thinking of activity coefficients as being small corrections to 
ideal solution behavior. we see in this example of benzoialpyrene in water that the correction can 
be very large. This is especially important in environmental applications where one is interested 
in the distribution of a chemical between air. water, and soil, as will be seen in Sec. 12.5. Since 
the concentration of benzo[n]pyrene is so small, the value of the activity coefficient calculated 
above is effectively the activity coefficient at infinite dilution. I 

To esiimate the solubility of a solid in a gas, we again start from Eq. 12.1 - 1 ,  which, 
using Eqs. 7.4-23 and 9.2- 13, can be written as 

where (in the Poynting factor) we have assumed the solid is incompressible. At low 
pressures, the Poynting factor and the fugacity coefficients in the solid and fluid phases 
can all be taken equal to unity. In this case we obtain thk following expression for the 
ideal Solubility of a solid in a gas: 

PFt ( T )  p = 

'R. I. S. Haines and S. I. Sandler, J. Chem Eng. Dara 40.833 (1995). 
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ILLUSTRATION 12.1-1 
~olubil i6 of a Solid irz a Gns 

Estimate the solubility of naphthalene in carbon dioxide at 1 bar and temperatures of 35.0 and 
60.4"C using Eq. 12.1-16. 

SOLUTION 

Using the solid vapor pressure data in Illustration 12.1-1 and Eq. 12.1-16, we have 

T ('C) P?' (bar) ys (at 1 bar pressure) 

ILLUSTRATION 12.1-5 
Estimnting the Solrtbilin oj'a Solid it1 a Gas Using rile Viriul EOS - 

Estimate the solubility of naphthalene in carbon dioxide at 35°C and pressures ranging from 
1 bar to 60 bar using the virial equation of state with the following values for the second virial 
coefficient 

, . 
SOLUTION 

We assume that C02 is insoluble in solid naphthalene. and therefore only equate the fugacities 
of naphthalene in the solid and vapor phases. The fugacity of solid naphthalene was calculated 
in Illustration 7.4-9. To calculate fugacity of naphthalene in the vapor phase, we use Eqs. 9.4-6 
and 9.4-7. The procedure is to guess a vapor-phase mole fraction of naphthalene and then calcu- 
late its vapor-phase fugacity, which is compared with its solid-ph.ase fugacity. If the ttvo agree. 
the guessed compssition is correct. If.they do not, a new composition guess is made. and the 
calculation is repeated. The results are shown below. 

Note that the solubility first decreases then increases with increasing total pressure at fixed 
temperature. 
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At moderate and high pressures the solubility of a solid in a gas is computed from 

Solubility of a solid in 
a gas using an EOS 

1 = P y t ( T )  ($)sat ,T exp [:'('; "'1 1 
(12.1-17) 

P $ V ( T ,  p ,  Y) 

This equation usually must bz solved by iteration since the solute mole fraction appears 
- v 

in the fugacity coefficient Qi (T, P, y). The vapor pressure of the solid is generally 
small, so that the term ( ~ / P ) , , , , J  is usually equal to unity. Common ternlinology is to 
define an ideal solubility and an enhancement factor E as 

so that 

Note that the enhancement factor E has contributions from both the Poynting factor 
and the vapor-phase fugacity coefficient, both of which are important at high pressure, 
and that E -+ 1 as P -+ Piw. 

ILLUSTRATION 12.1-6 . . 
Solubility of n Solid in ~upe;?riiical Fluid (SCF) Using nn EOS 

McHugh and Paulaitis [J. Clretn. Etlg. Darn, 25, 326 ( 1  980)] report the following data for the 
solubility of naphthalene in carbon dioxide at temperatures slightly above the COr critical tern- . 
perature and pressures considerably higher than its critical pressure. 

T = 35.0°C T = 60.4"C 

? (bar) YN P (bar) YN 

86.8 0.00750 108.4 0.00524 
98.1 0.00975 133.8 0.01516 

133.0 0.01410 152.5 0.02589 
199.5 0.01709 164.2 0.04296 
255.3 0.01922 192.6 0.05386 

206.0 0.06259 

Assuming that the CO1-naphthalene mixture obeys the Peng-Robinson equation of state with 
kCOz-~ = 0.103, estimate the.solubility of naphthalene in the C02  supercritical fluid (SCF). 
Also compute the predicted enhancement factors and the contribution of the Poynting factor to 
the enhancement factor. - 
SOLUTION 

Using the data in Illustration 12.1-1 and Table 6.6-1, and one of the Peng-Robinson mixture 
programs discussed in Appendix B and on the CD-ROM to calculate the vapor-phase fugacities, 
the following results are obtained. -L..- - . =  z 
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P (bar) ?'N ykD (Eq. 12.1 - 19) E Po\ nting Factor 

T = 35°C: 

86.8 1.99 x lo-" 3.21 x lo-" 619 1.527 
98.2 2 . 8 7 ~ 1 0 ~ ~  2.84 x 10-" 1010 1.615 

199.5 1.654 x lo-' 1.40 x 11 830 1.647 
255.3 1.940 x lo-' 1.09 x 17 759 3.475 

T = 60.4'C: 

108.4 2.80 x lo-' 2.21 x lo-5 126 1.630 
133.8 1.05 x lo-' 1.79 lo4 584 1.828 
152.5 1.96 x lo-' 1.57 x 1246 1.989 
164.0 2 . 6 4 ~ 1 0 ~ '  1.46 x lo-' 1806 2.096 
192.6 5.25 x lo-' 1.25 x 421 1 2.333 
206.0 6.61 x lo-' 1.17 x 567 1 2.33 1 

The predicted and measured naphthalene mole fractions in supercritical carbon dioxide are plot- 
ted in Fig. 12.1-1. 

P, bar ' ' 

Figure 12.1-1 The solubility of naphthalene in supercritical carbon dioxide as a.functiofi of 
pressure.. The points e and m are the experimental data of McHugh and Paulaitis [J. Chem. Eng. 
.Dam, 25,326 (i980)] at T = 35.0 and 60.4"C, respectively. The lines are the correlations of the 
data using the Peng-Robinson equation of state with kc%-, = 0.103. Note the sharp increase in 
naphthalene solubility with pressure near the C 0 2  critical pressure of 73.76 bar. 
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1. Note that the predictions for these extreme conditions are good. Indeed. with only one 
adjustable parameter = 0.103), reasonable predictions are obtained for the solu- 
bility of naphthalene in supercritical carbon dioxide for a range of temperatures in the near 
critical region, and to moderately high pressures. 

2. The enhancement factors here are very large, in fact, among the larger nonideal corrections 
encountered in chemical engineering thermodynamics. (Enhancement factors for other 
mixtures at cryogenic conditions of lo9 and larger have been reported.) Yore that at T = 
35°C and P = 255.3 bar, the solubility of naphthalene is enhanced by a factor of more 
than 17 700 above its ideal value; however, its total solubility is still small at less than 2 
mol %. 

3. The solubility of naphthalene in supercritical carbon dioxide at 60.4'C increases from a 
mole fraction of 0.00240 at 1 bar (Illustration 12.1-4) to 0.098 at 29 1.3 bar. This jllustrates 
the large increase in the solubility of a solute that may occur with increasi~g pressure, 
which is the basis of supercritical extraction to. for example, remove caffeine from coffee 
beans or fragrances and oils from plant material. 

4. The Poynting corrections in this illustration are large, reaching values ereater than 3. Con- 
sequently, the Poynting factor could not be ignored in this example. However. the main 
contribution to the enhancement factor arises from gas-phase nbnidealiries (the species . 

fugacity coefficient, &). ff 

Finally, note that Eq. 12.1-5 or its simplification, Eq. 12.1-8, can be used with mea- 
sured solubility data to estimate the heat of fusion (or heat of crystallization) of a 
compound. This is especially useful for complex molecules and biomolecules (for ex- 
ample, proteins) for which the direct measurement of the heat of fusion in a calorimeter 
might be difficult, or, in the case of proteins, too little may be available for accurate 
calorimetric measurement. The basis for such a calculation of the heat of fusion from 
solubility data is the application of Eq. 12.1-8 at two different temperatures for which 
solubility data are available: 

As the activity coefficient of a protein or other biomolecule may not be known, we will 
assume it cancels so  that Eq. 12.1-19a can be simplified to 

in which case the heat of fusion that appears may be thought of as an apparent heat 
of fusion since the contribution of the activity coefficients and their temperature and 
composition dependence have been neglected. 
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ILLUSTRATION 13.1-7 
Determination of the Heat of Fltsiot~ of Insulin 

Insulin exists as a hexamer, both in solution and as a crystal. Begeron et aL6 report the solubility 
of insulin in aqueous solution to be about 0.122 mdmL at 10'C and 0.182 mgmL at 2SaC, and 
the molecular weight of the insulin hexamer to be 34 800. Use these data to estimate the heat of 
fusion of the insulin hesamer. 

Since the molecular weight of the insulin hexamer is so high, its mole fraction at both tempera- 
tures is very small. For example. at the higher concentration of 0.182 m@mL, 

Therefore, we can assume that the activity coefficients that appear in Eq. 12.1-19 at both tem- 
peratures are the values at infinite dilution and (assuming the temperature dependence is not 
very large) will cancel in the ratio term in the equation. A1so:the solubilities S in the problem 
statement are so low that they are linearly related to the mole fraction by 

so that the reported solubilities can be used in the ratio in Eq. 12.1-19, and we have 

Consequently, for the crystallization of the insulin hexamer 

283.13 x 298.151 [0.122] kJ n,,. = 8.3 14 - ~ 1 8 . 7 -  
283.15 - 298.15 0.182 mol 

Since the value of the heat of fusion (or crystallization) is positive, the solubility of insulin 
increases with increasing temperature. E4 

PROBLEMS FOR SECTION 12.1 

-12.1-1 Estimate the solubility of naphthalene in the follow- 12.1-2 Estimate the solubility of naphthalene in the mixed 
ing solvents at 20°C and compare with the experi- solvent n-hexane and carbon tetrachloride at 20°C - 
mental results.' as a function of the (initial) n-hexane concentration. 

12.1-3 McHugh and Paulaitis (see Illustration 12.1-6) also 

Solvent Measured Solubility, . r ~  , @ measured the solubility of biphenyl in supercritical 
carbon dioxide. Some of their data appear here. 

Chlorobenzene 0.256 
Benzene 0.241 
Toluene 0.224 
Carbod tetrachloride 0.205 

6 ~ .  Bergeron, L. F. Filobelo. 0. Galkin, and P. G. Vekilov, Biophys. J.,85,3935 (2003). 
7 ~ a t a  for this problem were taken from G. Scatchard, Chem Rev., 8, 329 (1931); and J. H. Hildebrand, J. M. 
Prausnin, and R L. Scott,Regular and Related Solutions, Prentice Hall, Englewood Cliffs, N.J. (1970). p. 152. 
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T ("C) P (bar) YB 

Choose a binary interaction parameter kC02-~ that 
gives a-reasonable correlation for these data. 

12.1-4 i ' t  moderate pressures, the virial equation of state 
can be used to estimate the solubility of a solid in a 
supercritical fluid. 
a. Compute the solubility of naphthalene in carbon 

dioxide at 50°C and 60 bar using the data here:. 
At 502C, the vapor pressure of naphtha- 

lene is 1.1 1 x bar, its molar volume is 
0.1 12 m3/kmol, and the virial coefficients are 

b. Repeat the computation in part (a) using the 

: Peng-Robinson equation of state and compare 
the results. 

12.1-6 The following data are available for the solubll- 
~ t y  of !he crystalline amino acid leucine (molecular 
weight 13 1.17) in water at various temperatures:8 

Determine the apparent heat of fusion of leucine 
over this temperature range. 

12.1-7 The solubility of crystalline isoleucine in water is 
given in the table below (data from the same source 
as for the preceding problem). Its melting point has 
been reported to be 287'C, its heat of fusion has 
been estimated to be 5.825 kJImol, its molecular 
weight is 13 1.17, and there are no Af,,,Cp data avail- 
able. 

T (OC) 19 30 1 0  50 58.4 
2 d k  32.39 35.48 38.32 41.20 43.64 

. a. Determine the apparent heat of fusion of 
isoleucine over this temperature range. 

b. Estimate the solubility of crystalline isoleucine 
in water over the temperature range from 19 to 
58.4"C in gkg,  and compare your estimates with 
the expeiimental data. 

12.1-8 A n  aqueous.solution at 60°C contains leucine and 
isoleucine at concentrations of 28 g and 35 g per kg 
of water, respectively. This solution is to be cooled 
to crystallize the leucine, but not the isoleucine. To 
what temperature can the mixture be cooled before 
the isoleucine crystallizes, and what fraction of the 
leucine will be recovered in this crystallization pro- 
cess? Note that since the mole fractions of leucine 
and isoleucine are so low in this mixture, it can be 
assumed that each of these amino acids will crys- 
tallize independent of the other. Solubility data for 
leucine and isoleucine are given in the two preced- 
ing problems. 

12.1-9 Nitrofurantoin is an antibiotic that is used to elimi- 
nate bacteria that cause urinary tract infections. The 
following data have been reported for its solubility 
in waterg 

T ("C) 43.5 48.4 53.4 58.8 
: f i g  24.88 26.03 27.63 28.84 Estimate !he apparent heat of fusion of nitrofuran- 

toin. 

12.2 PARTITIONING OF A SOLID SOLUTE BETWEEN TWO LIQUID PHASES 

In Sec. 11.2 we considered the distribution of a liquid or gaseous solute between two 
pktially miscible or completely immiscible phases. Here we consider the case in which 
the solute is a solid at the temperature and pressure of the mixture. We will assume, as 

'J. Givand, A. S. Teja, and R. W.Rousseau, AIChE J. 47,2705 (2001). -- 
'L-K. Chen, D. E. Cadwallader, and H. W. Jun, J. P h r m  Sci., 65,868 (1976). - 
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is generally ihc case, that some or all of the solid solute dissolves in the liquid solvents, 
but the solvents are not present in the undissolved solid, if any remains. 

The starting point for the description of this phase equilibrium problem is again the 
equality of fugacities of each species in all phases in which that species appears, 

where N~~ is the number of moles of species i in phase J, and N i . ~  is the number of 
moles of species i in the feed into the system. 

x Here it is useful to consider two cases: one case in which no undissolved solute re- 
mains, and a second in which there is undissolved solid in equi1ib;ium with the two 
liquid phases. In the case in which no undissolved solid remains, the equilibrium con- 
dition for thc solute and the two solvents is 

Starting point for ail 

f f(T,  P ,  = ~ ; I ( T ,  P ,  &'I) 

Now, using rhc definition of the activity coefficient, 

Eq. 12.2-3 can be rewritten as 

phase equilibrium 
calculations and the consuaint that the number of moles of each species is conserved: 

I -11 Tf(r, P,L).) - f i  (T, P , ? ~ )  = 

since the pure-component fugacities cancel on both sides (for the solvents, which are 
real liquids. and for.the solute, which is a hypothetical liquid). Equation 12.2-4 is then 
solved for the solvents and.solutes simultaneously to obtain the compositions of both 
phases. As in Sec. I 1.2, we can define the distribution coefficient or partition coefficient 
for the solute as 

(12.2-1) 

so that again we see that the distribution coefficient for solute mole fractions is equal 
to the reciprocal of the ratio of the solute activity coefficients in the two phases. Thus, 
given activity coefficient information for the solute in the two phases, one can compute 
the distribution of the solvent among the phases, or, given information about distribu- 
tion of the solute, one can compute the ratio of the solute activity coefficients. 

The situation is slightly more complicated when'there is some undissolved solute in 
equilibrium with two partially miscible solvents. In this case the equilibrium condition 
for the solvents (species 2, 3, . . . ) is 

T;(T, P, x') = G(T, P, L).') solvents j = 2,3, . . . (12.2-6a) 

while for the solute species 1, 
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since the undissolved solute must be in equilibrium with both liquid phases, which also 
implies that both liquid phases are saturated with the solute. Now using the activity 
coefficient formalism, Eq. 9.3-1 1,  we obtain the following equations. 

For the solid solute, 

and for the solvents, 

where A Cp is usually set to zero. 
... 'These equations can be difficult to solve, first because of the complicated depen- 

dence of the activity coefficients on the mole fractioi?~ (these equations are nonlinear), 
and second because even in the simplest case of a single solute in a mixture of two 
partially miscible solvents, there are six coupled equations to be solved. This is best 
done on a computer with equation-solving software. Also, as mentioned in Sec. I 1.2, 
the presence of a solute may result in the two solvents becoming more soluble (salting 
in) or less soluble (saltingout) in each other. 

Before we leave the subject of the partitioning of a substance between two liquid 
phases, it is useful to review the three situations that can arise. 

Case I: No undissolved solute. This is the usual liquid-liquid phase equilibrium cal- 
culation for all species, that is, 

In this case the calculation of the state of phase equilibrium is as in Sec. 1 1.2. 
Case 2: The undissol\.ed solute is a pure liquid. Here the liquid-liquid phase equi- 

librium calculation for the solvents is 

f f  (T, P, TI)  = ?"T, P, &") or X ' Y ~  ( T ,  P ,  T') = xtlyi ( T ,  P, xu) 
For the solute, however, the equation to be solved is 

I - - n T  P n 
f : ( ~ ,  P ,  x 1 - f,( , ,x ) = fs(T, P1 or x i y s ( ~ ,  ),&I) = x?ys(T, P, 6") = 1 

Case 3: The undissolved solute is a pure solid. Here the liquid-liquid phase equilib- 
rium calculation for the solvents is 
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However, for the solutes we use 

7; (T, P ,  & I )  = Tg (T, P, & I 1 )  = f,S (T, P )  

I I - I1 
XSYS (T, P , x )  -xsys  (T, P,&") = 

f: (T, P )  

f: ( T ,  P )  

This is the calculation considered in this section in which the liquid-solid fugacity ratio 
is calculated using Eq. 12.3-2. 

The remaining question is whether the concentration of the solute is sufficiently high 
to affect the mutual solubilities of the solvents. If not, the liquid-liquid equilibrium of 
the solvents is first calculated, and the solvent concentrations in-each of the phases 
are then calculated with the solvent concentrations fixed. However, if it is likely that 
the solute concentration will affect the mutual solubility of the solvents, then all the 
equations must be solved simultaneously for all the species present. 

PROBLEM FOR SECTION 12.2 
12.2-1 Write the equations that are to be used to compute b. Two liquid phases in which species 1 is dis- 

the equilibrium compositi_pns when three liquids are tributed among completely immiscible species 2 
mixed and form and 3 
a. Two liquid phases c. Three partially miscible liquid phases 

12.3 FREEZING-POINT DEPRESSION OF A SOLVENT DUE TO THE PRESENCE OF A 
SOLUTE; THE FREEZING POINT OF LIQUID MIXTURES 

If a small am'bunt of solute (gas, liquid, or solid) dissolves in a liquid solvent and the 
temperature of the mixture is lowered, a temperature Tf is reached at which the pure 
solvent begins to separate out as a solid. This temperature is lower than the freezing 
(or melting) point of the pure solvent, T,. Here we are interested in estimating the 
depression of the solvent freezing point, AT = T, - Tf, due to the addition of the 
solute. This equilibrium state is, in a sense, similar to the one encountered in the solu- 
bility of a solid in a liquid in that there we were interested in the equilibrium between 
a solid and a dilute liquid mixture of that component, whereas here we are interested 
in the equilibrium between a solid and a liquid mixture that is concentrated in that 
component. 

The starting point for the analysis of the freezing-point depression phenomenon is 
the observation that when a solid freezes out from a mixture, it generally is pure and it is 
the component that is concentrated in the solution, that is, the pure solvent. [Indeed, this 
is the basis for zone refining, in which melting and resolidification (or recrystallization) 
are used to purify metals.] The equilibrium condition when the first crystal of pure 
solvent forms is 

Starting point for (12.3-1) 
phase equilibrium 
calculation where x l  is the original liquid solution mole fraction of the component that precipitates - 

out as a solid. In writing this equation we have assumed that the solid phase is pure 
solvent, and used the fact that the composition of the liquid phase is not significantly 
changed by the appearance of a very small amount of solid phase (in this regard the 
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analysis here resembles that for dew point and bubble point phenomena considered in 
Chapter 10). 

Combining Eq. 12.3- 1 with Eq. 12.1-9 for in[ f; ( T f ,  P ) /  f : ( T ~ ,  P ) ]  yields 

Ger:ernl ei};ratic?n for 
the t'reezi:lg point 
depression of a solvent 

where Afus_H(Tm) is the heat of fusion of the solid solvent at its normal melting-point 
temperature TI,. To obtain the last form of Eq. 12.3-2, we have assumed that A C p  is 
independent of temperature. 

In many instances, T,, and Tf  are sufficiently close that Eq. 12.3-2 can be simplified 
to 

so that 

For the case of very dilute solutes we ekpect that ; , I  -- 1 and Insl .= In(1 - x 2 )  - -X?, 

so that the freezing-point depression equation may be further simplified to 

1 A T - T  2 RTm2 12 I ' . 
Simplified equation (12.3-5) 
for a freezing-point Afui&(Tm) 
depression of a solvent 

In the case of dilute mixed solutes the equation becomes 

where the sum, which extends from 2 to C, is over all solute species. 

.- 
ILLUSTRATION 12.3-1 
Calculation of the Freezing-Point Depression of Water 

Determine the freezing-point depression of water as a result of the addition of 0.01 g/cm3 of (a) 
methanol and @) a protein whose molecular weight is 60 000. 
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Since such a small amount of solute is involved, we will assume that the density of the solution 
is the same as that of pure water, I @cm3. Thus the solute mole fraction is 

Moles of solute in 1 cm3 of solution 
Sjolure = (Moles of solute $. moles of water) in 1 cm3 of solution 

0.01 - 

where 171 is the molecular weight of the solute. Atus_H(Tm) for water is 6025 Jlmol 

a. The molecular weight of methanol is 32. Thus, x,,,,,, = 0.005 65 and 

b. The molecular weight of the protein is 60 000, SQ x,,~,,, - 3 x and 

This small depression of the freezing point is barely ,measurable. Compare this result with the 
osmotic pressure difference found in Illustration 1 1.5.1. B 

One interesting application of Eq. 12.3-2 is the computation of the freezing point of 
a general binary liquid mixture, that is, a liquid mixture in which neither component is 
easily recognized to be either the solvent or the solute. This is considered in Illustration 
12.3-2. 

ILLUSTRATION 12.3-2 
Calc~rlation of Freezing-Point Depression and the Erltectic Point 

Compute the freezing-point temperature versuscomposition curve for an ethyl benzene-toluene 
. mixture. The physical properties for this system are given in the table. 

Toluene Ethyl Benzene 

6 (caVcc)'I2 at 25°C 8.9 8.8 
vL (cclmol) at 25OC - 107 123 
Normal melting point (K) 178.16 , 178.2 
Heat of fusion (Jlmol) 6610.7 9070.9 
C; (Jlmol K) 87.0 105.9 
Cb (Jlmol K) 135.6 157.4 

The solubility parameters for tolueli'e and ethyl benzene are nearly equal, so that the liquid mix- 
ture can be considered to be ideal (yl,  yz = l).'Since we do not know a priori whether pure 
toluene or pure ethyl benzene will freeze out as the solid component from a given mixture, the 
calculational procedure we will folIow is to first assume that toluene appears as the solid com- 
ponent and compute tlie freezing-point temperature Tf of all toluene-ethyl benzene mixtures. 
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The calculations will then be repeated assuming ethyl benzene appears as the solid phase. The 
freezing point of a given mixture, and the solid that appears, will then be determined by noting 
which of the two calculations leads to the higher freezing point, as it  is that solid that will freeze 
out first. 

If we assume that toluene freezes out, Tf is found from the solution of 

where x is the mole fraction of toluene. Since ACp is so large, none of the terms in this equation 
can be neglected. The results are given in the following table. Similarly, if we assume that the 
solid precipitate is ethyl benzene, the mixture freezing point is computed from 

where x is now the mole fraction of ethyl benzene. The results of this calculation are also given 
in the following table. Both sets of freezing points are plotted in Fi,. 0 12.3-1. 

Tf (K) 

XT Toluene as the Solid Ethyl Benzene as the Solid 

1 .O 178.16 
0.9 174.0 122.2 
0.8 169.4 137.0 
0.7 164.3 146.4 
0.6 158.6 153.4 
0.5 151.9 159.1 
0.4 . 144.0 163.9 
0.3 134.2 168.1 
0.2 121.0 171.8 
0.1 99.8 175.1 
0 178.2 

El 

Figure 123-1 The liquid-solid phase diagram for ethyl 
benzene-toluene mixtures. 
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From the figure it is evident that below 55.8 mol % toluene, ethyl benzene precipi- 
tates as the solid phase, whereas at higher concentrations toluene is the solid precipi- 
tate. Furthermore, the minimum freezing point of the mixture is 155.9 K, which occurs 
at XT = 0.558. This point is called the eutectic point of the mixture. At the eutectic 
temperature all the remaining liquid mixture solidifies into a mixed solid of the same 
composition (55.8 rnol % toluene) as the liquid from which it was formed. 

Although the phase diagram for the toluene-ethyl benzene mixture was constructed 
by determining the temperatures at which the first minute amount of solid appears in 
liquid mixtures of various compositions, it may now be used to analyze the complete 
solidification behavior of a liquid mixture at any composition. For example, suppose 
1 mole of a 20 mol % toluene mixture is cooled. From the phase diagram we see 
that at 171.8 K a minute amount of pure ethyl benzene appears as the solid. As the 
temperature is lowered, more pure ethyl benzene precipitates out, and the remaining 
liquid becomes increasingly richer in toluene. The temperature and composition of 
this liquid, which is in equilibrium with the solid, follows the freezing-point curve in 
the figure; the relative amounts of the liquid and solid phases can be found by a species 
mass balance equation. Thus, at T = 163.9 K, the liquid contains 40 mol % toluene. 
Letting L represent the number of moles of liquid in equilibrium with the solid, and 
writing a mass (mole) balance on toluene using as a basis 1 mole of the initial mixture, 
we find 

(0.2)(1) = 0.4L 

L = 0.5 mol 

So when the temperature of the mixture is 163.9 K, half the original 20 rnol % toluene 
mixture is present as pure, solid ethyl benzene, and the remainder appears as a liquid 
enriched in toluene. 

As the temperature is lowered further, additional pure ethyl benzene precipitates out 
and the liquid becomes richer in toluene, until the eutectic composition and temperature 
is reached. At this point all the remaining liquid solidifies as two mixed solid phases. 

It is interesting to compare Eq. 12.3-4 for the freezing point depression, 

.with Eq. 11 5 - 4  for the osmotic pressure of a solution: 

Combining these two equations, we get 

which is smctly applicable if the osmotic pressure has been measured at the freezing 
point. 

Theinteresting characteristic of this equation is that it does not involve any informa- 
tion about the solute. Therefore, two solutions involving the same solvent, but different 
solutes, that have the same osmotic pressure will have the same freezing-point depres- 
sion, and vice versa. 
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ILLUSTRATION 12.3-3 
Esrirnnrion of the Freezing-Poi11r Depression of Blood 

Use the information in Illustration 1 1.5-4 on the osmotic pressure of an aqueous sodium chloride 
solution and blood to estimate the freezing point of blood. 

SOLUTION 

To estimate the freezing point of blood, we will use the estimate of the osmotic pressure of 
blood at 25"C, 7.498 bar, computed in Illustration 11.5-4. While the freezing point of blood 
or the aqueous sodium chloride solution is not known, let us assume it is about the same as 
the freezing point of water, 273.15 K. The osmotic pressure of the sodium chloride solution at 
this temperature can be simply calculated from the value at 298.15 K by assuming the activity 
coefficient is independent of temperature, so that 

273.15 K 
- 6.869 bar n (T = 273.15 K) = 17 (T  = 198.15 K) x - - 

298.15 K 

Then 

- Pa kg 6 0 2 5 A x  12 . T, 
6.869 bar x 1(P - x - - (273.15 - TI) 

bar .. .m s' Pa 18 1 0 - 6 2 '  (273.15 K)' 

which has the solution 

which is in good agreement with the experimental value of -0.52"C: Note also that the small 
amount of solute (0.9 wt % NaCI) results in a very large osmotic pressure, but a relatively small 
freezing-point depression. Bl 

PROBLEMS FOR SECTION 12.3 

12.3-1 The addition of a nonvolatile solute, Such as a pro- 
tein or a salt. to a pure solvent will raise its normal 
boiling point as well as lower its freezing point. De- 
\.clop an espression relating the boiling-point eleva- 
tion of a solvent to the solute concentration. heat of 
vaporization, and normal boiling temperature. 

12.3-2 Chemical additives are used in automotive cooling 
systems to lower the freezing point.of the water used 
as the engine coolant. Estimate the number of grams 
of methanol, ethanol, and glycerol that, when sepa- 
rately added to 1 kg of pure water, will lower its 
freezing point to -12°C. 

12.3-3 Ethylene glycol, which forms nonideal mixtures 
with water, is used as an antifreeze to lower the 
freezing point of water in automotive engines in the 
winter. Using the W A C  model to estimate ac- 
tivity coefficients, develop a figure similar to Fig. 
12.3-1 for the water-ethylene glycol system. 

Data: The heat of fusion for water is 6003 Jlmol, 
and that of ethylene glycol is 10 998 Jlmol. 

12.34 Figure 12.3-1 shows the freezing-point curves for 
an ideal mixture with components with approxi- 
mately equal melting pints.  Draw a freezing-point 

diagram for a mixture in which components 1 and 
2 have freezing points of 185 K and 200 K, re- 
spectively, and for which the excess Gibbs energy 
of mixlng is described by the one-constant Mar- 
gules equation with A = 3250 Jlrnol. P.ssume that 
the heats of fusion of both components are I0 000 
Jlmol. (Hint: Does this mixture exhibit liquid-liquid 
equilibrium?) 

12.3-5 The following table gives the boiling point of liq- 
uid mixtures containing .Y grams of tartaric acid 
(C4H6O6, molecular weight = 150) per 100 g of - 

water at 1.013 -bar, as well as the vapor pressure 
of pure water at the boiling-point temperatures. The 
vapor pressures of liquid water and ice are given in 
Problem 7.12. 

Boiling point ("C) 105 110 115 ' 
x (dl00 g H20) 87.0 177.0 272.0 
Vapor pressure of 1.1848 1.4050 1.6580 

pure water (bar) 

a. What is the activity coefficient of water in each 
of these solutions? 



b. Assuming that the activity coefficients (be they 
unity or not) are independent of temperature, cal- 
culate the freezing-point depression for each of 
the mixtures in the table. 

12.3-6 McHugh and Paulaitis [J. Chem. Eng. Dotn, 25,326 
(1980)], while measuring the solubilities of solid 
naphthalene in supercritical carbon dioxide at ele- 
vated pressures, frequently observed that the solid 
&uld melt at temperatures well below its normal 
mating temperature due to the high solubility of 
C02 in liquid naphthalene. Estimate the pressure at 
which naphthalene will melt in the presence of su- 
percritical COz at 65'C assuming that an ideal liq- 
uid mixture is formed. 
Data: The Henry's law constant for C02 in liquid 
naphthalene at 65'C is 50 MPa and is independent 
of pressure. The normal melting point of naphtha- 
lene is 80.2"C, its heat of fusion is 18.804 Id/rnol, 
its critical temperature is 304.2 K. and its critical 
pressure is 7.376 MPa. 

12.3-7 In Problem 11.2-26 it was observed that an equimo- 
lar mixture of liquid oxygen and liquid propane has 
a$ upper critical solution temperature of 1 12 K. You 
were asked to compute the liquid-liquid equilibrium 
phase boundary for this system as a function of tem- 
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perature assuming the one-constant lvlagules pa- 
rameter for this system is independent of ternper- 
ature. However, on further study it  was found that 
the melting point of pure oxygen is 64.4 K and that 
propane melts at 85.5 K. Therefore, recompute the 
phase diagram for rhe oxygen i propane system 
as a function of temperature, including solid-liquid 
and liquid-liquid equilibria. The heat of fusion of 
oxygen is 4 4 8  J/mol and that of propane is 3515 
J/mol. 

12.3-8 Calculate the freezing point of water in a sodium 
chloride solution as a function of the sodium chlo- 
ride molality over the range from 0 to 10 molal 
NaCl. 

12.3-9 It is necessary to detehine the molecular weight of 
a soluble. but essen6ally involatile component. The 
methods that can be used include dissolution in a 
solvent and then measurement of (1) the freezing- 
point depression of a solvent, (2) the boiling-point 
elevation of a solvent, or (3) the osmotic pressure of 
the solvent. Comment on these alternatives for 
a. A solute of molecular weight of about 100. 
b. A solute of molecular weight of about 1000. 
c. A solute of molecular weight of about 1,000,000. 

12.4 PHASE BEHAVIOR OF SOLID MIXTURES 

Solids are different from gases and liquids in that the atoms are immobile, and the solid 
may exist as a well-ordered crystalline phase. Each atomic and molecular species has 
a unique size (which may or may not fit into the crystalline structure of other species), 
electronic charge, and interaction energy with other species. Because of the distortion 
of the crystal that would be needed to accommodate a solute, especially a molecular 
solute (unless the two species are very similar). the two will not be miscible in the 
crystalline phase. That is, one species will not appear in the crystal phase of the other, 
except in small concentrations as impurities. This is generally the case for organic 
chemicals, salts, and some metals. It is for this reason that so far in this book we have 
considered solids to be pure (or at least composed of macroscopically sized regions 
that are pure), so that their fugacity in a miwre can be taken to be equal to the pure 
component fugacity. However, there are some groups of atomic species that do form 
mixtures, and these will be considered here. 

Solid solutions can form in metals if the atoms of which they are composed are sim- 
ilar; also, compounds can form. In such cases, expressions for the excess Gibbs energy 
of solid mixtures should contain a strain or mechanical energy term (which results from 
distorting the c j s t a l  structure to accommodate an itom of different size), a valence or 
coulombic term to account for the difference in charge between the solute atom and 
the atoms of the host crystal, the noncoulombic interactions of the type we considered 
in discussing molecular fluids in Sec. 9.5, and perhaps a chemical reaction term to ac- 
count for compound formation. Alloys, amalgams, and interrnetallic compounds can 
occur in solids; these more complicated situations will not be considered here. 
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The simplest model of a solid solution is the regular solution in which the excess en- 
tropy (Jex) and excess volume @'" of mixing are both zero. Though we will not try to 
give an explanation here, an excess entropy of zero implies that the solution is random 
in the sense of the distribution of the species on the crystal lattice (see Appendix 9.1). 
The excess enthalpy of mixing is still unspecified. The simplest model for the excess 
enthalpy of mixing is based on the assumptions that the lattice of the host species is not 
affected by the presence of the other species (that is, a species in its crystalline lattice 
can be replaced with the other species without affecting the lattice spacing), that only 
nearest-neighbor energetic interactions need be considered, and, as mentioned above, 
that the arrangement of atoms on the lattice sites is completely random. In this case the 
internal energy change on forming a binary solid mixture from the pure solids is 

s l s l z G  A . u - u e x -  - ZG .Z 
~ I X -  - - - s l s l f i  where R = - = t ( 2 c 1 2  - E ,  I - ~ ~ 2 )  

2 2 . ,2  

Here Z is the coordination number of a lattice site. ~ i j  is the interaction between a 
single species i atom with a single species j atom expressed on a molar blsis, and 
G = 2~12 - (EI! + E = )  is the exchange energy, that is, the energy of replacing a 1-1  and 
a 2-2 interaction with two 1-2 interactions. (In chemical terms the exchange energy 
can be thought of as the energy change on forming two 1-2 moIecules in an exchange 
reaction from one 1-1 molecule and one 2-2 molecule.) Therefore, for this model we 
have 

and (12.4-2) 

In solid-state thermodynamics, this is referred to as the regular solution model, and is 
related to the regularsoIution mode! for liquids of Sec. 9.6 in thatboth assume that _Sex 
and _Vex are each zero. 

The simplest extension of this model is to assume that the arrangements of the atoms 
on the lattice sites are not.random. but rather are proportional to the Boltzmann factors. 
of the interaction energies. Linearizing the exponential terms that result, one finds 

- 
R2 2 

Amix_U = xIx2R 1 - ~1x2- ( ZRT 
A . S -  -X'X2-- mix- - *ZRT* R ~ X ~  lnxi 

i= 1 

2 

A-G= AmixlJ + PAmix_V - TA-_S = xlx2.Q 1 - ~1x2-  ' ) + R T  x x i  lnxi 
. ( ZRT i= 1 

and 
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so that 

This is referred to as the quasi-chemical model. More detailed solid solution models 
can be found in textbooks on metallurgical thermodynamics. for example, Cl~e~ilical 
Thennody~ainics of Materials, by C. H .  P. Lupis (Elsevier Science Publishers, Ams- 
terdam. 1983). 

With this background, we can now consider several examples of phase equilibria 
involving solid solutions. The first example is a solid mixture consisting of atoms on 
a lattice with holes or lattice vacancies. Isolated lattice vacancies are considered to be 
point defects in the crystal, and we are interested in computing the equilibrium number 
of lattice vaca.ncies. We can visualize the formation of lattice vacancies as starting with 
a well-orde~ed lattice of N atoms and mixing it with n holes (lattice vacancies). After 
the mi~ in<~rocess  there will be N atoms and n holes distributed over N + rz lattice 
sites. When such vacancies are formed. there is an enthalpy change AVac_H (on a per- 
mole-of-holes basis) resulting from the fact that the interactions between atoms in the 
crystal around the vacancy have been broken to accommodate the vacancy. Since the 
interactions between atoms'in a crystal are attractive, energ9 must be supplied to add a 

. vacancy, so A,,,_H is positive. There are aIso two contributions to the entropy change 
on forming a vacancy. One is the configurational contribution of the mixing process, 
which we indicate as AConr_S, which on a molar basis for n holes and N atoms is equal 
to 

where x~ is the fraction of lattice sites occupied by atoms, and x~ is the fraction of 
vacant lattice sites. In writing this it is assumed that the vacancies are randomly dis- 
tributed on the lattice. The second contribution arises because the entropy of a crystal 
depends on the vibrational frequencies of the atoms on the lattice (this can be derived 
from statistical mechanics), and these vibrations are changed.for the atoms in the im- 
mediate vicinity of a vacancy due to the. change in intermolecular interactions and, 

.therefore, the force field. We will refer to this entropy change (again on a per-mole-of- 
holes basis) as AVacJ. From mechanics (to relate the vibrational frequency change to 
the change in force field) and statistical mechanics (to relate the change in vibrational 
frequencies to the entropy change), both of which are beyond the scope of this book, it - 
can be shown that A,.& is positive. 

Therefore, the Gibbs energy of a crystal with N atoms and n lattice vacancies is 

- (12.4-5) 

The first term on the right-hanh side of this equationis the Gibbs free energy of the 
N atoms of species A on a perfect lattice; the second term, which results from the 
introduction of vacancies, is generally positive; and the third, mixing term is always 
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negative. Regardless of the magnitude of the second term, there will always be some 
small value of the fraction of holes in  the lattice that will result in the sum of the second 
and third terms being negative, so that the Gibbs free energy of the imperfect lattice 
will be less than that of the perfect lattice. Consequently, a crystal with lattice vacancies 
will be thermodynamically more stable and is the preferred state (in the sense of being 
more likely to occur naturally) than a perfect crystal. This is not good news for those 
in the electronics or other solid-state industries that require perfect crystals. 

Since holes do not have a fugacity, we cannot do the usual phase equilibrium calcu- 
lation of equating the fugacitics of a pure fluid of holes to the fugacity of holes in the 
crystal. Instead, to determine the equilibrium number of holes in a lattice, we need to 
determine the minimum value of the Gibbs energy of the imperfect lattice with respect 
to the number of lattice vacancies, n. This is done by setting the derivative of the total 
Gibbs energy with respect to the number of vacancies equal to zero, 

n  
= (Avac_H - TAvac_S) + RT In - 

N + n  

so that at equilibrium 

)I -- - Fraction of lattice sites vacant 
N + n 

[A n c _ H  - T A mcS1 
= exp (- ) = exp (-F) (12.4-7) 

RT 

where AVac_G = A,,,& - T A.,J is the Gibbs energy change on adding 6 x 1 o ' ~  holes 
to a very large perfect lattice (i.e., N >> 6 x loz3, so that there are no adjacent lattice 
vacancies or holes). 

ILLUSTRATION 12.4-1 
Estimating the .Number of Lartice Vacancies 

It has been estimated that the Gibbs energy change on,foming vacancies in a crystal of 
copper is approximately 126 kJ/mol and isindependent of temperature. Estimate the fraction of 
the latticextes that are vacant at 500, 1000, and 1500 K. 

SOLUTION 

From Eq. 12.4-4 we have 

Fraction of lattice sites that are vacant = exp -- ( *;:;"I 
J 

126 000 - 

mol K 
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Using this equation, we find that the fraction of vacant lattice sites is 6.9 x 10-'" at 500 K, 
2.6 x lo-' at 1000 K, and 4.1 x lo-' at ISM) K. 

Another type of crystal defect is an impurity in which a foreign atom has replaced 
the host atom on a lattice sire. The anaiysis of the number of impurity defects is similar 
to that used above for vacancy defects except that in this case impurity atoms instead of 
holes appear in a lattice that contains N atoms of species A. Since the impurity atoms 
have a free energy, the analysis of this process is as follows. We start by considering a 
perfect crystal lattice containing N atoms of species A, and another region of M atoms 
of the impurity. We want to know the number n  of these impurity atoms in the lattice of 
species A when equilibrium has been achieved. At equilibrium we then have a lattice 
with N atoms of species A and n impurity atoms in contact with a region containing 
the remaining M - n impurity atoms. The Gibbs energy for this system, assuming the 
impurity atoms in the species A crystal are randomly distributed, is 

G(N,  n ,  M) = G(impure crystal consisting of N atoms of species A 
and n impurity atoms) 

+ G(pure region consisting of M - n  impurity atoms) 

N 
+ R T  Nln-  [ N t t i  

+ n  ln- (12.4-S) 
N + n  

where _G., and simp are the molar Gibbs energies of the pure host and impurity atoms, 
and A i m p a  and Aimp_S are the enthalpy and vibrational entropy changes (on a molar 
basis) that result from the addition of 1 mole of impurities into a very large crystal. 
Generally these two terms are smaller than rhe analogous terms above for the introduc- 

. tion of vacancies. The equilibrium concentration of impurities is found from 

n  
= ( A i m p a  - T Aimp_S) + RT In - 

N + n  
(12.4-9) 

SQ that the equilibrium fractional concentration of impurities is 
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Using this equation, we find that the fraction of vacant lattice sites is 6.9 x lo-'' at 500 K, 
2.6 x lo-' at 1000 K, and 4.1 x 10-j at l5W~ K. • 

Another type of crystal defect is an impurity in which a foreign atom has replaced 
the host atom on a lattice site. The analysis of the number of impurity defects is similar 
to that used above for vacancy defects esccpt that in this case impurity atoms instead of 
holes appear in a lattice that contains I\: atoms of species A. Since the impurity atoms 
have a free energy, the analysis of this process is as follows. We start by considering a 
perfect crystal lattice containing itr atoms of species A, and another region of M atoms 
of the impurity. We want to know the number11 of these impurity atoms in the lattice of 
species A when equilibrium has been achieved. At equilibrium we then have a lattice 
with N atoms of species A and r l  impurir) atoms in contact with a region containing 
the remaining M - n impurity atoms. The Gibbs energy for this system, assuming the 
impurity atoms in the species A crystal are randomly distributed, is 

G(N, 11, M) = G(impure crystai consisting of N atoms of species A 

and n impurity atoms) 

+ G(pure region consisting of M - 1.1 imp~~rity atoms) 

iV + RT [N in - + t i  In- 
' "  I (12.4-8) 

N + 11 N + n  

where _GA and _Gimp are the molar Gibbs energies of the pure host and impurity atoms, 
and Aim& and Aimp_S are the enthalpy and vibrational entropy changes (on a molar 
basis) that result from the addition of 1 mole of impurities into a very large crystal. 
Generally these two terms are smaller than the analogous terms above for the introduc- 
tion of vacancies. The equilibrium concentration of impurities is found from 

n 
= ( A i m p a  - T AimpJ) + RT In - 

N + n  
(12.4-9) 

SO that the equilibrium fractional concentration of impurities is 
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A,,,, ( , I )  [ T 1 L [ A f u s @ ~ ~ * 2 '  { I] + s2 exp 1 - -  s: exp 1-- 
T n ,  I RT T,11,2 

[ A u  . I  [ ]] = x i  exp 1 - -  
RT Tn,i 

[AbSi?2(t .?-)  (1  - $11 + (1 - xf-) exp 
RT 

so that [ ~ i u l z T , n , 2 )  

1 - exp 

If- = 

T }I - 

[Afus_H2(Tm72) I] u s 1  we-exP 
exp[ RT Tm. I RT T11.2 

L 

Similarly, for.the solidus line we have 

For substances that form nonideal solutions in both the liquid and solid phases, the 
analogous results (Problem 12.4-2) are, for the liquidus line, 

and for the solidus line, 

Note that in this equation there are activity coefficients for each species in each phase. 
In pnerai, the activity coefficient models and the values of the activity coefficients 
will be different in each phase. In particular, the activity coefficient models of Secs. 
9.5 and 9.6 can be used for the liquid phase, and those of this section for the solid 
phase. Alternatively, the regular solution model of this section can be used for the solid 
and liquid phdes, but with different values of the exchkge energy or C! parameter 
(i.e., with QL in the liquid phase and nS in the solid phase). 

Figure 12.4-1 shows the results predicted for three different mixtures. In the first 
case the solid and liquid mixtures are ideal, and in the second case the liquid mixture 
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Mole fraction of component 1 

(0) 

Mole fraction of component I 

(b) , 

I I I I I I 1 I I I 

Figure 12.4-1 Solid-liquid phase behavior of a 
model system. The pure-component properties In 
this figure are Tm.l = 800 K, Af,,,Ifl = 6200 
Jlmol, T,.2 = 600 K, AfUSIf2 = 4900 Jlmol, and 
Ck = C: for both species. (a )  R L  = RS = 0 
(ideal mixture in both the solid and liquid phases). 
(b) S2' = 5000 Jlmol and RL = 0 (ideal liquid 
phase, nonideal solid phase). (c) RL = 5000 Jlmol 
and RS = 0 (ideal solid phase, nonideal liquid 

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 phase). Figures b and c have conowent points in 

Mole fraction of component 1 which the solid and liquid phases in equilibrium 
(4 have the sarne~composition. 
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Figure 12.4-2 Solid-liquid phase diagram for the cobalt-copper system. The melting point of 
copper is 1356.6 K, and the melting point of cobalt is 1765 K. 

follows the regular solution model and the solid is an ideal mixture. In the third case 
both the liquid and solid mixtures form regular solutions, but with different exchange 
energies. We see that a variety of phase behaviors are predicted to occur. In Fig. 12.4-1 a 
idea1 solid-liquid behavior is predicted, similar to the vapor-liquid equilibrium phase 
behavior seen in Secs. 10.1 and 10.2. In Fig. 12.4- 1 b and c nonideal solid-liquid phase 
behavior is shown. Indeed, in these plots we see azeotropic behavior in which the 
liquid and solid in equilibrium are of the same compositicn. In materials science, such 
mixtures are said to solidify congruently in that the solid has the same composition as 
the liquid from .which it was formed. 

Figure 12.4-2 is an example of the liquid-solid phase diagram for the copper-cobalt 
system. There we see that copper and cobalt are partially miscible in-the solid phase, 
and that there is a region of temperature and composition in which solid cobalt is in 
equilibrium with molten copper-cobalt solutions. Above its melting point, cobalt is 
completely miscible with copper. 

The,phase diagrams of solid mixtures can be considerably more complicated than in 
the figures shown here. The reasons for this are as follows: 

1. The species in the mixture may be only partially miscible in each other. 
2. Several solids of different crystal structure can form, and the solid-phase transi- 

tions may occur in the range of the liquid-solid-phase transition. 
3. The species can react to form new compounds, which affects the overall phase 

behavior. 

PROBLEMS FOR SECTION 12.4 
12.4-1 Prove that Eqs.' 12.4-13 and 12.4-14 are correct. b. Form an ideal solution in the liquid phase and a 
12.4-2 Derive the equations for the liquidus and solidus regular solution in the solid phase 

lines for two partjally miscible solids for two sub- c. Form regular solutions in both the solid and liq- 
, stances that uid phases, but with different regular solution pa- 

a. Form a regular solution in the liquid phase, while rameters in the two phases 
the solid phase is ideal 12.4-3 Figure 12.4-lb is incomplete. Since the conam- 
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ent point in this mixture is below the melting tem- gram for this mixture for the temperature range of 
perature of both pure components, there will also 46 to 100 K. 
be a region of solid-solid equilibrium. Using the Data: 
same pure-component properties, and assuming that Solid oxygrn10 
RS = 5000 Jlmol in both solid phases, correct Fig Molar volume = 0.024 62 m3/kmol 
12.3-Ib by computing the region of solid-solid equi- Melting point = 54.35 K 
librium. 

12.1-4 Draw the phase boundaries for the'two substances 
of Fig 12.4-lb, but with RS = 10 000 Jlmol in both 
solid phases. 

12.4-5 Derive the expressions for the activity coefficients 
in the quasi-chemical model. 

12.1-6 Anrimony (Sb) and silicon (Si) are completely mis- 
cible in the liquid phase and mutually insoluble in 
the solid state. The following data are available for 
the solidification temperature of their liquid mix- 
tures as a function of temperature. 

Mole Fraction Silicon Solidification Temperature ( 'C) 

I 1410 
0.9 1385 
0.8 1350 
0.7 1316 
0.6 1290 
0.5 1278 
0.4 1261 
0.3 1242 
0.2 1215 
0.1 

. . 
1090 . .. 

0 630.5 

The following additional data are available for sili- 
con. 

Afus_H(T = 1683 K) = 50.626 kJ/mol 
C; = 23.932 + 2.469 x ~ o - ~ T  

- 4.142 x 1 0 - ' ~ ~  ' J/(mol K), T in K 

C; = 25.606 J/(mol K) 

Use these data to compute the activity coefficient of 
silicon in the antimony-silicon mixtures as a func- 
tion of the liquid composition of silicon. 

12.4-7 Assuming oxygen and nitrogen form ideal liquid 
mixtures and that their solid phases are immiscible, 
compute the complete solid-liquid-vapor phase dia- 

T (K) 46 48 50 
Sublimation pressure (Pa) 5.252 13.02 29.86 

(kJlmol) 8.350 8.316 8.281 

T (K) 52 54 54.35 
Sublimation pressure (Pa) 64.25 130.1 146.4 
Asub_N (liSlrnol) 8.248 8.213 8.207 

Liquid oxygen 
Molar volume = 0.027 35 m3/kmol 

T ("C),' -2 9 1 -2 13.4 -2 10.6 -204.1 
Vapor pressure 0.1333 0.6665 1.333 5.332 

(kPa) 

7 ("c) - 198.8 - 188.8 - 183.1 
Vapor pressure 13.33 53.32 10 1.3 

(kPa) 

Solid nitrogen1* 
Molar volume = 0.03 1 86 m3/kmol 
Melting point = 63.2 K 

351.6 
Sublimation pressure: log,,, P = -- 

T 
- 0.006 237 2T + 7.535 88 (P in kPa, T in K) 

Arus_H (melting point) = 720.9 Jlmol 

Liquid nitrogen 
Molar volume = 0.02414/(1 - 0.0039T) 

m3/kmol - 
339.8 

Vapor pressure: logl0 P = -- 
T 

- 0.005 628 6T + 6.835 40 ( P  in kPa, T in K) 
11.4-8 One intriguing problem in atmospheric physics is 

the relatively long persistence of contrails emit- 
ted from high-altitude jet aircraft when the sky is 
clear. An explanation of this phenomenon is that as 
the water vapor emitted from the jet engines cools, 
some of it will condense to .form water droplets 
and, on further cooling, will form ice crystals. The 
claim is that the ice crystals, although they are 

'OJ. C. Mullins, W. T. Ziegler, and B. S. Kirk. Adv. Ctyog. Eng., 8,126 (1963). 
"R. H. Perry, D. W. Green, and J. 0. Maloney, eds., Chemical Engineer's Handbook; 6th ed., McGraw-Hill, 
New York (1984). pp. 3-48. 
12kirk-~thmer ~ n c ~ c l o ~ e d i a  of Chemical Technology, Vol. 15.3rd ed., John Wiley & Sons, New York (1981). p. 
933. 
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formed when the air is saturated with respect to 
water, will persist as long as the air is saturated 
with respect to ice. Therefore, the ice crystal con- 
trail can persist in equilibrium even though all the 
water droplets have either crystallized or evapo- 
rated, and the partial pressure of water in the air 
is less than the liquid water vapor pressure (i.e., 
the relative humidity of the air is less than 100 per- 
cent). 
a. Establish, by the principles of thermodynamics, - the validity or fallacy of the explanation given 

here. 
b. Estimate the relative humidity above which ice 

crystals will be stable at -25°C and 0.5 bar 
pressure. 

The vapor pressure of liquid water and the subli- 
mation pressure of ice are given in Problem 7.12. 

12.4-9 The temperature of a liquid mixture is reduced so 
that solids form. However, unltke the ill~tstrations 
tn Section 12.3, on solidification. a solid mixture 
(rather than pure solids) is formed. Also, the liquid 
phase is not ideal. Assuming that the nonideality of 
the liquid and solid mixtures can be described by 
the same one-constant Margules excess Gibbs en- 
ergy expression, derive the equations for the com- 
positions of the coexisting liquid and solid phases 
as a function of the freezing point of the-mixiure 
and the pure-component properties. 

12.4-10 The temperature of a liquid mixture is reduced 
so that solids form. However, as 'in the previous 
problem, on solidification a nonideal solid mixture 
(rather than pure solids) is formed, and the liquid 
phase is not ideal. The following data are available. 

Species 1 Species 2 . Mixture 

Tf (K) 150 200 
Afu,_H(J/mol) 6300 ' 8200 
A f,, Cp [J/(mol/K)] 0 0 
Cex(J/mol, liquid) - 1.2RTxix2 
Gc"J/mol, solid) - 1.2RTxlx2 

Determine and plot .the equilibrium solid com- 
positions and freezing point as a function oi' [lle 
tiquid composition. 

12.4-11 It has been argued that since solids f o m ~  in a \\ell- 
defined crystalline structure with preferred inter- 
molecular atom-atom contacts-unlike liquid%. the 
molecules of which are free to move and rot:ttc- 
that while the excess Gibbs energies of liquids 2nd 
solids may be described by the same expression. 
the constants should be different in both phases. 
Using this idea, recompute the solid-liquid phase 
diagram of the previous problem if 

12.4-12 Benzene and cyclohexane are very similar com- 
pounds, but their mixture is sufficiently nonideal 
that an azeotrope is formed in vapor-liquid equi- 
librium. At 40'C. the vapor pressure of cyclohex- 

,.. ane is 0.246 bar, and that of benzene is 0.244 bar. 
At this temperature, the azeotrope occurs at 0.5 1 
mole fraction of cyclohexane and a total pressure 
of 0.2747 bar. 
a. Obtain the complete dew point and bubble 

point curves for this mixture at 40°C. 
b. What is the liquid-liquid upper critical solution 

temperature for this mixture? 
2. The melting point of benzene is 5.53'C and its 

- heat of fusion is 9953 JJmol. The melting point 
of cyclohexane is 6.6"C and its heat of fusion is 
2630 J/mol. The solid and liquid heat capacities 
of each compound can be assunled to be equal. 
Determine the eutectic point of this mixture on 
freezing. assuming that the solution nonideality 
is independent of temperarure. . 

12.5 THE PHASE BEHAVIOR MODELING OF CHEMICALS IN THE ENVIRONMENT 
* 

When some chemicals are released into the environment they rapidly degrade.due to 
microbial action, hydrolysis, photochemical reactions, and other processes. However, 
other chemicals degrade very slowly in the environment. For example, the insecticihe 
DDT has an environmental half-life of more than 20 years. Such long-lived chemi- 
cals generally reach phase equilibrium among the different parts of the local environ- 
mentin which they are in contact. The different parts of the environment are generally 
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referred to as compartments and include air, water, soil, sediment, suspended sediment, 
aquatic biota (fish), and terrestrial biota (animals, plants). The purpose of this section 
is to show that phase equilibrium calculations can be used ro make approximate but 
reasonable estimates of the distribution of long-lived organic chemicals between these 
environmental compartments. 

The distribution of a chemical between different environmental compartments is usu- 
ally described in terms of concentration-based partition coefficienrs that are ratios of 
the concentrations of the chemical in two compartments. For example, the air-water 
partition coefficient of species i, KAW,i9 is 

L i  

where the superscripts A and W indicate air and water, respectively. Similarly the biota- , , ) I  

water partition coefficient, KBw,i, is 

By convention, partition coefficients are usually given relative to the concentration in 
water as above, since the water phase is usually the easiest to reliably sample (it is well 
mixed compared with, say. the soil, and the concentrations are higher than i n  the air). 
However, if we wanted a numerical value for the air-biota partition coefficient of the 
species, KAB,\, we could easily compute it from KAWpi and KBW,i as follows: 

Similar relations are valid for other partition coefficients to be introduced shortly. 
From the equality of fugacities, we have, for a component distributed between air 

and water, 

Here we have recognized that at normal environmental conditions the total pressure 
is 1.013 bar, which is so low that all fugacity coefficients can be neglected. Also, the 
activity coefficient that appears, since pollutants are usually present only at very low 
concentrations, is the activity coefficient at infinite dilution. Therefore, 

y; yiW P?~(T) Hi(T)  - - - - 
xi 1.013 bar 1.013 bar 

since, from Eq. '9.7-9 (with = eMp), the product yimpTP is equal to the Henry's 
- - 

. law constant. 
By convention, pollutant concentrations are frequently given in units of g/m3, and' 

partition coefficients are given as a ratio of such concentrations. The concentration of 
a che&cal in air is given above as a mole fraction; its concentration in g/m3 is 
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1.013 bar gi 1.218 x 10' 
- - MWi -- 

where, since the pressure is low, the ideal gas law has been used. Similarly, given the 
mole fraction in the aqueous phase, we have 

Therefore, 

for vapor pressure in bar, T in K, and Hi in barlmole fraction. 

ILLUSTRATION 12.5-1 
Cc~lc~~lcrrion of rhe Air- Water Pflrfifiotz Coeficient 

Given that the extrapolated vapor pressure of liquid benzolalpyrene is 2.13 x 10-j Pa at 2S°C 
and the value of its infinite-dilution activity coefficient in water, yg = 3.76 x 10'. found in 
Illustration 12.1-3. determine its air-water partition coefficient. . 

m p W  3.76 x lo8 x 2.13 x 10-j Pa 1 bar 
, = 0.2164- = 0.2164 x X- 

T 298.15 105 Pa 

The value of the biota-water partition coefficient, KBwpi, is more difficult to compute 
since we do not know how to chemically characterize a fish, a plant, or other biota. For 
animals or fish the assumption generGy made is that the hydrophobic chemicals of 
interest partition mainly into the organic lipid (fat) portion of the biota, rather than the 
aqueous fluid, inorganic bone, or fibrous tissue of the body. Further, it is assumed that 
the lipids are chemically similar to octanol, so that the Lipid-water partition coefficient 
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is equal to the octanol-water partition coefficient. Also, the densities of wat'er and biota 
are approximately the same (which is why people barely float). Therefore, KBw,;, the 
biota-water partition coefficient, is taken to be 

gi 

K B W  [$] - = WBKOW,~ (12.5-9) 

*w 

where WB is the weight fraction of lipids in the biota. For fish, w~ is typically 0.05, or 
5 percent. 

ILLUSTRATION 12.5-2 
Esrilnarion of she Distribrtrio~~ of PCBs in rhe Envirq~fment 

Polychlorinated biphenyls (PCBs) were manufactured as a liquid transformer oil. Due to leak- 
age, PCBs are now found throughout the environment, and this long-lived chemical represents a 
health hazard. PCBs have been found to be present in the St. Lawrence River at concentrations 
of about 0.3 ppb (parts per billion by weight). Estimate the likely concentration of PCBs in fish 
in this river. The average octanol-water partition coefficient for PCBs'is 

SOLUTION 

From Eq. 12.5-9, we have 

Therefore. I 
CB.KB = KBW.KB CW.PCB 

= 1.58 x lo4 x 0.3 ppb 
=c 4740 ppb = 4.74 ppm 

Actual field testing has found the PCB concentration in eels in the St. Lawrence River to be 7.9 
PP*. 

The PCB concenktion of eels in this river is a factor of 26 300 higher than the PCB concen- 
tration in the river water. The very simple phase equilibrium model ,for the distribution of the 
chemical used here is able to predict this very large bioconcentration effect to within a factor - 
of 2. rn 

It is also assumed that hydrophobic organic chemicals partition only into the organic 
matter in soils, sediment, and suspended sediment. Further, the organic matter in soils 
and sediment is not as well represented by octanol as is the lipids in biota. Empiri- 
cally it has been found that the organic carbon (in soils and sedimentkwater partition 
coefficient, Koo;v,i, defined as 
- 

r x i l '  
grams i per lo6 grams organic matter 

grams i per m3 of water 
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is approximately 40 percent of the octanol-water partition coefficient; that is, 

KOCW,~ = 0-4K0w.i 

Therefore, estimates for the soil-water, Ksw,i, and the sediment-water, KDw,i, partition 
coefficients are 

where ws and w~ are the weight fractions of organic matter in the soil and sediment, 
respectively. While soils and sediments are very heterogeneous and can vary greatly in 
properties, for the purposes here we will use ws = 0.02 and WD = 0.05 a; average 
values. 

I L L U S T R A T I ~ N  12.5-3 
Conlprrring the Cotzcetztration ofa Pollutant in the Different Environmental Compartments 

The concentration of benzo[a]pyre.ne in water in southern Ontario has been reported to be 2.82 x 
loJ ng/m3. Compute the likely concentration of this chemical in ng/m3 in the air, soil, sediment. 
and fish. 

Darn: For benzo[a]pyrene loglo Kow,Bp = 6.04, and from Illustration 12.5-1 we have KAwqBP - 
5 . 8 8 4 ~  10-j. Also, the density of soil is approximately 1500 k$m3 and that of sediment is about 
1420 kg/m3. 

Starting from 

and given that KowSBP = 106.04 = 1.G96 x lo6, we have 

so that 
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= 0.247 pprn (by weight) 

and 

Also.,' 
/ 

and 

. . 
~ E B P  l m g  l d g  = 6.15 x 10' X - X -  

lo6 gscdimcn, lo6 ng 1 kg 

mgBP = 0.618 ------- - - 0.61 8 ppm (by weight) 
kgxdiment 

so that 

m g ~ p  kgxdiment n c:~ = 0.618 - x 1420 --- ngsp x lo6 2 = 8.78 x 10' - 
kgsediment rn:cdimcnt rng m2ediment 

Finally, in the biota we have 

mgBP = 1.55 - - - 1.55 pprn (by weight) 
kgbiaa 

Since the density of biota is approximately 1 ~ C C  or 1 0 0  kglrn3, this concentration is also 
1.55 x lo9 ng/m3. (Note that in these calculations we have used the fact that 1 rn3 of water is 
equal to kg.) 

The values computed above together with reported values of Mackay and Paterson13 are listed 
below. 

$ '  . - , . - v l  

1 3 ~ .  Mackay and S. Paterson, Envimn. Sci Technol.. 25,427-436 (1991). i; 

I -kt-. * 
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- 

Concentration (n/m5) 

- Environmental Compartment Calculated Reported 

Water 2.82 x 1 0 '  
- Air I .66 1.3 to 7.1 

Soil 3.71 x lo8 1.1 x lo3 
Sediment 8.75 x 10' 0.8 x 1 0 5 0  3 x loS 

- -  Fish 1.55 x lo9 1.4 x 1 0 ~  - 

The agreement between the results of the calculation here and reported data, while nit perfect, is 
certainly-reasonable given the simplicity of the thermodynamic model used and the complexity 
of environmental processes. In particular, the calculated results show that the large, orders-of- 
magnitudedifference in the concentration of a long-lived poIIutant in the various environmental 
compartm&ts can be explained using simple phase equilibrium concepts. 

PROBLEMS FOR SECTION 32.5 
12.5-1 Estimate the concentration O ~ P C B S  in the soil and 

sediment of the St. Lawrence River, and in the air -- 
above that river. 
Dara: Vapor pressure of PCBs at atmospheric tem- 
perature is approximately 2 x lo-' bar, PCB soh-  
bility in water is about 0.1 m a ,  molecular weight 
is 250, density of soil is 150Mcg/m3, and density of 
sediment is 1300 kg/m3. . . - 

12.5-2 To assess bioaccumulation, four fish tanks are pre- 
pared such that the water in each is saturated with 
one of the four insecticides fisted below, and each 
fish tank contains only a single fish. Compute the 
expected concentration ofThe insecticide in each 
fish after a long period of tirile. 

Insecticide Solubility in ~ate;(~&&) l o g , ~  Kow 
. - 

Aldrin 2 7 -  , 5.52 
Dieldrin 140 -5 4.32 
Lindane 7 000 ---. 3.6i 
Diazinon 40 000 - 3.31 

- 
-... - 

12.5-3 a. A closed terrarium is 10.m3 in total voIume, of 
which 4 m3 is water, 3 m3?s soil, 200 cm3 are fish 
and other biota, and theremainder is air. The ter- 

4 

rarium is accidentally contaminated with 10 mg 
of benzene. What is the concentration of benzene 
in each of the four compartments, and what is the 
fraction of the total amount of benzene present in 
each of the compartments? 

b. Repeat the preceding calculation for the case 
where 10 mg of the pesticide DDT is the con- 
taminant. 
Data: For benzene, loglo Kow = 2.13, water 
solubility is 0.0405 mol 470, and vapor pressure 
is 0.127 bar. For GDT. loglo Kow = 6.20 and 
KAW = 9.5 x lo4. Also, the average density of 
soil is 1.5 dcc.  

12.5-4 The chemical 1-chloro-2-nitrobenzene i s  an inter- 
mediate in dye manufacture. It is very resistant to 
hydrolysis and biodegradation, and so can be as- 
sumed to be persistent in the environment. At 20°C 
its water solubility is 440 mz&, its vapor pressure 
is 4 x bar, and Kow is 224. If 100 kg of this 
chemical is released into a model environment that 
consists of 6 x 10' m3 of air, 7 x lo6 m3 of wa- 
ter, 4.5 x 102  m3 of soil, and 2.1 x 10' m3 of sedi- 
ment, determine its concentration in each compart- 
ment. The soil can be assumed to contain 2 wt % 
organic matter and to have a density of 1500 kg/m3, 
while the sediment contains 5 wt % organic matter 
and has a density of 1300 kg/m3. 

12.6 PROCESS DESIGN~ND PRODUCT DESIGN 

T h e  traditional role of thermodynamics in chemical en,+eering has been in the area 
of  process design. In such cases the starting feed streams are known, and the role of 
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the chemical engineer is to design a process that can produce the desired final product 
in a manner that is economical, is safe for workers and those in the vicinity of the 
plant, and has minimal environmental impact and waste effluents. Thus, vapor-liquid 
equilibrium, considered in Chapter 10, is used to design distillation, absorption, and 
stripping columns; liquid-liquid equilibrium information is used to design extraction 
systems, as mentioned in Chapter 11; and multicomponent mass and energy balances 
(Chapters 8 and 14) are used in the design of chemical reactors and heat exchangers, 
for example. Indeed, thermodynamics plays a very central role in all of process design. 

However, in recent years chemical engineers have been involved not only in the de- 
sign of chemical plants, that is, process design, but also in developing new or replace- 
ment products. This is referred to as product design. Many of these efforts involve the 
identification of a new compound or the formulation of a mixture with properties tai- 
lored for a specific application-anything from a new refrigerant (discussed below), 
to solvent mixtures used in the home or in medicine, to consumer products. Product 
design is increasingly being considered in the chemical engineering cumculum, and a 
detailed study of this subject is beyond the scope of this introductory thermodynamics 
book. However, as an introduction to product design, we briefly consider some sim- 
ple examples here. There are several recent books containing information on product 
engineering. I 4 - l 6  

ILLUSTRATION 12.6-1 
A Drop-in Replacement for rice Antifreeze Eti~ylene Gkcoi 

Water (with additives to protect against corrosion) circulates between the engine block and 
the radiator to cool automobile engines. Since water expands on freezing. if the water were to 
freeze in the engine block of a parked car in  a cold-weather climate, severe damage would occur. 
To prevent this, a chemical antifreeze agent is added to the cooling water to lower the freezing 
temperature of the mixture; the analysis of freezing-point depression was discussed in Sec. 12.3, 
from which it is evident that the addition of any solute will lower the freezing point of water. 
Ethylene glycol is most commonly used. However, some automobile radiators leak, dripping 
the water + ethylene glycol mixture under parked cars. Because ethylene glycol has a pleasing, 
sweet taste but is toxic, it has been implicated in the deaths of pet cats. 

Your job as a "product engineer" is to-find a drop-in replacement for ethylene glycol as an 
antifreeze agent to ensure that the engine cooling fluid will not freeze at or above -25'C. By 
the term drop-in replaceme~zr, the following is meant. There are more than 100 million cars 
in current use in the United States, and we are not interested in making major alterations to the 
automobile engines currently in  use; rather, we want something !hat we can use as a replacement 
antifreeze that does not require any change to existing automobiles. 

The solution to product design problems usually involves first thinking about various properties 
needed to narrow down the classes of chemicals or mixtures that might be appropriate, then 
using predictive methods to identify specific candidate chemicals, and finally obtaining data 
(hopefully from the literature or the use of predictive methods,-and perhaps by measurement) 
to further discriminate between candidate compounds to choose the optimum that meets the 
constraints. Of course, any choice would have to be verified by testing before being comrner- 
cialized. 

1 4 ~ .  L. Cussler and G. D. Moggridge, Chemical Product Design, Cambridge University Press, New York (2001). 
"J. Wei, Molecular Structure-Pmperry: Product Engineering, Oxford University Press, New York (2006) 
16w. D. Seider, J. D. Seader, and D. R. Levin, Product and Pmcess Design P.inciples, 2nd ed. ~ o h n - , ~ &  & - .-- 
Sons, New York (1999). 
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For a replacement antifreeze mixture, some of the following constraints could be important: 

Choice of an 1. Should be noncorrosive 
an tifreeze 2. Should have similar thermodynamic properties to ethylene glycol + water mixtures (so 

that the size of the radiator will not have to be changed) 
3. Should have similar viscosity and thermal conductivity to ethylene glycol + water mixtures 

(SO the water pump, plumbing, and radiator do not have to be changed) 
4. Should be economical 
5. Should not be very toxic or produce irritations or allergic reactions 

The first decision is whether to look for a completely different fluid from the water-ethylene 
glycol mixture, or to keep water as the heat transfer fluid and look only for a replacement for 
ethylene glycol. If we were designing a new automobile, or at least a new automobile engine. 
there would be many possible heat transfer fluids to choose from. For example, silicon oils or 
mineral (petroleum-based) oils are frequently used as heat transfer fluids. However, we are look- 
ing only for a drop-in replacement, so that constraints 2 and 3 need to be satisfied. Therefore, 
we will restrict our search to a replacement for ethylene glycol in an aqueous mixture. 

We next consider the classes of possible additives. We would not want to use a strong acid or 
base, such as sulfuric acid or sodium hydroxide, as they would be too corrosive. Indeed, most 
inorganic, soluble salts (for example, sodium chloride) are corrosive and further, could deposit 
on heat transfer surfaces if boiling occurred. Consequentl$ we will restrict our attention to or- 
ganic liquids. Clearly, only organic liquids with a reasonably high water solubility should be 
considered. This excludes, for example, the alkanes and other hydrocarbons (benzene deriva- .. 

tives, cyclohydrocarbons, alkenes, alkynes), silicon oils, and other relatively nonpolar organic 
compounds of known low solubility in water. Also, only organic liquids with vapor pressures 
equal to or less than water should be considered, so as not to result in a significant increase in 
pressure in the automobile radiator. Water-soluble polymers-for example, polyethylene glycol, 
already used in foods and beauty and medicinal products-result in mixtures with significantly 
greater viscosity and lower heat transfer coefficients than pure water; therefore, polymers also 
are not candidate.:additives. 

While these considerations have greatly narrowed the list of possible replacements, a large 
number of candidate antifreeze agents still exist. As an illustration of the methods that could 
be used, we will consider only two compounds here: propylene glycol, which is very similar to 
ethylene glycol but is much less toxic, and n-pentanol, which is toxic to animals and humans. 
However, since it has a bitter rather than a sweet taste, it is unlikely that lethal amounts would 
be ingested: . 

To proceed, we need to consider whether the two chemicals we have chosen have sufficient 
solubility to be used, and how much of each would be needed to obtain a desired freezing-point 
depression. The two pieces of data we-need are the solubility of the two compounds we have 
.chosen, and the activity coefficient of water in mixtures with these compounds as a function of 
composition at -2S°C. The most reliable information is obtained from experimental data, and 
these should be obtained (from the literature or the laboratory) before a final decision is made. 
However, for a preliminary study of possible compounds, it is more common to use approximate 
predictive methods, such as UNLFAC, which we will do here. 

Using the UNIFAC predictive method, the infinite-dilution activity coefficients in each of the 
three solutions at -25OC are as follows: 

Water + ethylene glycol mixture: yz = 1.104, YE = 2-2@i 

Water + n-pentanol mixture: y; = 3.783, yg = 223.9 

Water + propylene glycol mixture: y$ = 1.250, y,mG = 6.133 

The starting point for the analysis of the freezing point depression is: 
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where the properties on the right-hand side of the equation are those of pure water. Using the 
heat of fusion of water given in Illusr~tion 12.3-1 (neglecting the heat capacity term), we obtain 
the following condition to obtain a frcczing point of -25'C: 

Therefore, if we want to achieve the same freezing-point depression with any component X as 
we obtain with ethylene glycol, which we designart as EG, it is necessary that 

In [ , X ~ ~ ~ : ~ ( . Y \ : ~ ) ]  = In [.I$.;!$ (s:)] = -0.267 

Also, we want to ensure that the compound is sufficiently soluble in water, which we can check 
by solving the liquid-liquid equilibrium equations 

I I I 1  11 l l  ~(~y,!, (xh) = s:. ?\: (~4) and sx (x;) = sx yx (xx) (12.6-1) 

While we could do UNIFAC calculations at all compositions for each of the candidate com- 
pounds, we will adopt a further simplification here. We will use the simpler van Laar equations 
with the parameters obtained to match the infinite-dilution activity coefficients from the UNI- 
FAC model. From such a calculation. \ve find that the mole fractions and weight fractions of the 
additives needed to attain a freezing point of - 3 ' C  are as follo\vs: 

Compound Mole fraction Weight fraction 

Ethylene glycol 0.277 0.569 
Propylene glycol 0.338 0.665 
n-Pentanol 0.719 0.929 

.To test for the possibility of liquid-liquid phase separation, which is needed to determine the 
solubility of each antifreeze,candidate in water. we can solve Eq. 12.6-1 or simply examine 
whether the activity of water is a monotonic (i.e.. steadily increasing) function of composition. 
If it is; then from an analysis like that in Fig. 1 1.74. a liquid-liquid phase split will not occur. as 
solubility is assured. Using the LNlFAC-based predictjon discussed above, we find that all the 
candidate antifreezes are predicted to be completely soluble in water. 

Based on these results, it appears that propylene glycol is a better choice than n-propanol as 
- the antifreeze (freezing-point lo\vering agent) as it is less toxic, and much less is needed.,Some- 
what more propylene glycol than ethylene glycol will be needed. on a weight basis; however, 
propylene glycol has the advantage of not being as toxic as ethylene glycol. 

Of.course, all the calculations here are approximate. In particular, we have used UNIFAC, 
which is not meant io be applicable to liquid-liquid equilibrium, and further, -25°C is below 
the temperatuie at which the UhWAC parameters were obtained, so the results we have ob- 
tained are not expected to be accurate. Therefore, all the conclusions should be checked against 
experimental data. As examples of the uncertainty of such predictions, from experimental data 
it is found that the amount of ethylene glycol required to result in a mixture freezing point of 
-25°C is closer to 45 wt % than the -57 wt 8 estimated here, and that n-pentanol is actually 
only soluble in water to about 2 3  wt C / o ,  rather than the complete miscibility found here. This 
should serve as a warning concerning the use of any completely predictive method, even the 
UNIFAC model, which is currently the best. 

Though our results are approximate, these simple calculations suggest that propylene glycol 
should be studied further as an andfreeze replacement through laboratory measurements. In fact, 
it is propylene glycol that is being used. Bl 

As another example of product engineering, we return to the consideration of power 
and refrigeration cycles discussed in Chapter 5. There we did not consider the choice 

Choice of a of the working fluid in these cycles. Here we consider the thermodynamic basis for the 
refrigerant: the CFC choice of working fluid in refrigeration cycles. 
problem 
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Among tht considerations in choosing a working fluid or refrigerant when refriger- 
ation was first developed were the following: 

1. The fluid should have moderate vapor pressures between about 0°C and 5O0C, 
the approximate operating range in the evaporator and condenser, respectively, of 
a home refrigerator, so that very high-pressure piping would not be needed and 
the probability of leaks would be lessened. 

2. The fluid should have a reasonably high heat of vaporization, to mini~nize the 
amount of operating fluid circulating and therefore the size of the refrigeration 
system. and especially the size of the compressor. 

3. The refrigerant should be noncorrosive and nontoxic. Other considerations, such 
as cost. availability, chemical stability, and safety, were also considered. 

Below is a list of the properties of some candidate refrigerant fluids. 

Avap_H p u l p  (bar) 
Compound MW Tb ('C) (Wrnol) (O'C) (50°C) Flammable? Toxic? Reactive'? 

Ammonia (NH3) 17 -33.4 24 4.3 20 Yes Yes Yes 

coz 44 -78 25 34.9 > T, No No No 
SOz 64 -10 25 1.6 8.5 No Yes No 
CF2Ci2 (Freonl2) 12 1 -28.0 22 3. I 12.2 No No No 

From these data, it is clear that carbon dioxide is not an appropriate working fluid 
for household refrigerators or automobile air conditioners because of the high pres- 
sures needed at the temperatures at which such devices operate, and that i t  could not 
be liqnefied in the condenser of a home refrigerator since its critical temperature is 
exceeded. However, carbon dioxide was used for a while on some naval combat ves- 
sels, where toxicity and flammability considerations were of utmost importance, and 
the operating temperature range was different. Very early refrigerators used ammonia 
or sulfur dio-iide. However, people died as a result of toxic leaks of both of these fiuids 
in home refrigeration systems. or from fires as a result of ammonia leaks. Therefore, a 
safer refrigerant was'needed. 

- Based on clever insight, chemical synthesis, and trials of new compounds. chlo- 
rinated fluorinated hydrocarbons (CFCs) were chosen as the class of working Huids 
of choice. As can be seen from the data in the table above, CF2C12, also known as 
Freon12, has thermodynamic properties very similar to those of ammonia. This refrig- 
erant was developed in 1928, and Freon12 and other CFCs became the mostly widely 
used fluids for residential and commercial refrigeration. Other uses of CFCs were as 
propellants in spray cans, cleaning solvents for electronic circuit boards, and blowing 
agents in the manufacture of foams and expandedplastics. These latter uses resulted in 
the release of large amounts of CFCs into the atmosphere. 

In 1974, in a classic Nobel Prize-winning paper by Rowland and Molina [Nature, 
249, 810 (1974)], it was shown that CFCs in the atmosphere could be responsible for 
destroying the ozone (03) layer that protects our planet from the strong ultraviolet 
(UV) radiation f r ~ m  the sun' that is known to cause cancer in humans. This unsus- 
pected problem arises from the lack of chemical reactivity of the CFCs under normal 
conditions, which results in their remaining in the atmosphere for a century or more, 
allowing time for their diffusion into the upper atmosphere. Once in the stratosphere, 
UV radiation from the sun breaks down the CFCs, reIeasing chlorine atoms that react 
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in a continuing cycle (shown below) with ozone and oxygen radicals (produced by the 
effect of UV radiation on oxygen atoms). 

So the net reaction is the chlorine-catalyzed process 

which destroys the ozone layer and regenerates the chlorine radical so that the pro- 
cess is repeated. It has been estimated that these reactive chlorine atoms remain in  the 
stratosphere for between 60 and 400 years, during which time the 80 grams of a CFC 
in a typical household refrigerator could destroy as much as 6000 kilograms of ozone 

In 1987 the Montreal Protocol was agreed upon to drastically reduce the use of 
CFCs, and in 1990 this treaty was strengthened to call for the complete elimination of 
CFCs by the year 2000. This presented two different technological problenis: f nding 
a drop-in replacement for existing refrigeration equipment, and finding a long-term re- 
placement for the CFCs. As for the first of these problems, there is a huge installed 
capacity of refrigerators, air conditioners, and related equipment with relatively long 
lifetimes so that it is not economically feasible to immediately replace them with new 
equipment. Therefore, there is the problem of developing a drop-in replacement refrig- 
erant that can be used in existing equipment-an alternate working fluid that would be 
environmentally safe and have thermodynamic properties similar to the CFCs in use. I n  
fact, the fluids with the mbst similar thermodynamic properties are HCFCs, hydrochlo- 
rofluorocarbons, which, as a result of replacing a halogen with a hydrogen atom, have 
greater chemical reactivity'and consequently less stability, so their environmental life- 
time is shorter and their impact on the ozone layer is less. (Note that they are not simply 
drop-in replacements in the sense that one only has to drain the CFC from a refrigera- 
tion system and replace i t  with an appropriate HCFC, as fittings, seals, and lubricants 
must also be replaced.) The HCFCs, in ~Montreal Protocol language, are transitional re- 
frigerants and must be phased out by 2015. Among the other refrigerants in use are the 
HFCs, hydrofluorocarbons, which do not harm the ozone layer. However, the HCFCF 
and some of the HFCs are very strong contributors to global warming and, on a per- 
mass basis, are predicted to have an effect 100 to about 12 000 times greater than that 
of carbon dioxide, depending on the specific compound (though their concentration in 
the atmosphere is much lower than that of COz, so that their overall impact will be 
less). A separate problem is choosing working fluids for new refrigeration equipment 
designed for those fluids. 

There are various thermodynamic considerations involved in the choice of a refrig- 
erant. We have already discussed some of them (for example, the properties in the table 
above). However, other thermodynamic considerations arise, especially in the design 
of drop-in replacements. As there is no chemical species with exactly the same ther- 
modynamic properties (vapor pressure, heat of vaporization, etc.) as the refrigerant it is 
to replace, a mixture or blend of compounds could be used instead. And, indeed, many 
of the new refrigerants that have been brought to market are blends of CFC, HCFC, 
and HFC compounds. However, refrigeration involves vapor-liquid equilibrium (va- 
porization in the evaporator and condensation in the condenser). With a pure fluid at a 
fixed operating pressure, these phase changes occur at a single temperature. A poten- 
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tial problem with a blend is that at fixed pressure vaporization occurs over a range of 
temperatures between the bubble temperature and dew point temperature (as is gener- 
ally true for mixtures). This would lead to some uncertainty in how the refrigeration 
system will behave as a result of changes in load, and whether unanticipated concentra- 
tion differences (and therefore temperature variations) will occur in different parts of 
the system. One way to avoid this is to use a blend that is an azeotrope at the operating 
pressures of the system. Indeed, some of the refrigerant blends used are azeotropic (or 
near azeotropic) mixtures. 

The important message from this example is that it is the thermodynamic properties 
and phase behavior that determine which fluids could serve as refrigerants. Once the 
range of possible fluids has been determined, questions of cost, safety, ozone depletion, 
and global warming must also be taken into account. 

Choosing a solvent for a process-for example, as a degreasing agent, a liquid-liquid 
extraction agent, a paint, or another coating solvent-invphes some of the same con- 

Choice of a so'vent siderations as the choice of refrigerant, including toxicity, reactivity, moderate to low 
volatility (so there is not too much evaporative loss), environmental impact, and, per- 
haps most important, compatibility in the sense of hizh solubility for some components 
and low solubility for others. To be specific, in the choice of a solvent for degreasing 
electronic circuit boards during their manufacture, a desirable property is high solu- 
bility of grease, largely a moderate molecular weight hydrocarbon, while having no 
effect on the plastic in the circuit board. To ensure high solubility, one would want a 
solvent in which the solute (grease) had a low to moderate activity coefficient. There- 
fore, predictive methods, such as regular solution theory (frequently used in the paint 
industry) or UNIFAC (see Chapter 9), could be used to estimate values of infinite- . 
dilution ?.ctivity coefficients; in this way one could quickly consider many possible 
solvents and develop a list of solvent candidates, which could then be tested. Then. 
among the candidate solvents that have the appropriate thermodynamic properties for 
a specific application, the final choice would be made on the basis of other issues, such 
as cost. safety, environmental impact, and ease of recovery and reuse. 

PROBLEM FOR SECTION 12.6 

12.6-1 The niore environmentally friendly refrigerants are 
made of hydrogen-containing compounds that have 
a short environmental lifetime. However, these 
compounds 'are also combustible. Therefore, one 
strategy is to design kess flammable refrigerant mix- 
tures by forming a ternary mixture of a flammable 
hydrocarbon refrigerant, such as FC152a, with two 
other, nonflammable components, one that is more 
volatile and another that is less volatile than the 
flammable component. One such refrigerant blend 
is a mixture containing FC152a, FC114, and R22. 
What composition of this liquid mixture will have 

an equilibrium pressure of 1.034 MPa at 'SO'C. 
but result in a vapor-phase FCIS2a mole fraction 
of only 0.043 so that the vapor will hot be com- 
bustibIe? For this calculation, you can assume that 
the liquid mixture is ideal. Also, what are the vapor- 
phase mole fractions of the other components? The 
vapor pressures - at 50°C are as follows: 

~z~~~ = ,1.18 MPa 
P;:: ,, = 0.43 MPa 

PG; = 2.03 MPa 

12.7 CONCLUDING REMARKS ON PHASE EQUILIBRIA 
In this chapter and the previous two, many different types of phase equilibrium were 
considered. It is our hope that by first presenting the thermodynamic basis of phase 
equilibrium in Chapters 7 and 8, followed by the models for activity coefficients and 
mixture equations of state in Chapter 9, and then considering many types of phase 
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equilibria in Chapters 10, 11, and 12, the reader will appreciate the essential unity of 
this subject and its wide applicability in chemical engineering; 

It should be evident from the examples in Chapters 10, 11, and 12 that the evalu- 
ation of species fugacities or partial molar Gibbs energies (or chemical potentials) is 
central to any phase equilibrium calculation. Two different fugacity descriptions have 
been used, equations of state and activity coefficient models. Both have adjustable pa- 
rameters. If the values of these adjustable parameters are known or can be estimated, 
the phase equilibrium state may be predicted. Equally important, however, is the ob- 
servation that measured phase equilibria can be used to obtain these parameters. For 
example, in Sec. 10.2 we demonstrated how activity coefficients could be computed 
directly from P-T-x-y data and how activity coefficient models could be fit to such 
data. Similarly, in Sec. 10.3 we pointed out how fitting equation-of-state predictions 
to experimental high-pressure phase equilibrium dam could be used to obtain a best-fit 
value of the binary interaction parameter. I 

In a similar fashion, solubility measurements (of a gas in a liquid, a liquid in a 
liquid, or a solid in a liquid) can be used to determine the activity coefficient of a 
solute in a solvent at saturation. Also, measurements of the solubility of a solid solute 
in two liquid phases can be used to relate the activity coefficient of the solute in one 
liquid to a known activity coefficient in another liquid, and freezing-point depression 

-or boiling-point elevation measurements are frequently used to determine the activity 
of the solvent in a solute-solvent mixture. We have also showed that osmotic-pressure 
measurements can be used to determine solvent activity coefficients, or to determine 
the molecular weight of a large polymer or protein. 

The body of thermodynamic information determined in the ways just described pro- 
vide a base of knowledge for making the estimates and predictions needed for engi- 
neering design; for testing equations of state, their mixing rules, and liquid solution 
theories; and for extending our knowledge of the way molecules in mixtures interact. 
Perhaps more surprisingly, thermodynamics also allows us to make estimates of how 
some long-lived pollutants distribute in the environment. 



1 Chapter 3 

Chemical Equilibrium 

/ 

Our interesjin this chapter is with changes of state involving chemical reactions. (Bio- 
chemical reactions will be considered in Chapter 15.) Of concern here is the prediction 
of the equilibrium state in both simple and complicated chemical reaction systems. The 
mass and energy balance equations for such systems will be discussed in Chapter 14. 
Here we consider first chemical equilibrium in a single-phase, single-reaction system 
to indicate the underlying chemistry and physics of reaction equilibrium. This simple 
case is then generalized, in steps, to the study of equilibrium in multiphase, multireac- 
tion systems. For simplicity, the discussion of this chapter is largely of reaction equi- 
librium in ideal mixtures. Chemical equilibrium computations for nonideal systelns are 
tedious and may require equation-solving programs and considerable iteration; several 
examples are given in this chapter. 

. . 
INSTRUCTIONAL OBJECTIVES FOR CHAPTER 13 

The goals of this chapter are for the student to: 

Be able to compute the equilibrium state of a single-phase chemical reactlon 
'(Secs. 13.1 and 13.3) 
Be able to compute the equilibrium state of a multiphase chemical reaction (Secs. 
13.2-and 13.4) - . -- .- 

IMPORTANT NOTAXION INTRODUCED IN THIS CHAPTER 

A,,G Gibbs energy change on reaction (J) 
A,,GO Standard-state Gibbs energy change on reaction (J) 
A,, H Enthalpy change on reaction, also called heat of reaction (J) 

A,, HO Standard-state enthalpy change on reaction, also called standard heat of 
reaction (J) 

KO Chemical equilibrium constant 
Kc Concentration chemical equilibrium ratio (units depend on reaction 

stoichiometry) 
~ = :.- K p  Partial-pressure chemical equilibrium ratio (units depend on reaction 

stoichiometry) 

703 
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K, Liquid-phase mole fraction chemical equilibrium ratio 

K, Vapor-phase mole fraction chemical equilibrium ratio 
A,, V  Volume change on reaction (m') 

13.1 CHEhIICAL EQUILIBRIUM IN A SINGLE-PHASE SYSTEM I 
In Chapter 7 the criteria for equilibrium were found to be I 

S = maximum for a closed system at constant U and V 
A = minimum for a closed system at constant T and V  (13.1-1) 
G = minimum for a closed system at constant T and P 

For chemical reaction equilibrium in a single-phase, single-reaction system, these cri- 
teria lead to (see,gec. 8.8) 

Starting point for (13.1-2) 
chemical equilibrium 
calculations which, rogether ~virh the set nf'tnnss balat~ce arzd srtrte variable corzstrnitlts on the 

system, can be used to identify the equilibrium state of a chemically reacting system. 
The constraints on the system are important since, as will be seen shortly, a system 
in a given initial state, but subject to different constraints (e.g., constant T and P, or 
constant T and V ) ,  may have different equilibrium states (see Illustration 13.1-4). I i l  
each case the equilibrium state will satisfy both Eq. 13.1-2 and the constraints, and i t  
will correspond to an extreme value of the thermodynamic function appropriate to the 
imposed constraints. 

As an introduction to the application of Eqs. 13.1-1 and 13.1-2 to chemical equilib- 
rium problems, consider the prediction of the equilibrium state for the low-pressure, 
gas-phase reaction 

occurring in r! closedsystem at constant pressure and a temperature of 1000°C. .The 
total Gibbs energy for this gaseous system is . 

where c i ( ~ ,  P ,  y) and _G,(T, P )  are the partial molar and pure componkiit Gibbs en- - I 
ergies for gaseous species i evaluated at the reaction conditions, and (Tj/?;p) and. 
(A lp)  are the fugacity coefficients for species i in the mixture (Eq. 9.2-13) and as+$+ I 
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pure component (Eq. 7.4-8), respectively. Since the pressure is low in this case. we 
assume that the gas phase is ideal, so that all fugacity coefficients are set equal to unity 
and Eq. 13.1-3 redu~es  to 

As the reaction proceeds, the mole numbers and mole fractions of all species, and 
the total Gibbs energy of the reacting mixture, change. The number of moles of each 
reacting species in a closed system is not an independent variable (i.e., it cannot take on 
any value), but is related to the mole numbers of the other species and the initial mole 
numbers through the reaction stoichiometry. This is most easily taken into account 
using the molar extent of reaction variable of Chapters 2 and 8 

In this case, the initial and final mole numbers of the species are related as follows: 

where Nigo is the initial number of moles of species i. The number of -moles of each 
species and the gas-phase mole fractions at any extent of reaction X are given in Table 
13.1-1 for the case in which NCO?,~ = N H ~ , o  = 1 mole and Nco.o = NH20.0 = 0. 
Balance tab& such as this one are used throughout this chapter in the solution of 
chemical equilibrium problems. 

The first term on the right side of Eq. 13.1-4 is the sum of the Gibbs enersies of 
the pure components at the temperature and pressure of the mixture. The second term 
is the Gibbs energy change on forming a mixture from the pure components; it arises 

. here because the reaction takes place not between the pure components, but between 
components in a mixture. The solid curve in Fig. 13.1-1 is a plot of the Gibbs energy 
of this reacting mixture as a function of extent of reaction for the initial mole numbers 
given in the table. That is, ihe solid line is a plot of 

Table 13.1-1 Mass Balance for the Reaction C02 + Hz = CO f H1O 

Species Initial Number of Moles Final Number of ~ o i e s  Mole Fractions 
"rii - co2 I 1 - X  (1 - X)/2 

Hz 1 I - X  (1 - X)/2 
co 0 X XI2 @ Hz0 - o x . r XI2 - 

3% Total 2 2 
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I 

-460 1 I X' I I 1 at 1000 K and 1.0 13 bar  (-0. I MPa) 
0 0.2 0.4 0.6 0.S 1.0 relative to each atomic species in its 

X standard state at 298.15 K (25°C). 

The dashed line in the figure is the Gibbs energy change as a function of the extent 
of reaction rzeglectirlg the Gibbs energy of mixing (that is, the logarithmic terms in 
X). The important feature of Fig. 13.1-1 is that because of the Gibbs energy of mixing 
term, there is an intermediate value of the reaction variable X for which the total Gibbs 
energy of the mixture is a minimum; this-value of X has been denoted X*. Since the 
condition for equilibrium at constant temperature and pressure is that G be a minimum, 
X* is the equilibrium extent of reaction for this system. 

This equilibrium state can be mathematiciilly (rather than graphically) identified us- 
ing the criterion that at'equilibriurn in a closed system at constant T and P, the Gibbs 
energy G is a minimum, or d G  = 0, for all possible mole number variations consistent 
with the reaction stoichiometry. This implies that 

sinceX is the single variable describing the mole number variations consistent with the 
stoichiometry-and the initial amount of each species. Using this result in Eq. 13.1-6 
yields 

To find the equilibrium mole fractions,'Eq. 13.1-8 is first solved for the equilibrium 
extent of reaction X*, and this is used with thejnitial mole numbers and stoichiometric 
information (i.e., Table 13.1-1) to find the mole fractions. 

It is also of interest to note that using the stoichiometric relations between X and the 
species mole fractions, we obtain 
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or, equivalently (and more generally), 

(The symbol Ili, used here denotes a product of numbers, that is, IliT.: = 
y? . . .) Thus, the equilibrium product of species mole fractions, each taken to 

the power of its stoichiometric coefficient, is related to the sum over the species of the 
stoichiometric coefficients times theprrre component Gibbs energies at the temperature 
and pressure of the reacting mixture. 

Whereas Eq. 13.1-8 is specific to the reaction and initial mole numbe,rs of the exam- 
ple being considered, Eq. 13.1-9b (of which Eq. 13.1-9a is a special case) is generally 
valid for single-phase reactions in ideal mixtures; furthermore, Eq. 13.1-9b can be ob- 
tained directly from the general equilibrium relation, Eq. 13.1-2: 

We show this here by first considering the more general case of chemical reactions in 
either nonideal vapor or liquid systems, for which 

Thus 

I For a gas-phase mixture, 

I .- where the fugacity coefticients can be evaluated from an equation of state (or the prin- 
ciple of corresponding states). Thus Eq. 13.1-1 1 reduces to 

..". * v  Reactions in gas phase 
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which, for an ideal gas (all fugacity coefficients equal to unity), becomes 

Reactions in ideal gas (13.1-12b) 
phase RT 

The last equation is identical to Eq. 13.1-9b. (Note that Eq. 13.1-12a also applies to 
liquid mixtures describable by an equation of state by x replacing y.) 

For a liquid mixture described by an activity coefficient model, 

so that 

Reactions in liquid 
phase 

Reactions in ideal 
liquid phase 

which, for an ideal liquid mixture (all activity coefficients equal to unity), reduces to 

For all future chemical equilibrium calculations in single-phase, single-reaction sys- 
tems, we will start from Eqs. 13.1-12 or.13 as appropriate, rather than starting at Eq. 
13.1-2 and repeating the derivation each time. 

Figures like Fig. 13.1-1 provide some insight into the direction of progress of a 
chemical reaction. To be specific, the equilibrium and stability analysis of Chapter 7 
establishes that a system at constant temperature and pressure evolves toward a state 
of minimum Gibbs energy; Here this is the state for which Eqs. 13.1-2, 13.1-12, or 
13.1 - 13 are satisfied. Therefore, if, at any instant, the mole fractions of the reacting 
species in an ideal mixture are such that 

(which, for the example in Fig. 13.1-1, occurs when the molar extent of reaction is to 
the left of X*), the reaction proceeds as written. That is, reactants (species with neg- 
ative stoichiometric coefficients) are consumed to form the reaction products (species 
with positive stoichiometric coefficients) until the equilibrium composition is reached. 
Conversely, if the species mole fractions are such that 

[ Zi viGi(T, P I ]  n x . :  > exp - 
RT 

I 

the reaction proceeds in a manner such that what heretofore had been designated as 
the reactiqn products would be consumed to form reactants, until equilibrium was 
achieved, that is, until 

Thus, our choice of reactants and products .in a chemical reaction is arbitrary, in 
that the reaction can proceed in either direction. Indeed, replacing each stoichiometric 
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coefficient (vi) by its negative (-vi) in the previous equations, which is equivalent 
to interchanging the choice of reactants and products, leads to the same equilibriirm 
state-again a state of minimum Gibbs energy. This freedom to arbitrarily choose 
which species are the reactants and which are the products is also evident from the 
equilibrium relation 

since multiplying this equation by the constant -1 leaves the equation unchanged. 
In fact, multiplying this equation by any constant, either positive or negative, affects 
neither the equation nor the equilibrium state computed from it. Thus, whether we 
choose to a-rite a reaction as 

has no effect on what is ultimately predicted to be the equilibrium state of the system. 
Since chemical reactions can proceed either in the direction written or in the opposite 
direction, they are said to be reversible. (Note that here the word reversible is being 
used in a different sense than in Chapter 4.) 

A chemical reaction goes to completion if it proceeds until one of the reactants 
is completely. consumed. In principle, no homogeneous (i.e., single-phase) reaction 
goes to completion because the balance between the Gibbs energy of mixing and the 
A,,G = Ei vi_Gi terms (see Fig. 13.1-1) forces the equilibrium value of X (that is, X*)  
to lie between 0 and complete reaction. However, there are many instances when A,,G 
is so large in magnitude compared with the Gibbs energy of mixing term, which is of 
the order of magnitude of RT (see Eq. 13.1-4), that the reaction either goes essentially 
to completion (-A,,,G/ RT >> I) or,does not measurably occur (A,,,G/RT >> I ) .  
The room temperature oxidation of hydrogen to form water vapor, 

for which 

is an example of a reaction that goes essentially to completion. To see this, note that 
starting with stoichiometric amounts of hydrogen and oxygen, we have 

- - -  - 

Species Initial Number of Moles Final Number of Moles Mole Fraction 

H2 - I I - X  ' ( 1  - X)/(1.5 - 0.5X) 
0 2  0.5 0.5 - 0.5X 0.5(1 - X)/(l.5 - 0.5X) 
Hz0 0 X X/(1.5 - 0.5X) - 

Total 1.5 1.5 - 0.5X 
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so that 

C v.G. 
exp (- +) = ,ry 

The solution to this equation is X -- I (actually 1.0 - 3 x lo-*'), so that, for all 
practical purposes, the reaction goes to completion. It is left to you to show that the 
room temperature oxidation of nitrogen 

for which 

ArxnC -- - 
86 550 J 'mol 

= 34.92 
RT 8.3 14 J/(mol K )  x 298.15 K 

does not, for practical purposes, occur at all. 
The identification of the equilibrium extent of reaction in the carbon dioxide- 

hydrogen reaction discussed earlier was straightforward for two reasons. First, the 
mixture was ideal, so that there were no fugacity corrections or activity coefficients 

ales were to consider. Second, i t  was presumed that the pure component Gibbs ener,' 
available for t'he reacting species at the same temperature, pressure, and stcte of aggre- 
gation as the reacting mixture. Most chemical equilibrium calculations are, unfortu- , 

nately, more complicated'because few mixtures (other than low-pressurz gas mixtures) 
are ideal, and pure component thermodynamic properties are usually tabulated only 
at a single temperature and pressure (25°C and 1 bar, as in'Appendix A.IV). Thus, for 
most chemical equilibrium computations one needs fugacity or activity coefficient data 
(or adequate mixture models) and one must be able to estimate Gibbs energies for any 
pure component state. 

One possible starting point for the analysis of general single-phase chemical equi- , 

librium problems is the observation that the partial molar Gibbs energy of a molecular 
species can be written as 

- 
G ~ ( T ,  P ,  5) = GP(T = 25"C, P = 1 bar, x;) 

(13.1-14) + [ G ~ ( T ,  P ,  5 )  - G;(T = 25"C, P = 1 bar, x:)] 

where Gp denotes the Gibbs energy of species i at 2j°C, 1 bar, and composition x4 
(usually taken to be the pure component state of xp = 1, the infinite-dilution state of 

'xp = 0, or the ideal 1 molal solution, depending on the species). However, starting 
from Eq. 13.1-14 requires estimates of the changes in species partial molar Gibbs en- 
ergy with temperature, pressure, and composition-a difficult task. (The formulas of 
Chapter 9 account mainly for the composition and pressure variations of the species 
fugacity and partial molar Gibbs energy.) A more practical procedure is to choose the 
standard state of each species to be the species at composition x r ,  the temperature of 
interest T, and a pressure of 1 bar. In this case we have 
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Definition of standard 
state 

Definition of activity 

Definition of the 
chemical equilibrium 
constant 

- 
C i ( ~ ,  P ,  &) = GP(T, P = 1 bar. s:) 

+ [ G ~ ( T ,  P,;) - %(T ,  P = 1 bar,xp)] 

j i (T,  P,  x) (13.1-15) = G;(T,  P = 1 bar.-ry) + RT in 
f P(T, P = 1 bar, sp) 

- 
= GP(T, P = 1 bar. sp) + RT Inni 

where we have introduced the activity of species i, denoted by a;, defined to be the 
ratio of the species fugacity in the mixture to the fugacity in its standard state, 

Ti ( T ,  P ,  G i ( ~ ,  P ,  5 )  - C:(T, P = 1 bar, 
n i =  - = exp 

f p(T, P = 1 bar, .rp) RT 

(13.1-16) 

With this formulation of the Gibbs energy function, the activity or fugacity for each 
species is a function of pressure and composition only, and its value can be computed 
using equations of state, or  liquid solution data or models, all of which are discussed in 
Chapter 9. Note that once the standard state is chosen, the standard state Gibbs energy 
cp is.a function of temperature only. The calculation of its value for any temperature 
will be considered shortly. 

For convenience we have listed in Table 13.1-2 species activities for several common 
choices of the standard state. 

With the n~ta t ion introduced here, the equilibrium relation, Eq. 13.1-2, can now be . .. 
written as 

where we have used A,,GO to.denote the quantity X V ; ~ ( T ,  P = 1 bar,x;),'the 
Gibbs energy change on reaction with each species (both reactants and products) in its 
standard state or state of unit activity. Finally, the equilibrium constant K, is defined 
by the relation ... 

K, ( T )  = exp -F -1 
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Thus, Eq. 13.1-17 can be rewritten as 

I I 

This equation is equivalent to Eq. 13.1-2 and can be used in the prediction of the 
chemical equilibrium state, provided that we can calculate a value for the equilibrium 
constant K ,  and the species activities ni. 

If the standard state of each component is chosen to be T = 25"C, P = 1 bar, and 
the state of aggregation given in Appendix A.IV, then, following Eq. 8.5-2, 

where Af_GO, the standard state Gibbs energy of formation, discussed in Sec. 8.5, is 
given in Appendix A.IV. 

ILLUSTRATION 13.1-1 
Gus-Phase Chemical Eqrrilihrirlm Cnlc~rlarion 

Calculate the equilibrium extent of decomposition of nitrogen tetroxide as a result of the chern- 
ical reaction N20J(g) = 2N02(g) at 25'C and I bar. 

The equilibrium relation is 
. . . .. 

A,,Gc(T = 2SZC, P = 1 bar) 
R 7 

Here we have assumed,the gas phase is ideal. Furthermore, since the reaction and standard state 
przssures are both 1 bar. the pressure cancels out of the equation. Using the entries in Appendix 

. 

A.IV, we have 

A,,G,"(T = 25=C, P = 1 bar) = 2A&:, - 
= (2 x 51.31 - 97.89) W/mol = 4730 J/rnol 

so that 

Next, we write the mole fractions of both NO2 and N204 in terms of a single extent of reaction 
variable. This is most easily done using the mass balance table: 

Initial Number Final Number 

-- of Moles of of Moles of Equilibrium 
Each Species' . Each Species Mole Fraction 

N2 0 4  1 1 - X  Y N Z O ~  7 (1 - X)/(1 + X) 
NO2 0 2X Y N ~  = (2x)/(1 + x )  - 

Total 1 + X  
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Therefore, 

so that the nitrogen tetroxide is 19.3 percent decomposed at the conditions given. and 

Equilibrium compositions in a cheoiically reacting system are affected by changes 
in the state variables (i.e., temperatde and pressure), the presence of diluents, or vari- 
ations in the initial state of the system. These effects are considered in this discussion 
and the illustrations in the remainder of this section. 

If an inert diluent is added to a reacting mixture, it may change the equilibriuni 
state of the system, not as a result of a change in the-value of the equilibrium constant 

Effect of inert diluent 
(which depends only on the standard states and temperature), but rather as a result of 
the change in the concentration, and hence the activity, of each reacting species. This 
effect is illustrated in the following example. 

ILLUSTRATION 13.1-2 
Ideal Gas-Phase Cizenlical Eyrtilibrirttn Calcrtlariott 

Pure nitrogen tetroxide at a low temperature is diluted with nitrogen and heated to 25°C and I 
bar. If the initial mole fraction of NIOl in the Nz04-nitrogen mixture before dissociation begins 
is 0.20, what is the extent of the decomposition and the mole fractions of NOz and N104 present 
at equilibrium? 

SOLUTION 

As in the preceding illustration. 

Here, howeyer, we have 

I*ial Number Final Number Equilibrium 
of Moles of Moles Mole Fraction 

N204 0.2 0.2 - x (0.2 - x)/(1 + x )  
NO2 0 2X (2X)/(1 + X) 
N2 0.8 0.8 0.8/(1 + X) 

Total 1 + X  

Therefore, 

0.1484 = 
4x2 

(0.2 - X ) ( 1  3- X) 



13.1 Chemical Equilibrium in a Single-Phase System 715 

so that 

X = 0.07 15 Y N ~ O ~  = 0.1 199 y ~ o ,  = 0.1334 and yx2 = 0.7466 

C O ~ ~ ~ C I E N T  

The fractional decomposition of N204, which is equal to 

Number of moles of N204 reacted X -- - = 0.3574 
Initial Number of moles of N1O4 0.2 

is higher here than in the case of undiluted nitrogen tetroxide (preceding illustration). At a fixed 
extent of reaction, the presence of the inert diluent nitrogen decreases the mole fractions of NO? 
and N20J equally. However, since the mole fraction of NOz appears in the equilibrium relation 

I 
to the second power, the equilibrium must shift to the right (more dissociation of nitrogen terrox- 
ide). (Qltesrions for the reader: How would the presence of an inert diluent affect an association 
reaction, e.g.. 2A + B? How would the presence of an inert diluent affect a gas-phase reaction 
i n  which 1 vi = O?) 

To'compute the value of the equilibrium constant K,, at any temperature T, given the 
Gibbs enersies of formation at 25"C, we start with the observation that 

and use the fact that In K, = - viAfG_GP/RT to obtain 

. .. 
Variation of the d In K, 1 d xiviAG.i = - c ~ ~ ~ ~ ~ ; =  I A,,HO(T) 
equilibrium constant ( 7 ) p [  T ] H2. RT2 
with temperature 

(13.1-20b) 

(Note that these are total derivatives since the equijibrium constant K ,  and the stan- 
dard state Gibbs energy change are functions only of temperature.) Here A,,HO = 
C viAf_HP is the heat of reaction in the standqd state, that is, the heat of reaction if the 
reaction took place with each species in its standard state at the reaction temperature. 
,Equation 13.1-20b is known as the van't Hoff equation. If a reaction is exothermic, 
that is, if energy is released on reaction so that A,Ho is negative, the equilibrium 
constant and the equilibrium conversion from reactants to products decrease with in- 
creasing temperature. Conversely, if energy is absorbed as the reaction proceeds, so that 
A,,Ho is positive, the reaction is said to be endothermic, and both the equilibrium 
constant and the equilibrium extent of reaction increase with increasing temperature. 
These facts are easily remembered by noting that reactions that release energy are fa- 
vored at lower temperatures, and reactions that absorb energy are favored at higher 
temperatures. 

The standard state heat of reaction. A,HO at 25°C and 1 bar can be computed, as 
was pointed out in Chapter 8, from 
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and the standard state heat of formation data in Appendix A.IV. At temperatures other 
than 25"C, we stan from 

(where T' is a durnrny.variable in integration) and obtain 

A,,, HO(T) = v i&; (~ )  = A m n H  (T  = 25OC) + 

.. with A,,C; = uiCiqi where C;,i is the heat capacity of species i in its standard 
/ state. Note that in this-integration AC; may be a function of temperature. 

Equation 13.1-70b can be integrated between any two temperatures TI and T7 to give 

so that if the equilibrium constant Ku is known at one temperature, usua!ly 25'C, its 
valueat any other temperature can be computed if the standard state heat of reaction 
i s  known as a function of temperature. If A,,HO is temperature independent, or i f  TI 
and T2 are so close that A,,HO may be assumed to be constant over the temperature 
range, we obtain 

Simplified equation for 
the variation of the 
equilibrium constant I I 
with temperature Equation 13.1-22b suggests that the logarithm of the equilibrium constant should be 

a linear function of the reciprocal of the absolute temperature if the heat of reaction 
is independent of temperature and, presumably, an almost linear function of i / T  even 
if Arxn H0 is a function of temperature. (Compare this behavior with that of the vapor 
pressure of a pure substance in Sec. 7.7, especially Eq. 7.7-6.) Cpnsequently, i t  is com- 
mon practice to plot the logarithm of the equilibrium constant versus the reciprocal of 
temperature. Figure 13.-1-2 gives the equilibrium constants for a nuniber of reactions 
as a function of temperature plotted in this way. (Can you identify those reactions that 
are endothermic and those that are exothermic?) 

For the general case in which A,,HO is a function of temperature, we start from the 
observation &at the constant-pressure heat capacity is usually given in the form1 

-CP,i = ai + biT + C ~ T *  + d i ~ 3  + e i ~ - '  

(see Appendix A 3 )  %&obtain, from Eq. 13.1-21 with TI = 298.15 K, 

 h he last term, ei T-?. is usually present in expressions for the heat capacity of solids and is included here for 
. . 

generatity. 
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"'.~ i' -&; 
.a! @;>F;i 
.::?:- . I,) 

Figure 13.1-2 Chemical equilibrium constants as a function of temperature. [Reprinted with 
permission from M. Modell and R. C. Reid. Thennodynamics nnd Its Applications, Prentice 
Hall, Englewood Cliffs, N.J. (1974), p. 396. This figure appears as an Adobe PDF file on the 
CDLROM accompanying this book, and may be enlarged and printed for easier reading and for 
use in solving problems. Also, the values of the chemical equilibrium constants can be calculated 
using Visual Basic and DOS-Basic Programs on the CD-ROM accompanying this book. These 
programs .are discussed in Appendix B.1 and B.II.1 
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Further, from Eq. 13.1-22a, we obtain 

General equation for 
the variation of the 
equilibrium constant 
with temperature 

F 

KLI(T2) Aa T2 Ab Ac 7 , 
In- = -In-+ -(Tz - T I ) +  -(T; - Ti) 

Ku ( T I )  R TI 2R 6 R 
Ad Ae + -(T; - T?) + -(T-* - T - ~  
12R 2R I ) 

Ab Ac 
-AmnHO(TI )  + AaTl + ?T; + -T: 

R - 3 

Ad , Ae 
4 

where Aa = vjai, Ab = 2 vibi, and so on. The chemical equilibrium constant 
,r==u . ,+F 4 a 

calculation programs of Appendix B.1 or B.11 can be used for calculations using Eqs. 

&:A, - 13.1-22 and 13.1-23 for reactions involving compounds in their database. There is a 

%<*" 
simplification of these last two equations that is sometimes useful. If A,,,Cp is inde- 
pendent of temperature (or can be assumed to be so), then Eq. 9.1 -23a reduces to 

AmnNO(T) = A,nHO(T1) + A ~ " C P ( T  - T I )  (13.1-23c) 

and 

ILLUSTRATION 13.1-3 
Chemical ~ ~ u i [ i b n ' u h  Calculation as a Ftrncrion of Temperar~tre 

Compute the equilibrium extent of decomposition of pure nitrogen tetroxide due to the chemical 
reaction N204(g) = 2N02(g) over the temperature range of 200 to 400 K. at pressures of 0. I ,  
1, and 10 bar. 
Data: See Appendices A.11 and A.IV. 

From the entries in the appendices, we have 

A,,,HO(T = 25°C) = 2 x 33.18 - 9.16 = 57.2 kJ/mol = 57 200 J/mol 

and 

Thus 

Aa = 12.80 Ab = -7.239 x lo-' Ac = 4.301 x 

and 

Ad = 1.573 x lo-' 

Using these values in Eqs. 13.1-23a and b (with TI = 298.15 K) ,  we obtain 
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and 

The numerical values for the standard state heat of reaction A,,H0(T) and the equilibrium 
constant KO calculated from these equations are plotted in Fig. 1. 

T(K) 

Figure 1 K,  versus pressure for the reaction $N2 i + ~ l  -+ NH, 

Now assuming that the gas phase is ideal, we have 

2 
n ~ ~ z  - Ka=--  (YNO? P I P  = 1 bar)' Y ~ O ?  

Y N ~ O ~  CVN~O~PIP = f b ~ )  = (A) 
where, as in Illustration 13.1-1, y ~ o ,  = 2XJ(1 + X) and Y N ~ O ~  = (1 - X)/(l + X), SO that 

and 

. . X = /  4 +  Ka'P Ka /P  P i n  bar 

The extent of reaction X and the mole fraction' of nitrogen dioxide as a function of temperature 
and pressure are plotted in Fig. 2. (Note that the equilibrium constant is independent of pres- 
sure, but the equilibrium activity ratio increases linearly with pressure. Therefore, the extent of 
reaction for this reaction decreases as the pressure-increases.) 
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Figure 2 Equilibrium mole fraction .rro, and molar extent of reaction X for the reaction NzOd = 
2N02 as a function of temperature and pressure. 

In the next illustration, the effects on the equilibrium composition of both feed com- 
position and maintaining reactor volume (rather than reacror ~ressure) constant are 
considered. 

ILLUSTRATION 13.1-4 
Effect of Pressure on Chemicnl Equilibriron itz atz Ideal Gns Mi.rrlrr-e 

Nitrogen and hydrogen react to form ammonia in the presence of a catalyst, 

The reactor in which this reaction is to be run is maintained at 450 K and has a sufficiently long 
residencz time that equilibrium is achieved ar the reactor exit. 

a. What will be the mole fractions of nitrogen, hydrogen, and ammonia exiting the reactor i f  
stoichiometric amounts of nitrogen and hydrogen enter the reactor, which is kept at 4 bar? 

b. What will be the exit mole fractions if the reactor operates at 4 bar and the feed consists 
of equal amounts of nitrogen, hydrogen. and an inert diluent? 

C. The reaction is to be run in an isothem~al. constant-volume reaction vessel with a feed 
consisting of stoichiometric amounts of nitrogen and hydrogen. The initi61 pressure of the 
reactant mixture (before any reaction has occurred) is 4 bar. What is the pressure in the 
reactor and the species mole fractions when equilibrium is achieved'? 

a. The starting point for this problem is the evaluation of the equilibrium constant for the 
ammonia production reaction at 450 K. From Appendices A.11 and A.IV, we have 

iif_HLY(T = 2S°C, P = 1 bar) = -46 100'J/(mol NH,) = A,,HO 

: AfGom(T =25OC, P = 1 bar) = -16500 J/(molNH3) = A,,GO 

and 
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Thus, 

-Arxn H o  (T) = -46 100 + 
and 

Also, 

so that 

and 

At the low pressure here we will assume the gas phase is ideal, so that 

Yi Prxn 
Cli = 

P = 1 bar 

where P,,, is the reaction pressure. The mole fraction of each species is related to the inlet 
mole numbers and the molar extent of reaction as indicated in the following table. 

. Initial Mole Number Final Mole Number ZvIole Fraction 

NHJ O X  ~ / ( 2  - X) 
Nz I 

2 j(1 - X )  ; ( I  - X ) / 9  - X) 
2 H? 3 :(I - X )  < ( I  - .  - ~ ) / ( 2  - x )  

Total 2 - X  

Therefore, 

- - X(2 - X )  

1 bar 

and at P,, = 4 bar 

This equation has the solution 

X = 0.6306 
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so that 

YNH, = 0.4605 ys, = 0. I349 and y ~ ,  = 0.4046 

b. Here we have 

Initial Mole Number Final Mole Number Mole Fraction 

NH3 0 
N2 I 
Hz 1 
Diluent 1 

Total 

and 
X ( 3 -  X) 

K O  = 

I bar 

with K,  = 1.2 18 and P,,, = 4 bar. The solution is X = 0.4072, and 

c. As in part (a), we have 

(i) "' G) (5) = "'2 - X' 
lbar  ' ( i - X ) 2  

since the equilibrium criterion 1 viCi = 0 holds for reactions at constant T and V, just 
as it does for reactions it constant T and P (see Problem 8.4). Here, however, P,,, is not 
fixed at 4 bar but depends on the number of moles of gas through the ideal gas law. Since 
the volume and temperature are fixed, 

Ncq 2 - X 
pry, = -Po = --;-Po = 2(2 - X) bar 

No - 
where Po is the initial-state pressure, 4 bar. Thus, 

since K, = 1.218. This equation has the solution -X = 0.5741, so that 
- 

YNH, = 0.4206 

P = 2.85 19 bar and y ~ ,  = 0.1494 

YH? = 0.4481 

This solution should be compared with that obtained in part (a) for a reactor maintained at 
constant pressure. Can you explain why these answers differ? 

. The algebra involved in solving for the molar extent of reaction in general chemical 
equilibrium calculations can be tedious, especially if several reactions occur simultane- 
ously, because of the coupled, nonlinear equations that arise. It is frequently possible, 
however, to make judicious simplifications based on the magnitude of the equilibrium 
constant. This is demonstrated in the next illustration. 
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ILLUSTRATION 13.i-5 
Chetniccll Eqtrilibriurn at High Ternperrrrrtres 

At high temperatures, hydrogen sulfide dissociates into molecular hydrogen and sulfur: 

At 700'C all species are gases and the equilibrium constant for this reaction, K,, is equal to 
2.17 x based on'standard states of the pure gases at the reaction temperature and a pressure 
of 1 bar. 

a. Estimate the extent of dissociation of pure hydrogen sulfide at 700°C and P = 1 bar. 
b. Show that the extent of dissociation is proportional to P-'I3, and that if N moles of an 

inert diluent are added to 1 mole of hydrogen sulfide, 

X (with diluent) = (1 + /$)'I3 .. 
X (without diluent) . / 

SOLUTION 

The starting point for the solution of this problem is the construction of a species balance table 
relating the mole fractions of each species to the mola; extent of reaction. For brevity, this table 
is presented in a form that is applicable to parts (a) and (b) of this illustration. 

Mole Fraction 
Initial Number Final Number 

Species of Moles of Moles N = O  N f O  

Hz S I 1 -2X (I - 2X)/(l + X) (I - ZX)/(I + X i iV) 
H2 O 2X 2X/(I + X) 2X/(1 + X -I- i V )  

s2 0  X X/(l + X) X/(I + x  +iV) 
Diluent N N 

Total I + X + N  

The chemical equilibrium relation is 

s ys2yi2 ( P /  1 bar) - - 4X3(P/1 bar) 
7 K ,  =2 .17  1 0 - ~  = - = 

(1 - 2X)'(l + X + N) 
(1) 

RH2s YR,s 

since ai = yip / ( [  bar) for low-pressure gas mixtures. Because K, is so small, we expect that 
X << 1. Therefore, it is reasonable to assume that 

and 

so that 
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Thus, it is clear that the equilibrium extent of reaction X is proportional to P-'I3,  and that 

At P = 1 bar and IV = 0, we have 

so that the fraction of HIS dissociated, 2 X / 1 ,  is equal to 0.035. (Had we not made the simplifi- 
cation, the solution. by trial and error, would be X = 0.0173.) 

At high temperatures KO can become large and we can expect r t o  be close to 0.5. In this case 
we would assume that / 

However, (1 - 2X) .  which appears in the denominator of Eq. 1, cannot be set equal to zero since 
the equilibrium relarion is not satisfied in this case. Instead, at high temperatures (large values 
of KO) we obtain an estimate of X by solving the equation 

A number of other equilibrium ratios that are more easily measured than KO fre- 
quently appear in the scientific literature-for example, the concentration equilibrium 
ratio Kc, defined to be 

where C; is the concentration of species i (in kmol/m3 or similar units); the mole frac- 
tion equilibrium ratios - 

K T  = x and K, = xi 
and the partial-pressure equilibrium ratio 

K , = ~ P ?  (13.1-24~) 
1 

In Table 13.1-3 each of these quantities is related to the equilibrium constant K, and 
the quantities 
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Nonideal gas and 
nonideal solution 
contributions to 
chemical equilibrium 

and K, =nyy I_1 
which account for gas-phase and solution nonidealities, respectively. [Note that if the 
Le~vis-Randall rule, T ~ ( T ,  P, - y) = yifi(T, P), is used, then 

This approximate expression, together with Fig. 7.4-1 for f /P  is useful for making 
rapid estimates of the importance of gas-phase nonidealities.] 

There are important differences between the true equilibrium constant K, and the 
equi1ib$& ratios defined here. Fist ,  K, depends only on temperature and the stan- 
dard s h e s  of the reactants and products; the equilibrium ratios, such as Kc, K,, and 
K,.. however, 'depend on mixture nonidealities (through K, and K y  ) and on the to- 
tal pressure or the total molar concentratiori: Consequently, while the thermodynamic 
equilibrium constant K, can be used to study the same reaction with different diluents 
or solvents. the ratios Xc, K.,, and K,  have meaning only in the situation in  which they 
were obtained. Finally, K, is nondimensional, whereas K p  has units of (pressure)xvi 
and Kc has units of (concentration)~"i. 

ILLUSTR.~TION 13.1-6 
Conlpari~lg Chemical Eqtcilibrircnz Ratios 

Compare the numerical values of K,, K,, and K, for the ammonia production reaction of Illus- 
tration 13.14.at P = 4 bar and T = 450 K. 

, . 

From Illustration 13.1-4, K ,  = 1.218 for the pure gas, T = 450 K, P = 1 bar standard state. 
From Table 13.1-3, 

where we have set K, = 1. For the reaction being considered, 

so that 

PNH, K,=-- 3,2 - Ka(l bar)-' = 1.218 bar-' 
' ~ 2  'Fi2 

and 

The prediction of the reaction equilibrium state for nonideai gas-phase reactions 
is .more complicated than for ideal gas-phase reactions. This is demonstrated in the 
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Table 13.1-3 Chemical Equilibrium Ratios 

Gaseous Mixture a t  'Moderate o r  High Densit! 
Starldc~rd state: Pure gases at P = 1 bar 

K, = r j a ?  = 
p i $ i ( ~ ,  P, Y) 

I 
1 bar - 1 '  

Gaseous Mixture a t  Low Density 
S:~~rlclclrc/ stctte: Stare of unit activity 

and 

Liquid Nlixture 
Srarldcrrd siate: State of unit activity* 

K, = JJ = n(.ri7i)L+i = K.r Ki. 
i 1 .  

Using .ri = Ci/C. where Ci is the molar concentration of species i. and C is the total molar 
concentration of the mixture, we have 

For an ideal mixture 7i = I ,  and 

K  - c - ' - i K  
a - 

Siatzdard siate: Ideal I-rnolal solution 

- For an ideal mixture 7P = I ,  and 

*The expressions here have been written.assuming that the standard state of each component is the pure 
component state or the ideal I-molal state. Analogous expressions can be written using the other of the 
Henry's law standard states for each component or, more generally, for the case in which the standard state 
for same species in the reaction is the pure component state and for others it is the infinite-dilution or 
ideal I molal.state. One has to be careful to be consistent in that the standard state for the Gibbs energy of 
formation used for each component in the computation of the chemical equilibrium constant must also be 
considered to be the state of unit activity of each component. 
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following two illustrations. which show that there is an effect of pressure on reaction 
equilibrium due  to gas-phase nonideality (as a result of  the fugacity coefficient ratio 
K,), in addition to  the primary pressure effect that was shown in Illustration 13.1-3 
when there is a mole number change. 

ILLUSTRATION 13.1-7 
Effecr of Pressure on an l h l  Gas-Phnse CI2e~nical Eql~ilibrium 

Compute the equilibrium mole fraction of each of the svcies  in the gas-phase reaction 

at 1000 K and (a) 1 bar total pressure and (b) 500 atm (506.7 bar) total pressure. The equilibrium 
constant for this reaction K, experimentally has been found to be equal to 0.693 at !000 K 
(standard state is the pure gases at T = 1000 K, P = 1 bar), and initially there are equal 
amounts of carbon dioxide and hydrogen present. 

SOLUTION 

For this reaction, we have 

Since q = 0, there is no primary effect of pressure on the extent of reaction; there is, how- 
ever, a secondary effect through the pressure dependence of K,. Eliminating the species mole 
fractions in terms of the extent of reaction, we obtain 

Initial Mole Numbers Fical Mole Numbers Mole Fractions 

. . co2 1 I - X  (I - X)/2 
H2 1 I - X  (I - X)/2 
co 0 X x / 2  
Hz0 O X X/2 - 

Total 2 

and 

. a. At 1 bar K, = 1, so that to predict the equilibrium state we need to solve 

- 
0.693 = x2/(1 - x)' 

The solution to this equation is X = 0.4543, so that 

YCO = YH?O = 0.227 and y c q  = y ~ ,  = 0.273 
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b. At 506.7 bar, K, cannot be assumed to k equal to unity since each of the fugacity coeffi- 
cients will have values different from unity; instead. the value of K,, will be computed by 
using the Peng-Robinson equation of stare to calculate each of the fugacity coefficients. 
However, since, in the fugacity coefficient calculation, the mole fractions are needed (first 
to compute the a and b parameters in the mixture, and then for evaluation of the fugacity 
coefficients after the compressibility factor has been found). the computation of the equi- 
librium state will be iterative. That is. a value of K,, wiil be assumed (unity for the first 
iteration), and the equilibrium compositions will be computed. The mole fractions that 
result will then be used in the Peng-Robinson equation to compute the species fugacity 
coefficients and a new value of K,, which is then used to compute new equilibrium mole 
fractions. This procedure is repeated until the calculation has converged. The final result 
is 

and 

Thus X = 0.4654, so that 

yco = YH, = 0.2327 and yco2 = = 0.2673 

which differs slightly from the low-pressure result. Note that ni Pq = P Z ~ ' "  is equal to 
unity for the reaction being considered since x vi = 0. Therefore, for this reaction. largely 
because the pressures are not very high. the effect of this gas-phase nonideality is not very 
large. The only effect of pressure on this reaction equilibrium is as a result of gas-phase 
nonidealities. Such an effect may be much smaller than the direct effect of pressure when 
2 vi # 0 (and ni P'" # I), as found in Illustration 13.1-4. H 

T h e  following illustration is an example of n reaction where the effect of gas-phase 
nonidezlity is of  greater importance. 

ILLUSTRATION 13.1-8 
Calculrtion of High-Pressure Chemical Eq~rilibriron 

The nitrogen fixation reaction to form ammonia,.considered in Illustration 13.1-4, is run at 
higher temperatures in commercial reactors to take advantage of the faster reaction rates. How- 
ever, since the reaction is exothermic, at a fixed pressure the equilibrium conversion (extent of 
reaction) decreases with increasing temperature. To overcome this, commercial reactors are op- 
erated at high pressures. The operating range of commercial reactors is pressures of about 350 
bar and temperatures from 350°C to 600°C. 

In trying to find the economically optimal operating conditions for design, it is frequently 
necessary to consider a wide range of conditions. Therefore, determine the equilibrium extent 
of reaction over the temperature range of 500 to 800 K and the pressure range from 1 bar to 
1000 bar. 

SOLUTION 

The equilibrium constant for this reaction over the temperature range can be computed using 
the programs in Appendix B.1 or B.11, or manually using the data in Appendix A. The result is 
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The equilibrium relationship is 

~ N H  YNHJ (z) 4 N H 3  K, = -+ = 
11- 312 312 

a~~ OHz (k) dN2] 'I2 [yH2 (*) 1 bar bHi] 

where $i is the fugacity coefficient of species i in the mixture, and K, is the product of the 
species fugacity coefficients to the power of their stoichiometric coefficients. 

Using the same fee,d as in Illustration 13.1-4, the equation to be solved is 

The difficulty in solving this equation is that the fugacity coefficients, and therefore K,, (com- 
puted using, for example, the Peng-Robinson equation of state), depend upon the mole fractions 
that must be obtained from the equilibrium relation. Consequently, the calculation is a compli- 
cated, iterative one. The results obtained using a specially prepared MATHCAD worksheet are 
shown in Figures I and 2. 

1 I I I 

P, bar 

Figure 1 K, versus pressure for the reaction i~~ + 3~~ -+ NH3. 
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0 200 400 600 800 I OW1 

Pressurc. bar 

Figure 2 Extent of reaction versus pressure at several temperatures. 

COMMENTS 

There a ~ e  several things to be noted from these figures. The first is that at any temperature. 
the equilibrium extent of reaction increases rapidly with increasing pressure. Second, at any 
pressure, the equilibrium conversion decreases with increasing temperature. Next, the fugacity 
ratio K, can be quite small,in value at high pressures, especially at low temperatures. Con- 
sequently, the gas-phase nonidealities have art important effect on the equilibrium conversion. 
This is evident in Figure 2, which sho\vs the equilibrium extent of reaction versus temperature 
and pressure, and where we have also plotted the ideal gas results ( K ,  = 1) at 500 and 800 K.B 

The discussion so far has been restricted to gas-phase reactions. One reason for 
this is that a large number of reactions, including many high-temperature reactions 
(except metallurgical reactions), occur in the gas phase. Also, the identification of the 
equilibrium state is easiest for gases, as nonidealities are generally less important than 
in liquid-phase reactions. However, many reactions of interest to engineers occur in the 
liquid phase. The prediction of the equilibrium state in such cases can be complicated if 
the only information available is K, or A,,G', since liquid solutions are rarely ideal, 
so  that K, will not be unity. Furthermore, some liquid-phase reactions, especially those 
in aqueous solution, involve dissociation of the reactants into ions (which form highly 
nonideal solutions), and then reaction of the ions (see Illustration 13.1 - 10). 

Consequently, for many liquid-phase reactions one is more likely to use experimental 
measurements of the equilibrium concentration ratio 

K,  = n C? = C ~ ~ ~ K ~ / K ,  (13.1-25) 
1 

if such data are available, than try to calculate the equilibrium state from K, or Gibbs 
energy of formation data. However, the equilibrium ratio Kc  is a function of the sol- 
vent and reactant concentrations, both through the C Z " ~  term and the activity coeffi- 
cient ratio K, . Therefore, at a given temperature and pressure, several values of Kc may 
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,be given, each corresponding to different solvents or molar concentrations of reactants 
and diluents. (Frequently, as in Illustration 13.1-10, we will be satisfied with relatins 
the value of Kc in one solution to its value in another, rather than trying to predict its 
value a priori.) 

Given a value of Kc for the reaction conditions of interest, equilibrium calculations 
for liquid-phase reactions become straightforward, as indicated next. 

The ester ethyl acetate is produced by the reaction 

In aqueous solution at 100°C. the equilibrium ratio Kc for this reaction is 2.92 (which is unitless 
since vi = 0). We will assume that the value of Kc is independent of concentration. Compute 
the equilibrium concentrations of each species in an aqueous solution that initially contains 250 
kg of acetic acid and 500 kg of ethyl alcohol in each 1 m3 of solution. The density of the solution 
may be assumed to be constant and equa! to 1040 kdm3. 

SOLUTIOS 

The initial concentration of each species is 

and the concsnrration of each species at an extent of reaction 2, in units of kmol/m3, is 

C.., = 4.17 - X 

CE = 1 Z).9 -'X 

Clv = 16.1 + ,? 
C E . ~  = x 

Therefore, ar cquiiibrium, we have 

This equation has the solution 2' = 2.39 kmol/m3, so that 

Consequently. 57.3 percent of the acid has reacted at equilibrium. R4 

The partial ionization of weak acids, bases, and salts in solution, most commonly in 
aqueous solution, can be considered to be  a chemical equilibrium process. Examples 
include the ionization of acetic acid, 
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CH3COOH = CH3COO- + H' 

the ionization of water, 

H 2 0  = H+ + OH- 

and the dissociation of organic acids and alcohols. In the discussion here the ionization 
reaction will be designated as 

A,+B,- = v+AS+ + v-BZ- (13.1-26) 

where v+ and v- are the stoichiometric coefficients of the cation and anion, respec- 
tively, and :+ and :- are their valences. 

The chemical equilibrium relation for this reaction is 

KO = exp --{v+ Af_Gir+ (ideal I-molal solution) 1 d T  
+ v- A&>- (ideal I-molal solution) 

- AfGi,+ Bv- (ideal I -mold solution)] I (7;oz;+) Y+ (:B;:;-) Y -  

a:+ o;;+ - - - - 
aA,.+ B,,- MA", B"- YE+ B"- 

1 molal 

Chemical equilibrium 
constant for an ionic 
dissociation reaction 

1 molal 1 molal 
K ,  = 0 / MAY+ Bt'- YA"+ B,,- \ 

L 

Here the standard state for the ionic species is a 1 -molal ideal solution: the enthalpies 
and Gibbs energies of formation for some ions in this standard state at 25'C are given in 
Table 13.1-4. In Eq. 13.1-27 the standard state for the undissociated molecule has also 
been chosen to be the ideal I-molal solution (see Eq. 9.7-20), although the pure com- 
ponent state could have been used as well (with appropriate changes in AfGiv+Bv-  and * 

~A,+B,-). Finally, we have used the mean molal activity coefficient, y*, of 
Eq. 9.10-1 1. Also remember that for the I-molal standard state, y + 1 as the so- - 
lution becomes very dilute in the component. 

From the electrical conductance measurements it is possible to determine the total 
ionic concentration in a solution of a weak electrolyte and thus calculate the degree 
of ionization. This information is usually summarized in terms of the equilibrium con- 

' centration ratio 

Historically, the equilibrium ratio Kc for ionization reactions has been called the ion- 
ization constant or the dissociation constant; clearly, its value will depend on both 
the totd electrolyte concentration and the solvent. 
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Table 13.1-4 The Heats and Gibbs Energies of Formation for Ions in an Ideal I-Molal 
Solution at 25'C 

Ion A ~ _ H =  ( W I ~ O I )  &_GO ( M / ~ o I )  ) Ion A ~ _ N O  ( ~ / m o ~ )  A&' (k~/mo~)  

Comparing Eqs. 13.1-27 and 13.1-28, and neglecting the difference between con- 
centration and molality, yields 

- 

Agf 105.90 77.1 1 
Alff ' 5470.33 
B at+ -538.36 -560.66 
Ca"+ -542.96 -553.04 
C1- - 167.46 -131.17 
CS* -247.69 -282.04 
Cuf 5 1.88 50.2 1 
CU+' 64.39 64.98 
F- -329.1 1 -276.48 
Fe " + -87.86 -84.94 
Fe+++ -47.70 - 10.54 
Hg++ 164.77 
HSO; -627.98 -527.3 1 
HSO; -885.75 -752.87 
I- -55.94 -5 I .67 

Generally, we will be interested in very dilute solutions. so that y:*+,"- can be taken 
to unity. Also, we define an equilibrium constant KF by 

-- 

K+ -251.21 -252.25 
Li -I. -275.40 -293.80 
Mgf" -46 1.96 -456.01 
Mnt+ -218.82 -223.43 
Na+ -239.66 -261.88 
NH: - 132.80 -79.50 
Ni++ -64.02 -46.44 
OH- -229.94 - 157.30 
PbCf 1.63 -24.3 I 
SO;- -624.25 -497.06 
SOY- -9fl.5 1 -74 1.99 
Sri-+ -545.5 1 -557.3 1 
Tlf 5.77 -32.45 
TI+++ 1 15.90 209.2 
Znf + - 152.42 -147.21 

K," = K,(1 rn~lal)~++"--' (13.1-30) 

Sortme: Based on data in G. N. Lewis, M. Randall, K. S. Pitzer, and L. Brewer. Ti~ern~ociy~~tit~~tc~, 2nd cd., 
McGraw-Hill, New York (1961 ). 

and obtain 

(Note that K," would be the ionization constant if the ions formed an ideal solution.) 
Depending on the total ionic strength of the solution, one of Eqs. 9.10-15, 9.10-17, 
9.10-18, or 9.10-19 will be used to compute In y*. At vCry low ionic strengths, the 
Debye-Huckel relation applies so that - 

strength .- 

Simplified equation for 

1 
I = - ~ Z : M ,  

ions 

(13.1-32) 

The important feature of Eq. 13.1-31 is that it can be used to predict the ionization 
constant of a molecule when dataon the Gibbs energy of formation of its ion fragments 

the variation of the 
'hemica' where a is given in Table 9:lO-1 and the ionic strength I is 
constant with ionic 



731 Chapie:. 13: Chemical Equilibrium 

are available (so that K,, and KF c a n b e  computed), or, when such data are not available, 
it can at  least be  used to interrelate the ionization constants for the same molecule at 
different ionic strengths, as in Illustration 13.1-10. 

ILLUSTRATION 13.1-10 
Calculation of dle Chei?zical Eqitilibril~m Coirstnrlr for an Iorlic Dissociatior? Reaction From 
Concentration Data 

MacInnes and Shedlovsky [J. Am. Cl~enz. Soc.. 51. 1429 (1932)l report the following data for 
the ionization of acetic acid in water at 25'C: 

Total Amount of Acetic Acid Added, CH3COO- Concentration, 
CT, kmol/m3 ~ ; r n o l / ~ ~  

Establish that, at low acetic acid concentrations, these data satisfy Eq. 13.1-32. and compute K," 
a n d  the standard Gibbs energy change for this reaction. 

SOLUTION 

The ionization reaction is 

. CH3COOH = CH;COO- + Ht . .. 
so that v, = v- = I ,  z+ = 1.2- = -1 and 

CHt. = CCH~COO-7 CCH~COOH = CT - CCHZCOO-, and 

The dissociation constant Kc is related to ionic strength as follows 

- 
The dissociation constant and ionic strength are tabulated and plotted here: 

Total Amount of 
Acetic Acid Added I = CcH3coo- 
CT, kmoYm3 kmoYm3. KC In K; 
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(krn~I/m')"~ 

~ i ~ j t f e  13.1-3 In Kc versus f i  for the dissociation of acetic acid. 

From Fig. 13.1-3 we see that Eq. 13.1-32 does f i t  the low-ionic-strength data well, and that 
In K," = - 10.95 15. Thus. KP = 1.753 x krnollm" and K, = 1.753 x 10-j. Finally, since 
A,,,GO = -RT In K,,, we have that at 25°C . 

- 
AnnGo = GcH,coo-(ideal I molal solution) + GH+(ideal 1 molal solution) 

- ccH,cooH(ideal 1 molal solution) = 27.15 kJ/mol 
m 

Before leaving the subject of ionization equilibrium in electrolyte solutions, it is 
useful to note that the total Gibbs energy of a partially ionized electrolyte in a solvent 
is 

where CABqD is given by Eq. 9.10-14. To find the equilibrium degree of dissociation (or 
ionization) at fixed temperature, pressure, and number of moles of solvent, for which 
the total Gibbs energy is a minimum, we-start from 

(since Ns dGs  + NAB  GAB - -I- NAB,D dSAB.D = 0 by the Gibbs-Duhem equation) and 
set 

However, NAB,D = -NAB, where N& is the initial fixed amount of the electrolyte 
AB added to the solution. Therefore, 

and we obtain 
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That is, the partial molar Gibbs energy of the undissociated salt is equal to, and can be 
computed from, that of the dissociated ions in solution: 

~AB(undissociated salt) = G:B,D + v RT In[(Miyi)/(M = I)] (13.1-33) 

Finally, a complete chemical equilibrium stability analysis is beyond the scope of 
this book.2 It is useful to note, however, that generally states of chemical equilibrium 
are thermodynamically stable in that if a small change is made in the value of a state 
variable or constraint on the system, the equilibrium will shift, but it will return to its 
previous state, after sufficient time, if the altered state variable or constraint is restored 
to its initial value. By direct calculation involving either the equilibrium constant (for 
changes in temperature), activities (for changes in pressure and species concentration), 
or the system conS~iaints, we can determine the shift in the equilibrium state in response 
to any external change. For example, Illustration 13.1-3 shows that both the equilibrium 
constant K, and the molar extent of reaction X increase with increasing temperature 
for an endothermic (Ar,,H > 0) reaction, \\-hereas Illustration 13.1-4 shows that K,, 
decreases with increasing temperature for an exothermic (A,,,H < 0) reaction. II- 
lustration 13.1-3 can also be inte'rpreted as demonstrating that an increase in pressure 
decreases the extent of reaction for a reaction in which A,,, V is positive, and would 
increase X if A,,V were negative (note that in an ideal gas phase reaction Ar,,V is 
proportional to Xui). Adding an inert diluent to a reaction at constant temperature and 
pressure reduces the concentration of the reactant species, and its effect can be found 
accordingly. (In a gas-phase reaction the partial pressure of each species is reduced, 
so  that the direction of the shift in equilibrium is the same as that which accompanies 
a reduction in total pressure.) Adding a diluent at constant temperature and volume, 
however, has no effect on.the equilibrium, except through mixture nonidealities. 

These observations and others on the direction of the shift in equilibrium in response 
to a given change are usually summarized by a statement referred to as the Principle 
of LeChatelie? and BraunJ (but also known as the Principle of Moderation or the 
Principle ofSpite5): 

A system in chetniccrl equiiibrillm resporrds to cm imposed change in ally ofthe 
factors governi~lg the equilibrirrm (far e.t-ntrrple, tetnperatnre, pressure, or the 
concentration of one of the species) in srrch a ~t'cry that, had this some response 
occurred without the imposed variation. the factor would have changed in the 
opposite direction. 

Although this simple statement is a good rule of thumb for infemng the effects of 
c h a r e s  in an equilibrium system, it is not universally valid, and exceptions to it d o  
occur (Problem 13.17). A more general, universally valid statement of this principle 
is best given within the context of a complete thermodynamic stability analysis for a 
multicomponent reacting system.'~or many situations, however, it may be more useful, 
and even more ~ped i t ious ,  to ascertain the equilibrium shift by direct computation of 

2 ~ e e  Chapter 9 of Thennodynamics and its Applicorions, 2nd ed., by M. Modell and R. C. Reid. Prentice Hall, 
Englewood Cliffs, N.J., 1983; and Chemical Themodymmics, by I. Prigogine and R. Defay ( m s l .  by D. H. 
Evemtt), Longmans Green, New York, 1954. 
3 ~ .  LeChatelier, "Recherches sur les equilibres chimique:' Annales des mines, 13,200 (1888). 
4 ~ .  Braun, Z Phys. Chem, 1,259 (1887). 
5 ~ h i s  term was used by J. Kestin in A Course in Thermodynamics, vol. 2, John Wiley & Sons, New York (1968). 
p. 304. 
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the new equilibrium state, rather than merely surmising the direction of that shift from 
a detailed stability analysis. 

13.2 HETEROGENEOUS CHEMICAL REACTIONS 

The discussion of the previous section was concerned with chemical reactions that 
occur in a single phase. Here our interest is with reactions that occur anlong species 
in different phases but that do not involve combined chemical and phase equilibrium. 
Examples of such reactions are 

CaF2(s, fluorspar) + H2S04(1, pure) + CaS04(s) + 'LHF(g) (13.2-1) 
CH4 + C(S) + 2Hz (13.2-2) 

and 
CaC03 (s) -+ CaO(s) + C 0 1  (13.2-3) 

where s, 1, and g indicate the solid, liquid, and gas phases, respectively. In the first of 
these reactions, the solubility of hydrogen fluoride in sulfuric acid is negligible, and 
in all these reactions the gaseous and solid species can be considered to be mutually 
insoluble. Consequently, the determination of the equilibrium state for each of these 
systems involves considerations of chemical, but not phase, equilibrium. 

The most important characteristic that differentiates these heterogeneous reactions 
from the homogeneous reactions considered in the pievious section is that in the calcu- 
lation of the equilibrium state for heterogeneous reactions, the activity of each species 
is affected by either dilution or mixture nonideality only by other components that ap- 
pear in the same phase. Thus, to analyze the production of hydrogen fluoride gas by 
the reaction of Eq. 13.2-1, we have 

which, at low pressures and using the 1 bar pure component gaseous standard state for 
HF, the pure component liquid standard state for H2SO4, and the puie.component solid 
standard states for CaF2 and CaS04, reduces to 

2 
YHFP 
1 bar 1 bar 

since the activities of the pure liquid (H2S04) and the unmixed solids (CaS04 and 
CaF2) are each unity (see Table 13.1-2), and 

C~HF = NHFP 
( P  = 1 bar) 

Thus the equilibrium pressure of hydrogen fluoride is easily calculated--clearly much 
more easily than if all reaction species were present in the same phase. -- 

ILLUSTRATION 13.2-1 
Calculation of Chemical Equilibrium for a Reacrion Involving a Gas and a Solid 

r Carbon black is to be produced from methane in a reactor maintained at a pFessure of 1 bar 
and a temperature of 700°C (the reaction of Eq. 13.2-2). Compute the equilibrium gas-phase 
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conversion and the fraction of pure methane charged that is reacted. The equilibrium constant K ,  
for this reaction at T = 700°C is 7.403 based on the pure component standard states (gaseous 
for C& and Hz, and solid for C) at the temperature of the reaction and 1 bar. 

SOLUTION 

Basis of the colc~~lation: 1 mole of methane 

Present in  Gas-Phase 
Species Initial Amount Final Amount Gas Phase Mole Fraction 

cH2 1 I - X  1 - x (1  - X)/(I + X) 
C 0 X 
H2 0 2X 2X (2X)/(1 + X) - 

Total 1 + X  

Thus 

since the activity of solid carbon is unity and therefore does not appear in the equilibrium cal- 
culati'on. Also, the reaction and standard-state pressures are both l bar. Therefore, 

~ C H ,  = 0. I08 
X = . ,/A :4 + K, = 0.806 and JH? = 0.892 

. .. 
An important observation from the equilibrium calculation just performed, or, for 

that matter, of any chemical equilibrium calculation in which both reactants and prod- 
ucts appear in the same gaseous or liquid phase, is that the reaction will not go to 
completion (i.e., completely consume one of the reacting spec~es) unless K,, is infinite. 
This is because of the contribution to the total Cibbs energy from the Cibbs energy 
of mixing reactant and product species, as was the case in homogeneous liquid- or 
gas-phase chemical reactions (see Sec. 13.1 and Fig. 13.1 - 1). 

The decomposition of calcium carbonate (Eq. 13.2-3), or any other reaction in which 
the reaction products and reactants do not mix in the gas or liquid phase, represents a. 
fundamentally different situation from that just considered, and such a reaction may 
80 to completion. To see why this occurs, consider the reaction of Eq. 13.2-3 in a 
constant temperature and constant pressure reaction vessel, and let Ncaco3,0 and NC02,0 
represent the number of moles of calcium carbonate and carbon dioxide, respectively, 
before the decomposition has started. Also, since none of the species in the reaction 
mixes with the others, we use pure component molar than partial molar Gibbs energies 
in the anaIysis. Then, 

= Nc~co~,o_Gc~co~,o(T, P )  + N c o ~ , o _ G ~ ~ ~ , ~ ( T ,  PI 
the, system 

and 
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Gibbs energy of 
= (Nc,co,,o - X)Gc,co,(T, P) + XGc,o(T. P) 

+ (Nco2.0 f X)-Gco2 (T3 P) (13.2-4) 
= GO+XCV~_G~ 

where A,,Gr is the standard-state Gibbs energy change of reaction, that is. the Gibbs 
energy change if the reaction took place between the pure components at the tempern- 
ture T and a pressure of 1 bar. Notice that the actual (not standard state) Gibbs energy 
is a function of the molar extent of reaction both explicitly and, since the system is 
closed and the COz partial pressure depends on X, implicitly. 

If the initial partial pressure of carbon dioxide is so low that 

the minimum value of the total Gibbs energy of the system occurs when enough cal- 
cium carbonate has decomposed to raise the partial pressure of carbon dioxide so that 

or, if there is insufficient calcium carbonate present to do this, when all the calcium car- 
bonate has been consumed and the reaction has gone to completion (i.e., X = iVCLco,). 
That is, if 

or, equivalently, if . 

AmnGO 
K. = exp ( - F )  > nco2 

where ace, = Pco,/l bar, the reaction will proceed as written until either the equi- 
librium partial pressure of CO;? is achieved or all the calcium carbonate is consumed, 
whichever occurs first. 

On the other hand, if initially Pco, is so large that 

the minimum Gibbs energy occurs when X = 0 (i-e., when there is no decomposition 
of calcium carbonate). In systems containing both CaC03 and CaO, when the partial 
pressure of carbon dioxide is such that 
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equilibrium is achieved; that is, calcium carbonate will neither decompose to. nor be 
formed from, calcium oxide. 

These various possibilities are shown in Fig. 13.2-1, where we plot, as a function of 
the imposed partial pressure of carbon dioxide, the quantity 

Gibbs energy of Initial Gibbs 
system at molar extent energy of system 

of reaction X 

at T = 1200 K. At this temperature A,,,,GS = -5706 Jlmol (see lllustrarion 13.2- 
2). In Fig. 13.2-1 we see that for carbon dioxide partial pressures of less than 2.393 
bar, the Gibbs energy change on reaction and the system Gibbs energy decrease as 
the molar extent of reaction increases. Therefore, the reaction will proceed until all 
the calcium carbonate decomposes to calcium oxide. Conversely, for carbon dioxide 
partial pressures above 2.393 bar, the Gibbs energy change on reaction and the system 
Cibbs energy increase as the reaction proceeds. Therefore, the state of minimum Gibbs 
energy of the system, which is the equilibrium state, is when X = 0 and no dissociation 
of the calcium carbonate occurs. However, if the partial pressure of carbon dioxide is 
maintained exactly at 2.393 barand the system temperature at 1200 K, there is no Gibbs 
energy change on reaction, and any extent of reaction is allowed. Thus, independent of 
whether the reaction cell, because of previous history, contained calcium carbonate in 
an undecomposed or partially or fully decomposed state, that state would remain, as 
there is no driving force for change. (You should compare Figs. 13. i - I and 13.2- 1 and 
understand the differences between the two.) 

Figure 13.2-1 Gibbs energy change for the heterogeneous reaction CaC03 -+ CaO f COz as 
a function of extent of reaction at T = 1200 K. 



13.2 Heterogeneous Chemical Reactions 741 

The equilibrium partiaI pressure of a gaseous species that results from the dissoci- 
ation of a solid is calfed the decomposition pressure of the solid. In the foregoing 
discussion, this is 2.393 bar for calcium carbonate at 1200 K. As is evident from Illus- 
tration 13.2-2, the decomposition pressure of a solid is a strong function of temperature. 

ILLUSTRATION 13.2-2 
Calcrtlnrio~~ ofthe Decotr~posirion Pressrrre of a Solicl 

Compute the decomposition pressure of calcium carbonate over the temperature rnnge of 295.15 
K to 1400 K. 
Data: 

S O L U T I ~ ~  

From the preceding discussion, we have 

K,  = nc, = Pc,/(P = I bar) 

so that here the calculation of the decomposition pressure, PCO2, is equivalent to the calculation 
of the equilibrium constant as a function of temperature. From Appendix .A.IV, we have 

. . 
and 

130 401 J/mol 
K ,  (T = 25°C) = exp - = 1.424 x 1 0-2' [ 8.314J/molKx298.15K 

To calculate the equilibrium constant at other temperatures, Eq.. 13.1-23b and the heat capacity 
data given i n  this problem and in Appendix A.11 are used. The results for both the equilibrium 
constant and the decomposition pressure are: 

Note that the decomposition pressure changes by 25 orders of magnitude over the temperature 
range. Also, as seen in the figure, the pIot of In Ka versus reciprocal temperature is almost a 
straight line. 
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1lT (K)  x 10' 

Calcium carbonate-crtlcium oxide-carbon dioxide equilibrium. 

-1 m 

Another example of heterogeneous chemical equilibrium is the dissolution and dis- 
sociation of a weak salt in solution, most commonly aqueous solution. This process 
can be represented as 

A,+ B,- (s) = v+A'+ (aq) + v-.BZ-(aq) 

where the notation (s) and (aq) indicate solid and aqueous solution, respectively, and 
z+ and z- are thevalenCes of the cation and anion. The equilibrium relation for this 
ionization process is 

1 
K, = exp -- 1 R T  

{v+Ar(3k:+ (ideal, 1 molal) + v -  Af(3Og:- (ideal, 1 molal) 

1 

since ~A,+B,-, the activity of the pure, undissociated solid is unity, and we have taken 
the standard state of the ions to be an ideal I-molal solution. Also, the mean ionic 
activity-coefficient, discussed in Sec. 9.10, has been used. 

Common notation is to define the solubility product K, by 

Definition of the 
solubility product 

so that K, and K, are related as f o l l o ~ s : ~  

6 ~ n  writing this expression we have neglected the difference between concentration in kmol/rn3 = moles/liter 
and molality. . _  
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K - K ., !"++"-I 
u - s ; =  /(M = 1 molal)("++"-) 

or 

K, = K, (II/I = 1 m ~ l ~ l ) ( ~ + + " - ) / ~ ~ + " - )  

If we now define K," to be the solubility in an ideal solution, we have 

K,O = K ,  ( M  = 1 molal)(~'+"-)  

and. 

(v++v-) 
Ks = K,"/Y* 

or , 

In Ks = In KP - (v+ + v-) In y; (13.2-6) 

where one of Eqs. 9.10- 15.9.10- 17.9.10- 15, or 9.10-19 is used for in yi, dependin: on 
the ionic strength. (You s h o ~ ~ l d  compare the relation in Eq. 13.2-6 with Eq. 13.1-31 .) 
A; low ionic strengths, the Debye-Hiickel limiting law applies, so that 

Simplified expression 
for the variation of the 
solubility product with where the ionic strength I is given by 
ionic strength 

I 
I = - Z?IVZ~ 

. : ions 

The important feature of Eq. 13.2-7 is that it can be used to predict the solubility 
product of salts when data on the Gibbs energy of formation of the ions are available 
'(so that K ,  and K," can be computed) or, when such data are not available, it can be 
used to interrelate the solubility products for the same salt at different ionic strengths. 
These two types of calculations are demonstrated in Illustration 13.2-3. . 

.+ 

ILLUSTRATION 13.2-3 ,- 

Calc~tlnrion of the Solrtbiliry Producr from Solltbility Dnrn 

The following data give the solubility of silver chloride in aqueous solutions of potassium nitrate 
at 25°C: - 

Concentration of KNO3 (kmol/m3) Concentration of AgCl at Saturation (kmol/m3) 

0.0 1.273 x 
0.000509 1.311 x 
0.00993 1 1.427 x lo-' 
0.016431 ' 1.469 x lo-' 
0.040144 1.552 x . . 

source' S. Popoff and E. W. Neumann, f. Phys. Chem, 34, 1853 (1930); E. W. Neurnann, J. Am. 
Chem Soc., 54,2195 (1932). 

a. Compute the solubility product for silver chloride in each of these solutions. 
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b. Make a prediction of the solubility product of silver chloride in the absence of any potas- 
sium nitrate without using the data above. 

c. Show that the silver chloride solubility data satisfy Eq. 13.2-7, at least at low potassium 
nitrate concentrations. and find h e  numerical value of K:. 

a. The solubility product for silver chloride is 

s i ~ c e  here the molar concentration of silver ions and chloride ions are each equal to the 
molar concentration of dissolved silver chloride: that is, CAg- = CCI- = CApCI. The values 
of K, and In K, are given in the table that follows. 

b. To independently predict the solubility product for silver chloride, we first ccrnpute the 
thermodynamic equilibrium constant K,  from Eq. 13.2-5, Appendix A.IV, and Table 
13.1-4. Thus 

and K,+ 2.670 x (kmol/m")'. Now using Eq. 13.2-7, we have 

since. for this case I = 4 (cA.- + CCI-) = Che-. and K, = CAg+ CCL- = (CAg+)?. This 
eqtiation has the solution that. at saturation, CAr- = Ccl- = 1.634 x kmol/m3, and 
K, = 2.67 x 10-lo (kmol/m5)'. Thus our prediction leads to a silver-ion concentration 
and a chloride ion concentration, at saturation. that are each about 30 percent too large,. 
and a solubility product that is about 65 percent too large. 

c. For the situation here 

and 

The quantity In K, is plotted versus f i  in fig. M.2-2, together with a dashed line, 
which has a slope of 2a, that was drawn to pass through the CK~O,  = 0 datum point. 
Clearly, Eq. 13.2-7 is valid up to an ionic stren,@ of about 0.0225 krnol/m3; at higher 
ionic strengths there are deviations from the Debye-Hiickel limiting law (Eq. 9.10-15) 
and, therefore, from Eq. 13.2-7. 
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4 (kmoI/m3)ln 

Figure 13.2-2 The solubility product of silver chloride as a function of the square root of the 
ionic strength in aqueous potass$.zm nitrate solutions.. 

Using Eq. 13.2-7 and the CGv0, = 0.0 datum point, we find that In K," = -22.5514, so 
that the ideal solution solubility product is 1.607 x lo-" (kmol/m")'. El 

An important chemical reaction for metallurgical processing is the oxidation of a 
metal which, to be perfectly general, we will represent as 

Metal + O2 = Oxide (rxn I) (13.2-8) 

We have written this reaction in generic form since the stoichiometry for oxidation 
reactions can be quite different depending on the valence of the metal. For example, 
the oxide could be PbO, A12O3, Fez03, Fe304, PzOs, SnO?, Na20, etc. The eqililibrium 
relation for this reaction is 

aoxide 1 - - 1 bar 
K, (rxn 1, T) = exp (13.2-9) 

amerataOZ 1 . - Poz PO, 
1 bar 

where in writing this last form of the equation we have recognized that since the metal 
and the oxidecare solids and do not mix, they will be pure, and thus in  their standard 
states of unit activity. Alternatively, the equation above can be written as 

where here the w i a l  pressure of oxygen is taken to be in units of bar. Thus here, as 
with other heterogeneous reactions, if the partial pressure of oxygen exceeds a value 
equal to 

Po, (bar) = exp ( A.Gz 
the reaction will proceed until either the partial pressure of oxygen is reduced to this 
value (if the supply of oxygen is limiting) or until all the metal is oxidized (if the 
amount of metal is limiting). Alternatively, if the partial pressure of oxygen is below 
this value, oxidation will not occur; rather, some of the oxide will be reduced to the 
metal, releasing oxygen. If the partial pressure of oxygen exactly equals the value given 
by Eq. 13.2-1 1, no reaction will occur. 
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While the calculation of the standard-state Gibbs energy change as a function of 
temperature needed to use Eq. 13.2-1 1 could be done using programs such as those 
in Appendix B and on the CD-ROM accompanying this book, to permit simple hand 
calculations, plots such as Fig. 13.2-3 have be& used in t$e metallurgical intlustry 
(ihough the standard-s-pte Gibbs energy changes on reaction can more accurately be 
computed from heat capacity data and the Gibbs energies of formation at 25OC). These 
plots are used as follows. First the intersection of the line corresponding to the metal 
oxide that is being formed with the vertical line corresponding to the temperature of 
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interest is located. The standard-state Gibbs energy change is then read from the left- 
hand axis. Xrxt, drawing a straight line through the point A,,G0 = 0 on the left-hand 
axis to the intersection found in the first step and extending this line to the line along 
the right edge or bottom of the plot marked Po, (bar) gives the equilibrium oxygen 
partial prcssure for the oxidation reaction at the temperature chosen. 

The reason this last graphical construction gives the equilibrium partial pressure is 
as follows. The extreme left side of Fig. 13.2-3 corresponds to T = 0 K, for which 
RT In Po, = 0. The slope of the line drawn in the construction above is 

Slope = 
[RT In PO2lT - [RT In PO~]T=O 

= R In Pol (T) (13.2-12) 
T - 0  

so that the slope of the line drawn above is simply related to the equilibrium partial 
pressure. It is the slope of the line, reported in units of the partial pressure of oxygen, 
that is given in the figure. 

ILLUSTR.$TION 13.2-4 
C~llc~tlnriotr ifrlre Eqrrilibrirrtu P(trrin1 Pressrlres for the 0,t-irIrltiolr ofa Mrictl 

Estimate the cquilibrium partial pressures of oxygen for the oxidation of chromiuni nntl alu- 
minum at IOOO'C. 

From Fig. 13.1-3 and the construction described above, we find that the equilibrium partial prcs- 
sure of oxygen for the oxidation of aluminum is approximately lo-'' bar and that for chrorniuni 
is almost lo-" bar. E 

It .is interesting to interpret and generalize the results of the preceding illustration. 
For aluminum we see that if the partial pressure of oxygen exceeds bar at 1000 
K, the metal will oxidize. Alternatively, the oxygen partial pressure must be reduced 
below lo-'' bar for the oxide to be reduced to the metal. Since this partial pressure 
is low, A120; is a very stable oxide. For the oxide of chromium the corresponding 
oxygen partial pressure is 1 ~ - ~ % a r .  Therefore, the oxide of alumintlm is more stable 
than that of chromium, and conversely, metallic chr0rnium.i~ more stable to oxidation 
than,?luminum; that is, a higher oxygen partial pressure is needed for oxidation. The 
oxide is more stable and its metal less stable to 0xidation.a~ one goes vertically down 
the components in Fig. 13.2-3. ' 

Most of the standard-state Gibbs energy changes as a function of temperature in Fig. 
13.2-3 are nearly linear. Since 

the fact that the Gibbs eneigy change lines are nearly straight indicates that the standard- 
state entropy change on reaction is almost independent of temperature (which also 
means that the standard-state enthalpy change on reaction is almost independent of 
temperature; that is, the contribution of the heat capacity terns is quite small. How 
can you ascertain this?). Also, the slopes of most of the lines are very similar; that 
is because the dominant contribution to the entropy change arises from oxygen being 
transformed from a gas to a solid oxide, and this is almost independent of the particular 
oxide formed. However, for the oxidation of carbon, the change is from oxygen gas to 



74s Chapter 13: Chemical Equilibrium 

carbon dioxide gas, which results in a much smaller entropy change. As a consequence, 
the standard-state Gibbs energy change for the oxidation of carbon to carbon dioxide 
is almost independent of temperature. There are some oxides in Fig. 13.2-3 for which 
the standard-state Gibbs energy change shows an abrupt change of slope. These are a 
result of a phase change (generally either melting or boiling, but perhaps also a solid 
phase change) in either the metal or its oxide. 

Metals may also be oxidized by oxygen-containing compounds such as water or even 
carbon dioxide according to the reactions 

Metal + 2H20 = Oxide + 2H2 (rxn 2) (13.2-14a) 

and 

Metal + 2C02 = Oxide + 2C0. (rxn 3 )  (13.2-1%) 

The equilibrium relations for these reactions are 

... - K,(rxn 2, T )  = exp 
RT 2 

- j l =  

- 
1 bar 

and 

A,,GO(rxn 3) a ~ i i d ~ a $ ~  - (Ibar) 2 

K, (rxn 3, T )  = exp > = 2 - 

Therefore 

and 

Because of the similarity of these equations to Eqs. 13.2-10 and 13.2-1 1, it is pos- 
sibIe.to cor~struct Gibbs energy-partial pressure diagrams similar to Fig. 13.2-3. In 
particular, by subtracting the standard-state Gibbs energy change for the reaction 

from rxn 1 (Eq. 13.2-8) we obtain the standard-state Gibbs energy change for rxn 2, 
and a new diagram could be'prepared that would give the equilibrium partial pressure 
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ratio PH,/PH,O as a function of temperature for this reaction. In fact, it is common 
practiceio also include this information in Fig. 13.2-3. Note, however, that to use this 
diagram to compute the equilibrium value of the partial pressure ratio PH,/PHTO, one 
must start the construction of the straight line from the point marked H on <he left-hand 
axis, rather than the point 0 used for rxn 1 (the difference corresponding to the Gibbs 
energy change of rxn 4). Also, a different scale is used to obtain the ratio PH,/PH,O. 

Similarly, by subtracting the standard-state Gibbs energy change for the re-acti&i 

2 C 0  + 0 2  = 2C02 (rxn 5) (13.2- 17) 

from rxn 1 (Eq. 13.2-8) we obtain the standard-state Gibbs energy for rxn 3. A new dia- 
gram could be prepared that would give the qquilibrium partial pressure ratio Pco/ Pco, 
as a function of temperature; however, again this has been combined with Fig. 13.2-3. 
To use this diagram to compute the equilibrium value of the partial pressure ratio 
Pco/ Pcol, one must start the construction of the straight line from the point marked C 
on the left-hand axis, and use the third scale to obtain the equilibrium partial pressure 
ratio Pco/Pco2. 

Of course, an alternative to using these figures is to use a program described in 
Appendix B on the CD-ROM that accompanies this book to calculate the equilibrium 
constant and then compute the equilibrium state in the usual manner. 

~LLUSTRATION 13.2-5 
Determining Whether an 0.ricinrion Reaction Will Occrrr 

Lead oxide at 1400 K is placed in an atmosphere that initially contains 20 mol % carbon dioxide. 
with the remainder being nitrogen. It is possible that the carbon dioxide will dissociate into cnr- 
bor? monoxide Ad  oxygen, and that the lead cxide will be reduced to elemental lead. Determine 
whether the lead oxide will be reduced in this environment. 

SOLUTION 

Since the reaction between the oxygen. carbon monoxide, and carbon dioxide is fast at this tem- 
perature, i t  can be assumed to be 'in equilibrium, so the first step is to calculate the equilibrium 
composition. Using the program CHEMEQ, we find that at 1400 K for the reaction 

the equilibrium constant is K, = 1.046 x Next the mass balance table below is used. 

Species Initial Final Mole Fraction 

Total 1 + 0.5X 
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X P 0.5X P O" 
0.5 --- (7-) acouoz I + O.5X 1 bar I + 0 5X 1 bar 

Kt, = 1.046 x I O - ~  = - = 
Qco, 0.2 - X P -- 

1 + 0.5X 1 bar 

At P = 1 bar, this equation has the solution X = 9.78 x which gives Pcoz = 0.199 90 
bar. Pco = 9.8 x lom5 bar, and Pol = 4.9 x lo-' bar. Therefore, 

From Fig. 13.2-3 we see that at 1400 K the equilibrium ratio for the reaction 

Pb + CO? = PbO + CO 

is Pco/ Pco2 equal to about 2 x lo-'. As a result of rxn 5,  the partial pressure of carbon monox- 
ide is below the equilibrium value for this reaction. so that lead oxide would not be reduced to 
elemental lead in the presence of the reacting carbon monoxide-carbon dioxide mixture consid- 
ered here. . n 

13.3 CHEMICAL EQUILIBRIUM WHEN SEVERAL REACTIONS OCCUR 
IN A SINGLE PHASE . :  . - 

The state of chemical equilibrium for M independent reactions occurring in a single 
phase is the state that satisfies the constraints on the system, the set of stoichiometric 
relations 

M&s balance 
equations for 
simultaneous reactions 

and the M equilibrium reiztions (cf. Sec. 8.8) 

Using the notation introduced in this chapter, the last equation can be rewritten as 

where K a j  is the equilibrium constant for the jth reaction. Since a collection of equa- 
tions (which are nonlinear, and usually coupled) are to be solved here, rather than 

. merely one equation, as when only a single reaction occurs, equilibrium calculations 
for multiple-reaction systems can be complicated. 
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Before proceeding to a sample calculation of a multireaction equilibrium state, i t  is 
useful to consider the simplifications that can be made in the analysis. First, the number 
of reactions that must be considered (and hence the number of simultaneous equations 
that must be solved) can frequently be reduced by taking into account the accuracy 
desired in the calculations and eliminating from consideration reactions that occur to 
such a small extent as to produce products with concentrations that are below our level 
of interest. Such reactions are usually identified by very small equilibrium constants, 
that is, equilibrium constants that are several orders of magnitude smaller than those 
of the other reactions being considered, or by the fact that their reactants include the 
products of reactions that occur only to a small extent. In fact, such reasoning is used 
here in writing only 5 reactions among carbon, hydrogen, and oxygen, rather than 
the 20 reactions among these substances that appear in Fig. 13.1-2 or, worse, all the 
reactions that occur in organic chemistry involving these three atomic species. 

We can further reduce the number of reactions by identifying, and then only includ- 
ing in the equilibrium analysis. the independent reactions among the species. To see 
that the independent reactions and no others need be studied, consider the following 
set of reactions that occur bet~veen steam and coal (which we take to be pure carbon) 
at temperatures below 2000 K: 

/C + 2Hz0 + CO2 + 2H2 (rxn 1) 
C + Hz0 + CO + Hz (rxn 2) 
C + C 0 2  + 2CO (rxn 3) 
C + 2 H 2 + C & .  (rxn 4) 

CO + H z 0  + CO:! + HI (rxn 5) 

There are only three independent chemical reactions among these five reactions [see 
Problem 8.9(c)]:'This is easiiy demonstrated using Denbigh's method (cf. Sec. 5.3); we 
start by writing the reactions 

Since neither atomic hydrogen nor atomic oxygen are present below several thousand 
* degrees, these two species are to.be eliminated from the equations. First using reaction 

(e) to eliminate atomic hydrogen (i.e., H = 5 ~ ~ )  and then reactions (a) and (e) to 
eliminate atomic oxygen (i.e., 0 = H 2 0  - ~ ~ ) ~ i e l d s  

These three reactions form a set of independent reactions among the six chemical 
species being considered. 

Now the claim is that only these three reactions (or, equivalently, any other set of 
three independent reactions) need be considered in computing the equilibrium state for 
this system. This is easily verified by an examination of the five equilibrium relations 
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[ 
(2AfGzo - - AfGto?) 

KUT3 = exp - 
RT 

and 

I t  is clear that if Eqs. 13.3-Ja, b, and d are satisfied, Eqs. 13.3-4c and e will also be 
satisfied, because these two equations are merely ratios of the other three; that is, 

and 

2 
"co 

flC"COl 

Thus we are'led to the conclusion that i t  is not necessary to consider all five reactions 
when computing the equilibrium state of this reaction system, but merely the three 
independent reactions of Eqs. 13.3-3. In fact, this result could have been anticipated by 
observing that reactions 3 and 5 are linear combinations of the other reactions, that is 

rxn 3 = 2(rxn 2) - rxn 1 

and 
r x n 5 = m l . - r x n 2  

In all the cherfiical equilibrium calculations that follow, we limit our attention to the 
independent chemical reactions among the reacting species. 

ILLUSTRATION 13.3-1 
Chemical Equilibrium When Several Reactions Occur 

Compute the equilibrium mole fractions of H20, CO, C02, H2, and CH4 in the steam-carbon 
system at a total pressure of 1 bar and over the temperature range of 600 to 1600 K. _, _ - 
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Figure 13.3-1 The equilibrium con- 
stants for the three indeoendent reac- 

7- (K) tions between coal and steam 

Data: 

The equilibrium constants (based on the pure component standard states at P = 1 bar and 
the reaction temperature) for the set of independent reactions 

C  + 2 H 2 0  = C 0 2  + 2H1 (rxn 1) 
C + H 1 O =  C O + H 2  (rxn 2 )  
C + 2 H z  = C &  . (rxn 3) 

are given in.Fig. 13.3-1 or can be calculated using the chemical equilibrium constant calculation 
programs in Appendix B.1 or B.U. 

XI ,  X2, and Xj will be used as the molar extents of reaction for the three reactions being consid- 
ered. Basing all calculations on 1 mole of steam, we can construct the following mole balance 
table for the gaseous species (as long as there is sufficient solid carbon present to ensure equi- 

Number of Moles in the Gas Phase 
- -- 

Initial Final Equilibrium Mole Fraction 

Hz0  1 1 -2X1 -X2 (1 - 2X1 - X2)/ 2 
C02 0 x 1 Xl/C 

-. 
co 0 x2 XzI C 
HZ 0 2 x 1  + xZ - 2 x 3  (2x1 + Xz - 2 x 3 ) / z  
(3% 0 x3 x3/ C  - 

Total 1 C = 1 + X I + X 2 - X 3  



753 Chapter 13: Chemical Equilibrium 

librium, it need not be considered, since it does not appear in the gas phase and therefore does 
not affect the activities of the other species). 

To solve for the three molar extents of reaction at 1 bar pressure. we use the three equilibrium 
equations 

and 

I 

Since these equations are nonlinear, there will be more than one set-of Solutions for the molar 
extents of reaction. The only acceptable solution to this problem is one for ivhich 

and 

The first of these restrictions ensures that we do not use more srsam than was supplied, and the 
second that no nore hydrogen is used than has been produced. 

Clearly, finding the solution to this problem is a nontrivial computational task. The results 
obtained using an equation-solving program are given in Fig. 13.3-2. ' E 

The dissolution and ionization of a mixture of electrolytes provides another exam- 
ple of equilibrium in a multireaction system. To be specific, suppose two electrolytes 
A,,B,, and G,,H,, ionize in solution as follows: 

The equilibrium relations for thesz ionization processes (see Eqs. 13.1-3 1 and '1 3.2-6) 
are 

in KAB = I~(C?C?) = In K i B  - (VA.  4- V B )  .In yi (13.3-6) 

. . and ,.. ' 

In KcH = I~(C:C?) = In KgH - (VG + V H )  In y; (13.3-7) 
- 

where KAB and KGH are the equilibrium ratios of Eqs. 13.1-31 and 13.2-6. The dif- 
ficulty in solving these equations to find the equilibrium state is that even if there is 
no common ion among the electrolytes, the equations are coupled by the fact that the 
activity coefficient y* is a function of the total ionic strength I, . 

1 1 
1 = - Z:Ci-= 2 - [ ~ : ~ ~  + &CB + Z ~ C G  + L ~ c ~ ]  (13.3-8) 

ions 

and thus depends on the concentration of all the ions present. 
If there is an ion that is common to both electrolytes, the solubility and extent of 

ionization of each can be much more strongly affected by the presence of the other than 
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Figure 13.3-2 The equilibrium mole frac- 
tions for the coal-steam reactions consid- 

T (K) ered in Illustration 13.3-1. 

would be the case with only an ionic-strength coupling. This phenomenon, known as 
the common ion effect, is demonstrated in Illustration 13.3-2. 

ILLUSTRATION 13.3-2 
Common lon Effect in Chemical Reaction of Elecrrolyres 

The solubility of silver chloride in water at 2S°C is 1.273 x krnol/m3, and that of thallium 
chloride is 0.144 kmol/m3.'Estimate the simultaneous solubility of AgCl and TIC1 in water. 

The first step in the calculation is to compute the constants KiICI and K&, using the solubility 
data for each of the pure salts. Recognizing that VA,. = VT = V C ~  = 1 and that z ~ ,  = zn = + 1 
and ZPJ = -1, we write for'the pure salts 

Also, for the pure salts, I(si1ver chloride) = 1.273 x lo-' kmol/m3 and I(tha1lium chloride) = 
0.144 kmol/m3. Because of the high ionic strengths, Eq. 9.10-18 will be used to compute y+; 
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that is, 

Using Eq. c and the experimental solubility data in Eqs. a and b yields 

K;,,, = 1.607 x lo-" (hol /m3) '  

and 

K&, = 2.116 x lo-' (ho l /m3) '  
, 

To find the simultaneous solubilit$of silver chloride and thallium chloride, we must solve the 
equations 

and 

or, using Eq. c, the equations 

where 

I = i(cAg + CTI + CCI) = CAgcl + CTICI 

since.C~, + CT1 = CCI. These nonlinear equations can be solved by trial and error or using an 
- 

equrtion-solving program. 
Because of the low solubility of silver chloride, as a first guess, we will assume that the 

solubility of thallium chloride is unaffected by the presence of silver chloride, and that the 
ionization of silver chloride has little effect on either the ionic strength I or the total chioride 
ion concentration. In this case we have 

I = 0.144 kmol/m3 and fi = 0.3975 ( l~rnol /rn~) ' /~ 

The silver ion concentration (and the solubility of silver chloride) can then be computed from 

so that 

CAg = CAgCl = 2.1 19 x 1 o-' kmol/m3 

Therefore, a s  we assumed, AgCl is so slightly soluble in the aqueous TIC1 solution that neither 
the ionic strength nor the solubility of thallium chloride is greatly affected by its presence-on 
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the other hand. owing to the common ion effect, the solubility of silver chloride is reduced by 
almost four orders of magnitude from its value when only AgCl is present. 

COMMENT 

If, instead of thallium chloride, some other salt that does not have a common ion with AgCl 
(fcr example. YaN03) had been introduced into the aqueous solution, the solubility of silver 
chloride would have increased because of the ionic-strength dependence of the ionic activity 
coefficient. Thus, if NaN03 were present in the same concentration as, but instead of, thallium 
chloride, we \\.odd have 

which is an increase of 37 percent in the solubility of silver chloride over the value when only 
AgCl is presenr. 

There is a point abo.ut multiple chemical reactions that at first can be a'bit confusing, 
and so is useful to mention it here. Consider, as an example, the two reactions 

Comment on multiple 
reactions 

and 

aF 
C + E * F for which KaS2 = - 

aC - aE 
Now if our interest is in the equilibrium concentrations of all the species present, the 
equilibrium relations for the two reactions must be solved simultaneously. Note that 
the overall reaction, obtained from the sum of the two reactions above, is 

QD * O F  
A f B + E * D + F for which KaP3 = (13.3-9c) 

a~ . ag - a~ 

  ow ever, our interest may be in the equilibrium compositions of only the reactants 
A, B, and E, and the products D and F, not in the intermediate product C. In fact, almost 
all reactions occur by a number of underlying intermediate steps (referred to as the re- 
action mechanism) that produce intermediate products that are immediately consumed 
in another reaction in the sequence. Usually, the person doing the measurements or 
the engineer designing a process may not even know such intermediate reactions are 
occurring. For the case here, the individual may be unaware that the reaction of Eq. 
13.3-9c is actually the result of the reactions of Eqs. 13.3-9a and b. Now note that 
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or simply 

Ku.3 = KO,, - KU.2 (13.3-10) 

which is the important result. 
What Eq. 13.3-10 tells us is that we will obtain the same equilibrium ratio of the 

aciivities of the products D and F to the activities of the reactants A, B, and E if we 
solve Eqs. 13.3-9a and b, or only Eq. 13.3-9c with the equilibrium constant obtained 
from Eq. 13.3-10. Though it is easier to solve, in the last case we will not get any 
information about the intermediate component C, so there could be some uncertainty 
in the mass balance. However, the most common situation in which this analysis would 
be used is that in which the intermediate species (here C) is of very low concentration, 
for example, in intermediate that is almost completely consumed by the second reaction 
after production by the first reaction. 

In some cases, Eq. 13.3-10 can be used to advantage. For example, consider the 
case in which a reaction has such a large and negative standard-state Gibbs energy 
change (and therefore such a large equilibrium constant) that the reaction goes almost 
to completion, and that i t  is not possible t~ accurately measure the remaining very small 

-concentrations of the reactants needed to obtain an accurate value for the equilibrium 
constant. In such a circumstance it may be possible to determine the equilibrium con- 

*. 

stant indirectly by measuring the equilibrium constants for two (or more) reactions that 
include additional species but do not go to completion-provided that the sum of the 
reactions is equal to the initial reaction, so that by Eq. 13.3-10 the product of the equi- 
librium constants (and the sum of the standard-state Gibbs energies of the reactions) 
will equal that of the initial reaction. 

One example of using intermediate reactions is for the phys~ologically important 
adenosine triphosphate (ATP) to adenosine diphosphate reaction 

which has such a large equilibrium constant that i t  cannot be determined by experi- 
ment with any accuracy. However, i t  is possible to accurately measilre the chemical 
equilibrium of the following reactions: . ' 

K I 
glutamate + ammonia + ATP + glutarnine + ADP + P 

and 

K r  
glutamine + H20 e glutamate + ammonia 

for which 

aglumine . aADP ' aP aglutarnate ' a N H 3  K I  = and K2 = 
a g l u m a t e  ' aNH3 ' aATP aglutamine ' aHZO 

- 
Since the reaction of interest is the sum of the-two measurable reactions, it follows that 

- - 
- K = K 1 . K 2  

and for the M P  hydrolysis reaction, 

A,GO = -RT In K = - RT In (K1 . K2) 
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In this way Rosing and Slater [Biochirn. Bioplzys. Actn 267, 275 (1972)l were able to 
measure the standard-state Gibbs free energy change for this reaction to be -34 kJ/mol 
at one set of conditions. 

ILLUSTR.ATION 13.3-3 
Free Energ! Cllntrge of rhe ATP * ADP Reaction 

Rosing and Slater [Biocl~inr. Biophys. Acra 267,275 (1972)] reported the followin,o free energy 
change extrapolated to zero ionic strength for the reaction 

Determine the standard-state heat of reaction as a function of pH. 

SOLUTXOS 

Since 

and 

A,nG0(T2) A=nG0(Tl) - 
. . A,,_H' = T2 TI . 

we obtain 

-Note that there is considerable scatter in the results, which is an indication of the difficulty 
in obtaining accurate thermodynamic data for some biochemical reactions. It is also interesting 
to notice that the results for the equilibrium constants, Gibbs energies of reaction, and heats of 
reaction are all affected by pH. This is typical of reactions involving compounds that can ionize, 
as discussed earlier and will  be considered in greater detail in Chapter 15. H 



760 Chapter 13: Chemical Equilibrium 

1 . 4  COMBIKED CHEMICAL AND PHASE EQUILIBRIUM 

In Sec. 8.8 we established that the conditions for equilibrium when chemical reaction 
and phase equilibrium occur simultaneousIy are that (1) each species must be in phase 
equilibrium among all the phases, that is, 

(2) each chemical reaction must be in chemical equilibrium in each phase I 
C 

C vij bi = o for all independent 
reactions j = 1 , 2 , .  . . , JU 

i= I 

and (3) the stoichiometric and state-variable constraints onrhe system must be satisfied. 
In fact, the equality of the partial molar Gibbs energy of each species in all phases at 
equilibrium (Eq. 13.4-1) ensures that if the chemical equilibrium criterion is satisfied 
in any one phase, it will be satisfied in all phases. Thus, in computations it is necessary 
only to seek a solution for which 

- - 
f!= f ! l =  ... = y p = y i  i =  1 ,2 ,  ..., C (13.4-3) 

in all phases (which follows from ~ 4 .  13.4-11, and for which I 

is satisfied in any one phase7 (which follows from Eq. 13.4-2). . 

The prediction of a state of combined chemical and phase equilibrium using these 
equations can be complichted because of the larse number of nonlinear equations that 
must be solved simuitaneously. Frequently, the equations involved can be simplified or 
reduced in number by recognizing that some species are only slightly soluble in certain 
phases, and that some reactions may 'go virtually to completion or do not measurably 
proceed at all in some phases. However, even with such simplifications, the calculations 
are likely to be tedious, as indicated in Illustration 13.4- 1 .  

ILLUSTRATION 13.4-1 
Combined Chemical nnd ~ a ~ o r i ~ i ~ u i d  Eqlrilibn'lrm . 1 
One mole of nitrogen, 3 moles of hydrogen, and 5 moles of water are placed in a closed contaiqer 
maintained at 25'C and 13.33 kPa and, using the.appropriate catalyst and stining, allowed to 
attain phase and chemical equilibrium. Assuming that ammonia is formed by chemical reaction 
and that the liquid and vapor phases are ideal, compute the amount and composition of each 
phase at equilibrium (neglecting the aqueous-phase reaction of ammonia to form N a O H ,  and 
its subsequent ionization). The following data are available: : 

Vapor pressure of water at 25°C = 3.167 kPa , 

Henry's law constants: 

'~n certain instances it may be convenient to choose different states of aggregation as the standard states for the 
various species in a reaction, usually because of the availability of ArGQ data In such cases the activity of each 
species is evaluated in that phase that corresponds most closely to the state of aggregation of the standard state. 
(See the discussion of Eqs. 13.4-5 and 13.4-9.) 
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N2 in H7.0: Hs2 = 13.274 x lo7 kPa/mole Fraction 

H2 in H7.0: HH2 = 7.158 x 10' kPajmole fraction 

NH3 in H20: Hhxj = 97.58 kPa:mole fraction 

(The Henry's law constant for ammonia was computed from experimental data using the equa- 
tion PNH3 = HXH3xNH3 and assuming all of the ammonia absorbed to be present as KHj.) 

SOLUTION 

The only reaction that can occur between the species at 75°C is the formation of ammonia, 

tN2 + + H ~  - = XH3 

for which 

and 

The chemical equilibrium equation is 

The mass balance constraints are most easily taken into account using the mole numbers of 
each species iri.each phase as the independent variables. rather than the mole fraction;. Also, to 
reduce the number of variables we need to solve for, the mass balances will be used to elimi- 
nate the number of moles of each species in the liquid phase in terms of the vapor-phase mole 
numbers and the molar extent of reaction. Thus we have 

L 
' , NH,, = 5 rnol = N;,~ + or !VHIo = 5 mol - i~: ,~.  ( 2 )  

N N H ~  = X = NkH3 + NlH3 or = X - N G ~ ~  (3) 

NN, = 1 -$x=N;' +N;, or N;' = ~-$X-IV:, (4) 

and 

(5) 

The total number of moles in the liquid phase is then 

Also, the phase equilibrium relation f f  = TT must be satisfied for each species in each 
phase. For N2, H2, and NH3, this leads to the following equation: 

Pi = y ip  = Hixi or yi = Hixi/P 
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Thus 

or in terms of mole numbers. 

Similarly, for hydrogen and ammonia. we have 

and 

For water, the equilibrium relation is 

so that 

Finally, in terms of mole numbers the equilibrium relation, Eq. 1, is 

K, = 1'4 . 

1 bar 

- - NZH, NV 

v, 0.5 ,,,v ) 1.5 (P) 
(NN-) ( Hz ] bar 

Tfiere are five unknowns in these equations: the extent ofreaction X and the number of moles 
of each species in the vapor phase. l e r e  are also five equations to be solved: the four phase 
equilibrium relations (Eqs. 7, 8,9, and 11) and one vapor-phase chemical equilibrium relation 
(Eq. 12). It is possible, with some difficulty, to solve these equations for the five unknowns. 

If the computations are to be done by hand, one can simplify these equations by approxi- 
mation. Since the Henry's law constants for both hydrogen and nitrogen in water are so..&gh, a - 

?- -- - 
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reasonable approximation is that the amount of these gases in the liquid phase are small enouzh 
to be neglected. With this assumption, we have 

IV& = I - f~ and N$ = 3 - $X = 3NV N 1  

Also, 

and the three equations to be solved (since we no longer require that nitrogen and hydrogen be 
in phase equilibrium) are 

and 

for the three unknowns, X, N z H 3 ,  and Ni,o. 
The solution, using the complete equathns (without the simplification mentioned above) and - 

IMATHCAD, is ,. 

Liquid Phase Vapor Phase 

Species  moles Mole Fraction Moles Mole Fraction 

Nz 2.52 x lo-* 5.08 x lo-' 0.0771 0.035 1 
Hz 9.73 x 1.96 x 0.2312 0.1054 
NH3 0.4355 0.0878 1.4103 0.6428 
H20 4.5245 0.9122 0.4755 0.2167 . 

As can be seen, the quantities of nitrogen and hydrogen in the liquid phase arzindeed very 
small. Therefore, a virtually identical solution is obtained with the simplified model of Eqs. 13, 
14, and 15. 

If the pressure is changed on a system in which phase and chemical equilibrium 
occur simultaneously, the equilibrium state of the system will shift due to changes in 
both the phase behavior and in the molar extent of reaction. This is illustrated in the 
next'example. 

ILLUSTRATION 13.4-2 
Combined Chemical and Vapor-Liquid Equilibrium (Continued) 

. Repeat the calculations of the previous illustration for a range of pressures. 
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SOLUTION 

The formulation of .the problem in the previous illustration permits solutions for various pres- 
sures, and the same MATHCAD program was used to obtain solutions for most of the pressure 
range. The results of such calculations are shown in the accompanying figure in terms of the 
molar extent of reaction X and the molar fraction of the total mixture that is liquid, denoted by 
f .  There are several things to notice in the solution to this problem. First, for pressures above 
about 33 kPa there is no equilibrium vapor phase (i.e., f = 1). That is, the bubble point pres- 
sure of this equilibrium reacting mixture at 25'C is 33 kPa, so for higher pressures only a liquid 
phase is present. Also, and only coincidentally, the reaction is essentially at completiorl (X = 2) 
at this pressure. At other temperatures and certainly for other reactions, the disappearance of the 
vapor phase and the point of essentially complete reaction would not coincide. 

Pressure, kPa 

Two-phase ammonia production reaction. 

Second, at pressures below about 4.8 kPa there is no equilibnum liquid phase (i.e., f = 0); 
4.8 kPa is the dew point pressure of this reacting mixture at 25'C. Consequently, to solve for 
the equilibrium state of this system at pressures lower than 4.8 kPa, only vapor-phase chemical 
equilibrium needs to be considered without any phase equilibrium constraints. In this case, the 
mass balance equations are - 

N H Z O = 5  N N ~ , = X  N N 2 = 1 - $ X  

where N is the total number of moles present. The species mole fractions that appear in the 
chemical equilibrium relation are 

The single equilibrium relation to be solved for the molar extent of reaction X is, then, 
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aNH) - ?'SH3 - x(9 - x) KO = - - 
1/2 3/? - 112 : I (  P ) ( ; )'Ii( ; ) I l l (  p ) 

YN? ?'ti1 - 1 bar I - - X  3- -x  - 
1 bar 

The solution to this equation in terms of the molar extent of reaction X is also plotted in 
the figure. There we see that the molar extent of reaction decreases rapidly with decreasing 
pressure. Notice, however, that while the molar extent of reaction curve is continuous at the 
dew point, its derivative with respect to pressure is not. That is, while the molar extents of 
reaction approaching the dew pint  pressure from lower pressures (only vapor present) and 
from higher pressures (vapor-liquid mixture present) converge to the same value at the dew 
point pressure, the two molar extent-qf-reaction curves have different slopes at the dew point 
pressure. Mathematically, this is kc-use there are different constraining equations in  these two 
regions. At low pressures, when only vapor is present, one needs to solve only the chemical 
equilibrium equation to obtain rhe equilibrium molar extent of reaction. However, at higher 
pressures, the equations of chemical and phase equilibria must be Simultaneously solved to find 
the equilibrium extent of reaction. One should not expect the solutions for the rnolar extents of 
reacti~n to have the same dependence on pressure in these two regions. 

. - '  Physically what is happening is that in the high-pressure region water is condensing and 
ammonia is being absorbed into this water. Therefore, at any molar extent of reaction X chis 
results in higher mole fractions of nitrogen and hydrogen in the vapor when a liquid is present 
(since there are fewer moles of water and ammonia in the vapor) and a lower mole fraction 
of ammonia as it is dissolving into the condensed water. By the LeChatelier-Braun principle, 
we would expect that at a given pressure, there would be-a greater conversion of nitrogen and 
hydrogen to ammonia when a liquid phase is also present than if only a vapor phase exists. 
Consequently, if we extrapolated rhe molar extent-of-reaction curve when only a vapor is present 
to higher pressures, it should be klow the values when both the vapor and liquid are present. 
This is indeed what we see, and it explains why the two molar extent-of-reaction curves should 
have different slopes. El 

For relatively simple combined chemical and phase equilibrium problems, such as 
the ones considered here, hand calculations or  calculations using MATHCAD cr  other 
equation-solving programs are possible. More complicated problems, especially those 
involving multiple reactions (even in a single phase) and b~th~rrrultiple reactions and 
multiple phases, require a large database of thermophysical properties and specially 
prepared computer programs. Several programs are availables to both generate all the 
thermodynamic data for the reactant and product species and identify the state of ther- 
modynamic equilibrium. The computation algorithm used in these programs is dif- 
ferent from the procedures discussed here in that the chemical equilibrium constant 
concept is not used. Estead,  a general expression is written for the Gibbs energy in 
terms of all the species and phases that may be present, and this function is minimized 
by a direct search subject to the state-variable and mass balance constraints on the sys- 
tem. Computationally, this method is more efficient than setting up and solving a large 
collection of nonlinear, coupled equilibrium equations. The two procedures are theo- 
retically equivalent and must lead to the same result. (For the reaction considered in 
Fig. 13.1-1, the direct search would involve an iterative calculation of X* by searching 

g ~ o r  a general discussion, see Chemical Reaction Equilibrium Analysis: Theory and Algorithms by W. R. Smith 
and R W. Missen, John Wley & Sons, New York 1982. Also see Fortran IV Computer Pmgramfor Calcrilntion 
of ntermodynamic and Transport Pmpenies of Complex Chemical Systems by R.A. Svehla and B. J. McBride, 
National Aeronautics and Space Adminisuation Technical Note D-7056, January 1973: Rand's Chemical Com- 
position Pmgram. Rand Corporation, San~Monica, Calif.; and others. 
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for the value of X for which G was a minimum, whereas in the equilibrium constant 
approach X* is found as the solution to a nonlinear algebraic equation that results from 
analytically identifying the state of minimum Gibbs energy.) 

We conclude this section by noting that. in some cases, states involving both chemi- 
cal and phase equilibrium can be considered to be chemical equilibrium problems only, 
but with different states of aggregation for the standard states of the various species 
present. Consider, for example, the dissolution of gaseous ammonia in water, and its 
subsequent reaction to form ammonium hydroxide. This process can be considered 
either to occur in two steps, the first involving phase equilibrium, 

and the second single-phase chemical equilibrium 

NH3 (aq) f HzO(l) . ? h l ~ ~ ~ H ( a q )  

or to occur as a single-step multiphase chemical equilibrium process: 

We now establish that the same equilibrium state will be found independent of which 
of the two descriptions is used. 

In the second case we take the standard state of ammonia to be the pure gas, of water 
to be the pure liquid, and of ammonium hydroxide to be the ideal I -molal solution, and 
obtain 

Ko.1l = exp ( -- 2 [A,~_G;H,,H (ideal. I molal) - A&i,,(liquid) 
. .. 

(gas, 1 bar)] I 

In the two-step description, the standard state of ammonia would be taken to be the 
ideal 1-molal solution, so that 

- 

K,,I = exp -- R7 [A&;,,, (ideal, 1 molal) - Afi;20(liquid) 1 '  
(ideal, 1 molaI)] I 

M = l molal 
- - 

M = l molal 
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Clearly Kc,,[ # KU,rr. However, Eq. 13.4-6 must be solved together with the phase 
equilibrium requirement 

-L 
f:H3 = f,H3 

or equivalently, 

G H ,  = G k H 3  

We will use the latter of these two relations. Next, we note that 

- I M ~ ~ 3  Y hi ~ f ; r ~ ~  (T, MNH3) = Gf;rH3 (T, ideal 1 molal) + R T  In 
MNH3 = 1 molal 

(13.4-8) 

and that , 

Af_GkH3 (T, ideal 1 molal) + G : ~ ~  (T, P = 1 bar) - ckH3 (T, ideal 1 molal) 
- 

= ~ k , ,  (T, ideal I molal) - (7 ,  P = 1 bar) - $c;:? (T, P = l bar) 

+ _ ~ x ~ ~  (T, P = 1 bar) - GkH3 (T, ideal 1 molal) 

= Af_GkH3(8as, T, P = 1 bar) 
a .  . .. (13.4-9) 

Using Eqs. 13.4-7,13.4-8, and 13.4-9 in the equilibrium relation of Eq. 13.4-6 yields 
Eq. 13.4-5. Thus, precisely the same equilibrium relation is found between the ammo- 
nia partial pressure in the gas phase and the ammonium hydroxide concentration in the 
liquid phase, independent of the manner in which we presume the absorption-reactiun 
process to take place. Consequently, it is a matter of convenience whether we con- 
sider multipKase reactions such as the one here to be chemical equilibrium problems 
or problems of combined chemical and phase equilibrium.g 

PROBLEMS 
(Note: The Chemical.Engineer's Handbook, McGraw-Hill, For this reaction, 
New York, cx~tains  a comprehensive list of standard-state 
Gibbs energies and enthalpies of formation.) A,,GO(T = 298.15 K) = 17.74Wl(mol i-propanol reacted) - - 
13.1 lsopropyl alcohol is to be dehydrogenated in the gas A,,H"(T = 298.15 K) = 55.48 kT/(mol i-propanol reacted) 

phase to form propionaldehyde according to the reac- 
tion 

and 

(CH3),CHOH(g) = CH3CH2CHO(g) + H2(g) 
AnnCP = viCpti = 16.736 J/(mol i-propanol reacted K) 

I 

91n general, considering the process to be a combined chemical and phase equilibrium problem will result in more 
complicated calculations, but will yield somewhat more information---here the concentration of ammonia in the 
liquid phase. 
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Con~pute the equilibrium fraction of isopropyl alcohol 
that ~vould be dehydrogenated at 500 K and 1.013 bar. 

13.2 The dissociation pressure of calcium oxalate in the re- 
action 

at various temperatures is 

T ( T I  375 388 403 
Dissociation pressure (kPa) 1.09 4.00 17.86 

T iJcj 410 416 4 1 s  
Dissociation pressure (kPa) 33.33 78.35 9 1.18 

Source: J. H. Perry, ed.. Cllernicc~~~&tz~ineers' Hat~dboi.~k 4th ed., 
McGraw-Hill. New York. 1 963..$p. 3-69. 

me. en- Compute the standard-state Gibbs energy chan, 
thalpy change. and entropy change for this reaction 
for the temperature range in the table. . 

13.3 Carbon dioxide can react with graphite to form carbon 
@ monoxide. 

and the carbon monoxide formed can further react to 
form carbon and oxygen: 

Determine the equilibrium composition when pure 
carbon dioxide is passed over a hot carbon k d  main- 
tained at 1 bar and (a) 2000 K or (b) 1000 K 

13.4 The extent of reaction generally depends cn pressure 
as well as temperature. For the reaction (or phase !an- 
sition) 

the standard-state Gibbs energy change at 25°C is 
2866 Jlmol. The density of graphite is 2.25 /cc and 
that of diamond is approximately 3.51 $cc; both 
solids ma+e considered to be incompressible. To 
help chemical engineering students pay their tuition, 
we are thinking of setting up equipment to run this 
reaction in the senior laboratory. Estimate what pres- 
sure, at room temperature (T -- 2j°C), m u  be used 
to convert old pencil "leads" (graphite) into diamonds. 

13.5 The production of NO by the d&ct oxidation of nitro- 
@ gen. 

~ N z  f f o2 = NO 

oxide in electric arcs in the Berkeland-Eyde process. 
If air is used as the feed, compute the equilibrium con- 
version of oxygen at I atm (1.013 bar) total pressure 
over the temperature range of 1500 to 300OZC. Air 
contains 21 mol 8 oxygen and 79 mol % nitrogen. 

13.6 Crystalline sodium sulfate, in the presence of water 
vapor, may form a decahydrate, 

a. Estimate the minimum partial pressure of water at 
which the decahydrate will form at 25°C. 

b. Make a rough estimate of the minimum water par- 
tial pressure for decahydrate formation at 15°C. 

13.7 Carbon disulfide is produced from the high- 
temperature reaction of carbon and sulfur: 

This reaction is carried out in a retort at low pressure, 
and in the absence of oxygen and other species that 
may react with either the carbon or the sulfur. Com- 
pute the equilibrium percentage conversion of sulfur 
at 750°C and 1000°C. 

13.8 The data in the following table givi: the solubility of 
silver chloride in various aqueous solutions at 25'C. 
Show that these data can be plotted on thesame In K, 
versus f i curve  as used in Illustration 13.2-3. 

Concentration of Concentration of 
Electrolyte Added Salt Silver Chloride 

Added (mol/rn3) (mol/m3) 

[ 2.807, 1.477 

Source: E. W. Newman, J. Am. Chem. Soc.. 54,2195 (1932). 

13.9 The following data are available for the solubility of 
barium sulfate in water: . 

-. 
Temperature ("C) 5 10 15 
Solubility (mol m-3) . 0.0156 0.0167 0.0183 

occurs naturally in-internal combustion engines. This 
reaction is also used to commercially produce nitric 

Temperature (Oc) 20 25 
Solubility (mol m-3) . 0.0198 0.0216 



The mean activity coefficient yi for ions of a salt at 
low ionic strength is given by 

\\here values for the parameter a for water are ,oiven 
in Table 9.10-1. 

a. Compute K,O, the ideal solution solubility prod- 
uct, for barium sulfate at each of the temperatures 
in the table. 

h. At each of the temperatures in the table calculate 
the Gibbs energy change for the reaction 

BaSOl(s) = ~ a ' +  (aq, M = I, ideal) 
+ sO:-(aq, M = 1, ideal) 

Here (s) denotes the pure solid state, and (aq, 
IM = I ,  ideal) indicates the ion in a hypothetical 
ideal aqueous solution at I-molal concentration. 

c. Compute the entropy and enthalpy changes for 
the reaction in part (b) at 5OC, lS°C, and 25°C. 

13.10 Hydrogen gas can be produced by the following re- 
@ actions between propane and steam in the presence 

of a nickel catalyst: 

a. Compute the standard heat of &action and the 
standard-state Gibbs energy change on reaction 
for each of the reactions at 1000 and 1100 K. 

b. What is the equilibrium composition of the prod- 
uct gas at 1000 K and 1 bar if the inlet to the 
catalytic reactor is pure propane and steam in a 
I-to-10 ratio?, 

c. Repeat calculation (b) at 1100 K. 
13.11 An important step in the manufacture of sulfuric acid 
@ is the gas-phase oxidation reaction 

, r X 

Compute the equilibrium conversion of sulfur diox- 
ide to sulfur trioxide over the temperature range 
of 0 to 1400°C for a reactant mixture consisting 
of initially pure sulfur dioxide and a stoichiomemc 
amount of air at a total pressure of 1.013 bar. (Air 
contains 21 mol % oxygen and 79 mol % nitrogen.) 

13.12 Ethylene dichloride is produced by the direct chlori- 
nation of ethylene using small amounts of ethylene 
dibromide as a catalyst: -' 

If stoichiometric amounts of ethylene and chlorine 
are used, and'thereaction is carried out at 50°C and 1 

, Problems 769 

bar, what is the equilibrium conversion of ethylene? 
(Note: The normal boiling point of ethylene dichlo- 
ride is 83.47"C.) 

13.13 Polar molecules interact more strongly at large dis- 
tances than do nonpolar molecules, and generally 
form nonideal solutions. One model for solution 
nonidealities in a binary mixture consisting of a non- 
polar species, which we denote by A, and a po- 
lar substance, designated by the symbol B, is based 
on the supposition that the polar substance partially 
dimerizes, 

Thus, although the mixture is considered to be a bi- 
nary mixture with mole fractions 

N: 
X A  = - NBO and .rB = - 

N i  + N, IV, + N; 
where Ni and N, are the initial number of moles of 
A and B, respectively, it is, according to the supposi- 
tion, really a ternary mixture with mole fractions 

and . 

where, by conservation of B molecules, 

Ni = Ng + ~ N B ?  

It is further assumed that the ternary mixture is ideal, 
and that the apparent nonidealities in mixture prop- 
erties result from considering the A-B solution to be 
a binary mixture with mole fractions;ri, rather than a 
ternary mixture with true fractions x,'. Show that the 
apparent activity coefficien~ for the binary mixture 
that result.from this model are 

and 

where k = 4K, + 1, and K, is the equilibrium con- 
stant for the dimerization reaction. 
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13.14 .+cetaldehyde is produced from ethanol by the fol- 
d?, towing gas-phase reactions: 
v&y 

The reactions are carried out at 54OZC and 1 bar pres- 
sure using a silver gauze catalyst and air as an ox- 
idant. If 50% excess air [sufficient air that 50 per- 
cent more oxygen is present than is needed for all 
the ethanol to react by reaction (a)] is used, calculate 
the equilibrium composition of the reactor effluent. 

13.15 \\'hen propane is heated to high temperatures, it py- 
rolyzes or decomposes. Assume that the only reac- 
tions that occur are 

C;H,Y = C3H6 + Hz 
' 

C3Hs = C1H4 + CHj 

and that these reactions take place in the gas phase. 
a. Calculate the composition of the equilibrium 

mixture of propane and its pyrolysis products at 
a pressure of 1 bar and over a temperature iange 
of I000 to 2000 K. 

b. Calculate the composition of the equilibrium 
mixture of propane and its pyrolysis products 
over a temperature range of 1000 to 2000 K if 
pure propane at 25OC and I bar is loaded intb"a 
constant-volume (bomb) reactor and heated. 

13.16 As part of the process of glycogen breakdown and 
utilization in muscles, glucose 1-phosphate is con- 
verted to glucose 6-phosphate (that is, the phosphate 
group on a glucose molecule moves from the carbon 

' I  atom to the carbon.6 atom) as a result of the ac- 
tion of the enzyme phosphoglumutase. An in vitro 
analysis shows that at 2 7 C  and a.pH of 7.0 adding 

' 

the enzyme to a solution containing 0.020 M glu- 
cose I-phosphate reduces its concentration fo 0.001 
M. Determine the apparent equilibrium constant for 
this reaction, and the actual Gibbs'energy change at 
the reaction conditions. 

13.17 The simple statement of the LeChatelier-Braun prin- 
ciple given in Sec. 13.1 leads one to expect that if 
the concentration of a reactant were increased, the 
reaction would proceed so as to consume the added 
reactant. ?'his, however, is not always true. Consider 
the gas-phase reaction 

Show that if the mole fraction of n i ~ o g e n  is less than 
0.5, the addition of a small amount of nitrogen to the 

system at constant temperature and pressure results 
in the reaction of nitrogen and hydrogen to form am- 
monia whereas if the mole fraction of nitrogen is 
greater than 0.5, the addition of a small amount of 
nitrogen leads to the dissociation of some ammonia 
to form more nitrogen and hydrogen. Why does this 
occur? 

13.18 By catalytic dehydrogenation, I-butene can be pro- 
@ duced from n-butane. 

Howe\.er, I-butene may also be dehydrogenated to 
form I Sbutadiene, 

Compute the equilibrium conversion of n-butane to 
I-butene and I,3-butadiene at 1 bar and 
a. 900 K 
b. 1000K 

13.19 Silver. when exposed to air, tarnishes. The following 
reactions have been proposed for this tarnishing: 

2Ag + HIS -+ Ag2S + Hr 2Ag + SO2 -+ Ag2S + O2 

The following data are available: 

Species A&, W/mol 

AgzO -9.33 
Ag2S -3 1 .SO 
S02(g) - -299.91 
H20(g) -228.59 

Air can be assumed to contain 0.5 ppm HZ, 0.03 ppm 
(80 mg/m3) SO2, and 0.1 H2S rng/m3 and water at a 
partial pressure of 2.0 kPa. 

Which of these reactions are likely to occur at nor- 
mal conditions and result in the tarnishing of silver? 

13.20 The Soviet Venera VII probe, which reached Venus 
on December 15, 1970, found the following condi- 
tions on the planet surface: 

T = 747 f 20 K 
P =Z 90 rt 15 (earth) atmospheres 

Interferometric measurements indicate that there is 
only a 10 to 20 K temperature variation across the 
~Ianet,  and that the coldest region lies at the equa- 
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tor. Radar astronomy measurements suggest that the 
dielectric constant of the Venus surface is typical of 
mineral silicates. Furthermore, from spectroscopic 
observations it has been concluded that the approxi- 
mate atmospheric composition of Venus is 

Species  mole Percent 

co2 99.9- 
Hz0  0.01 
co 0.01 
HCI 1 x lo-' 
HF . 1 x 
0 2  trace 

constituents SOz, SO3 
0 

Since the temperature of Venus is so high., and the 
planet is quite old, it may be assumed that.all chem- 
ical reactions occuning between the atmosphere and 
the surface minerals are in chemical equilibrium. 
The following reactions are thought to occur: 

.--. 
Determine whether the chemical equilibrium as- 
sumption is consistent with the reported data. 
Darn: For FeO-SiO,, A&" = - 1.060 MJ/mol and 
Af_HO = - 1.144 MJ/moi; other Gibbs' energy of 
formation data are given in Appendix A . N  and the 
Chemical Engineers' Handbook. 'O The heat capacity 
of the solid species is 

Cp = a + bT + e / ~ '  J/(mol K); T[=]K 

Species a b x l d  e x 

Since the temperature is so high, you may assume 
that the gas phase is ideal. 

13.21 Styrene can be hydrogenated to ethyl benzene at /& moderate conditions in both the liquid phase and the 
gas phase. Calculate the equilibrium compositions in 
the vapor and liquid phases of hydrogen. styrene, and 
ethyl benzene at each of the following conditions: 
a. 3-bar pressure and 25"C, with a starting mole ra- 

tio of hydrogen to styrene of 2 to 1 
b. 3-bar pressure and 150°C, with a starting mole 

ratio of hydrogen to styrene of 2 to 1 
Data: 
Reaction stoiclriotnerry: C6HjHC=CHr + 
H2 + CbH5CH2CH3 
Physical properties: 

A t s o  
6 VL (gas, 1 bar 

Species (cal/cc)';' (cc/mol) and 25°C) 

.Styrene 
CsHs 9.3 116 7 13.9 kJ/mol 

Ethyl benzene 
CsHto 10.1 123 130.9 kJ/1no1 

Hydrogen 3.25 3.1 0.0 

Heat capncity: See Appendix A.11. 
Vapor pressure: 

13.22 If 1 mole of a gas in a constant-volume system is 
, heated, and both the heat flow and the gas tempen- 

ture are measured-as a function of time. the constani- 
volume heat capacity can be computed from 

This equation can also be used to calculate the effec- 
tive heat capacity Cv,cff of a gas that is undergoing a 
chemical reaction, such as nitrogen tetroxide disso- 
ciating to form nitrogen dioxide, 

In such cases cGcE can be much larger than the heat 
capacity of the nonreacting gas. 
a. Develop an expression for CvVeK for dissociating 

nitrogen tetroxide, and comment on the depen- 

'k. H. Perry, D. W. Green, and 3.0. Mall 
YO* (1984). pp. 3-129-3-135. 

oney, eds., Chemical Engineers' Handbook, 6th ed., McGraw-Hill, New 
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dence of Cvqeff on the internal energy change on 
chemical reaction. 

b. Compute the molar effective heat capacity Cv.,tr 
as a function of temperature for nitrogen tetrox- 
ide over the temperature range of 300 to 600 K, if 
pure N 2 0 j  is loaded into a constant-volume reac- 
tor at 300 K at a pressure of 1.013 bar. 

13.23 Consider a gaseous mixture containing the three iso- 
mers n-pentane (l), iso-pentane (2), and neo-penrane 
(3). These species may interconvert by reaction. 
a. Determine the number of independent chemical 

reactions and the number of degrees of freedom 
for this system. 

b. Calculate the equilibrium concentration of the 
three isomers at 400 K and 1 bar. 

c. What is the effect of increasing the pressure of 
the system on the equilibrium concentration of 

! the isomers? 
Dam: The Gibbs energies of formation of these 
compounds at 400 K are 40.2 M/mol, 34.4 
kJ/mol, and 37.6 M/mol, respectively. 

13.24 Methane gas'hydrates are formed from liquid water 

! by the following reaction: 

a. Calculate the Gibbs energy of formation of the 
hydrate at 278 K and 283 K using the infoma- 
tion that the methane partial pres&re in equilib- 
rium with the hydrate at 278 K is 4.2 MPa and at 
283 K is 6.8 MPa. 

b. One common way to prevent hydrates from form- 
ing is by adding an inhibitor to the system, usu- 
ally methanol or a salt (e.g., NaCI). If 10 wt 
% methanol is added to water, what will be the 
equilibrium partial pressure for methane for hy- 
drate formation at 278 K and 283 K (assume no 
methanol is present in the vapor)? 

e. What phases and components'are present at equi- 
librium at 273.15 K? How many degrees of free- 
dom are there for this system? 

13.25 When pure hydrogen iodide gas enters an evacuated 
cylinder, the following reactions may occur: 

(Note that .since Gibbs energies of formation data 
are available for iodine in both the gaseous and 
solid phases, it is more convenient to think of the 
solid-vapor iodine phase equilibrium as a chemical 
equilibrium.) If the reaction mixture is gradually 
compressed at 25OC, a pressure is reached at which 
the first bit of solid iodine appears. What is the pres- -- 

sure at which this occurs, and what is the vapor coin- 
position at this pressure? 

13.26 The calcination of sodium bicarbonate takes place 
according to the reaction 

\%%en this reaction was run in the laboratory by 
placing sodium bicarbonate in an initially evacuated 
cylinder, it was observed that the equilibrium total 
pressure was 0.826 kPa at 30°C and 166.97 kPa at 
110'C. The heat of reaction for the calcination can 
be assumed to be independent of temperature. 
a. What is the heat of reaction for this reaction? 
b. Develop an equation for the equilibrium constant 

at any temperature. 
c. .At what temperature will the partial pressure of 

carbon dioxide in the reaction vessel be exactly 1 
bar? 

13.27 Carbon is deposited on a catalytic reactor bed as a 
@ result of the cracking of hydrocarbons. Periodically, 

hydrogen gas is passed through the reactor in an ef- 
fon to remove the carbon and to preserve the re- 
duced state of the catalyst. It has been found, by 
experiment, that the effluent gas contains about 10 
mol % methane and 90 mol % hydrogen when the 
temperature is 1000 K and the pressure is I bar. Is 
this conversion thermodynamically limited? Can a 
higher concentration of methane be produced by re- 

. ducingthe rate of hydrogen flow through the reactor, 
thereby removing more carbon for a given amount of 
hydrogen? 

13.28 A gas mixture containing equimolar quantities of 
@ carbon dioxide and hydrogen is to be "reformed" 

b?- passing i t  over a catalyst. The pressure in the re- 
former will be determined by the possibility of solid 
carbon deposition. Although a large number of reac- 
tions are possible, only the following are believed to 
occur: 

c o z  + c = 2 0  

a. At temperatures between 600 and 1000 K, over 
what range of pressure will carbon deposit if each 
of the reactions is assumed to achieve equilib- 
rium? 

b. For this feed, what pressure should be maintained 
for exactly 30 percent of the carbon present in the 
feed to precipitate as solid carbon at each temper- 
ature between 600 and 1OOO K? 

13.29 A process is being developed to produce high-purity 
titanium. As part of the proposed process, titanium 



will be kept in a quartz (silicon dioxide) crucible at 
1273 K. A chemical engineer working on the pro- 
cess is concerned that the titanium could reduce the 
silicon dioxide, producing titanium dioxide and ele- 
mental silicon, which would lowsr the purity of the 
titanium. Is this concern justified'? 
Dara: At 1273 K 
a_ _ 

Ti(s) + Ollg, 1 bar) = X02(s)  A,&: = -674 W/mol 

Si(s) + Ol(g, i bar) = Si02(s) A,&' = -644 W/mol 

The li-quid in a two-phase, binary mixture of benzene 
and cyclohexane has a composition of 20 mol % of 
benzene and 80 mol % of cyclohexane at T = 80°C. 
a. Find the pressure of the system and the composi- 

tion of the vapor phase. 
b. The vapor is removed, heated isobarically to 550 
K. and passed through a reactor. where the fol- 
lowing dehydrogenation reaction occurs: .. 

' 

If the system is in chemical equilibrium when 
leaving the reactor at 550 K, what is the compo- 
sition of the species leaving the rcactor? 

c. The reactor stream is very quickly cooled 
(quenched) to 80°C so that the overall mixture 
composition remains the same as'irpart (b). Find 
the dew point pressure of this stream at80°C, and 
the composition of the first drop of liquid that is 
formed. 
Darn: 

1303.828 
I O ~ ~ ~ P ~ , ~  (bar) = 4.018 16 - 

T (K) - 53.229 

and 

1102.299 
l o g l o ~ C ~ ~  (bar) = 3.980 22 - 

T (K) - 49.623 

termine the product distribution as a function of the 
hydrogen partial pressure of 1 bar at 298.15 K. As- 
sume that the vapor phase contains only hydrogen, 
and that its partial pressure is maintained at 1 bar as 
the reaction proceeds. 

13.33 Consider a closed vessel in which selenium is in 
equilibrium with its vapor. Selenium, in the vapor 
phase, polymerizes to Sei species where i = 1, 2, 3, 
5,7, 8. 
a. At any temperature above the melting point of se- 

lenium, compute the degrees of freedom in the 
system. Note that the vapor-phase reactions can 
be considered to be 

iSe + S e  and Se + S e  e Sei+l 

b. Develop an interrelationship between the partial 
molar Gibbs energies of each of the selenium 
species in the vapor phase. 

13.34 Formaldehyde is an important industrial solvent and 
also a raw material in chemical mmufacture. At ele- 
vated temperatures, it dissociates into ammonia and 
carbon monoxide in the following gas-phase reac- 
tion: 

HCONH? + NH3 + CO 

a. Compute the equilibrium constant for this reac- 
tion over the temperature range of 400 to 500 K. 

b. One mole of formaldehyde is placed in an evacu- 
ated 25-liter vessel and heated. Compute the equi- 
librium pressure and mole fractions of all species 
over the temperature range of 400 to 500 K. 

c. Repeat the calculation of part (b) if, instead of be- 
ing evacuated, the 25-liter vessel initially contains 
air (21 mol % Oz and 79 mol % NZ) at ambient 
conditions. Assume there is no reaction of oxygen 
with any .of the components in the formaldehyde 
dissociation reaction at these temperatures. 

13.35 Repeat the calculations of Illustrations 13.4- 1 and 
13.4-2 for 50°C. The Henry's law constant for am- 
monia in water at this temperature is HHN, = 
384.5 kPa/mole fraction, and you can assume that 
the Henry's constants for nitrogen and hydrogen are 
unchanged from the values given in Illustration 13.4- 
1. 

13.36 The industrial solvent carbon disulfide can be made 
13.31 At 452.2 K, a total pressure of 95.9 kPa, and with an @ fmm the reaction between methane and hydrogen 

appropriate catalyst, the equilibrium extent of disso- sulfide at elevated temperatures using the following 
ciation of pure isopropanol to acetone and hydrogen reaction gas-phase reaction: 
is found to be 56.4 percent m. J. Kolb and R. L. Bur- 
well, Jr., J. Am Chem. Soc., 67, 1084 (1945)l. Use 2 H 2 S + C H 4 ~ C S z + 4 H 2  . 
this information to calculate the standard-state Gibbs 
energy change for this reaction at this temperature. a. Compute the equilibrium constant for this reac- 

13.32 Liquid benzene can be catalytically hydro- tion from 500 to 8W0C. 
genated, with cyclohexene, cyclohexane, and b. Starting with equal number of moles of HIS and 
1,3-cyclohexadiene being among the products. De- C%, compute the equilibrium compositions of 
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all components in the reaction at 1 bar and over 
the temperature range of part (a). 

c. Repeat the calculation of part (b) for a pressure 
of 10 bar. Ideal gas mixture behavior may be as- 
sumed at this pressure at these high temperatures. 

13.37 At an appropriate temperature, a larger alkane will 
@ "crack" to form a smaller alkane and an oletin. One 

example is the cracking of propane to form merhane 
and ethylene: 

a. Calculate the equilibrium compositions that 
\!/oi~ld result at 298.15 K and a total pressure of 
I bar by starting with pure propane. 

b. Assuming that the standard-state heat of reaction 
for this reaction is independent of temperature, 
repeat the calculation above at 650 K. 

c. Repeat the calculation of part (b) for a total pres- 
sure of 10 bar, assuming that an ideal gas mixture 
is formed at this high temperature. 

13.38 Consider the reaction 

where I, s, and g,indicate species in the liquid. solid, 
and gas phases, respectively, and each speciss ap- 
pears only in the phase indicated. For this reaction, 
A,&" = -2.4 kJ/mol A at 25'C for all pure com- 
ponents in the states of aggregation indicated above. 
a. Determine the equilibrium amounts and composi- 

tions for substances A and C in this system if the 
liquid mixture formed is ideal, there is an excess 
of B present. and the partial pressure of compo- 
nent D is maintained at 0.5 bar. 

.b. Repeat the calculation in part (a) if the two com- 
ponents present in  the liquid, A and C, form a 
nonideal mixture described by 

c. What will the equilibrium amounts and concen- 
trations of all substances be if the reaction is car-. 
ried out in an initially evacuated 4-liter constant- 
volume bomb, one mole of A and twice the stoi- 
chiometric amount of B are initially present, and 
the liquid mixture formed is ideal? (You can as- 
sume that the volume of the liquid and solid are 
negligible, and that the temperature is constant.) 

13.39 It is possible that hydrogen and other gases dissoci- 
ate when adsorbed on a solid surface, and in catalysis 
it is important to know whether such a dissociation 
occurs. If hydrogen did not dissociate, that is, the ad- 
sorption process was 

the amount of hydrogen adsorbed would be given by 

Amount of H2 adsorbed = KIuHl 

.where nH, is the activity of molecular hydrogen in 
the gas p6ase. However, if hydrogen dissociates, the 
following two-step process occurs at the surface: 

Hz -+ 2H and H -+ H(ad) 

'and 

Amount of Hz adsorbed 
= I 2 x (Amount of H adsorbed) = 4 x K3nH 

Using the notation that K2 is the activity-based equi- 
librium constant for the dissociation reaction. de- 
velop expressions for- the amount of inolecular hy- 
drogen adsorbed as a function of the eqllilibrium 
constants and the hydrogen partial pressure for the 
two cases (adsorption without dissociation and ad- 
sorption with dissociation). How would you discern 
which process was occurring if you had experimental 
data on the total hydrogen aclsorption as a function of 
its partial pressure? 

13.40 The proteolytic enzyme a-chymotrypsin is known.10 
dimerize. The following data are available for this 
reaction at 25'C and pH = 7.8. 

kJ J 
A,,_GU=-19.6- and A,,,?"=-430.7- 

mol moi K 

based on ideal 1 1M standard states. 
a. Determine the values of the equilibrium constant 

for this reaction over the physiologically irnpor- 
tant temperature range of 0 to 40°C. 

b. If the initial concentration of u-chymotrypsin is 
0.001 M, determine the fraction that is dimerized 
over the temperature range of part (a). 

13.41 Gases can be (very) slightly soluble in molten met- 
als. For example, the solubility. of nitrogen in liquid 
iron is well correlated by the empirical expression 

wt % nitrogen = 0.045J- 

One question that arises is whether the gas dissoci- 
ates on the dissolution, that is, whether the dissolu- 
tiqp proceSs is 

Nz (gas) -+ Nz(in metal) 

or whether the process is 

&&as) -+ N(in metal) 



Use the equilibrium correlation above to decide 
which process is occurring. (Hinr: Since the con- 
centration of either molecular or atomic nitrogen in 
molten iron is so low, you can assume that both 
would obey Henry's law \\ ith actixity coefficients 
equal to unity.) 

13.12 a.-One mole of calcium carbonate is placed in an 
/> evacuated 10-liter cylinder and heated to 1150 i' K. Compute the extent of dissociation of calcium 

carbonate to calcium oxide and the pressure in the 
cylinder as a function of temperature. The vol- 
ume of one mole of calcium carbonate is 35 cc, 
and you can assume the solids volume does not 
change in the course of the reaction. 

b. Repeat the calculation if a 100-liter cylinder is 
used. 

13.13 The dissociation of hydrogen selenide gas to produce 
pure selenium may be approximated as occurring by 
the reaction 

for which A,,,G = 89.38 - 0.08797 in W and T 
in K. Over the temperature range of 1000 to 1250 
K, compute the equilibrium number of moles of Se2 
that will be formed for each mole of hydrogen se- 
lenide that enters the reactor. 

13.44 At high temperatures-for example. in a combus- 
,-, tion process-nitrogen and oxygen in air can react 

to form nitrous oxide, 

nitric oxide, 

andlor nitrogen dioxide, 

Starting with air (79 rnol % nitrogen and 21 rnol 
% oxygen), compute the equilibrium concentrations 
of all the oxides of nitrogen at atmospheric pressure 
over the temperature range from 1OOO to 2000 K. 
[The oxides of nitrogen are referred to collectiveIy 
as NO, compounds, and are smog-forming air pollu- 
tants.] 

13.45 a. Use the data in Table 13.1-4 and the information 
that dfC;",,,, = - 108.7 kJ/mol to predict the sol- 
ubility product Kigc1 of silver chloride-in water, 
and compare your predictiois with the data given 
in Illustration 13.3-2. 

b. Use the data in Table 13.1-4 and the information 
that A&:, = -186.02 kJ/mol to predict the 
solubility product KGcl of thallium chloride in 
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water, and compare your predictions with the data 
given in Illustration 13.3-2. 

13.46 While ethanol can be made by biological termento- 
tion, for large-scale production the following non- 
biolo$ical reaction starting with ethylene and water 
can be used instead: 

If stoichiometric amounts of ethylene and water are 
used, compute the equilibrium constant and the equi- 
librium extent of reaction at 
a. 1 bar and 25'C, assuming the liquid solution is 

ideal 
b. Repeat the calculatiou~~assuming a nonideal liquid 

solution if formed. -'' 
13.37 The reaction 

is used as a step in the process to convert waste sulfur 
dioxide to sulfuric acid. Starting with stoichiometric 
amounts of sulfur dioxide and oxygen, determine the 
equilibrium conversion to sulfur trioxide at 1000 K 
and 
a. 1.013 bar 
b. 101.3 bar' 

13.48 The chemical reaction for the dissociation of nitro- 
gen tetroxide is 

The reported standard-state Gibbs energy change for 
this reaction over a limited temperature range is 

A,,Go(T) = 57.33 - 0.176777 kllmol of NzOj reacted 

fo; the pure component, ideal gas at I bar standard 
state and T in kelvins. 
a. What is the standard-state heat of reaction for the 

' . dissociation of nitrogen tetroxide? 
b. Determine the equilibrium composition of this 

mixture at 50°C and 0.1, 1, and 10 bar. 
c. R e ~ a ~ e  calculation at 200°C. 

13.49 Very polar molecules may associate in the gas phase. 
One example is acetic acid,. which, because of its 
structure, can form dimers but not higher polymers. 
For the reaction 

the following information is available: 

A,f1° = -58.62 kT/mol of dimer 
and 

A,,SO = -138.2 Jlmol of dimer . 
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These values are for the ideal gas, 1 bar standard iAI = Ai i = 1,2, erc. 
state, and can be assumed to be independent of tem- integers need 

jB1 = Bj j = l,2, etc. ~erature. be included 
a. Compute the degree of dimerization of acetic acid 

at 25°C and at 0.1, 1, and 10 bar. 
b. Compute the degree of dimerization of acetic acid 

at 100°C and at 0.1, 1, and 10 bar. 
c. If one assumes that only the monomer is present, 

acetic acid does not satisfy the ideal gas law. 
However, it is thought that at the temperatures 
and pressures considered above, the acetic acid 
monomer and dimer form an equilibrium ideal 
gas mixture, and that the apparent nonideality that 
is found when only monomer is assumed to be 
present is actually the result of the mole num- 
ber change due to dimerization. Develop an equa- 
tion of state for acetic acid that takes into account 
dimerization but has temperature, pressure, vol- 
ume, and the number of moles of acetic acid if 
no dimerization occurred as the independent vari- 
ables. 

13.50 At low temperatures mixtures of water and methane 
can form a hydrate, that is, a solid containing trapped 
methane. Hydrates have both positive and negative 
features. For example, they are potentially a very 
large source of underground trapped methane in the 
Arctic and Antarctic regions that could be used to 
meet future energy needs. Howev.er, in cold areas 
such as the North Slope of Alaska ar,d in the North 
Sea, hydrates can form in pipelines, blacking the 
flow of natural gas. The approximate stoichiornetry 
of hydrate formation is 

Using the notation that (?A and cB 'are the partial 
molar Gibbs energies of the total species A and B (in 
all its forms, unassociated and associated), prove that 

GA = cA, and GB = GB, 

where CAI and GB, are thyhartial molar Gibbs en- 
ergies of the monomeric s'pecies, respectively. Also 
prove that 

13.52 The description of components that associate or 
hydrogen-bond is difficult. An alternative model to 
the one considered in the previous problem is the 
continuous association model, in which 

A)  + A1 = A2 

A1 +A2 = A3 here all integers 

A1 + An = A ~ + I  to CG are included 

etc. 

Assume that this associating fluid is described by the 
van der Waals equation. and in the equation-of-state 
representation the parameters ofthe j-mer are gotten 
&om - 

.7 
Uj = J-Ul 

The equilibrium partial pressure of methane for hy- 
drate formation at 267 .K is approximately 2.0 MPa, 

and and at 255 K it is 1.5 MPa: 'Using the fact that the 
standard states far this reaction are pure methane as ' b. - ' 
a gas at 1 bar, and ,water and the hydrate aS a pure I - J ~ I  

solid: 
a. Find A,,G0 for hydrate formation per mole of Further, the value of the equilibrium constant for the 

methane at 267 K and 255 K. . association 
b. Assuming that A,,HQ and 11,'s" a&-indepen- 

dent of tempeqture, calculate values for these Kj+l = % 
ajal quantities. 

c. use  the information in the problem statement to -.. 
- .  will be assumed independent.of the degee'of asso- 

calculate the equilibrium methane partial-pressure ciation, that is, 
for hydrate formation at 273 K. ' -. 

13.51 ~ssurne~two species can associate in the vapor phase 
according to the reactions - K 2 = K 3 = . . . = K , = K  
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HF vapor are given here: 

No = number of moles if no association occurs 

Nj- = number of moles when association occurs 

and assuming the binary interaction parameters are 
all zero since the species are so similar, 
a; Obtain expressions for a  and h for the mixture in 
"terms of a l ,  b l ,  No, and NT only. 

b. Show that the ratio 

is independent of index j and obtain an explicit 
expression for this ratio. (Note that qj is the fu- 
gacity coefficient of species j.,) 

c. Obtain an expression for the equation of state of 
this. associating fluid that contains only P, V ,  T, 
No, a l ,  b l ,  and the equilibrium constant K. (Does 
your equation reduce to the \-an der Waals equa- 
tion for a nonassociating one-component system 
in the limit of K -+ O?) 

13.53 The behavior of hydrogen fluoride is unusual! For 
example, here are the critical properties of various 
hydrogen halides: 

M W  T, (K) PC (bar) 2, co 

HF 20 461.0 ' 64.88 0.12 0.372 
HCI 36.46 324.6 83.07 0.249 0.12 
HBr 80.91 363.2 85.50 0.283 0.063 
HI 127.9 424.0 83.07 0.309 0.05 

We see that- HF has a very high critical temperature 
and acentric factor for its molecular weight; it also 
has the lowest reported critical compressibility of 
any species. Experimental data for the vapor pres- 
sure and the apparent nmiecular weight of saturated 

Apparent molecular weight at a fixed pressure of 
0.993 bar: 

250.0 
270.3 

1 Calculated 
95.7 

303.0 43'0 I Measured 
312.5 - 28.8 

In each case the apparent molecular weight has been 
found by measuring the mass density of the vapor 
and comparing that with an ideal gas of molecular 
weight 20. One possible explanation for this behav- 
ior is that hydrogen fluoride associates according to 
the following set of reactions: 

Describe how you would use these data to-de- 
velop a model for HF so that you could determine 
the vapor-liquid equilibrium of HF and a component 
that did not associate. 



Chapter 4 

The Balance Equations 
for Chemical Reactors 
and Electrochemistrv 

Our interest in this chapter is with the mass and energy balances for chemical reac- 
tors, and in electrochemical cells. We consider first the mass and energy balances for 
tank and tubular reactors, and then for a general "black-box" chemical reactor, since 
these balance equations are an important application of the thermodynamic equations 
for reacting mixtures and the starting point for practical reactor design and analysis. 
Finally, we.consider equilibrium and the energy balance for electrochemical systems 
such as batteries and fuel.cells, and the use of electrochemicai cells for thermodynamic 
measurements. 

INSTRUCTIONAL OBJECTIVES FOR CHAPTER 14 

The goals of this chapter are for the studentro: 

Be able to use the energy balance for a tank-type chemical reactor (Sec. 14.1) 
Be able to use the energy balance for a tube-type chemical reactor (Sec. 14.2) 
Be able to use the energy balance for a general black-box chemical reactor a?d 
compute the adiabatic reactor temperature (Sec. 14.3) 
4% able to compute the voltage produced by an electrochemicai cell (Sec. 14.6) 
Be able to use electrochemical cell voltages to compute pH (Sec. 14.6) 

NOTATION INTRODUCED IN THIS CHAPTER 

E ~lectrocjhernical cell potential difference (V) 
E0 Zerocurrent cell potential (V) 
F Faraday constant (Clmol) ' 

' T,d Adiabatic reaction temperature (K) ' 
v 

r Reactor residence time = - (s) 
4 
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Molar extent of reaction per unit volume = $ (mol/m3) 
Y Availability 

14.1 THE BALANCE EQUATIONS FOR A TANK-TYPE CHElMICAL REACTOR 

The design of a chemical reactor, that is, the choice of its size, shape, and conditions 
of operation, is largely determined by the kinetics of the chemical reactions' (i.e., the 
rates at which reactions occur and whether a catalyst is needed) and the rate at which 
heat is produced or absorbed during the reaction. Thermodynamics can be useful in 
reactor design. In particular, the multicomponent mass and energy balances of the].- 
modynamics can provide useful information on the energy requirements and tempera-. 
ture programming in reactor operations. Also, through the use of computational tech- 
niques discussed in the previous chapter, thermodynamics can provide information on 
the maximum (equilibrium) conversions that can be obtained with any reactor at the 
given operating conditions. Although it is not our intention to consider reactor design 
in great detail here, in this section and the next we will establish the relationship be- 
tween the thermodynamic balance equations and those of reaction engineering; these 
are the equations that will be used in a course in chemical reaction engineering, which 
frequently follows thermodynamics in the chemical engineering curriculum. 

In this section we are concerned with the analysis of tank-type reactors used for 
liquid-phase reactions. A schematic diagram of a tank reactor is given in Fig. 14.1 - 1 .  
To develop a quantitative description of such reactors, we will assume that its contents 
are well mixed, as is the case with many industrial reactors, so that the species con- 
centrations and the temperature are uniform throughout the reactor. We (10 not nssrlme 
that rhe reactor exit stream is in chemical equilibrium, since itld~rstrinl recictors Sen- 
erally do not operate in srtch a mannet: Using the entries of Table 5.4- 1, the species 
mass and total energy balances for a reactor with one inlet and one outlet stream are, 
respectively, 

Reactor 
inlet 

,.,.,..?, ".&%*+.i a. ... ., . -~ 
.:u.. -.: C,...L ?P."~ ' . :  , --..>=L .- ... ,, . ,,..-... 2;. r. ;,<: =;'=:A:,, 

.f ~.~q$:+..:;:::::~;~zi,, <.?-- ' 
. C. 'A,. ., :-: 7.: ::i Heating 0,- ... . 

r -  . 1.. . r.. . .- .." 
cooling coil 

Figure 14.1-1 A schematic diagram ofrsim- 
Ci* H i  stream ple stirred-tank reactor. 

 he relationship between the rate of a chemical reaction and the species concentrations cannot be predicted and 
-must be determined from experiment. D e ~ l e d  discussions of the analysis of experimental reaction rate data to get 

the constihtive equation relating the reaction rate to species concenmtions are given in Kinetics and Mechanism. 
3rd ed., by J. W. Moore and R G. Pearson, John Wlley & Sons, New York (1981). Chaps. 2 and 3; Chemical 
Reaction Engineering. 2nd ed., by 0. Levenspiel, John Wiley &Sons, New York (1972), Chap. 3; and Intmdr~ction 
to Chemical Engineering Analysis, by T. W. F. Russell and M. M. Dem, John Wlley & Sons, New York (1972). 
Chap. 5. 
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.\-lass and energy 
balances for a 
stirred-tank reactor 

and 

I I 

(The generalization of these equations to multiple feed streams is simple, and is left 
to you.) In writing the energy balance equation, the kinetic and potential energy, shaft 
work, and P ( d V / d t )  terms have been neglected, because these terms are usually of 
little importance compared with heats of reaction and temperature change terms. Also, 
since the contents of the reactor are of uniform temperature and composition (by 
the "well-mixed" assumption), the species concentrations and temperature of the exit 
stream are the same as those of the reactor contents. 

With several small changes in notation, the mass and energy balances of Eqs. 14.1 - I  
and 14.1-2 can be made to look more like those commonly used in reactor analysis. 
By letting qin and represent the volumetric flow rates into and out of the reactor, 
Ci be the molar concentration of species i, V be the fluid volume in the reactor (so that 
Ci V = Ni), and rj = xj / V be the specific reaction rate (reaction rate per unit volume) 
for the jth reaction, Eqs. 14.1-1 and 14.1-2 can be rewritten as 

d 
,w 

-(Ci V )  = (Ci)inqin - Ciqout + V ]Z: Vijrj  (14.1-3). 
dt 

J = I  

and 

Here (Ci)in and ( H i ) i ,  are the concentration and partial molar enthalpy, respectively, 
of species i in the inlet stream, and Ci is the concentration of species i and Ri. its 
partial molar enthalpy in both the reactor and in the outlet strcam (again, this is the 
"well-mixed" assumption). 

It. is possible that the volume of fluid in a reactor is a function of time, in which 
case a total.mass balance for the reactor would have to be written to obtain this time 
dependence. However, few reactors are operated in this manner, so we will neglect this 
complication, as well as volume changes that may occur on mixing and reaction, and 
assume that qi, = qOut = q. Also, since the tank-type reactor is used almost exclusively 
for liquid-phase reactions, we may safely assume that Di = H i  (since p V i  << RT for 
liquids). Thus Eqs. 14.1-3 and 14.14 can be rewritten as 

Design equations for a 
stirred-tank reactor 

which are the equations generally used in the design of tank reactors. 
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An important special case of these equations is their application to the steady-state 
operation of a continuous-flow reactor. At steady-state the contents of the reactor do 
not change with time, so that dCi/dt = 0 and dU/dt = dH/dt = 0, and the design 
equations reduce to 

Steady-state mass 
balance for a 
stirred-tank reactor 

and 

The first of these equations relates the exit composition of the reactor to its volume, the 
inlet c.omposition and flow rate, and the reaction kinetics (i.e., constitutive relations for 
the reaction rates), whereas the second equation is used to determine the heat load for 
steady isothermal operation of the reactor. 

Actually, the form of Eq. 14.1-8 is a little deceptive because one expects the heat of 
reaction to play an important role in determining the reactor heat load, yet i t  does not 
seem to appear explicitly in the equation. As was indicated in Chapter 8, the heat of 

. reaction is imbedded in this equation. To see this, we use Eq. 14.1-7 to eliminate either 
Ci or (Ci)in from Eq. 14.1-8 and obtain 

Q = 4 C ( ~ ) i n { R i  - (Ri)in}+ v CO~rxnj~ (14.1-9a) 
. . I . , j 

if Ci is eliminated, or if (Ci)in is eliminated, 

Here A,,,jH = zi vijHi, and (ArXnjH)in = Xi vij(Ri)in are both heats of reaction, 
- 

the first being the heat of reaction at the reactor outlet conditions (temperature and 
composition), and the second at the reactor inlet conditions. 

One simplification that is usually made in writing the energy balance for a react- 
ing system is to neglect solution nonidealities with respect to the much larger energy 
changes that accompanjr the chemical reaction and temperature changes in the system 
[i.e., to neglect the difference between Hi(T, 5) and _Hi(T)]. With this assumption we 
have 

= Am,jH(T) 

so that Eq. 14.1-9a becomes 

Two forms of 
simplified energy 
balance for 
stirred-tank reactor 

C M 

Q = q C(Ci)in @i (T) - _Hi (%)I + V C Amn,jH(T)rj 
i= 1 j=1 
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The two terms in this equation have simple physical interpretations. The first term 
represents the rate of flow of energy into the reactor required to heat the inlet fluid 
from Tin to T without reaction, and the second term is the energy requirement for 
all chemical reactions to occur isothermally at the reactor exit temperature. Similarly, 
neglecting solution nonidealities in Eq; 14.1-9b yields 

Q = v C ArXn,jH(Xn)rj + q C Cil_H,(T) - Hi(T,n)I (14.1-lob) 

Here the first term is the energy required for isothermal chemical reaction at the reac- 
tor feed temperature, and the second term is the energy rcquired to heat the reaction 
mixture, without further reaction, from the inlet temperature to the reactor operating 
temperature. 

The form of Eq. 14.1-10a suggests that the first process in the reactor is the heating 
of the feed to the reactor operating temperature, and then isothermal chemical reactions 
occur, whereas Eq. 14.1-lob indicates that the chemical reactions occur, followed by 
fluid heating. Of course, chemical reaction and fluid heating occur simultaneously. 
These two alternative, and seemingly contradictory, descriptions of the process illus- 
trate again that the enthalpy change between two given states is independent of path, 
and therefore any convenient path may be used for its calculation. In this regard the 
equations here are similar to those used in Sec. 6.4, where the change in thermody- 
namic properties accompanyihg a change in state of a real fluid were computed along 
any convenient path. 

ILLUSTRATION 14.1-1 .. ,: 
Design of a Steady-Stare Stirred-Tank Rencror 

The ester ethyl acetate is produced by the reversible reaction 1 
k 

CH?COOH + CIHjOH CH3COOC2H5 + Hz0 

in the presence of a catalyst such as sulfuric or hydrochloric acid. The rate of ethyl acetate 
production has been found, from the analysis of chemical kinetics data, to be given by the 
following equation: 

where the subscripts EA, A, E, and W denote ethyl acetate, acetic acid, ethanol, and water, 
respectively. The values of the reaction rate constants at 100°C and the catalyst concentration of 
interest are 

k = 4.76 x m3/(kmol min) 

and 

k' = 1.63 x m3/(kmol min) AS, --. -- 
The feed stream is an aqueous solution containing 250 kg of acetic acid and 500 kg of ethyl 
alcohol per m3 of soIution (including catalyst). The density of the solution is 1040 kg/m3 and 
constant The reaction will be carried out at lW°C, the feed is at 100°C, and the reactor will 
be operated at a sufficiently high pressure that a negligible amount of reactants or products 
vaporizes. $ - '  

i - *  - 
1 - .  -a .- :. . 
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If a continuous-flow stirred-tank reactor is used for the reaction, determine 

a. The size of the reactor needed to produce 1250 kghr of the ester, if 37.2 percent of the 
acid reacts. 

b. The heat load on the reactor for this extent of reaction. 

a. Using the equations in Illustration 13.1-9, and the fact that 37.2 percent of the acid (or 
0.372 x 4.17 = 1.55 kmol/m3) reacts, we have for the reactor contents and outlet concen- 
trations 

Nest. using Eq. 14.1-7 yields 

kmol - 7.20 - rnol 
= 7.20 x - - 

m3 min m3 rnin 

and 

kmol V kmol 
1.55 - - - -7.20 x low3 - 

m3 9 m3 rnin 

so that 

v 
r = - -  - 215.3 min = 3.588 hr 

4 

, .. is required to obtain the desired extent of reaction. (Ndte that r has units of time and can 
be interpreted to be an average time that an element of fluid is iil the reactor; this is referred 
to as the average residence time for fluid in the reactor.) The volumetric flow rate into acd 
out of the reactor must be such that 

q x CEA x mol wt of ester = 1250 kg/hr 

1250 kg/hr 
= kmol = 9.164 m3/hr 

1.55 - ~ 8 8 L  
m3 . mol 

Therefore, the reactor volume should be 

to obtain the desired production rate. 
b. To determine the heat load on the reactor, we can use either Eqs. 14.1-9 or 14.1-10. As- 

suming that liquid-phase nonidealities are unimportank. and that the reactor effluent is at 
the reactor temperature (lOO°C), these equations reduce to 
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Q = VA,,H - r  

since the inlet stream and reactor temperatures are equal. From part (a), V = 32.88 m3 
and r = 7.20 mol/(rn3 min), and from Appendix A.IV we have 

Therefore, 

A,,H'(I-= 25'C) = ) :vi A ~ H P  - = (-463.3) + (-285.8) - (-486.1) - (-277.7) 

= 14.7 kJ/rnoI ester produced 

and 

T = I W ; C  

.. A,,, H'(T = 100°C) = A,, Ho(T = 25°C) + 

where Arx,Cp = -13.39 J/(mol K). Therefore, 

Neglecting solution nonidealities, we have A,,, H ( T  = 100°C) = A H&(T = 100°C), so 
that 

. .. 

Q = 32.85 rn3 x 7.20 mol/(m3 min) x 13.7 kJ/rnol = 3243 kJ/min 

(Note: The fact that Q is positive indicates that the reaction is endothermic, so that heat 
,must be supplied to the reactor to maintain isothermal operation.) R 

A different type of tank reactor is the batch reactok In the batch reactor the total 
charge is introduced initially, and the reaction then proceeds without mass flows int:, or 

Batch reactor 
out of the reactor until some later time, when the contents of the reactor are discharged. 
The fluid leaving thereactor may or may not be in chemical equilibrium, and the reactor 
may or may not be operated in an isothermal andlor an isobaric manner. 

The mass (mole) and energy balances for the batch reactor are (see Table 8.4-1) 

and 

Note that here, as before, the kinetic energy and shaft work terms have been neglected. 
The term P(d V j d t )  has also been neglected since it is small <fr liquid-phase .. I , reactions 
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and identically zero for gaseous reactions where the reactant mixture fills the torn1 
volume of the reactor. Making the same substitutions as were used in going from Eqs. 
14.1-5 and 14.1-6 to Eqs. 14.1-7 and 14.1-5 here yields 

and 

where V is the fluid volume in the reactor. The term on the left side of Eq. 14.1- 14 can ;. 
be written as I 

where A n n j U ( T ,  P, x) = xi  v i j U i ( ~ ,  P ,  5) is the internal energy change for the jth 
reaction at the reaction conditions (i.e., the temperature, pressure, and composition of 
reactant mixture), and Cv  = V ciCv,i is the total heat capacity of the fluid in the 
reactor. Thus, Eq. 14.1-14 becomes 

For a liquid mixture, and again neglecting solution nonidealities, _H and Cv x 
Cp, SO that this equation can be rewritten as . . 

Equations 14.1-13 and 14.1-16 are used by chemical engineers for the design of batch 
reactors. 

ILLUSTRATION 14.1-2 
Design of a Batch Reactor 

Ethyl acetate is to be produced in 9 batch reac€or operating at 100°C and at 37.2.percent con- 
version of acetic acid. If the reactor charge of the preceding example is used and 20 minutes 
are needed to discharge, clean, and charge the reactor, what size reactor is required to produce, 
on average, 1250 kg of the ester per hour? What heat program should be followed to ensure the 
reactor remains at 100°C? - - 
Data: See the preceding example. .; - 
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SOLUTION 

The starting point here is Eq. 14.1-13, which, for the present case, can be wrincn 

where, at any extent of reaction 2 = X/ V, we have 

Concentration* at rhz 
Initial Concentration Extent of Reaction X 

Acetic acid 4.17 kmol/m" 4.17 - 2 kmoI/m' 
Ethanol 10.9 10.9 - 2 
Ethyl acetate 0 2 
Water 16.1 16.1 + 2  
*Note that = X/ V is the molar extent of reaction per unit volume and 
has units of concentration. 

Thus, Eq. a becomes 

d 2  r 3 - -  - k(4.17-i)(l0.9 -2) -k ' ( l6 . l  + i ) 2  
d t 

= 4.76 x 104(4.17 - 2)(10.9 - 2)  - 1.63 x 10-~(16.1 + i ) i  
(b) 

= 2t163 x 10-'(1 - 0.45282 - 0.014472') kmol/(m3 min) 

which can be rearrangcd to 

Integrating this equation between t = 0 and the time r yields' 

. . 

kmol P 
2.163 x 1 O 1 ' L  di = 2.163 x10-'- 

d i  
m3 min I - 9.45282 + 0.014 472' 

or 

- 
and for 2 = 1.55 (37.2 percent conversion of the acid) we have 0.8297 x 10-'r = 0.9896 min 
or r = 119.3 min. 

Thus, the total cycle time for the batch reactor is 119.3 + 20 = 139.3 min = 2.322 hr. 
Therefore, 2.322 hr x 1250 kg/hr = 2902.5 kg of ester that must be produced in each reactor 
cycle. Since, in this example, the conversion and feed in the batch reactor are the same as those 
in the previous illustration, the effluent concentration of the ester is again 

- 
'Cm = 1.55 kmol m3 = 136.4 kg/m3 

' ~ o t e  that 
dx = 5 In [ k x + b - f i ]  w h e ~  q = 4ac - b2 

a + b X + c X  2 c X + b + f i  
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Therefore, the reactor volume is 

To compute the reactor heat program, that is, the heating rate as a function of time .to keep 
the reactor at constant temperature, Eq. 14.1-16 is used, noting that for the isothermal case 
dT/dr = 0, so'that 

where r is given by Eq. b and ?i is given as a function of time by Eq. c. 
The instantaneous values of ?i and Q as a function of time are plotted in the following figure. 

The heat flow rate Q and extent of reaction for ethyl acetate 
production in a batch reactor. 

14.2 THE BALANCE EQUATIONS FOR A TUBULAR REACTOR 
Tubular reactors are commonly used in the chemical process industry. This type of re- 
actor, as the name implies, is a tube that may be packed with catalytic or other material 

-and through which the reactant mixture flows (see Fig. 14.2-la). Such reactors are fre- 
quently used for gas-phase reactions and for reactions in which good heat transfer or 
contact with a heterogeneous catalyst is needed. Our interest here will be in the "plug- 
flow" tubular reactor, that is, a reactor in which the fluid flow is sufficiently turbulent 
that there are no radial gradients of concentration, temperature, or fluid velocity; how- 
ever, as a result of chemical reactions, concentrations and temperatures change along 
the reactor from the inlet to the outlet. Also, we will assume that the fluid velocity is 
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i 

1 A = cross-sectional 
A - area of reactor 

91 i+& 

C t l r + b  ,' (b)  

R,l:+a, 
I 

Figure 14.2-1 The tubular 
reactor. 

much greater than the species diffusion velocity, so that diffusion along the tube axis 
can be neglected. 

Since the temperature and concentration vary along the length of the tube, we cannot 
analyze the performance of a tubular reactor using balance equations for the whole re- 
actor. Instead, we write balance equations for the differential reactor element Az shown 
in Fig. 14.2-lb, and then integrate the equations so obtained over the reactor length. 
In writing these balance equations Az will be taken to be so small (in fact, we will be 
interested in the limit of Az going to zero) that we can assume the species concentra- 
tions and the temperature to be uniform within the element. The balance equation for 
the amount of species i contained within the reactor element in Fig. 14.2-lb is 

accumulation 
of moles of 
species i in 

of length Az 

Rate at 
which moles 
of species i 

element 

I Rate at 
which species i is 

produced in . 

the reactor 
element by chemical 
, reaction 

where A is the cross-sectional area of the tubular reactor and q is the volumetric flow 
rate in the reactor. Now dividing by A Az and taking the limit as Az -+ 0 gives 

M .-. aci 1 a ( q c ~ )  + c v,jrj - = --- (14.2-1) 
'4 az  j=, at 

Similarly, the energy balance for the differential element of reactor volume is 
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Rate at which a oaccumuaion) = [ - [ Rate at 1 of energy in reactor energy enters energy leaves 
element of length A z  reactor element reactor element 

due to flow due to flow 

by heat flow 

.'&here p is the heat flow rate per unit length of the reactor. Again dividing by A Ar and 
taking the limit as Az -+ 0 gives 

Equations 14.2-1 and 14.2-2 are the design equations for a general tubular reactor. 
For liquid-phase reactions, Oi = pi, and assuming that the volume change on reac- 

tion is small, q is independent of position. Also, recognizing that q;lA is equal to the 
mass average velocity v, and defining the derivative with respect to the fluid motion 
D/Dr  by 

. .. D a -= -  a 
+u-  

~t at az 
(see Sec. 2.4) we have, from Eqs. 14.2-1 and 14.2-2, that 

Mass and energy 
balances for a tubular 
reactor 

and 

Equations 14.2-3 and 14.2-4 bear a striking resemblance to the mass and energy bal- 
ances for a batch reactor, Eqs. 14.1-13 and 14. There is, in fact, good physical reason 
why these equations should look very much alike. Our model of a plug-flow reactor, 
which neglects diffusion and does not allow for velocity ,sradients, assumes that each 
element of fluid travels through the reactor with no interaction with the fluid elements 
before or after it. De~efore,  if we could follow a small fluid element in a tubular re- 
actor, we would find that it had precisely the same behavior in time as is found in a 
batch reactor. This similarity in the plpysical situation is mirrored in .the similarity of 
the descriptive equations. 

For gas-phase reactions this tubular reactor-batch reactor analogy may not be valid 
since the volumetric flow rate of the gas, and therefore the gas velocity, can vary along 
the reactor length as a resuIt of mole number changes accompanying chemical rea- 
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ction, the thermal expansibility of the gas if the reactor temperature varies, and the 
expansion of the gas accompanying the hydrodynamic pressure drop in the reactor. 

- Consequently, for gas-phase reactions there may not be a simple relationship between 
distance traversed down the reactor and residence time. Thus, it is not surprising that 
in this case Eqs. 14.2-1 and 14.2-2 cannot be rewritten in the form of Eqs. 14.2-3 and 
14.2-4. 

ILLUSTRATION 14.2-1 
Design of a Tubrtlar Reactor 

Ethyl acetate is to be produced at a rate of 1250 kzAr in a tubular reactor operating at 100°C. 
If the feed is the same as that used in the previous examples, how large should the reactor be 
to produce the desired amount of ester by achieving the same conversion as the batch reactor? 
Via t  are the heat transfer specificacions for this reactor? 
/ 

SOLUTION 

The steady-state mass and energy balances for the tubular reactor are 

and 

dCi - 
Adz . dz 

Since we are neglecting solution nonidealities, and the temperature is constant, dRi /dz  = 0, SO 

that Eq. b can be rewritten as 

Setting s = Az/q, we obtain 

~d using Eq. a in Eq. c yields 

If we equate the time variable t with the distance variable r ,  Eqs. d and e become identical 
to Eqs, a and c of the preceding batch reactor illustration. That is, the composition in a batch 
reactor t minutes after start-up will be the same as that at a distance z feet down a tubular reactor, 
where z is the distance traversed by the fluid in the time t. That is, z = q t / A  or t = Azlq. 

Thus, to convert 37.2 percent of the acid to ester, the reaction time s in the tubular reactor 
must be such that r = ALIq = V / q  = 119.3 min, where L is the totaI reactor length and 
V = AL is its volume. Therefore, V = (119.3/139.3)vb,Kh ,,,,, = 18.22 m3, since we do not 
have to allow time for discharging, cleaning, and charging of the tubular reactor, as we did with 
the batch reactor. Also 
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Since is-known as a function of r from the previous illustration, we can use the same figure 
to obtain X,  and hence d X / d r ,  as a function of .r (or distance down the reactor). Thus, the 
heat flux at each point along the tubular reactor needed to maintain isothermal conditions can 
be computed from the heat program as a function of time in a batch reactor. 

14.3 OVERALL REACTOR BALANCE EQUATIONS 
AND T H E  ADIABATIC REACTION TEMPERATURE 

The mass and energy balance equations developed in Secs. 14.1 and 14.2 are the ba- 
sic equations used in reactor design and analysis. In many cases, however, our needs 
are much more modest than in engineering design. In particular, we ma-y not be inter- 
ested in such details as the type of reactor used and the concentration and temperature 
profiles or time history in the reactor, but merely in the species mass and total en- 
ergy balances for the reactor. In such situations one can use the general "black-box" 
equations of Table 8.4- 1 : 

and 

Overall steady-state 
mass and energy 
balances for a reactor 

and 

The difficulty that arises is'that to evaluate each of the terms in these equations we 
need chemical reaction rate data, reactor heat programs, and so forth, information we 
may not have. To avoid this difficulry, instead of using these differential equations 
directly, we can use.the balance equations obtained by integrating these equations over 
the time interval ti to t2 ,  chosen so that the reactor is in the same state at tz as it was 
in t , .  If the reactor is a'.flow reactor, this corresponds to any period of steady-state 
operation, whereas if it is a batch reactor, the time interval is such that the initially 
.empty reactor is charged, the reaction run, and the reactor contents discharged over the 
time interval. In either of these cases the results of the integrations are 

where Q and W are the total heat and work flows into the reactor over the time interval 
tl to t z ,  and X is the total molar extent of reaction in &is time period. Comparing Eqs. 
14.3-1 and 14.3-2 with Eqs 14.3-3 and 14.3-4, we find 
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- 1' ( ~ i ) o u t  df ( N  = Jjl(2 ( i n  d t  and (Nilout - 

The important feature of Eqs. 14.3-3 and 14.3-4 is that they contain only the total 
mass, heat, and work flows into the system, and the total molar extents of reaction, 
rather than the flow rates and rates of change of these quantities. Therefore, although 
Q, W ,  and Xj can be evaluated from integrals here, Eqs. 14.3-3 and 14.3-4 can also be 
used to interrelate Q, W, and Xj even when the detailed information needed to do these 
integrations is not available. This is demonstrated in IlIustration 14.3-1. 

ILLUSTRATION 14.3-1 
Comparisor~ of the Calculated Heat Loads with the Overall and Specific Energy Balances 

Ethyl acetate is to be produced from the acetic acid and ethyl alcohol feed used in the illustra- 
tions of Secs. 14.1 and 14.2. If tEG feed and the product streams are both at 10O0C, and 37.2 
percent of the acid is converted to the ester, determine the total heat input into any reactor to 
produce 2500 kg of the ester. Show that this heat input is equivalent to that obtained in the 
illustrations in the previous sections. 

SOLUT~ON 

From Eqs. 14.3-3 and 14.34 we can immediately write . .. 

and 

In writing this last equation we have neglected solution nonidealities; that is, we have set Hi = 
Hi, and noted from Illustration 14.1-1 that A,,H(T = 100°C) = 13.746 kJ/moI. - 

The total molar extent of reaction can be computed by writing the species mass balance, Eq. 
14.3-3, for ethyI acetate to obtain 

= 2.841 .x 104 mol 

Thus Q = 2.841 x 104 mol x 13.7 kJ/mol= 3.892 x 16 kJ. 
From Illustration 14.1-1 we have that for the continuous-flow stirred-tank reactor Q = 

3254 Idlmin and that 120.0 min are required to produce 2500 kg of ethyl acetate. Therefore, 
the total heat load is - 

5 .  

; .J = 3.243 x ldIc.i/rnin x 1.20 x I@ min = 3.892 x I@ M 
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To obtain the total input to either the batch or tubular reactor, we must integrate the area under . '. the Q versus r curve given in Illustration 14.1-2. The result is 

Thus, the energy required to produce a given amount of product from specified amounts of 
reactants all at the same temperature is independent of the type of reactor used to accomplish 
the transformation. This is still another demonstration that the change in thermodynamic state 
properties of a system, here A H ,  between any two states is independent of the path between the 
states. 

This example illustrates both the advantages and disadvantages of the black-box style of her- 
rnodynarnic analysis. If we are interested in merely computing the total heat requirement for 
the reaction, the black-box or overall analysis is clearly the most expeditious and does not re- 
quire any kinetic data. However, black-box thermodynamics gives us no information about the 
reactor size or the details of the heat program (that is, the heat flow as a function of time in the 
batch reactor or as a function of distance in the tubular reactor). The decision of whether to use 
the black-box or more detailed thermodynamic analysis will largely depend on the amount of 
kinetic information available and the degree of detail desired in the final solution. m 

In order to put Eq. 14.3-4 into a form analogous to Eq. 14.1-9b, we firit multiply Eq. 
14.3-3 by (pi);,, sum over ail species i, and then use the result in Eq. 14.3-4 to obtain 

Similarly, multiplying Eq. 14.3-3 by (gi)ou,, and following the same procedure as the 
one that led to Eq. 14.1 - 15, yields the analogue of Eq. 14.1-9a, 

For simplicity we will again neglect the effects of solution nonidealities with respect 
. to the heats of reaction. With this assumption we have 

B ~ ( T ,  P ,  s) = _Hi(T7 P )  

and 

so that 
. 

and 
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Using these results in Eqs. 14.3-5 and 14.3-6 yields 

and 

Equations 14.3-7 and 14.3-8 have the same dual interpretation concerning the occur- 
rence of fluid heating and chemical reaction as do Eqs. 14.1-10, and the comments 
made previously about those equations are equally validhere. 

Equations 14.3-7 and 14.3-8 can be used to compute the steady-state outlet tempera- 
ture of an adiabatic reactor whose effluent is in chemical equilibrium; this temperature 
is called the adiabatic reaction temperature3 and will be designated here by Tad By 
definition, the adiabatic reaction temperature must satisfy (1) the equilibrium relations 

C 
Yi j  . K . , ~ ( T , ~ ) = ~ U ~  j= l ,Z . . - - .M (14.3-9) 

i= 1 

(2) one of the energy balances 

Equations to calculate 
the adiabatic flame 
temperature 

I I 

and (3) the mass balance and state variable constraints on the system. Since the equi- 
librium constants Kaj are nonlinear functions of temperature through the van't Hoff 
relation . 

the computation of Tad can be tedious. The graphical procedure illustrated next can 
be used in solvingQs. 14.3-9 through 14.3-1 1 for the adiabatic reaction temperature 
when only a single chemical reaction is involved. More commonly, and especially for 
multiple reactions, Tad is found by computer calculation using an equation-solving 
program such as IvlATHCAU. 

%he computation of the temperahue of an &WC combustion flame is the most common adiabatic reaction 
temperature calculation (see Problems 14.8 and 14.9). 



14.3 Overall Reactor Balance Equations and the Adiabatic Reaction Temperature 795 

ILLUSTRATION 14.3-2 
Adiabatic Flame Temperature Calclclarion 

An equimolar gaseous mixture of benzene and ethylene at 300 K is fed into a reactor, ,where 
ethyl benzene is formed. If the reactor is operated adiabatically at a pressure of 1 bar, and the 
reactor effluent is in chemical equilibrium, find the Teactor effluent teniperature and species 
concentrations. 

Data: See Appendices A.II and A.m. 

SOLUTION 

Since the reactor effluent is in equilibrium, we can write 

~ E B  YEB (L) 1 bar YEB 
Ka(Tad) = - = =- 

aEaB Y E  (&) YE (A) YEYB 
where-we have assumed ideal gas mixture behavior and used the fact that the pressure in the 
reactor is 1 bar. Using the following table, the three mole fractions in this equation can be 
replaced by the single molar extent-of-reaction variable X. 

Inlet Outlet Outlet Mole Fraction 

c6H6 ' 1 1 - x (1 - x ) / ( 2  - x) 
c2H.2 1 1 - x .  (1 - X ) / ( 2  - X )  
C6H5C2H5 0 X - X/(2  - X )  

2 - X  
. .. 

Thus, we have 

so that 

With the data given in Appendix A, and Eq. 13.1-23b, it is possible to compute the value of 
Ka at any temperature. Once Ka 'is known, X can be computed. The equilibrium values of X 
calculated in this manner for various values of Tad are plotted in the following figure. 

The adiabatic reaction temperature also must satisfy the energy balance equation; using Eq. 
14.3-10a, we have 

where the heat capacity data for benzene and ethylene are given in Appendix A.D. Using this 
equation, the molar extent of reaction needed to satisfy the energy balance for fixed values of Ti, 
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and TOd can be computed. Since the inlet temperature is fixed at 300 K, we will use this equation 
to compute values of the molar extent of reaction X for a number of different choices of Tad; the 
results of this calculation are plotted in the figure. For illustration, energy balance X-Tad curves 
for several other values of the reactor inlet temperature are given as dashed lines. 

Graph for computing the adiabatic reaction temperature for 
the formation of ethyl benzene from ethylene and benzene. 

The zdiabatic reaction temperature and the equilibrium extent of reaction X that satisfy both 
the equilibrium and the energy balance relations for a given value of Ti, are found at the inter- 
section of the equilibrium and energy balance curves in the figure. For the reactor feed at 300 K 
this occurs at 

Thus 

Y B  = ).E = 0.045/1.045 = 0.043 

YEB = 0.955/ 1.045 = 0.914 

The results for other reactor feed temperatures T,, can be computed in a similar fashion from 
the data in the figure. 

In Illustration 14.3-2 the reaction was exothermic (A , ,H < 0). This implies that 
(1) energy is released on reaction, which must appear as an increase in temperature of 
the reactor effluent since the reactor is adiabatic, and (2) the equilibrium conversion of 
reactants to products decreases with increasing temperature. Consequently, the equilib- 
rium extent of reaction achieved in an adiabatic reactor is less than that which would 
be obtained had the reactor been operating isothermalIy at the reactor inlet conditions. 
For an endothermic reaction (A,, H > O), the equilibrium conversion decreases with 
decreasing temperature and, since energy is absorbed on reaction, the reactor effluent is 
at a lower temperature than the feed stream. Thus, the equilibrium and energy balance 
curves are mirror images of those in Illustration 14.3-2 (see Problem 14.13), and again 
the equilibrium extent of reactiqn is less than would be obtained with an isothermal 
reactor operating at the feed temperature. 

Another interesting application of the multicomponent balance equations for re- 
acting systems is in the estimation of the maximum work that can be obtained from 
an isothermal chemical reaction that occurs in a steady-state fuel cell or other work- 
producing device. The starting point here is the steady-state isothermal energy and 



Maximum work from 
a fuel cell at constant 
T and P 
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entropy balances of Table 8.4-1: 

and 

Solving the second of these equations for the heat flow Q, 

C C 

Q = T Z ( i 9 i ) o u t  - T x(NiSi)in - T$, (14.3-14) 
i= l i= 1 

and then eliminating the heat flow from Eq. 14.3-12 yields 

C C 

ws = x [ ~ i ( p i  - Tji)]out  - x[fii(Ei - ~ S ' i ) ] i n  + Tsgen 
i= I i= l 

C (14.3-15) C 

= CrNiGiiOu, - C[Ni G i l i n  + TSgen 
I= I i= l 

Since a fuel cell is a work-producing device, will be negative. The maximum 
work (i.e., the largest negative valueof Ws for given inlet conditions) is obtained when 
the terms ~ ~ , [ N j b i l o u r  and T%, are as small as possible. Since SSen 5 0, with the 
equality holding only for reversible processes, one condition for obtaining the max- 
imum work is'that the chemical reaction and mechanical energy productiol, process 
be carried out reversibly, so that s,,, is equal to zero. The first term on the right side 
of Eq. 14.3-15, ~ ~ l [ ~ V , G i l o u [ ,  is the flow of Gibbs energy accompanying the mass 
flow out of the system. The minimum value of this term for a given mass flow at fixed 
temperature occurs when the exit stream is in chemical equilibrium (so that the Gibbs 
energy per unit mass is a minimum). Thus, another condition for obtaining maximum 
work from an isothermal flow reactor is that the exit stream be in chemical equilibrium. 
When both these conditions are met, 

C C 

= C ( & G i ) o u t  - C(&iGi)in (14.3-16a) 
i= 1 i= 1 

and 

It is also possible to compute the maximum work attainable from an isothermal, 
constant-volume batch reactor. It is left to you to show that 
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ILLUSTRATION 14.3-3 
Calc~rlafion ofEnergy Prodr~ced in a Fuel Cell 

The November 1972 issue of Forfnne magazine discussed the possibility of the future energy 
economy of the United States being based on hydrogen. In particular, the use of hydrogen fuel 
in automobiles was considered. Assuming that pure hydrogen gas and twice the stoichiometric 
amount of dry air, each at 400 K and 1 bar. are fed into a catalytic fuel cell, and that the reaction 
products leave at the same temperature and pressure, compute the maximum amount of work 
that can be obtained from each mole of hydrogen. 

Air 

H : 

Dnra: Air may be considered to be 21 no1 % oxygen and 79 rnol 5% nitrogen; the heats and 
Gibbs energies of formation are given in Appendix A.IV, and the heat capacities in Appendix 
A.11. 

SOLUTION 

From Eq. 14.3-16 we have 
C 

Wmdx = C { ( ~ i C i ) o u t  - ( ~ i G i ) i n )  
. . i=l 

where the outlet compositions are related by the fact that chemical equilibrium exists. Here, 
since both the reactants and products are gases (presumably ideal gases at the reaction condi- 
tions), we have 

Since hydrogen enters the fuel cell as a separate, pure stream, we have 

Species (yi)in (Ni)in (moll (Nilout (mol) (yilouc 

H2 1 1 1 - X  (4 - X ) / Z  
0 2  0.21 1 1 - ;x ( 1  - f 2 ~ ) /  c 

0.79 
N2 0.79 - x 1 = 3.762 3.762 3.762/ C 

0.21 
Hz0 0 x : X I  2 

Total - 2 = 5.762 - ;X  

Now, from the equilibrium relation, we have -. 
'=Hz0 KO = - 

112 
a~2aq 

- YH~O - X(5.762 - ~ X ) I / ~  - - 
y , y g ( ~ / l  bar)'J2 (1 - x ) ( l  - ; x ) l l 2  
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Using the data in the problem statement and Eq. 13.1-16, we find that K, = 1.754 x 10'~': a 
huge number. Therefore, X -- 1. Also, using Eq. 13.1-23b and the heat capacity data, the vnlues 
of the pure-component Gibbs energies at 400 K and I bar, relative to the reference states in 
Appndix A.IV, can be computed; the results are 

Species _Gi(T = 400 K ,  P -- 1 bar) i 

i 

Therefore, 

1. -In this illustration the Gibbs energy of mixing terms make a relatively small contribution 
to W,,. This is only because for the H2 + ;o2 = HzO reaction, the dominant term in the 
calculation is A,,G, For many reactions h , , ~  is not so large, and the Gibbs energy of 
mixing terms can be important. 

2. Although the simple black-box thermodynamic analysis here permits us to calculate the 
maximum work obtainable from the fuel cell, it does not provide any indication as to 
how to design the fuel cell (i.e., as an internal combustion engine, electrolytic cell, etc.)- 
to obtain this work. The design of efficient fuel cells is currently an important unsolved 
engineering problem, much like the design of heat engines at the time of Sadi Carnot. E 

14.4 THERMODYNAMICS OF CHEMICAL EXPLOSIONS 
In Sec. 5.3 we considered the thermodynamics of explosions that did not'involve 
chemical reaction. Here, we extend this discussion to explosions with chemical reac- 
tion. Since the energy released on an exothermic reaction may be very large, chemi- 
cal explosions are generally more devastating than purely mechanical explosions. In a 
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chemicaI explosion there are extremely rapid temperature and pressure rises as some 
or all of the reactants are oxidized, followed by an expanding shock wave resulting i n  
a decrease in the temperature and pressure of the combustion products. It is the rapid 
overpressurization at the expanding shock-wave front that causes most of the damage 
in an explosion. In order for a chemical explosion to occur, the heat of reaction must be 
reasonably large and negative (A , ,H < 0), that is, the reaction must be exothermic, 
and the equilibrium constant for the reaction should be large (K,, >> 0, or AmnG < 0). 
In this case, the reaction will proceed to an appreciable extent and a significant amount 
of energy released. 

The equations describing a chemical explosion are the same as those for a mechan- 
ical explosion (see Sec. 5.3); that is, to compute the maximum energy released in an 
explosion, we assume the process within the region bounded by the shock wave is 
reversible and adiabatic so that 

Here the notation _N has been used to indicate all the mole numbers _N = ( N I  , N?, . . . , 
Nc),  and we have written these equations in terms of total thermodynamic properties 
rather than molar or specific properties since, as a result of the chemical reaction, there 
is a change in the number of moles of each species. Also, as before, we assume that 
the entropy generation term is zero, thereby obtaining an upper bound on the energy 
released in an explosion. 

Multiplying Eq. 14.4-2 by the initial temperature T i  and subtracting it from Eq. 
14.4-1 gives 

where A ( T 1 ,  P', _N1) = U (TI ,  Pi.  st) - T I S ( T ' ,  PI, &") is the Helmholtz energy 
of the initial state. [Why is U (7 ', P i ,  f i f )  - T ' s ( T ~ ,  p f ,  _Nf) not the Helmholtz 
energy of the final state?] 

As in Sec. 5.3 the final pressure can be taken to be 1.013 bar when the shock wave 
has dissipated, and all the damage has been done. What are unknown are the final 
temperature and the composition of the reacting mixture. The composition is especially 
difficult to estimate because the rates of chemical reaction can be slow compared with 
the rates of change of temperature and pressure in an explosion. Consequently, i t  is not - 
certain that chemical equilibrium will be achieved in a chemical explosion. Further, 
because of the rapid drop in temperature in the expanding shock wave, and as the rate 
of reaction decreases with decreasing temperawe, even if chemical equilibrium were 
achieved, it is not clear to which temperature this equilibrium would correspond. That 
is, chemical equilibrium could be achieved at some high or intermediate temperature, 
and then the reaction may be quenched by the rapid temperature drop at a composition 
corresponding to that unknown temperature. 

' 

Another question that arises is the amount of oxidant available for the reaction. In a 
vapor cloud explosion one can generally assume that there is sufficient oxygen present 
for the complete oxidation of all carbon to carbon dioxide and a11 hydrogen to wa- 
ter. In this case the final composition is known. The situation for explosions involving 
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liquids and solids in which there is a limited amount of oxidizing asent available is 
more complicated and will be considered shortly. The final temperature of the explo- 
sive mixture, after the shock wave expands so that the internal pressure is 1.013 bar, 
will generally be higher than ambient. Since the quantity U/ - T'S-" increases with 
increasing temperature, to obtain an upper bound on the energy released in a chemical 
explosion, we will assume that the final temperature and pressure are ambient, as are 
the initial temperature and pressure. In this case we obtain from Eq. 14.4-3 

U(2joC, 1.013 bar, &f) - (298.15 K) x S(2j°C, 1.013 bar, gf) 
- U(2j0C, 1.013 bar, @') - (298.15 K) x S(25"C, 1.013 bar, &') 

= A(25"C, 1.013 bar, gi) - A(2joC, 1.013 bar, &') = W 
(14.4-4) 

Since Gibbs energy data are more readily available than ~elmholtz  energies, we note 
that 

G = A + PV A for solids and liquids 

and 

G = A + P V = A + N ' R T  forvapors 

where in the last equation we have used the ideal gas law (as the pressure is low) 
and the notation NV to indicate the total number of moles in  the gas phase. With this 
substitution we have . 

W = G(2j°C, 1.013 bar, f l f ) - ~ ( 2 j 0 c ,  1.013 bar, Z ' ) - [ N ~ * ~  - IV~, ' ]  RT  (14.4-5) 

This is the equation that will be used to compute the energy released in an explosion. In 
using this equation, we will make one further simplification. The total Gibhs energies 
in this equation should be computed from 

For simplicity, we assume here that vapors and liquids form ideal solutions, since the 
contribution of the solution nonideality to the energy is small compared with the chem- 
ical reaction term (you should verify this), so that 

- 
Gi = Af_GP + RT 1n.q (14.4-7) 

and that solid phases are pure so that 
- 
Gi = A&: (14.4-8) 

In a vapor-phase explosion it is generally assumed that sufficient oxygen is present 
for the subst'ance to be completely oxidized. This makes estimating the explosive en- 
ergy release simpler, as the reaction stoichiometry is known. Also, because of the large 
amount of nitrogen present before and after the explosion (air contains about 79 per- 
cent nitrogen), the entropy change on mixing is small and frequently can be neglected, 
as is shown in the following illustration. 
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ILLUSTRATION 14.4-1 
Estimariizg rlze Energy Relensed in a Vapor-Phase Explosiorl 

Estimate the energy released in a vapor-phase explosion of 1 kg of ethylene with a stoichiometric 
amount of air. 

SOLUTION 

The reaction stoichiometry is 

where we have recognized that with 1 mole of oxygen in air there is 0.79/0.21 moles of nitrogen. 
To proceed further we note that N'.' = 1 + 3 + 3 x (0.79/0.21) = 15.29 moles of gas present 
initially, and ~ ' . f  = 2 + 2 + 3 x (0.79/0.21) = 15.29 moles of pas pesent finally, SO that 
there is no contribution to the total energy release as a result of a changqh the number of moles 
present in the gas phase. Next, 

and . .. 

= 2 x (-394.4) + 2 x (-228.6) + 11.29 x 0 

+ 8.314 x x 298.15 x (-4.1 - 4.1 - 3.4) 

= -488.8 - 457.2 - 28.8 = -1274.8 kJ/mol 

Therefore, i .- 
kJ 

W = -1274.8 -41.2 = -1316.0 - - mol 

and the total energy released by the explosion of 1 kg of ethylene is 

kJ lmol 1 0 0 0 g - - G 9 1 0 ~  
W = -1316.0 - x ------ X - - 

. mol 28.054 g .  . 1 kg kg 

Note that the energy released on the explosion of ethylene, 46 910 kJkg, is more than 10 times 
that for TNT, which is 4570 W k g .  It is of interest to note that in th is  example of the total en: 
ergy release of - 1316 Wlrnol, the amount - 13 14.5 [= 2 x (-394.4) + 2,x (-228.6) - 68.51- 

- ,- - - ----*- ."-> _ 
._- 

. * rl , +-- . - ----,wale=- _ - , -. , 
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kJ/mol results from the standard-state Gibbs energy change on reaction. which is the doininant 
contribution, and only -28.8 - (-27.3) = -1.5 kJIrnol is from the entropy-of-mixing term. I 

As indicated earlier, one of the difficulties in chemical explosions is ascertaining 
the final composition of the exploding mixture. In explosions of a solid or a liquid, 
because of mass transfer limitations usually onlx the oxygen present in the original 
compound is involved in the reaction. In this case there may be an infinite number of 
partial oxidation reaction stoichiometries possible. 

ILLUSTRATION 14.4-2 
Exambling Different Reaction Stoichiot?zetries 

List some of the possible reactions for TNT, C7HjN206. 

SOLUTION ' ,-. 
/ 

Among the many possible reactions are 

C7HjN3O6 -+ 1 .OC + 2.5Hr + 1 .5N1 4- 6.OCO 

-+ 5.25C + 1 .75C02 3- 1 .5K: + 7.5H20 

-+ 0.96C -!- 6.i)CO + 1.48& f 0.03HCN + 2.48H2 

-+ 3.7C + 0.4CO + 2.2C02 i 1.5N2 + 1 .1H20 + 0.7CI-4 

However, there is some experimental evidence that the reaction that occurs is actually 

which has an explosive energy release of about 4570 Mkg. I 

Generally what is done in dealing with reactions involving liquids or solids to make a 
conservative (which in this context means worst-case) estimate of the explosive energy 
release of a chemical is to examine the different reaction stoichiometries, and then 
choose the reaction with the largest negative Gibbs energy change (or equivalently, the 
largest equilibrium constant). However, this assumes that the reaction is a rapid one. 

ILLUSTRATION 14.4-3 
Estimating the Energy Released on dze Explosion of a Liquid 

Nitromethane (a  liquid) undergoes the following reaction on explosion: 

Estimate the energy released on the explosion of nitromethane. 

Data: 
Af_G",, = - 13.0 kJ/mol 
A&, = -111.7 kJ/mol 

There are a number of 'terms that contribute to the total energy released. First we note that 
NV.f = 0.2 + 0.8 + 0.8 + 0.7 + 0.5 = 3 moles of gas present finally, and N'.' = 0 moles of 
gas initially. Next, 
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G@') = Af_Gc.,,,= -13.0 kJ/mol - 

G W ~ )  = O.'Br_G:ol + 0.8Af_GSo + 0.8Af_GilO + 0.7Ar_G>2 + 0.5A&i2 

0.2 0 8 0.8 0 7 + 0.8 In - + 0.8 In - + 0.7 In - + 0.5 In - 
3 3 3 

kJ 1 kJ 
x 298.15 K x (-4.571) x - = -371.5 - + 8.314 - 

mol mol K 1000 J 
kJ 

= -371.5 - 11.3 = -382.8 - 
mol 

Therefore, 

8.314 x 298.15 kJ 
W = -382.8 - (-13.0) - 3  X = -377.2 - 

1000 mol . . 
, 

/ 

COMMENTS 

It is again interesting to assess the contributions of the various terms to the total energy release on 
explosion. By far the largest contribution is the difference in Gibbs energies of the components, 
that is 

The Gibbs energy change due to the entropy of mixing is - 11.1 Idlmol, and the energy released 
due to the vapor-phase mole number change is -7.4 kJ/mol. Therefore, the majority of the 
explosive energy release comes from the Gibbs energies of formation of the species involved. 
A reasonable approximation, in many cases, accurate to k10  percent, is to neglect the gas- 
formation and entropy-of-mixing terms and merely use W = A,,G. 

A second condition for an explosion is that the heat of reaction be negative (i.e., the reaction 
should be exothermic). For the reaction here, we have 

kJ 
= -78.7 - 88.4 - 193.4 + 11 1.7 = -248.8 - 

mol 

which is largeand negative. Therefore, nitromethane is a likely candidate for a chemical explo- 
sion. la 

ILLUSTRATION 14.4-4 
Estimating the Energy Released on the Explosion of a Solid 

One possible reaction for 2,4,6-trinitrotoluene (TNT) is as follows: 

C7HSO6N3 3 C + 6C0 + 2.5H2 + 1.5N2 

Estimate the energy released on an explosion of m. 
Data: ArGI;, = 273 W/mol 

I- - 
2 .  
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SOI-UTI ox 

Since TNT i r  3 solid, NV.' = 0: also = 10. Using the standard-state Gibbs energy of 
formation tables in Appendix A.IV and Eqs. 14.4-7 and 14.4-8, we have at 25°C 

kJ 
_G, = 273 -, 

mol 

kJ 
= -110.5 - 1.3 = -111.8 - 

mol 
J 

8.314 - x 298.15 K 2.5 
mol K kJ 

G H z  = 0 +  J 
In - = -3.4 - 

1000 - 10 rnol 
kJ 

and 
J 

8.314 - x298.15K 
mol K kJ 

G N z  = o +  J 
In - = -4.7 - 

1000 - 10 mol 
kJ 

Therefore, 

kJ 
= -670.8 - 8.5 - 7.1 - 273 - 2.48 = -961.9 - 

rnol TNT 
kJ 1 mol TNT 

= -961.9 - kJ 
= -4.059 - - kJ 

mol TNT 237 g 
- -4059 - 

g TNT kg TNT 

The experimentally measured energy release on a TNT explosion is about 4570 kJkg. The 
reason for ths discrepancy is that, as discussed in Illustration 14.4-2, the actual reaction stoi- 
chiometry is different from that assumed here. 

It is of inrerest to note that in this example of the total energy release of -961.9 kJ, -6 x 
1 10.5 - 273 = -936 kJ arises from the Gibbs energy change on reaction, which is the dominant 
contribution; -2.48 kJ is a result of the formation of 10 moles of gas per mole of TNT; and 
R T  x [6 x In(0.6) + 2.5 x ln(0.25) + 1.5 x ln(0.15)] = -23.24 kJ results from the entropy- 
of-mixing term. @l 

14.5 AVAILABILITY AND AVAILABLE WORK IN CHEMICALLY REACTING SYSTEMS 

Computing the work that can be obtained in a chemical reacting system is, in general, 
somewhat more complicated than in the nonreacting systems that we considered in, 
for example, Chapters 4 and 5. Of particular interest here is computing the maximum 
work that can be obtained in a chemically reacting system. 

We start by considering the steady-state mass, energy, and entropy balances for a 
. chemically reacting system that can exchange heat and work with its environment: 
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0 = Ni,in + g , o u r  + ~1iX 

Since ultimately we are interested in the maximum amount of work that can be ob- 
tained from a chemically reacting system, one consideration is that all heat transferred 
between the system and its surroundings should occur at ambient temperature. The 
reason for this is that if this energy flow were at a higher temperature, useful work 
that could have been extracted by making use of the temperature difference between 
the system and the environment using a Carnot cycle or other heat engine has been 
lost. (The same arpment applies if the heat flow is below the ambient temperature.) 
Denoting the ambient temperature by To, the entropy balance becomes 

Now combining the energy and entropy balances, we have 

At first glance, the terms iCparentheses might appear to be Gibbs energies; howex1er, 
this is not the case unless the temperature of the flow stream is equal to the ambient tem- 
perature To.That is, G (T ;  p )  = H ( T ,  P)-TS ( T ,  P )  and not H ( T ,  P):T,S(T, p) .  

To proceed, it is convenient to define a new function, the availability Y, defined on 
a molar basis as 

'Y ( T ,  P )  = _H ( T ,  P )  - To$ ( T ,  P )  
-- 

- 
and the partial molar availability by 

a N y  
qi ( T ,  P I  = (%) = Ri ( T ,  P )  - ToSi ( T ,  P )  

T, P,Nj#i 

Since 

Pi (T ,  P ,  &) = _Hi (T, P )  + (T ,  P ,  6) 

and 

Si (T ,  P , ~ )  = _Si ( T ,  P)  + (T ,  P,$)  - R lnxi 

it follows that 
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Note that it is only if the stream temperature and pressure are the same as the ambient 
temperature and pressure, that the Gibbs energy is equal to the availability. 

Consequently, the combined enersy and entropy balance is 

This equation is exact. If the mixtures (gas or liquid) are ideal, the excess (or non- 
ideality) terms are zero. Also, if the excess terms are small compared with the energy 
changes on chemical reaction (which will almost always be the case), these terms can 
usually be neglected. (Also, there will be some cancellation between the inlet and out- 
let nonideality terms, further diminishing the extent of their contribution.) Another 
approximation is that the contributions of the mixing terms (RTo xi Ni In xi) are also 
usually small compared with the energy changes on chemical reaction, and again there 
will be some cancellation of these terms between between the inlet and outlet streams. 
Therefore, for most engineering calculations it is sufficient to use 

= Ni,inyi (Tn, Pin) - To Ni,outXi (Tout, Pout) 

ihough one should check whether a significantly different result is obtained using the 
more complete equation. 

To obtain the maximum work output that can be obtained from a process, the fol- 
lowing conditions should be met: 

a. As already discussed, all heat flows to the environment should occur at the ambi- 
ent temperature To. 

b. All mass flows out of the system also should be at the ambient temperature To. 
Exhausting a stream at a higher temperature loses the potential to do work by, 
for example, operating a heat engine between the stream temperature and the 
ambient temperature. 

c. All mass flows out of the system should occur at the ambient pressure Po. Ex- 
hausting a stream at a higher pressure loses the potential to do work by, for ex- 
ample, flowing the stream through a work-producing turbine. 

d. All processes should be reversible so that Sg,, = 0. 
e. The exiting streams should be in chemical equilibrium, as that is the state of 

minimum Gibbs energy; and since, from items (b) and (c) above, the exit streams 
should be at ambient conditions, the availability is equal to the Gibbs energy in 
this state. 

Therefore, the maximum work that can be obtained is 

where the superscript eq has been used to indicate that the mole numbers and mole 
fractions of the outlet stream should be such that the stream is in chemical equilibrium 
at ambient conditions. 
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One measure of the efficiency of a work-producing process is the actual work ob- 
tained (regardless of the actual final temperature and pressure of the exit stream, which 
could be, for example, the exhaust of an automobile) compared with the maximum 
work that could have been obtained if the process was reversible, and the exhaust 
streams had been at ambient conditions, that is 

- watt - WmaX - q = -  - xi Ni,inY.'i(Tn, Pin, sin) - TO Xi 1.0~1 Yi - (To, PO, zeq) 

Note that since 

aH CP (,) T = C p  and (:$) = - 
T T  

it follows that 

and 

Also, 

so  that 

and 

ILLUSTRATION 14.5-1 
computation of the Maximum Work That Can Be Obtained from a Chemical Reaction 

In part of a sulfuric acid plant, a stream of pure SOz at 2, bar and 600 K flowing at a rate of 
100 molls is mixed with a pure oxygen stream at 293 K, 1 bar, and a flow rate of 50 moVs and 
reacted to form SOs. The stream exiting that part of the plant is in chemical equilibrium at 1 bar 
and 293 K. Joe Udel is interested in improving thk energy efficiency of this part of the process 
and suggests that instead a new type of work-producing reactor (i.e., a fuel cell) be installed that 
would accept the two pure streams, and work would be extracted. What is the maximum rate at 
which work could be obtained from this process if such a reactor could be developed? 

SOLUTION 
Usifig the prt~gram CHEMEQ (or, by hand calculations, using the data in Appendix A.IV) the 
equilibrium constant for the reaction 

. - ,. ., z.~ . -  -r .-- .- *.- -- - J - - ' E d r . & *  , *  5 , -&-* ,>:* >:: ,i.;:-: - . - .' . - - 8 '2 -Z . x  - *,-'y ~+~?:;-x$: 3F - - 
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So2 $ i 0 2  = so3 
is so large at 298.15 K that the reaction will go to completion, and only SO3 will be present in 
the reactor exit stream. The steady-state energy and entropy balances for the reactor are 

0 = 100_Hso, (2 bar, 600 K) + 50_Ho2 (2 bar, 298 K) - 100_Hso, (1 bar, 298 K) + Q + w 

and 

0 .  
0 = 100_Sso2 (2 bar, 600 K) + 50_Sol (1 bar, 298 K) - 100_Sso3 (1 bar, 298 K) + = + S,,, 

T 

For the maximum work that can be obtained, all heat transfer should occur.at ambient tem- 
perature, To = 298 K, and there should be no irreversibilities (i.e., S;,, = 0). Using this in the 
entropy balance, and then eliminating the heat flow between the energy and entropy balances 
gives 

- Wmax = 100 [IJso: (2 bar, 600 K) - To.Ssol (2 bar, 600 K)] 

+ 50 [ d o ?  (1 bar, 298 K) - T$ol (1 bar, 298 K)] 

- 100 [IJso3 (1 bar, 298 K) - To_Sso3 (1 bar, 298 K)] 

or in terms of the availability function, 

- W m =  - - 100'f/so2 (2 bar, 603 K) + 50yo2 (1 bar, 298 K) - 1 0 0 ~ s o 3  (1 bar, 298 K) 

For oxygen, 

Yo;.(.l bar, 298 K) = _Go? (1 bar, 298 K) = A&% (1 bar,:298 K) = 3 - 
and for SO3, 

kT 
Yso3 (1 bar, 298 K) = _Gso3 (1 bar, 298 K) = Ar_Gso3 (I  bar, 298 K) = -371.1 - - rnol 

since they are at ambient conditions. For sulfur dioxide, we have from Appendix A.IV 

kJ 
Gs02 (1 bar, 298 K) = AfGs02 (1 bar, 298 K) = -300.2 - - mol 

and 

kJ 
Hso, (1 bar, 298 K) = Af_Nsq (I  bar, 298 K) = -296.8 - - mol 

so that 

~ ~ ~ ( 1  bar, 298 K) - _Gsq (1 bar, 298 K) 
.jS% (1 bar, 298 K) = - 

T = 298 K 

- - -296.8 - (-300.2) J 
= 11.41 - 

298 mol K 
Now assuming ideal gas behavior, 

kJ 
H s q  (2 bar, 600 K) = _Hsq (1 bar, 298 K) + C; d T  = -283.54 - - mol 
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and 

2 bar J 
Ssq (2 bar, 600 K) = Jsq (1 bar, 298 K) + d T - R In- = 36.67 -- 

1 bar mol K 

so that 

kJ 
yso2 (2 bar, 600 K) = -283.54 - 298 x 36.67 x 10-' = -294.46 - - mol 

Finally, 

which i's 7725 kW. 
Finally, it is instructive to return to the energy balance to compute the amount of low-level 

(298 K) heat that would be released while obtaining the maximum work. 

so that Q = -3492 Mls. Without the fuel cell. no work is produced and the heat released on 
this reaction would be Q = -(349 1 + 7724) = - 1 121 5 kJ/s. P1 

14.6 INTRODUCTION TO ELECTROCHEMICAL PROCESSES 

Electrical work can be obtained from carefully controlled chemical reactions, but not if 
the reaction is allowed to proceed spontaneously. For example, in the standard state of 
pure gases of hydrogen andchlorine at ].bar and 298 K, the reaction to form hydrogen 
chloride in aqueous solution 

has a Gibbs energy change of 

kJ 
AmnGO = -13.12- [O+0] = -13.12 -.-- 

mol HCl 

Therefore, there is a possibility of the reaction occumng spontaneously; however, this 
will produce no useful work. An alternative is to run the reaction in an electrolytic 
cell in which hydrogen and chlorine gases are metered into separate electrodes and the 
electromotive force (EMF) or voltage produced is almost balanced by the application 
of an external voltage. In this way the reaction will occur at a very slow rate and 
electrical work can be obtained from the cell. In this process chemical energy is directly 
converted to electrical energy. 

Electrochemical processes occur in batteries, fuel cells, electrolysis, electrolytic plat- 
ing, and corrosion (generally an undesirable process). EIectrochemical processes can 
be used to produce electricity, to recover metals from solution, and for the measurement 
of the thermodynamic properties of electrolyte solutions. The device used to study 
electrochemical reactions is an electrochemical cell, which consists of two electrodes 
(metallic conductors) in electrolytes that are usually liquids containing salts, but may 
be solids, as in solid-state batteries. The two electrodes may be in the same electrolyte, 
as shown in Fig. 14.6-la, or each electrode may be in a separate compartment with its 
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Electrodes 

/ Electrolyte I / First electrolyte 1 / Second electrolyte I 
v 

Electrode compartments 

(b)  

Figure 14.6-1 Two types of electrochemical cells. (n) A cell with two electrodes and,p'shared 
electrolyte. One example of such a cell contains a copper electrode, a zinc electrode, and a zinc 
sulfate and copper sulfate electrolyte so1uti.on. The overall cell reaction is cu2+(aq) + Zn(s) -+ 
Cu(s) + zn9(aq). (b) A cell with two separate compartments connected by a salt bridge. If the 
same electrodes as in the previous case were used,. one compartment would contain a copper 
electrode and a CuS04 solution, the other would have a zinc electrode and a ZnS04 solution 
as the electrolyte, and the two compartments would be connected by a bridge containing, for 
example, a sodium chloride solution. 

own electrolyte, as in Fig. 14.6-lb. In this case the two compartments are connected by 
a salt bridge, an electrolyte that corilpletes the electrical circuit. A third alternative, not 
shown, is for the two compartments to be in direct contact through a porous membrane. 

When the two electrodes are connected through a potentiometer or electrical resis- 
tance, and electricity is produced by the chemical reaction that occurs spontaneously, 
the electrochemical cell is referred to as a galvanic cell; it is considered to be a fuel 
cell if the reagents are continually supplied to the cell. Batteries are galvanic cells. The 
term electrolytic cell is used to indicate an electrochemical cell operated in the reverse 
manner to that just described, in that an external voltage is used to cause a nonspon- 
taneous reaction to occur, as in the electrolysis of water. An automobile battery and 
other storage batteries can be considered galvanic cells when they are supplying elec- 
tricity, and electrolytic cells when they are being recharged. There are several ways 
that thermodynamics is used to analyze electrochemica1 cells. One is to compute the 
work, or equivalently the voltage, that can be produced by a galvanic cell. Alterna- 
tively, measured cell voltages can be used to determine the equilibrium constant of the 
reaction taking place within the cell. A third use of electrochemical cells is to measure 
the thermodynamic activity or activity coefficients of the ions in electrolyte solutions. 

The main processes occurring in electrochemical cells are simultaneous oxidation 
and reduction reactions: or redox reactions. At one electrode, the anode, a reduced 
species is oxidized here meaning to release electrons, while at the other electrode, the 
cathode, an oxidized species absorbs electrons and is reduced. It is common to think 
of an electrochemical cell as consisting of two half-cells (one containing the anode 
and the second containing the cathode) and to describe the processes in terms of half- 
cell reactions. For example, one common cell consists of a copper cathode in a copper 
sulfate solution, and a zinc anode in a zinc sulfate solution. The overall reaction is 

4 ~ e r e  the term oxidation is being used as in general chemical terminology to indicate a release of electrons. In 
this sense it is not necessary for oxygen to be involved in an oxidation reaction, as unusual as this may seem. 
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- cu2+(aq) + Zn (s) -+ Cu.(s) +.zn2+ (aq) (redox reaction) 

which is the sum of the two half-cell reactions 

cu2+(aq) + 2e- i Cu(r) (reduction, absorption oielectrons) 

and 

Zn(s) -+ 2n2"(aq) + 2e- (oxidation, release of electrons) 

The following abbreviated notation. is used to describe the complete cell 

The electrochemical processes occurring in this cell are the oxidation of zinc and the . 
production of zinc sulfate and electrons at the anode, the absorption of electrons an$- 
thereduction and deposition of copper at the cathode, the flow of electrons through i n  
external electrical circuit (resulting in electrical work), and a balancing flow of sulfate 
ions through the salt bridge. 

The metallic electrode described above is the simplest of the electrode types. An- 
other type of electrode is the insoluble-salt electrode, in which a metal is covered with 
one of its insoluble salts; silver chloride deposited on silver is one such example. The 
oxidation reaction in this case is 

and the half-cell description is 

Ag I AgCl I c1- 
..., 

A third type of electrode is the gas electrode, in which a gas is in equilibrium with a 
solution of its ions in a half-cell that contains an inert metal conductor. The hydrogen 
electrode, in which one bubbles hydrogen through a solution and across a platinum 
electiode, is perhaps the best known of this type. The half-cell chemical reaction is 

Hz (g) -+ 2H+(aq) + 2e- 

and the description used is 

Since hydrogen must be continually supplied from outside the cell, an electrochemical 
device using a hydrogen gas electrode would be considered a fuel cell. - 

From Sec. 4.3 we have that for any process occurring at constant temperature and 
pressure, the manner in which electrochemical cells are operated, the maximum work 
that can be obtained is equal to the change in Gibbs energy of the process, that is, 

Wmax = AG (14.6-1) 

This maximum work is obtained if the process is sufficiently slow that there are no 
irreversibilities, for example, no resistive heating as a result of the current flow. This 
implies that the rate of reaction is very slow, and that the electrical potential produced 
is just balanced by an external potential so that the current flow is infinitesimal. This 
electrical potential produced by the cell (or of the balancing external potential) will be 
referred to as the zero-current cell potential and designated by E. The work done by 
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the electrical cell. WeI,, in moving tz moles of electrons across a potential difference of 
E is 

LVelec = -n F E (14.6-2) 

where F = 96 485 C/mol is the Faraday constant, and the negative sign indicates that 
work is done by the cell on the surroundings if the cell potential is positive.' [A coulomb 
(abbreviated C) is a unit of electrical charge; moving one coulomb of charge through 
a potential difference of one volt requires one joule of energy. Also, for later referencq 
we note that at 25"C, the quantity R T / F  is equal to 25.7 mV.] Consequently, we have 

or simply 

We write a generic eltctrochernical reaction as 

or, more generally (using our standard notation for chemical reactions), 

For example, the reaction 

will be written as zn2'(aq) + Cu(s) - Zn(s) - cu2+(aq) = 0, so that vZn2+ = 1, 
vcu = 1, vzn = - 1, and vCu2+ = - 1. Also, the Gibbs energy of any species can be 
written as 

where Po and xp are the standard-state pressure and composition (in units appropriate 
to the standard state chosen), T;(T, Po,  xp) and _Gi(T, Po, xp) are the standard-state 
fugacity and Gibbs energy of species i, and ai is its activity. Combining these last two 
equations, we have - 

where EO would be the-zero-current cell potential if the ions were in their standard 
states, while E is the actual (measurable) zero-current cell potential with the ions at the 
concentration of the cell. The last relation is known as the Nernst equation. 

Remembering from Eq. 13.1-1 8 that 
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Table 14.6-1 Standard Half-Cell Potentials at 2S°C 

Oxidizing Agent or Oxidant Reducing Agent or Reductant E" (V) 

Au+ +e- Au 1-1.69 
C12 +2e- 2C1- f1.36 
Br2 +2e- 2Br- . +1.09 
AS+ +e- Ag +0.80 

H$ +2e- 2Hg +0.79 
Fe3+ +e- Fez+ +0.77 
Cu" +2e- Cu +0.34 
Ag Cl +e- Ag + C1- +0.22 
2H+ +2e- H2 0.0 (by definition) 
Fe3+ +3e- Fe -0.04 
Pb2+ +2e- Pb -0.13 
Zn2+ +2e- Zn / -0.76 
A I ~ +  +3e- Al - 1.66 
M ~ ' +  +2e- h4 g -2.36 
Na+ +e- Na -2.71 
Li+ +e- Li -3.05 

where K, is the chemical equilibrium constant, we have 

This equation allows one to compute the chemical equilibrium constant from measured 
standard-state electrochemical cell potentials (usually referred to as standard cell po- 
tentials). Some standard h+f-cell potentials are given in Table 14.6-1. The standard 
potential of an electrochemical cell is obtained by combining the two relevant half-cell 
potentials. 

One point to note when using 'this table is that 

where n is the number of electrons transferred. Consequently, for example, for the 
reaction C12 + 2e- -+ 2C1-, Eo is 1.36 V, and A,,GO = -2 x 1.36F = -2.72F. 
  ow ever, if.instead we wrote the reaction as $12 + e- -+ C1-, then A,,GO would 
be one-half its previous value, or - 1.36F. However, now n equals unity, so that again 

Consequently, if we multiply any of the half-cell'reactions in Table 14.6-1 by an integer 
or fractional constant, the standard-state Gibbs energy change will change by that same 
factor, but the standard-state half-cell potential will be unchanged. 

ILLUSTRATION 14.6-1 
Computation of the Standard Cell Potential 

Compute the standard cell potential and the equilibrium constant for the reaction 

cu2+ (aq) + Zn(s) + Cu(s) + zn2+ (aq) 
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SOLUTION 

The reaction above is the sum of the two half-cell reactions 

cu2'(aq) + 2e- -+ Cu(s) half-cell standard potential = +0.34 V 
Zn(s) + znZf (aq) + 2e- half-cell standard potential = -(-0.76 V) = ;0.76 V 

where the negative of the reported half-cell standard potential has been used for the second 
reaction. since its direction is opposite to that given in the table. Therefore, the standard cell 
potential for the overall reaction is 

The equilibrium constant for this reaction is then 

/ C 
n FED 2 x 9.6485 x 101- x 1.10 V 

- In K, = - - mol = 85.6 
J. RT 8 . 3 1 4 - ~ 2 9 8 . 1 5 K x l -  

mol K mol 
or 

Ka = 1.5 x 

or equivalently, 

ILLUSTRATION 14.6-2 
Calculariorz of rlle Equilibrirlm Consrant from Srnndard Half-Cell Potentials 

Determine the equilibrium constant for the dissolution and dissociation of silver chloride in 
water, and the silver chloride solubility in water. 

SOLUTION 

The reaction is 

' 
which in terms of half-cell reactions we write as 

AgCl + e- + Ag + C1- half-cell standard potential = f0.22 V 
A:: -+ + e- half-cell standard potential = -(+O.SO V) 

C 
nFEo 9.6485 x 104 - x (-0.58)~ 

- lnKa = - - rnol 
J = -22.568 

RT 8.314 - x 298.15 K x 1 - 
mol K mol 
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KO = 1.58 x lo-'' 

.which compares well with the value of 1.607 x lo-'' computed in Illustration 13.3-2. The 
equilibrium relation is then 

so that 

mol 
MA,- = MAgo = 1.257 x lo-' M = 1.257 x - 

kg water 

. In writing these last equations we have recognized that the activity of the pure silver chloride 
, solid is unity, assumed that the ion concentrations will be so low that the activity coefficients 

would be unity, and used the fact that by stoichiometry the concentrations of the silver and 
chloride ions must be equal. 

Following upon'the illustration above, quite generally we can write 

In writing these equations we have recogn.ized that the activities of the pure metal' 
electrodes are unity. Note that if the electrochemical cell is in chemical equilibrium, 
that is, if' 

K - av2+ "I+ 
- M ~ + ( w ) ~ M ~ + ( z ~ )  

(14.6-8) 

then E is equal to zero (there is no voltage produced by the cell even though E0 is 
nonzero), and A G = 0, as must be the case for a process at equilibrium. 

We have shown earlier that it is possible to produce work if there is a temperature 
difference between two subsystems (for example, by connecting them through a Carnot 
or other cycle). Similarly, if there is a pressure difference between two subsystems, this 
can be used to drive a fluid through a turbine, again producing work. An electrochemi- 
cal cell is one way of producing work if there is a concentration difference between two 
subsystems. To see how this could be done, suppose we had two beakers containing 
a salt, say copper sulfate, at different concentrations. We could put a metallic copper 
electrode connected to a potentiometer or other electrical circuit in each beaker and 
then connect the electrolytes in the beakers by a salt bridge. In the beaker containing 
the dilute copper sulfate solution, which we designate as beaker 1, the reaction would 
be 
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while in the beaker,containing the concentrated solution, which we-will refer to as 
beaker 2, the reacti.on would be 

cu2+ + 2e- -+ Cu 

In this case the two half-cell potentials cancel, but as a result of the concentration 
difference. we have 

[ ~ ~ ~ ? + a ~ ~ ~ - ]  Mcuz+~MsO;- ycu'+ ;fsO;- 
A G = n F E =  RTln 

1: = R T  ln 

I I 

[MCux M,,;- ycu'+ ;I so:- 1 2 

[MCU2+ ~ s 0 ; -  121 * 
= RT ln [McU2+ M,,?- y, 'I 4 2 

(14.6-9) 
To proceed, we use that by stoichiometry and from the fact that copper sulfate is fully 
dissociated into ions, 

Mcuz+ = MsO;- = Mcuso4 

Also, for the purposes of illustration, we will use the simple Debye-Hiickel limiting 
law of Eq. 9.10-15 for the mean ionic activity coefficient, which here becomes 

since 

7 I I = ;(M+Z: + M-z:) = TMcuso, ((2)' + (-2)') = 4Mcusoz 

Putting this all together gives 

[Mcu2i Msq2- 721 
A G  = - n F E  = -2FE = RT in = R T l n  

[MCU2+ Mso42- ':I2 

ILLUSTRATION 14.6-3 
Computing the Cell Voltage That Is Produced as a Result of the Co~zcentrarion Difference 

One beaker contains copper sulfate at a concentration of 0.0001 M and another contains a 0.01- 
M solution of the same salt. Compute the maximum voltage that could be obtained at 25OC with 
an electrochemical cell that used these two solutions as electrolytes. 



SIS Chapter 14: The Balance Equations for Chemical Reactors and Electrochemistry 

SOLUTION 

The starting point is the preceding equation written as follows: 

= 25.7 mV [InO.Ol - 1 .I78 . 8 . (0.01 - 0.111 
= 25.7 mV[-4.605 + 0.8481 = -96.5 mV 

so that E = 96.5 mV. u 
When a half-cell reaction involves hydrogen ions, the cell potential.will depend upon 

the hydrogen ion concentration of the solution, or the pH, where the pH scale is defined 
as follows: 

pH = - log a ( ~ + )  = A log a(H30+) y - log - [ 1 Zai] 
In writing this equation we have recognized that in solution the hydrogen ion is actually 
present as a hydronium ion, and the last expression is valid only if the hydrogen-ion 
concentration is so low that its activity coefficient is unity. It is interesting to compute 
how the cell potential varies with changes in pH. To do this we consider an electro- 
chemical cell that contains a hydrogen electrode,.and leave the other half-cell reaction 
unspecified.   he overall cell reaction is written as 

Hz(& + 2 ~ '  = 2 ~ +  + 2M(s) 

for which the cell potential will be ., 

At 2 5 0 ~  we have 

We see from this equation that the actual potential produced by an electrochemical cell 
involving a hydrogen (or hydronium) ion depends linearly on the pH of the solution. 
The total cell potential also depends on the activity of the metal ion in the other half- 
cell, which usually would be approximately constant, and the activity of molecular 
hydrogen, which can be controlled by its partial 'pressure. Consequently, the primary 
variation of the cell potential is with This result suggests that an electrochemical 
cell can be used to measure the pH of a solution. This is actually done in the laboratory, 
but by using specially chosen liquid electrodes rather than a hydrogen gas electrode, 
which is not convenient to use. 

By the appropriate choice of an electrochemical cell, it is possible to measure the 
mean ionic activity coefficient of an electrolyte. As an examp16 considera cgll con- 
sisting of a hydrogen electrode and a silver-silver chloride electrode, both in fie same- 

; *i 
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solution with hydrochloric acid as the electrolyte. It is the mean ionic activity coeffi- 
cient of hydrochloric acid that can be measured. The overall cell reaction is . 

$ ~ l  (g) f AgCl(s) = HCl(aq) + Ag(s) 

The cell potential for this reaction, since n.= 1, is 

since the solids silver and silver chloride are at unity activity. Further, the activity of 
hydrogen is regulated by its parrial pressure, so that we can consider it to be indepen- 
dently fixed and known. Therefore, 

But 

... .. 
p H 2  

= - 
1 bar 

and 

since the hydrochloric acid, being a strong electrolyte, is fully ionized. Consequently, 

2RT RT [ p H ? ]  In[  MHCI ] 2RT E = E O + - I n  - -- -- 
2F l b a r  

In y+ (14.6-16) 
M = 1 molai 

l n y i =  - RT 3RT 
E O - E + - I ~ [ % ] - ~  in[ 

2RT 2F 1 bar M = 1 molal 

F 
= -(EO - E)+ -In - 

MHC1 I1 
2RT : [:::I-ln[ M = MHcl 1 molal ] 

So that by fixing the value of the partial pressure of hydrogen and measuring the cell 
potential E, the value of the mean ionic activity coefficient of hydrogen chloride can 
be determined. 

PROBLEMS 
(Note: The Chemical Engineer's Handbook, McGraw-Hill, 14.1 The flame temperature attained in a torch or a burner 
New York, contains a comprehensive list of standard-state @ can be computed using the adiabatic reaction tern- 
Gibbs energies and enthalpies of formation.) perature analysis of Sec. 14.3 if it is assumed that the 
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radiant heat loss from the flame is negligible. Com- 
pute the flame temperature. and exit composition in a 
hydrogen torch if 
a. A stoichiometric amount of pure oxygen is used as 

the oxidant. 
b. Oxygen is the oxidant, but a 100 percent excess is 

used. 
c. Twice the stoichiometric amount of air is used as 

the oxidant. 
In each case the hydrogen and oxidant entering the 
torch are at room temperature (298.15 K), and the 
torch pressure is 1.0 13 bar. 

14.2 Compute the flame temperature of an oxyacetylene c, torch using pure acetylene and 50 percent more pure 
>% .. 

osygen than is needed to convert all the acetylene to 
carbon dioxide and water. Both the oxygen and acety- 
lene are initially at room temperature and atmospheric 
pressure. The following reactions may occur: 

HCCH + :0? = ZCO + H 2 0  

HCCH + :02 = 2C02 + H 2 0  

co + ;02 = co-, 
CO + H 2 0  = CO-, + H2 

HCCH = 2C(s) + H7 

14.3 One mole of ethylene and one mole of benzene are fed 
@ to a constant-volume batch reactor and heated to 600 

K. On the addition of a catalyst, an equilibrium nus- 
ture of ethylbenzene, benzene, and ethylene is formed: 

The pressure in the reactor, before addition of the 
catalyst (i.e., before any reaction has occurred). is 
1.013 bar. Calculate the equilibrium conversion and 
the heat that must be removed to maintain the reactor 
temperature constant at 600 K. 

14.4 How would you determine the entropy change and the 
enthalpy change of an electrochemical cell reaction? 

14.5 One of the purposes of the kidneys is to transfer use- 
ful chemicals from the urine to the blood, and toxins 
from the blood to the urine. In the transport of glucose 
from the urine to the blood, the kidneys are transport- 
ing glucose against a concentration ,gadient (that is, 
the direction of transport is from a low concentration 
to a high concentration). This can occur only because 
the transport is coupled with a chemical reaction, a 
process called active transport. If the concentration 
of glucose initially in the urine is 5 x lop5 momg 
and after leaving the kidney is 5 x molkg, 
and the concentration of glucose in the blood (which 
has a much larger volume) is approximately con- 
stant at 5 x mollkg, compute the minimum work 

that must be done (or Gibbs energy supplied) per 
mole of glucose transported across 'the kidney. 

14.6 There are two beakers, each one liter in total vol- 
ume. One of the beakers contains copper sulfate at a 
concentration of 0.0001 M and the other contains a 
0.01-ivl solution of the same salt. Compute the max- 
imum total work that can be obtained at 25'C with 
an electrochemical cell that used these two solutions 
as electrolytes. 

14.7 Estimare the maximum amount of work that can be 
@ obtained from the combustion of gasoline, which we 

will take to be represented by rz-octane (CsHls), in 
an automobile engine. For this ca!culation, assume 
that 11-octane vapor and a stoichiometric amount of 
air (21 vol % oxygen, 79 vol % nitrogen) initialjy at 
1 bar and 25°C react to completion, and that the exit 
gas is at 1 bar and 150°C. (You may want to compare 
this result with that of Problem 8.38.) 

14.8 Methane is to be burned in air. Determine the adia- 
@ batic flame temperature as a function of the methane- 

to-air ratio at a pressure of I bar. 
14.9 Estimare the maximum amount of work that can be 

obtained from the controlled combustion of methane 
in air at 1 bar as a function of the methane-to-air ra- 
tio. Assume that the process is as follows. First the 
methane is burned adiabatically so that the adiabatic 
flame temperature is obtained. Next a Carnot cycle 
is used to extract heat from the combustion products 
until they are cooled to 25°C. Note that the work can- 
not all be extracted from the combustion gases at the 
adiabatic flame temperature, but rather is extracted 
over a range of temperatures starting at the adiabatic 
flame temperature and ending at 25°C. 

14.10 Compare your answer above with the maximum 
amount of work that could be obtained from methane 
if a nonthermai energy conversion route, such as a 
fuel cell, was used. . 

14.11 a. What is the solubility product for silver sulfate, 
Ag2S04, in water? 

b. An electrolytic silver-producing cell consists of a 
copper cathode, a silver anode, and a solution that 
initially contains Ag2S04 at its solubility limit 
and 0.5 M CuS04. Compute the minimum electri- 
cal potential that must initially be applied to elec- 
trolytically~ deposit silver in this cell. 

14.12 Redo Problem 14.3 with the change that the reactor 
is to operate at a constant pressure of 1.0 bar (instead 
of at constant volume) and that the initial pressure is 
1.0 bar. 

14.13 Equal amounts of pure nitrogen and pure oxygen, 
@ each at 3000 K and 1 bar, are~continuously fed into -" a chemical reactor, and the reactor -effluent, con- 

sisting of the reaction product nitric oxide and unre- 
acted nitrogen and oxygen, is continually withdrawn. 
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Assuming that the reactor is adiabatic and that the re- 
actor effluent is in chemical equilibrium, determine 
the temperature and composition of the effluent. 

11.11 An unsecured tank contains 20 kg of 11-butane at 
its vapor pressure at 25°C. The cylinder falls over, 
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breaking off the valve and releasing the entire con- 
tents of the cylinder, and the resulting vapor cloud 
comes in contact with an ignition source and ex- 
plodes. Estimate the energy released. 

14.15 Derive Eq. 14.3-17. 



Some Biochemical 
Applications 
of .. . Thermodynamics 

Though most of the applications of thermodynamics in this textbook have dealt with 
-- - chemicals and petrochemicals, there have been a few examples dealing with biochem- 

ical processes. In this chapter we focus on the use of the principles of thermodynam- 
~ i c s ,  that is, mass, energ) and entropy balances, and the concept of the equilibrium ' 'state, to some applications involving bioch:mical reactions, biochemical processing, 
and processes occurring in living cells. These cases are somewhat more complicated 
to deal with than those of traditional chemical processing because of the large number 
of chemical species that are involved, and because many of the species (cells, pro- 

. , teins, enzymes, etc.) may be incompletely specified. Also, aqueous solutions of elec- 
trolytes are generally involved, and pH and ionic strength have significant effects on 
the thermodynamics of such systems. including the solubility and biological activity of 
proteins, cells, and other biomaterials, and on the extent of biological reactions. There- 
fore, we start with a discussion of the acidity of solutions and pH, which you may 
have encountered in courses in general chemistry and physical chemistry. We then 
move on to a number of applications of thermodynamics to biological, physiological, 

.. - and biochemical processes. There are several very good references on the subject of 
biothermodynamics.'.' 

INSTRUCTIONAL OBJECTIVES FOR CHAPTER 15 

The goals of this chapter are for the student to: 

A".. -... .- - Understand the concepts of pH and acidity (Sec. 15.1) 
Be  able to calculate the pH of strong and weak acids angba3e-s (Sec. 15.1) 
Be  able to computs the extent of ionization of chemicals and biochemicals as a 
function of pH (Secs. 15.1 and 15.2) 

'E. 1. Cohn and J. T. Edsall, Pmreurs. Amino Acids and Peptldes, Reinhold, New York (1943). 
'J. T. Edsall and H. Gutfreund B~or/~emo&namics: The Study of Biochemical Pmcesses at Eq~r[llbrt:rm, John - Wiley & Sons, New York (1983B . _ A .  . - " X I I - ,  -.**..* , 

822 % . c 
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Be able to calculate the solubility of amino acids, pharmaceuticals, and other ion- 
izable compounds as a function of pH (Sec. 15.3) 
Be able to compute the equilibrium state in biochemical reactions such as ligand 
binding and the denaturation (unfolding) of proteins (Secs. 15.4 and 15.5) 
Be able to calculate the effect of pH on biochemical reactions (Sec. 15.5) 
TJnderstand how proteins can be concentrated in an ultracentrifuse (Sec. 15.6) 
Be able to compute the equilibrium state, osmotic pressure, and membrane po- 
tentials of proteins and other charged species (Gibbs-Donnan equilibrium) (Sec. 
15.7) 
Be able to develop a thermodynamic description of fermenters and other biochem- 
ical reactors (Sec. 15.9) 

NOTATION INTRODUCED IN THIS CHAPTER 
Stoichiometric coefficient of hydrogen in a biochemical cornpo~~nd 
Stoichiometric coefficient of oxygen in a biochemical compound 
Stoichiometric coefficient of nitrogen in a biochemical compound 
Stoichiometric coefficient of carbon in a biochemical compound 
An apparent chemical equilibrium constant based on concentration ratios 
A product of equilibrium constants 
= -log (aH+) 
= -log (aoH-) 
= -log (K) 
Molality concentration unit. as in a I-M solution 
Concentration of species i in molality units of moles per kilogram of 

sblvent (Note that if the solvent is water, the solution is dilute, and the 
temperature is near 2SCC. molality is equal to molarity, which is moles 
per liter of solution.) 

Saturation solubility of an electrically neutral substance (M) 
Total solubility of the neutral and ionized forms of a substance (M) 
C-moles of biomass produced per C-mole of substrate consumed 
C-moles of product per C-mole of substrate consumed 
Moles of nitrogen source consumed per C-mole of substrate consumed 
Moles of O2 consumed per C-mole of substrate consumed 
Moles of water consumed per C-mole of substrate consumed 
Moles of COz produced per C-mole of substrate consumed 
Heat flow per C-mole of substrate c ~ ~ s u m e d  
Charge on a protein 
Extent of coverage in ligand binding 
Rotational speed in an ultracentrifuge (11s) 
Generalized degree of reduction 

15.1 ACIDITY OF SOLUTIONS 

Water, though very polar, is only very slightly ionized. The ionization of water can be 
considered a chemical reaction that occurs as follows: 

H 2 0  = H+ + OH- 
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or 

2H20 s H30f  + OH- (15.1-1) 

For simplicity. we will use the first of these expressions; the thermodynamic equilib- 
rium constant for that reaction is written as 

where the symbol 0 ;  is, as usual, the activity of species i. The pure-component standard 
state is used for water. As many cases of interest in biochemical processing involve 
sol~itions that are mostly water and relatively dilute in the other species. the activity of 
water is usually taken to be unity (i.e., aw = 1). 

The ideal one-molal ( 1  M) standard state is used for the ionF?For solutions that 
are very dilute in the ions (i.e., water without .an added electrblyte). n.e can neslect 
the solution nonidealities and repiace the activities with concentrations in terms of 
niolali ties, 

though we can correct for this assumption using the methods in Sec. 9.10. For marhe- 
maticrtl simplicity we will do so in some, but not all, of the illustrations in this chapter. 
Values of K,,.w are given in Table 15.1-1 as a function of temperature. 

Since the values of the equilibrium constants are so  small. it is common to use the 
following notation: 

Table 15.1-1 Values of K,.w and 
pKtv as a Function 
of Temperature 

3 ~ n  this chapter (as in Chapter 9) molality, which is number of moles of solute per kilo-- of solvent and 
indicated by the symbol M, will be used. Molarity. defined as the number of moles of solute per liter of solution, 
is another commonly used concentration unit, but can be somewhat more difficult to deal with since the volume of 
a solution varies with composition and temperature. However, if the solvent is water and the solution is dilute in 
solute (so that one liter of solution contains one kilo-mm of water), a s i s  generally the case in this chapter, rnolality 
and molarity are equal. Therefore, in some of the calculations that follow, especially the tiuation calculations in 
this section, we.may ignore the distinction between molality (moles of solute per kilogram of water) and molarity 
(moles of solute:.per liter of solution.) -. --- 
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where a base 10 logarithm is used, and the minus sign is included in the definition so 
that the value of pKw is positive. Values of pKw are also given in the table. 

Since in water without any added acids (e.g., HCI or HZSOJ) or added bases (e.g., 
NaOH. NH40H, or sodium acetate) the number of hydrogen ions eq~lals the n~lrnber of 
hydrosyl ions (i.e., M H t  = MoH-), we have 

so that 

MH+ = MO14- = lo-' M 

4 Ailother definitiqn frequently used is that of the pH. 
I 

P H pH = -log (aH+) 

Again. simplifying by neglecting activity coefficient departure from unity for a solution 
of pure water, which has an ionic strength of bI at 25OC, we have 

. 

Similarly, 

Note that in the presence of added acids, bases, or salts, the ionic strength I will be 
much larger. In-these cases it is generally necessary to correct for solution nonideality 
so that the pH of a solution is related to the hydrogen ion activity, and is not simply its 
molality. 

A strong acid or base is one that completely ionizes when added to water. Exanlples 
include 

i NaOH -+ Nat + OH- 

HCI -+ Hi + C1- 

and 

Consequently, when a strong acid or base is added to water, the water ionization equi- 
librium shifts, and the pH of the solution changes due to the added H+ ions (for an 
acid) or hydroxyl ions OH- (for a base). 

ILLUSTRATION 15.1-1 
The pH of a Solution of a Strong Acid and a Strong Base 

What is the pH for each of the following solutions? 

a. 0.05 M solution of HCl 
b. 0.05 M solution of NaOH 
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a. Hydrochloric acid ionizes completely, producing a solution of 0.05 M in Hf and 0.05 M 
in CI-. The ionization of water also produces some hydrogen ions, but, by Le Chatelier's 
principle for the common ion effect discussed in Chapter 13, the concentration of hydrozen 
ions produced from water will be less than lo-'. Therefore, we will neglect this source of 
hydrogen ions, so MH+ = 0.05 &I, and as an approxi~ilation a ~ +  = 0.05 M, so that pH = 
1.30. 

To be more accurate, we should use 

Now using the Debye-Huckel limiting law n.ith I = 0.05, we find 

/ ;lk = 0.768 and pH = I .42 

So we see that even in a 0.05-M solution. the correction for electrolyte solution nonideality 
is significant. 

b. The ionization of the strong base sodiuni hydroxide produces a solution of 0.05 tvl OH- 
ions, and here we will neglect the number of OH- ions produced by the ionization of water. 
Therefore, first neglecting the solution nonideality (setting y* = I ) ,  we have lVIOH- = 
0.05 &I so that 

and 

Therefore. 

Including solution nonideality using the Debye-Huckel limiting law gives 

and pH = 12.55 

a 
A more accurate treatment of the ionization of a strong acid involves the two reac- 

tions 

H 2 0  * Hf + OH- 

where the first reaction goes to completion, and the extent of the second is determined 
by the value of the equilibrium constant 
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Here the total concentration of hydrogen.ions MH- is the result of  both the ionization 
of the acid [MH+]H.A and the ionization o f  water [ ~ t f ~ + ] ~ .  Also, since hydroxyl ions 
present are only the result of  the dissociation o f  water. 

[~MH+ IW = [&H-]\y 

Therefore, 

since [1LIH+IHA is equal to the known initial concentration of the strong, completely 
ionized acid MHA. T h e  solution to this equation is  

and 

A s  K,,,w is so small in value(-- the solution to this equation, except very close 
to the neutral point. reduces to klH+ = MHA. which is what we use in the illustration 
that follows. 

ILLUSTRATION 15.1-2 
Tirmtion of o Strong Acid wifll n Srrong Base 

A common analytical procedure is titration, in which a solution of a strong base is quantitatively 
added to an acidic solution (or a strong acid added to a basic solution) until neutrality (pH = 7) is 
obtained, as indicated by a pH meter or chemical indicator. As an example of titration, a 0.20-M 
solution of NaOH is added to 10 mL of a 0.20-M HCI solution at 25°C. Compute the pH of the 
solution as a function of the amount of NaOH added, neglecting the solution nonideality of the 
ions. 

SOLUTION 

The solution originally contains 0.20 M x 0.010 L = 0.002 mol or 2 mmol of HCI, or more 
correctly, 2.00 mmol of H+ and 2.00 mmol of C1-. If 1 mL of the NaOH solution is added, then 
0.20 x 0.001 = 0.0002 mmol of NaOH, that is, 0.0002 rnmol of Na+ and 0.0002 mmol of OH-, 
will have been added, and the volume of the mixture will now be 1 l mL. The 0.0002 mmol of 
OH- will combine with 0.0002 mmol of H+ to form water (since the water ionization constant 
is so small in value), so after the NaOH addition, 0.0018 mol of H+ will remain in 11 mL of 
water. T h e r e f ~ r e , ~  

This is to be compared with the pH of the initial solution, pH = -log(0.20) = 0.70. 

"ere we are neglecting the small difference between moles per liter of solution and moles per kilogram of water; 
that is. we are assuming char rhe addition of a small amount of electrolyte to water results in a s~lution containing 
1 kg of water per liter. 
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This calculation of the ~uffect of adding sodium hydroxide can now be continued until 10 
mL and 0.002 rnol of NaOH (or 0.002 mol of OH-) have been added, at which point the only 
hydrogen ions present would be the result of the water ionization equilibrium, and the pH of the 
solution would be 7. 

Continuing further, suppose 15 mL of the NaOH solution is added. At this point in the titration 
the volume of the mixmre is 25 mL and 0.003 rnol of YaOW (and OH-) have been added to the 
mixture. However, of the 0.003 mol of OH-, 0.002 rnol have reacted with the Ht from HCI, so 
that only 0.001 rnol of OH- remain in solution. Thersfore, 

0.001 rnol 
I ~ J O H -  = = 0.04 M 

0.025 mL 

But from the water ionization equilibrium (neglecting solution nonideality) 

so that 

and 

The complete titration curve is shown in the accompanying figure as a function of the amount 
X of sodium hydroxide solution added. Note that there is a very sharp pH change around the 
neutral (pH = 7) point. Consequently, the indicator used to determine the pH change does not 
have to be a very sensitive one. 

Titration curve for a strong acid (HCI) with a strong base (NaOH). 

COMMENT 

In this calculation, we have neglected the hydrogen ions resulting from the ionization of wa- 
ter, except at the neutrality point, where we have stated that pH = 7, and above the neutrality 
point, where the hydrogen ion concentration was computed from the calculated hydroxyi ion 
concentration. In fact, the calculations could be done more carefully by (1) considering the wa- 
ter ionization reaction, and (2) taking into account the ion solution nonideality, which we leave 
to the reader. B1 
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Using the more complete Eq. 15.1-7b in this illustration yields results that are in- 
significantly different from tho.? obtained with the simpler equations, except at the 
neutral point. However, Eq. 15.1-7b correctly reduces to pH = - log (m 
(= 7 at 2 5 ' 0  at the neutral poicr !while the simpler equations lead to iLIH+ = 0 rind a 
singularity in the pH at these coriitions. 

In a similar manner for a strons base, 

BOH -+ B' + OH- 

it is easily shown (Problem 15.2 I that 

and, except at the neutral point. -\/OH- MBOH. Consequently, 

The ionization of a weak elecrrolyte is somewhat more difficult to describe since i t  
is only partially dissociated. Furher, if on ionization the electrolyte produces either 
hydrogen ions or hydroxide ions. there is a common ion effect that partially suppresses 
the ionization.of water. For example, acetic acid, a weak acid, dissociates as follo\vs: 

CH3COOH + CH:COO- + H+ (partially ionized acid) 

with the following thermodynamic equilibrium constant (generally referred to as the 
dissociation constant) 

where we have used the ideal I-molal standard states. These equations can be written 
as 

where 

Note the absence of the subscript a on K in the equation above, indicating that this 
is not a true equilibrium constant. Instead, KHA is referred to as an apparent equi- 

Apparent librium constant and is a measured quantity that depends on the solution conditions 
constant (ionic strength, pH, etc.), unlike the thermodynamic equilibrium constant, which de- 

pends only on the standa8-state and temperature. This apparent equilibrium constant 
is one of the concentration chemical equilibrium ratios defined in Table 13.1-3. As 
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Weak acid 

it is the c ~ n c e n ~ r i o n s  (molalities) that have been measured to determine KHA,  no 
correction for solucion nonidealities is made when its value is used to calculate the 
equilibrium state. However, the calculated results will only be approximate if the ap- 
parent equilibrium constant is used at concentrations or other solution conditions that 
are very different from those at which its value was determined. 

As the apparent equilibrium constant is more easily measured in the laboratory than 
the thermodynamic equilibrium constant, most reported data on biochemical reactions 
are apparent equilibrium constants. Since the thermodynamic equilibrium constant 
here is based on ideal 1-molal standard states, so that the activity coefficients are unity 
at infinite dilution. we have 

K H A  1i.m --- -+ KU,HA 
i n f  dtlution (M = 1) - 

[Also note that as a result of the (M=l) term in the denominator, is unitless. 
while for the ionization reaction here KHA has units of M-' .] At infinite dilution, where 
all the activity coefficients are unity (based on using ideal I-molal standard states), the 
apparent equilibrium constant will have the same numerical value as the. true ther- 
modynamic equilibrium constant. Throughout much of this chapter, the values of the 
equilibrium and dissociation constants given are from experimental data for the ap- 
parent or concentration-based equilibrium constants K rather than the thermodynamic 
equilibrium consrants KO. Thus solution nonidealities will frequently (but not always) 
be ignored. 

In general, we can consider the following two ionization rractions to occur in a 
solution of a weak acid (neglecting the activity coefficient of the ions): 

OH+ . a*- 
HA + H+ + A- with KaYHA = 

Q H A  

and 

H 2 0  + Hf + OH- wiih K,.w = OH+ . "OH- 

However, instead of using the thermodynamic equilibrium constant we will use the 
apparent equilibrium constant (we leave the analysis of this more general case to the 
reader as Problem 15.3) and therefore write 

and 

We consider several special cases. The first case is that in which the dissociation of 
the acid produces a sufficiently large number of ions that the number of hydrogen ions 
resulting from the dissociation of water can be neglected, but that the extent of disso- 
ciation is still small enough that the molality of the weak acid is essentially unchanged 
from that added to the solution, M H A , ~ .  In this case the only equilibrium relation to be 
considered is 

MH+ . MA- 
KHA = 

M H A , ~  
But by stoichiometry MH+ = MA-, SO that 

log K H A  = 2 ' log ( n / f ~ + )  - log ( M H A , ~ )  (15.1-10) 
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Now, b!. analogy with the definition of pH, we define' 

pK = -logK 
P K 

so that 

- p K ~ j ,  = -2 . pH - log (k1H.A.o) 

or 

2pH = PKHA - log (MHA.o) 

which gives the final result 

The nest special case is that in  which the dissociation of the acid occurs to an es- 
tent such that the amount of undissociated acid >is reduced below its initial value, bur 
the dissociation of water can be neglected due to the presence. of the hydrogen ions 
resulting from the dissociation of the acid. In this case, we have 

MHA = MHA,o - MH+ and MA- = /MH+ 

so that 

and 

Ma+ + KHA ' M H +  - KHA . MHA.o = 0 

which has the solution 

and 

. MHA.o - I + log (2) pH = P ~ H A  - log (,/= ) 
ILLUSTRATION 15.1-3 
The pH of Solution of a Weak Acid 

The value of pKHA for acetic acid in water at 298 K is 4.76. Determine the pH of solutions of 
0.0 1 M, 0.1 M, and 1 M acetic acid in water at that temperature. 

5 ~ ~ s o  we can define pKo = -logK, based on the true thermodynamic equilibrium consrant. 
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SOLUTION 

The equilibrium constant is sufficiently small that the equation 

I pH = , . PKHA - f . log (MHA.,) 

can be used. Therefore, 

pH = A(4.76) - f log (MH~,,)  = 2.38 - i log (MHA.,) 

Suppose instead we use the more accurate 

then 

We see that the difference between using Eq. 15.1-12b and the simpler Eq. 15.1-10 is quite 
small. B 

In the most general case the total molality of hydrogen ions includes that due to the 
dissociation of the weak acid and of the water, 

MH+ = (MH+)ac id  + ( M ~ . ' ) w a t e r  = MA- + MOH- 
since (n/ fH+)acid = MA- and ( M H + ) w a t e r  = MO&-. NOW from the dissociation of water, 

and by stoichiometry, 

so that 

Therefore, 

which results in the following cubic equation for the hydrogen ion molality: 
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In fact, this equation is  rarely used since usually if there is sufficient dissociation of the 
acid for the change in its initial molality to be  taken into account. thz contribution to 
the hydrogen ion molality from the dissociation of \stater can be neglscted (that is, K\\, 
can be  taken to be equal to zero), and Eqs. 15.1-12 can be used. 

ILLUSTRATIOK 15.1-4 
The pH of Solutions of Weak Acicls 

Compute the pH of 0.01-M solutions of the following compounds at 25'C. 

a. Amino acid glycine (pK = 2.34) 
b. Amino-n-capriotic acid (pK = 4.43) 
c.  Acetic acid (pK,  = 4.76) 

[These weak acids ionize as R-COOH = R-COO- + Hf, \vhere R = H2.UCH2 for glycine, 
R = H2NCH3(CH2)~ for amino-11-capriotic acid, and R = CH; for acetic acid. Glycine is rhe 
only protein-forming amino acid without a center of chirality. and amino-11-sapriotic acid is the 
amino acid that is used to .treat hematological problen~s.] 

Solving Eq. 15.1-1 1 all three cases (ignoring the difference between pK and pK,,), we obtain 

a. Glycine MH- = 4.85 x M and pH = 2.314 
b. Amino-11-capriotic acid MH+ = 5.91 x 10-4M and pH = 3.238 
c. Acetic acid hfH+ = 4.08 x lo-% and pH = 3.389 

However, while the equilibrium constants for glycine and amino-ti-capriotic acid are apparent 
ones (that is, X and pK in terms of concentrations), that for acetic acid is a true equilibrium 
constant, K ,  and pK,. It is of interest for this case case to determine thz effect of solution 
nonidealities, as the more correct srrmting point is 

where ideal 1-molal standard states have been used for all species, and the activity coefficient for 
the undissociated acid has been set to unity because of the high dilution of the charged species. 

Effect Of For this analysis we will use the extended Debye-Hiickel expression 
nonideality 

l n y i = -  
n l z + z - I d  1 . 1 7 8 d  - -- - 

1 + d  1 + J 7  - 

with I = i Zions r : ~ ~  = i (MH+ + MA-.) = MH+. SO the equation to be solved is 

which has the solution 

MH+ = 4.29 x lo-' M and pH = 3.368 

This more exact value isonly slightly different from pH = 3.389 found by neglecting the solu- 
tion nonideality of the ions (that is, assuming y* = 1 or neglecting the difference between K 
and KO). As a result of the smal1.difference between the approximate and exact results, and also 
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because of the uncertainties in the measurement and characterization of biological processes, in 
the biochemical literature it is common to use apparent (or measured) equilibrium constants and 
to neglect the effects of solution nonidealities. 81 

ILLUSTRATION 15.1-5 
Estinznting rlze P K . ~  of an Art~ino .4cid from 1Measi~remerzts of Its pH it1 Sol~triotz 

The pH of a 0.15-M solution of the amino acid serine is found to be 1.56. Estimate its pK,. 
(Serine is one of the amino acids in proteins.) 

SOLUTION 

Since the pH is known, lWH+ = 10-l.j6 = 2.754 x M, and is equal to the molality of the 
ionized serine (since at such a low pH the number of hydrogen ions resulting from the ionizgtion 
of water can be neglected). Therefore, / 

and 

Note that using the more approximate Eq. 15.1-10 (since the amino acid concentration in the 
denominator has not been corrected for the amount ionized), we obtain the less accurate 

p KA = 2 pH + log ( M H A , ~ )  = 2 x 1.56 + log (0. IS) = 2.296 

ILLUSTRATION 15.1-6. 
The Effect of an Added Salt otl ille Dissociatiorz a:zd pH of a Solution of n LVeak Acid 

The P K ~ , ~ ~  of acetic acid is 4.76. Assuming the activity coefficient of undissociated acetic acid 
is unity, compute the extent 3f dissociation of acetic acid and the pH in the following solutions 
of acetic acid and sodium chloride: 

Consider two cases: 

a. The activity coefficients of the ions are assumed to be unity. 
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b. The following extended Debye-Hiickzl expression is used: 

where I is the ionic strength due to all the ions present. 

SOLUTION 

The equilibrium relation is 

Using the ideal 1-molal standard statF;, 

10-1.76 - M ~ ~ j ~ ~ ~ -  ' M ~ '  ' 72  - 
~~/tHjcoo- . (1 M) 

Letting a be the fractional dissociation, 

JMCH~COOH = (1 - a )  ~ ~ ~ C H ~ C O O H . ~  and 1vc~,coo- = MH+ = a M ~ ~ ~ c 0 0 H . o  

the equilibrium relation is 

a. Therefore, i f  the activity coefficients of the ions are assumed to be unity, the equation to 
be solved'for a is 

and the value of a so cbtained is used in 

The results appear in the following table. Note that in this case the sodium chloride con- 
centration does not affect the calculated results since the ion activity coefficients have been 
neglected. 

b. Including the ac:@.ty coefficients of the ions, the equilibrium equation is 

where I is the ionic strength due to all the ions, that is, 

1 1 I = - Z Z : M i  = - 
2 (MH+ + MCH~COO- + lUiYa+ + MCI-) 

ions i 

1 
= - 2 (2 . a - MCH~COOH.~ + 2 . 1%fa~1) = a . MCH~COOH,~ f lwNaCl 

Therefore, the equation to be solved for a is 
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and the \.aIue of a is then used in 

The results of this calculation also appear in the table. 
Perhaps the most surprising result from the calculation is that while the extent of disso- 

ciation of acetic acid is strongly affected by the amount of sodium chloride added, there is 
relatively little effect on the pH of,ihe solution, as the effect on the shift in the equilibrium 
due to the ion activity coefficienv4s largely compensated For by the appearance of the same 
activity coefficient in the definition of the pH. 

The Estent of Dissociation and pH of Solutions of Acetic Acid and Socliun~ Chloride 

a a 

MCH~COOH.~ lk1\aCl (?= = 1) pH ( Y I  + I )  pH 

0.000 1 0 0 339 4.470 0.339 4.473 
0.1 0 0.013 2.883 0.014 2.880 
1 0 4.160 x 2.38 1 4.368 x 2.39 1 
5 0 1.863 x 2.03 1 2.046 x 2.037 
0.000 1 1 0.339 4.470 0.520 4.540 
0.1 1 0.013 2.883 0.023 2.885 
i 1 4.160 x 2.38 1 7.493 lo-3 2.382 
5 1 1.863 x 2.03 1 3.362 x 2.03 1 
0.000 1 5 0.339 4.470 0.597 4.577 
0.1 5 0.013 2.883 0.029 2.886 
1 5 4.160 x 2.38 1 9.366 x loT3 2.382 
5 5 1.863 x 2.03 1 4.201 x loe3 2.03 1 

2-a 
Based on the results of this illustration, if we are interested only in computing the 

pH of a solution containing a weak acid (or base), it may be possible to neglect the ion 
activity coefficients. However, if our interest is in the extent of dissociation of the weak 
acid (or base), the activity coefficients of the ions should be included. What happens 
in the calculation here.- (and in other examples later in this chapter) is that there is 
some cancellation between the effect of the ion nonideality on the calculation of the 
equilibrium and on the calculation of the pH. This is especially true for a 1: 1 acid (that 
is, an acid that on ionization produces a cation of charge + I  and an anion of charge 
-1). 

The calculation of the pH of a mixture of a weak acid and a strong base is considered 
next, and is slightly more complicated. (The development of the equations for a weak 
base and a strong acid is left for the reader as Problem 15.5.) For simplicity of pre- 
sentation, we will neglect the ionization of water, except at the neutral point (pH = 7) 
or when there is an excess of base, and also neglect solution nonidealities. Of course, 
electrolyte solution nonideality can be included following a procedure such as that in 
the illustration above. The dissociation reactions of a weak acid and a strong base are 
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Weak acid + strong 
base 

K t l ~  
HA F= H+ + A -  and BOH -+ B+ +OH- (15.1-14) 

The apparent equilibrium constant for the dissociation of the weak acid is 

Now using a to represent the fraction of the acid that has dissociated, we have from 
the mass balances 

&IHA = :bfH.A.o(l - a )  .if.&- = ak!!HA,o and MH+ = ab'fHA,o - 1LlBOH 

I 

The last relation arises from the fact that as long as the amount of base added does 
not exceed the amount of acid initially present, each hydroxyl ion formed from the 
dissociation of the base will react with a hydrogen ion produced from the dissociation 
of the weak acid to form a neutral water molecule. 

Consequently, the equilibrium relation is 

which has the solution 

and 

ILLUSTRATIOZ'~ 15.1-7 
The pH of a Solution of a Weak Acid and a Strong Base 

What is the pH of a solution that contains 0.1 M acetic acid (pKHA = 4.76) and 0.07 M sodium 
hydroxide? 

SOLUTION 

Usirig the equation above, we have 

and pH = 5.128. ad 
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ILLUSTR.ATIOX 115.1-5 
Tlre Titmtiotr of a IVenk Acid ;nd n Sttang Base 

A 10-mL solution of a 0.2-f\i acetic acid solution is ritrated with a 0.2-M sodium hydroxide 
solution. What is the pH of the solution as a function of the amount of sodium hydroxide solution 
added? 

When 10 mL of the 0.2-M sfidium hydroxide solution has been added, the solution will be 
neutral with pH = 7.0. For Icsi-r amounts of sodium hydroxide added, Eq. 15.1-16 is used with 
the following concentrations <fir the addition of X rnL of the sodium hydroxide solution to the 
10 mL of acid solurion: 

10.0.1 0.7. X 
MHA,, = - &I and MNaOH = - M forX < lOmL 

/ I O T S  l O + X  

(since the addition of the sodiuin hydroxide solution dilutes the initial acid concentration.) 
For addirions of the . sodium . hydroxide solution beyond the point of neutrality, the niolality of 

hydroxide ions is ... 

0.2. X - 2 
1 ' 4 ~ ~ ~ -  = Ik1 for X > I0 mL 

IO+X 

since the first 0.2 M x 10 mL = 2, rnmol of hydroxyl ions neutralize the hydrogen ions resulting 
from the dissociation of the 14 sak acid. Therefore, 

and 

The results are shown in the fcllowing figure. 

It is of interest to compare the titration curves for the weak acid with a strong base with 
the titration curve for a strong acid with a strong base. In Illustration 15.1-2 and here we have 
used equal amounts of acidic jolutions of equal concentrations, and titrated both with the same 
sodium hydroxide solution. However, we see that the initial parts of the titration curve look 
somewhat different while the parts beyond neutrality are identical. In particular, the titration 
curve for the strong acid stam at a much lower pH than the titration curve for the weak acid. 
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Also, the initial shape of the titration curve has more curvature for the weak acid than is the case 
here for the strong acid. !n 

A buffer is a compound that stabilizes the pH of a solution in spite of the addition 
of an acid or a base. TO be specific. sodium acetate. a salt that dissociates completely. 

Buffer can be used to buffer an acidic solution such as acetic acid. For example, in an aqueous 
solution of sodium acetate (which we wil; represent as NaAc), which has a pH of 7. 
and acetic acid (HAc), the follo\s.ing reactions occur: 

KH A 
HAc F= H+ + Ac- 

and 

Kw 
H?O 1 H' + OH- 

In addition, we have the mass balances 

1 2 f y , ~  = EE b 

Total acetate = MHAC + (lMAc-)from acd + (M.Ac-)from salt 

= hiHXc + MAC- = a + b 

Note that with these definitions. a is the initial (before dissociation) molal concentra- 
tion of acetic acid MHAc,o, and b is the molal concentration of sodium acetate. Finally, 
from the condition that the solution must be electrically neutral; we have 

so that 

M,AC- = b + MH+ - M o ~ -  

and 

MH.A~ = a - MH+ + MOH- 

These expressions are used in the equilibrium relations as follows: 

MH+ . MAC- MH+ ' ( b  + MH+ - MOH-)  
KKA = - - 

M I ~ C  (a + 1WoH- - k f H + )  

Also, 

and 
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Therefore, 

MNaAc + ] 0-pH - I o (PH-PK\v)  
= p H  - log 

MHAc." + I O ( p t l - p K ~ )  - 1 0-PH 

Since pKw is'of the order of 14, for values of pH in the approximate range of 1 5 
pH _' 10, this equation reduces to 

Henderson- pKHA = pH - log 
Hasselbalch 
equation or 

which is referred to as the Henderson-Hasselbalch equation. 
The result of Eq. 15.1-18 for the pH of a solution in the presence of a buffer is 

analytically and numerically very different from Eq. 15. I - 12b, obtained earlier when 
no buffering salt is present: 

The calculated results for the pH of acetic acid solutions with various arncunts of 
sodi'um acetate are given in the table below. There we see that the presence of sodium 
acetate keeps the pH of acetic acid solutions closer to neutrality (pH = 7), thoush 
greater amounts of the salt are needed as the acid concentration is increased. 

0.0 2.375 (no buffer) 
0.5 4.449 
1.0 4.750 
2.0 5.051 
5.0 5.449 
0.0 2.026 (no buffer) 
0.5 3.750 
1.0 4.051 
2.0 4.352 
5.0 4.750 
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(At these concentrations, we should include the effect of electrolyte solution nonideal- 
ity. That would make the analysis is more difficult, and consequently this is left to the 
reader as an exercise.) 

15.2 IONIZATION OF BIOCHEMICALS 
There are chemicals, especially biochemicals, that have more than a single ionization 
state. Indeed, proteins, composed of many amino acids, have numerous ionization sites 
and therefore multiple ionization states with different net charges. As a simple intro- 
duction to species with multiple ionization sites, consider phthalic acid, a so-called 
dibasic acid that ionizes as follows: 

and 

@:;;; \K2. @o- 4- H+ 

coo- 

with pK, ,= 2.95 and pK1 = 5.41. To be general, we will. write the reactions for an 
acidic species with two ionizatior~ sites as 

Ionization of a dibasic 
acid KI K2 

H2A e HHi + HA- and HA- + H' + A ~ -  (13.2-1) 

The reaction equilibrium relations using the apparent equilibrium constants are 

MH+ . MHA- MH+ . MAI- 
K1 = and K2 = (15.2-2a) 

M H ~ A  MHA- 

Combining these two equations, 

Our interest is in determining the fraction of the initial amount of the dibasic acid in 
each of the states (H2A, HA-, and A ~ - )  at each pH of the solution, which we assume is 
being adjusted by adding a strong acid o r  base. That is, we will take the pH to be known, 
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and we want to compute the fraction of acid in each ionization state. The total concen- 
tration of acidic species (that is, of all forms of the dibasic acid) Macid is 

Therefore, the fraction of undissociated dibasic acid is 

Similarly, 

and 

ILLUSTRATION 15.2-1 
The Ionization of a Dibasic Acid 

Compute the fraction of phthalic acid in each of its ionization states as a function of pH. Also, 
compute the average charge on the phthalic acid species as a function of pH. 

Using the pK,  and pKz values given earlier and the equations above, we obtain the results 
in Fig. 1 for the fraction of each species present as a function of pH. Though each molecule 
of phthalic acid can have a charge of only 0, -1, or -2, the average charge on the phthalic 
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acid components (which need not be an integer) is computed as the sum of the fractions of 
molecules in each of these charge states times the integer charge in that state, that is, 

Charge = 0 .  fHZA - 1 . fHA- - 2 -, fA?- 

The results are shown in Fig. 2. There we see that at low pH, where there is no ionization of 
phthalic acid, it  has no net charse. However, as the pH is increased, there is an incre:lsingly 
negative charge on the acid until a pH of 7 is reached, at which point the acid is fully dissociated 
with a charge of -2. 

Figure 1 The fractions of undissociated f t l lA  (dashed 
line), singly ionized fHA-  (dotted line), rind com- 
pletely dissociated fAz- (solid line) phthalic acid 
as a function of pH. 

Figure 2 The net charge on phthalic acid as a func- 
tion of pH. - B 

Amino acids consist of acidic and basic groups on the same molecule, and at neutral 
p H  can be considered to be neutral o r  to have a negatively charged anionic part and 
a positively charged cationic part. This  is  shown in Fig. 15.2-1. In the figure different 

NP2 NH? 
R-C-COOH O r  

I 
R-C-COO- 

I 
H 

I 
H 

Figure 15.2-1 Amino acid as a zwitterion. 
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amino acids have different R groups as side chains. For example, if R = H the amino 
acid is glycine, if R = CH3 the amino acid is alanine, and in lysine the side group is 
R = (CII2)NHz. 

Compounds such as amino acids with both anionic and cationic parts are referred to 
as zwitterions (coming from the German word zwitrer meaning "hybrid"), and their 
charge changes with pH as a result of the reactions shown in Fig. 15.2-2 for glycine. 
The sequence shown starts at low pH (high hydrogen ion concentration), where the 
amino acid has a positive charge. As the pH is raised (the hydrogen ion concentration 
is lowered) the first reaction occurs, releasing a hydrogen ion from the amine group and 
resulting in no net charge on the amino acid. As the pH increases further, the second 
reaction occurs releasing a second hydrogen ion, now from the carboxylic acid, and 
resulting in the negatively charged form of the amino acid. 

The coupled set of equations that result from the coupled ionization reactions, using 
an apparent equilibrium constant, with the species denoted as A, B, and C as indicated 
in Fig. 15.2-2, are 

and 

Using to represent the initial molar concentration of the uncharged amino acid in 
neutral solution (pH = 7), we have 

A simplification that we can use in solvir?g these equations is that since the equi- 
librium constants are generally so different in value for amino acids that one reaction 
will have gone to completion before the other reaction has occurred to an appreciable 
extent. For example, for glycine we have pKI = 2.34 or K I  = 4.57 x and pK2 = 
9.6 or K2 = 2.51 x 10-lo, so that the positively charged (A) form of the acid is present 

NH: 
I 

NH2 
K1 . I  

H-C-COO- -' H-C-COO- + H+ 
I 

H 
I 

H 

Figure 15.2-2 Ionization reactions of glycine (ignoring the zwitterion effect). 
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to an appreciable extent only below pH = 7, and the negatively charged (C) form is 
present to an appreciable extent only above pH = 7. lklB = &fB,o - MA, so that 

~vhich has thc solution 

The equilibrium relation for the second reaction is 

Now using M B  = n / l ~ . ~  - Mc. we obtain 

The average charge f on an amino acid, then, is 

AI.;o. i t  is easy to show (and lefi to the reader) that for the case here of an amino acid 
with a single carboxylic acid group and a single amine group, the isoelectric point, PI, 
that is. the pH at which the the amino acid has zero net charge. is 

(Here the isoelectric point has been taken to be the pH at which the s~~bstance  has 
no net charge. The experimental definition is the pH at which the subst,?.nce has zero 
mobility in an electrophoresis cell. In fact, these two values of pH differ so slightly, 
they are frequently used interchangeably, as is done here.) 

ILLUSTRATION 15.2-2 - 
The Charge on n t~  Atnino Acid as n F~tnction of pH 

The ionization equilibrium constanrs for glycine are pK, = 2.34 and pKz = 9.6. Determine the 
fraction of glycine molecules in the positively charged, negatively charged, and neutral states as 
a function of pH. Also, determine the average net charge on glycine as a function of pH, and the 
isoelectric point of glycine: 

Using Eqs. 15.2-5c and 15.2-6b, and rhe pK values given above, we can easily calculate the frac- 
tion of glycine in each of the ionization states, and by difference, the fraction that is uncharged. 
The results are shown in Figs. I and 2. 
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\ 

\ I /' 
1 B (uncharged form) \ / 

1  I 
I 

/ C  (-charge) 

1  I 
1 1  - 
\ I  
I 
11 
1 1  - 
I \  
I I 
I t  
I \ 

- 
I \ 

/ '  
/' I '. 

0 5 10 ,; 15 
pH I 

Figure 1 Fractions of neutral and charged forms of 
gl~cine as a function of pH. 

Figure 2 Average net charge on glycine as a func- 
tion of pH. 

Note that, as assumed, the positively c h a r g e d ( ~ )  species have essentially disappeared at 
pH = 5, and the negatively charged (C) species begin to appear only above about pH = 8. So 
our assumption that the first reaction goes to completion before the second reaction occurs is 
justified. Because the charge on glycine is near zero over the pH range between about 3 and 9.5, 
it is very difficult to determine the isoelectric point from Fig. 2. However, from Eq. 15.2-7b, the 
isoelectric point is calculated to be pH = 5.97. a 

A more detailed description of the ionization states of  the amino acid glycine 
(H2NCH2COOH) is shown below, and is a bit more complicated than discussed above 
since the neutral form should be considered to be a zwitterion that exists in two differ- 
ent  states. 
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(GM) H2SCH2COOH + H ~ N C H ~ C O O -  (GH') 

H2NCH2COO- (G) 

In this diagram the letters in parentheses indicate the notation that will be used to 
represent each of these species. The equilibrium relations for the glycine reactions, 
neglectip,b solution nonidealities, are 

and 

Consequently,. 

and 

so that K l  K3 = K2K4. 

In laboratory measurements we cannot distinguish between the GH and GH' states, 
as they contain the same number of protons, and by hydrogen transfer, the molecule 
will jump between these two states. Therefore, we define new'equilibrium constants 
that can be measured as follows: 

and 

so that 
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Thus the glycine reaction system can be represented as 

h'l K:! 
GH: ;=? GH + H' and GH + G- -I- H' 

with GH now representing the sum of the two neutral forms of glycine, GH and GH'. 
It is this description that is generally used in describing amino acids, as was done in 
Illustration 15.2-2. 

Proteins are long-chain molecules formed by polymerization reactions between 
amino a c i d ~ , ~ ~ o r  example, the first step in such a reaction to form a peptide is shown 
below. 

H-C-C-OH + NH2-C-C-OH ---t H-C-C-N-C-C-OH + H30 
I I I I I 

R  1 R2 R I  H R 2  

The carbon-nitrogen bond is referred to as the peptide bond. A polypeptide chain is 
the result of a number of such reactions, and the characteristic of all peptides, like the 
amino acids from which they have been formed. is that one end of the molecule is an 
amino group and the other end is a carboxylic acid. Different peptides are character- 
ized by their lengths and their side chains (R groups). I n  fact, only twenty types of 
side chains, with different, sizes, shapes, charges, chemical reactivity, and hydrogen- 
bonding capacity, have so far been found in the proteins on all species on earth, from 
bacteria to man. 

Since proteins are large polypeptides molecules and are made up of a number of 
acidic (usually carboxylic acid) and basic groups (usually simple amino groups, but 
also histidine, lysine, arginine, and guanidine), including on their side chains, proteins 
have many ionization states. Therefore, the charge on a protein varies greatly with pH; 
however, like the amino acids from which they are formed, they will have a positive 
charge at low pH and a negative charge at high pH. As an example, the charge on the 
protein hen egg white lysozyme as a function of pH is shown in Fig. 15.2-3. [Lysozyme 
is a small protein that protects mammals (including us) from bacterial infection by 
attacking the protective cell walls of bacteria.] It has 32 ionizable groups, some anionic 

-snd others cationic, and as a result, its charge changes from +19 in very acidic solutions 
to - 13 in very basic solutions. Notice that at a pH of 1 1.2, there is zero net charge on 
a lysozyme molecule, so this is the isoelectric point of this protein. 

A rule of thumb is that an amino acid or protein with multiple ionization sites will 
always include a primary carboxylic acid (-COOH) group that ionizes at low pH (usu- 
ally 2 to 3), a primary amino (-NH2) group that ionizes in the pH range between 8 and 
10, and other ionizable groups on side chains. 

As a result of their highly polar, ionizable groups, amino acids are very soluble 
in polar solvent such as water, and only slightly soluble in nonpolar organic liquids. 
Also, by releasing hydrogen ions at high pH and accepting hydrogen ions at low pH, 
zwitterions act as good buffers by keeping a solution closer to neutrality upon the 
addition of an acid or a base. 
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Figure 13.2-3 Average net charge on hen egg white lysozyme 
as a function of pH. 

ILL USTRATION 15.2-3 
The pH of n Solilt;on Contait~ir~g an Atnino Acid ns a Brrffer 

Twenty-five milliliters of a 0.1-&I aqueous solution of glycine is to be titrated with a 0.1-M 
sodium hydroxide solution. Determine the pH of the solution, the fraction of glycine in the 
GH:, GH, and G- ionization states, and the charge on glycine as a function of the amount of 
sodium hydroxide added. 

Initially there are 25 mL of a 0.1-M solution, so the titration starts with 2.5 mrnol of glycine. 
Let a be the number of mmoles of GH and ,B the number of mmoles of G- present at any time. 
Also, as the 0.1-M NaOH solution is added, the OH- ions resulting from the sodium hydroxide 
ionization react with the H+ ions from the ionization of glycine to produce water. Therefore, the 
amount of each species present after the addition of X mL of NaOH is 

Species Initial (mmol) Final (mmol) 

Also, the volume of the solution is 25+X, where X is the milliliters of the 0.1-M NaOH solution 
added. Therefore, the equilibrium relations are 

and 

M G - - M H +  / ? . ( a + / ? - 0 . 1 X )  
K2 = - - 

MGH (a  - p ) . ( 2 5 + X )  
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In principle, these equations need to be solved simultaneously. As already discussed. the 
equilibrium constants are so different in value (pXI = 2.34 and pX-, = 9.6) that the first 
reaction goes to completion (i.e.. a = 2.5) before the second reaction occurs to a significant 
extent. Therefore, one needs solve only the simpler eq~iations 

and 

,f?. (2 .5+P -0.1X) xz = = for 25 < X 5 50 mL 
(2.5 - p )  . (25 + X) 

Also, 

a + p  - o.1x a + p  -0. lX 
MH+ = M and p H =  -log 

25 + X 25 + X  

When X > 50 rnL, all the hydrogen icns resulting from the ionization of glycine have been 
neutralized, and the only hydrogen ions remaining are from the ionization of water, so that 

0.1X 10-lJ lo-1d (25 + X) 
MOH- = - and MH+ = - = 

25 + X MOH- 0.1X 

and 

10-I: (25 + .) ( 0.'" ) 
pH = -log MH+ = --log ( 0.1, 

= 14+log - for X r 50 mL 
25 + X 

Finally, the fractions f of glycine molecules in the GH;, GH, and G- states can be computed 
from 

The results are shown in Figs. 1 and 2. For comparison, note that in water without any added 
sodium hydroxide, 81 percent of the glycine is in the GH; state, 19 percent is in the GH or GH' 
state, and the pH of the solution is 1.72. 

. ' 

With glycine 

o- 
0 10 20 30 40 50 60 

ml of added 0.1 M NaOH solution 

Figure 1 The pH of a glycine solution as a func- 
tion of added sodium hydroxide (solid line). The 
dashed line is the pH of water upon NaOH ad- 
dition without glycine, showing the effectiveness 
of the zwitterion glycine as a buffer for pH values 
near 2 and near 8. 
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Figure 2 Fractions f of glycine in the GH;, GH, and G- 
states as a function of the milliliters of 0.1-M sodium 
hydroxide solution added. 

If the glycine were not present, so that the starting solution was only 25 mL of pure water, 
the molality of hydrogen ions (neglecting solution nonideality) would be given by 

KW I O - l 4  
MH+ = - = - so that pH = 14 + log MNaoH 

MOH- Ms.0~ 

since the strong base, sodium hydroxide, is fully ionized. The molality of sodium hydroxide 
when X mL of a 0. 1-IM NaOH solution is added is 

and 

pH = 14 + log ( 2 i . y X )  - 

The pH of the solution without glycine is shown in Fig. 1. Note that without glycine the solution 
is initially at pH 7, and that the pH initially rises rapidly upon the addition of sodium hydroxide 
and then more gradually. However, with glycine present the initial pH is low and, while gradu- 
ally increasing, remains low until 25 mL of the NaOH solution has been added, as the hydrogen 
ion released by carboxylic acid portion of the glycine reacts with the hydroxide ion of NaOH to 
form water. Further addition of NaOH results in a sharp increase in pH to slightly above pH = 8. 
Then continued additions of the strong base lead to the release of hydrogen ions fro~n the amino 
groups that react with the sodium hydroxide, resulting in only a slight increase in pH until 50 
mL of NaOH solution has been added. At that point, there are no additional hydrogen ions that 
can be released, and the pH of the solution increases rapidly. From Fig. 1, we see that glycine, 
being a zwitterion, is an effective buffer in the pH range near 2 and also in the pH range slightly 
above S. il 

15.3 SOLUBILITIES OF WEAK ACIDS, WEAK BASES, AND PHARMACEUTICALS 
AS A FUNCTION OF pH 

We consider next some acids, bases, proteins, pharmaceuticals, or other compounds 
that ionize, and in which the undissociated species is only partially soluble in aqueous .,. - -. 

> - - . . 
, - . . - - 
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solution while the portion that ionizes is completely soluble. We start with an analysis 
of the equations for the ionization and dissolution of an acid. Thus we consider 

for which the equilibrium constant is 

where, as usual, the apparent equilibrium constant has been used and solution nonide- 
alities have been neglected. 

Let So be the solubility of the uncharged acidic species, which could be a pharma- 
ceutical drug. This is the value of the solubility at such a low pH that ionization is 
suppressed. As long'as there is sufficient undissolved acid for the solution to remain 
saturated. we have 

So = iWHA (15.3-1) 

We will use ST to represent total solubility of the acid, that is, the concentration of both 
undissociated and ionized acid: 

Now 

MH+ MA- MH+ . (ST - So) 
KHA = - - 

MHA So 

Then the total acid solubility at any pH, ST (pH), is 

ST (pH) = So . ( I  + I O - [ ~ K H * - ~ H ] )  

or 

So . K H A  
ST (pH) = So + ------- 

MH' 
Clearly, if 

M H i  >> KHA then ST = So 

while if 



15.3 Solubilities of Weak Acids, Weak Bases, and Pharmaceuticals as  a Function of pH 553 

there is a significant increase in solubility. In particular, at pH = 7 (pure water), we  
have 

sT (PH = 7) = S, . (15.3-Ja) 

Solubility of a weak 
acid 

so that the total solubility of a compound at  any pH is related to its solubility in pure 
water (which is the solubility that is usually reported) by . 

ST (pH) = ST (pH = 7) . \ / 

(1 + ~ O - [ P ~ H ~ - ' ]  

ILLUSTR.~TION 15.3-1 
Tlze Solubiliy of a Weak Acid as a F~~tzction of pH 

Hexanoic acid (C6Hl2Oz), in biology usually referred to as caproic acid, has a solubility in water 
of 9.67 z g g  at pH = 7 and Z°C, and its pKHA is 4.85. Estimate the solubility of hexanoic acid 
in the follo~ing body fluids: 
Blood pH = 7.4 
Saliva pH = 6.4 
Stomach contents pH = 1.0 to 3.0 
Urine pH = 5.8 

SOLUTIO?; 

Using Eq. 15.3-4b, the solubility of hexanoic acid in blood is found to be 24.2 gkg,  in saliva 
it is 2.48 $kg, in stomach contents the solubility is 0.068 &g, and in urine the solubility of 
hexanoic acid.is 0.68 G g .  The observation from this calculation is that there is very different 
solubility of ah organic chemical (or pharmaceuticaly in different bodily fluids. This can be 
especially important in the formulation of a drug, where one wants to ensure its solubility and 
bioavailability. 

The complete solubility versus pH curve is shown in the figure below. Note that the solubility 
of hexanoic acid begics to increase when the value of the pH is close to the pKHA value. This 
is a general result for acids, since, as we can see from Eqs. 15.3-4, there will be a significant 
change in the slope of the solubility curve of a partially soluble acid at a pH that is close to its 
pKHA VBIU?. 

Solubility of hexanoic'acid (gkg). in aqueous solu- 
tions as a function of pH. 
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Next we consider the solubility of a partially soluble weak base. The extent of ion- 
ization of the weak base 

KBOH 
BOH ~ . r  B+ +OH- 

can be computed from the equilibrium relation 

hTo\v, using the notation 

KLV 
SO = ~ ~ B O H  ST = IWBOH + /VfB+ = So + MB- and ifloH- = - M H i  (1.5.3-5) 

we obtain 

and 

Solubility of a weak 
base 

or, using pH = 7 (pure water) as the reference, 

In the biologicalliteraturc. equilibrium constants are sometimes written for the re- 
action 

which can be considered the combination of 

KBOH 
BOH + B + +  OH- 

and 

IIKw 
H+ +OH- ?== HzO 

Summing these last two reactions gives the reaction of Eq. 15;3-5. 
Also, 

MB+ ' MOH- 1 
- and - - M H ~ O  

KBOH =: 
 OH Kw rMH+ . kfOH- 
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so that 

Therefore. 

so that an alternative expression is 

ST (pH) = ST (pH = 7) - ;' (13.3-9b) , 

ILLUSTRATION 15.3-3 
The Sol~lbiliy of a Weak Bcire as o F~ai'criotz of pH 

The pyrimidine base thymine (CjH6N202, also known as 5-methyluracil) has a solubility in 
water of 4.0 / k g  (pH = 7) at 25°C and its pKBoH is 9.9 (there is a further dissociation at' higher 
pH that we will neglect here). Estimate the solubility of thymine in aqueous solutions over the 
pH range of 1 to 13. 

The results in. the following figure calculated with Eq. 15.3-7 show a significant decrease of 
thymine solubiiity with increasing pH until about pH = 4, beyond which the solubility remains 
approximately constant at 4.0 gkg.  

Thymine solubility (&g) in aqueous solutions 
as a function of pH 

In this figure there is a marked change in the slope of the solubility curve of a base when the 
pOH = (pKtV - pH) = ( I4  - pH) is equal to. che pKsoH value. (This is seen here in the change 
in slope at about pH = 4, corresponding to pOH = 10. which is close to the pKBoH value of 
9.9.) 
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As an aside, it is of interest to note that deoxyribonucleic acid, or DNA, which has been called 
the molecule of heredity, consists of a repeated backbone with a collection of sidt chain groups, 
the sequence of which is different in different species (and in individuals aithin the same 
species) and contains the genetic information. The side chams on the DNA backbone consist 
of only four types of bases, the two purines adenine (A) and guanine (G), and the two pyrim- 
idines thymine (T) and cytosine (C). What is commonly referred to as the genetic code is a long 
sequence of the four letters A, G, T, and C in the order in which these bases appear on the DNA 
chain. Bi 

Some slightly soluble amino acids and other weak acids and bases have more than a 
single ionization state. For example, at low pH the simple amino acid glycine is posi- 
tively charged; it is uncharged around pH = 7 and has a negative charge at higher pH, 
as shown in Fig. 2 of Illustration 15.2-2. Using the A (positively charged). B, {neutral), 
and C (negatively charged) species identifications of that illustration, v-e hz?e 

and 

Letting So represent the equilibrium saturation solubility of the uncharged amino 
acid, that is, using So = &IB, we have 

So . Mu+ Mc . MH+ 
Kj = and KZ = 

.. MA so 

Therefore, the total solubility 

and 

Note that while So is the solubility of the uncharged species, it is usually the solu- 
bility of the amino acid in water pH = 7 that is reported, and that may be somewhat 
different from the solubility of the unchanged amino acid, unless its isoelectric point is 
pH = 7. At other pH values the total solubility will be the result of the solubility of the 
uncharged and charged species. The total solubility at pH = 7 is 

Now eliminating the unknown solubility of the uncharged amino acid gives the fi- 
nal result for the total solubility at any pH value in terms of the measured solubility in 
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neutral water at pH = 7: 

The discussion that led to this equation is easily extended to amino acids, proteins, and 
other biomolecules with more than two ionizable sites (Problems 15.7 and 15.1 1). 

ILLUSTRATION 15.3-3 
The Sol~fbiliry of n Weak A17litzo Acici ns n Fl~ncriotl of pH 

Tyrosine (C9HI lNO3), another amino acid in proteins, has two dominant ionizable groups with 
pKHh values of 2.24 and 9.04 at 25°C (and a third, less easily ionizable group with a pK value 
of 10.10, which we will yeglect here). Its water solubility at this temperature is 0.46 :/kg of 
water. / 

a. Estimate the total solubility of tyrosine in aqueous solutions over the pH range of 0.4 to 
1 1 .  

b. Estimate the solubility of the uncharged tyrosine. 

a. Using Eq. 15.3-1 lb, we obtain the results shown in the following figure. Note that the solu- 
bility of tyrosine varies little (only between 0.46 and 0.56 g/kg ofwater) over the pH range ' 

of 2.9 of 5.4, and then increases rapidly as the pH either decreases below 2.9 or increases 
above 8.9. The pH range of limited solubility is also where tyrosine has approxiniately 
zero average net charge (Problem 15.20). 

The solubility 5' of tyrosine (gkg) in aqueous 
solutions as a function of pH. 

b. Using Eq. 1.5.3-1 la, we h.ave 
0 0 

ST (pH = 7 )  = 0.46 " = So x 1.009 and So = 0.456 " 
kg kg 

Understanding the solubility of weak acids and bases as a function of pH is important 
in the formulation of pharmaceuticals for general use. From Illustration 15.3-1 we see 
that if we had to deliver a drug with low solubility in water that had a pK value similar 
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to hexanoic acid, it would have to be delivered in a slightly basic solution to have 
appreciable solubility or concentration in the aqueous solution. For example, at pH = 
7.4 (the pH of blood), its solubility would be 2.5 times greater than in water, while 
its solubility would be considerably less in the fluids i n  the stomach, and may indeed 
precipitate out of solution there. However, for a drug with a pK similar to that of 
thymine (9.9), the solubility decreases with increasing pH at Ionx pH, and is essentially 
unchanged from its neutral water solubility by increasing the pH ro that of blood. 

Understanding the solubility of proteins and other biochemicals is also important in 
developing methods for their purification. For example. an important method for the 
purification of antibiotics is by liquid-liquid extraction. The procedure is as follows. 
The pH of the solution is first adjusted to the isoelectric point at tvhich the desired bio- 
chemical compound has no net charge and limited solubility, while the other biochem- 
icals in the mixture are charged and are more soluble. This solution is then contacted 
with an organic solvent, which results in the extraction of the desired biochemical com- 
pound into the organic phase. Then by contacting this organic solution with an aqueous 
phase at a pH at which desired biochemical has a charse, i t  is extracted back into an 
aqueous phase. This method is used to separate components wiih different isoelectric 
points. Also, the differing solubilities of species as a function of pH can be used to 
recover one biochemical from a mixture by selective precipitation (or crystallization). 

15.4 BINDING OF A LIGAND TO A SUBSTRATE 

Another type of chemical reaction that occurs, especially among biological molecules, 
is the reversible binding of a smaller molecule (referred to as a ligand) to a binding site 
on a protein or other large molecule (referred to as a substrate). We consider first the 
simplest case of a substrate that has only a single binding site. The reaction is ligand 
(L) plus protein (P) to form a ligated protein [PL): 

for which the apparent (or measured) concentration-based equilibrium constant is 

Using this apparent equilibrium constant, we have MpL = K . rML . MP. Further, data 
are frequently reported as the coverage 8 ,  which is the ratio of concentration of the 
ligated protei-.rfp~ to the total concentration of protein in solution Mp + MPL. That is, 

Fractional ligand 
coverage 

With increasing ligand concentration, the coverage initially, increases linearly (though 
the linear range may be small if the value of -K is 1arge);and at high ligand concen- 
tration 6 saturates (for this case of a single binding site) to'unity. This form of the 
coverage versus concentration relation was originally derived for molecules adsorbing 
on a solid surface, and is referred to as the Langmuir isotherm (isotherm designating 
a process occumng at constant temperature), after Irving Langmuir, who developed 
the equation to describe the adsorption of gases on metal surfaces. 
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Consider nest a protein molecule with two different binding sites. We will designate 
proteins with a single bound ligand as PL and LP, depending on which of the two sites 
binds the ligand, and use LPL to represent the protein with the two ligands. The binding 
reactions are 

K I  
L + P F = L P  Reaction 1 

K2 
L + P = P L  Reaction 2 

K3 
L + LP e LPL Reaction 3 

and 
K.4 

L + PL + LPL Reaction 4 

with 

~ M L P  KI = --- ~ W P L  K1 = ---- K3 = 
r l . 1 ~ ~ ~  and K4 = 

( ~ L P L  

lVlL . 1Wp ML . lklp lkiL . AdLP iCIL . MPL 

The coverage 6, defined as the moles of bound ligand per mole of protein in any 
form, is 

moles of bound ligand MLP + MPL f 2 . MLPL 
6 = - - (15.3-4) 

moles of protein MP 4. MLP + M ~ L  + ~ \ / I L P L  

where the factor of 2  in the numerator arises because two ligands are attached in each 
LPL combination resulting from reactions 3 and 4. In this case the saturation coverage 
8 will be 2  when each protein binds two ligands. Now using the eqiiilibrillrn constant 
relations, we 'obtain 

However, also note that from the equilibrium relations, 

so that K3 - K 1  = K.4 . Kz ,  and therefore 

( K 1 + K 2 ) . M L + 2 . K 1  .K3.i11Z 
0 = 

1 + ( K I  + K2) - ML f K I  . K3 .1M; 

Of special interest is the case of a protein with four indisting~~ishable binding sites 
(i.e., a case where experimentally we cannot distinguish between the LP and PL 
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states as above), but because of steric interference at binding sites or attractions be- 
tween bound ligands on the formation of successive ligand bonds, the equilibrium con- 
stants for each successive ligand binding are different. The reason this is interesting 
is because this is exactly the case of oxygen binding to hemoglobin in our blood. The 
oxygen + hemoglobin (Hb) binding reactions are 

Hemoglobin + oxygen 
binding 

and the reported apparent equilibrium constants6 are 

and 

- M H ~ ( o ? ) J  
KJ = = 2.02 x lo6 M-' 

. M ~ b ( 0 : ) ~  ' M0? 

Therefore 

Number of bound oxygen molecules 
8 =  

Number of hemoglobin molecules 

which, after some algebra, becomes 

Clearly, at saturation 8  = 4. 
The binding isotherm as a function of oxygen concentration is shown in Fig. 15.4- 1. 

Note that as a result of the sigmoidal shape of the curve, there is a large change in the 
number of oxygen molecules bound to hemoglobin in the range between 0.5 x 10-j M 
and 1.5 x lov5 M oxygen. This is especially important in human and animal physiology 
since, as a result of the reverse reactions, a small decrease in oxygen concentration (or 
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Hemoglobin consists of four chains, each with a heme or iron group that can bind an 
oxygen molecule. Myoglobin is a simpler molecule consisting of a single chain that 
is of the same general structure as each of the chains in hemoglobin. The oxygen- 
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Figure 15.1-2 The number of oxygen molecules (6) bound 
ro hemoglobin if it had asingle binding site with a high value 

constant. of the bindin, 

carrying and -releasing capacity of  rnyoglobin, which has only a single oxygen binding 
site; is much like that shown in Figure 15.4-2, and is much less than hemoglobin. 
Consequently, the association of  myoglobin chains into hemoglobin was important to 
the development of life as  we know it. 

ILLUSTRATION 15.4-1 '. 
The Binding of Warfarin to Hrrnza?z Alblonin 

Warfarin, also known as coumadin, is used to prevent blood clots in humans and also, at high 
body doses (referred to as a high body burden in the biomedical literature), as a rat poison by 
promoting internal bleeding. Warfarin binds with human plasma albumin in the reaction 

The following measured or apparent (not standard-state) data at 25°C are available for this 
binding reaction, AbndG = -30.8 kJ mol-', Abnd H = - 13.1 kJ mol-' , and Ab,dCp - 0, 
where these apparent changes are for the following equilibrium constant: 

M~~ AbndG= R T l n K  where K=------- 
Mw . MA 

where M is the concentration in molality. 

a. What is the entropy change for this reaction at 2j°C? 
b. Starting with concentrations of warfarin and human plasma albumin of 0.0001 M, Chat is 

the fraction of unbound (unreacted) albumin over the temperature range of 0 to 5O0C? 

a. Since AG = AH - T A X ,  at 25'C 

A H - A G  -13iOO-(-30800)l~Jrnol-~ 
A S  = - - J 

T 
= 59.37 - 

298.15 K mol K 
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b. Since AhndCp = 0. AbndH is independent of temperature. and the equilibrium constant as 
a function of temperature is computed from 

The results are given in the table that follows. Also, letting a be the fraction of the initial 
warfarin (or albumin) that has reacted, we have 

ILI,~.+ = a . iMA,, = 0.00Ola and 1Lfw = 1kl.+ = 0.0001 ( I  - a )  

so that 

0.0001a - a 
K = - 

(0.1)" ( I  - a)' 0.0001 . (1 - a)' 

[he solutions of which are also given in the table. 

Consequently, we see that warfarin is strongly bound to human plasma albumin at all 
temperatures. • 

15.5 SOME OTHER EXAMPLES OF BIOCHEMICAL REACTIONS 

In this section we consider several other examples of physiologically important bio- 
chemical reactions. 

ILLUSTRATION 15.5-1 
The Trimerizarion of a Pancreatic Honnone 

Glucagon is a 29-amino peptide hormone of the pancreas. At pH = 10.6 it is known that glucagon 
can associate or trimerize, and the following standard-state (ideal 1-molal solution at 2ScC) 
informati011 is available: 

kJ ki kJ 
A,,,GO = -30.6 - AmnHO = -131 - and A,,CF = -1.8 - 

mol mol mol K 

If the initial concentration of glucagon is 0.01 M (which is sufficiently low for the solution 
to be considered ideal), what is the fraction of glucagon trimerized over the temperature range 
from 0 to 50°C? 
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SOLUTIOPI 

The equilibrium relation is 

and the mass balances are 
U 

I& = I L I ~ . ~  - a = 0.01 - u and iMG, = 
3 

so that 

To calculate the.equilibriurn constant at any temperature. we use 

with 

T 

A r X n H Q ( T )  = A,,H0(T = 295.15 K )  + / arXnc; d~ 
198.15 K 

= A,,, H O ( T  = 298.15 K) + A,,C; - (T - 298. I5 K )  

so that 

Kc; ( T )  = I  A,, H D ( T  = 298.15 K )  
In d T 

K,(T = 298.15 K )  . . 29s.lj  K RT2 

We obtain the following values: 

T ( ' C )  KO ( T )  a ( M )  Percent Trimerized 

0 1.237 x lo7 0.01000 100.0 
25 2.297 x lo5 0.009999 99.99 
50 1.944 x lo3 0.009923 99.23 

Therefore, over the temperature range of 0 to 50°C glucagon is almost completely trimeri2ed.H 
Polymers are formed by the polymerization of monomers, and proteins can a,, eve- 

gate (or associate) as in the illustration above. It is sometimes of use to know the rela- 
tionship between the partial molar Gibbs energies of the polymer and the monomer or 
protein from which it is formed. To be completely general, suppose species A (whether 
it be a protein or polymer) polymerizes according to the reaction 
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The total Gibbs energy of the system is 

G = NA G A  + N A ~  GA,, 

If the initial number of moles of species A is iV, after chemical ?quilibriurn is ?stab- 
lished \ve have 

u 
NA = N - a and i\r,i,j = b' - 

where o. is the number of moles of species A that has reacted. Therefore. 

At equilibrium at constant temperature and pressure (g)T,P = 0. and using the Gibbs- ;. 

Duhem equation (Eq. 8.7-9a) gives 
I 

That is. the partial molar Gibbs energy of a polymer contaicing ,B monomeric ~lnits 
is just p times the partial molar Gibbs energy of the monomer. Note that this is true 
whether or not the solution is ideal. 

We next consider the pH dependence of a biochemical reaction. To be specific we 
examine the oxidation reaction of ethanol by dehydrogenase enzyme and the oxidized 
form of nicotinamide adenine dinucleotide (NAD+) to produce acetaldehyde and the 
reduced form NADH: 

pH dependence of a 
KO 

NAD+ + CH3CH20H = CH3CH0 + NADH +- Hi 
reaction The equilibrium relation for this reaction is 

based on ideal, 1-molal standard states. This equilibrium relation can be rewritten as 

At reaction conditions. the pH will normally be controlled externally-for example, 
by a buffer soiution-rather than being determined by the ionization of water or by 
hydrogen ion production from the reaction. Consequently, we can write this equation 
as 

So increasing the pH of the solution results in an increased equilibrium dehydrogena- 
tion of ethanol to acetaldehyde. (Note: The dehydrogenation of ethanol is an enzymatic 
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reaction. In this reaction NAD+ is what is referred to as a cofactor, that is. a substance 
that is needed for the reaction and that will be regenerated by another reaction, but is 
not a catalyst for  the reaction; the enzymes involved are the catalysts. Vitamins and 
minerals are  common cofactors.) 

ILLUSTRATION 15.5-2 
The pH Dependence of n Biochel~licnl Reactioiz 

At 25°C and pH = 7, A,,,G0 for the reaction above based on ideal I-rnolal standard stares is 
+23.5 kT/rnol. Assuming an initial concentration of both NADf and ethanol of 0.1 M. compute 
the extent of reaction as a function of the externally controlled pH. 

SOLUTION 

The mass balance, using a as the fraction of ethanol oxidized, is 

MNAD+ = M C ~ I ~ C H ~ O H  = 0.1 ( 1 - Co and MNADH = MCH~CHO = 0.1 CL 

Now neslecting solution nonidealities (or equivalently. assuming they cancel in the numerator 
and denominator of the equilibrium relation), we have 

0. l'a' 1 

( I C ~ I ~ C ~ I O  ' <IN~\DH a -  In K,, f 2.303 . pH = In = In = In------ 
(+J,\D+ . nct~,ct~,ot~ 0. I ( I  - a )' ( I - a 

and 

Alternatively, this can be written as 

a 2.3113 
- = e ? l r H - ~ & r l  

I --a 

and 

The figure below shows how the extent of this reaction, and tlie frac~ion of ethanol oxidized, 
change dramatically with the pH of the soluticn, with very little reaction at low pH (acid solu- 
tion), a rapid increase with pH between pH = 2 and pH = 6, and the reaction being essentially 
complete above pH = 7. 

Extent of the reaction a as a function of pH 
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Note that a = 0.5 when pH = pK,,, also a < 0.5 when pH < pK,,, and the extent of reaction 
u > 0.5 when pH > pK,,. Thus in the case of reactions, as already mentioned in the discussion 
on solubility, large changes occur at pH values near the pK, value. H 

The unfolding of proteins can be considered to be a type of biochemical reaction. 
Proteins in the native state exist in a specific folded state that is necessary for their 

Protein unfolding biological catalytic activity. With changes in temperature. pressure, or chemical envi- 
(denaturation) ronment (e.g., changes in pH or ionic strength, or the addition of denaturants such as 

urea). the protein will unfold or denature and lose its biological activity. This unfolding 
and denaturation, depending on the protein. may be reversible or irreversible. Though 
many intermediate steps are involved, protein unfolding is frequently treated as a two- 
state process (folded or unfolded). Also, since the transition occurs over a range of 
conditions (for example, over a temperature range rather than at a single temperature). 
the process is considered to be a unimolecularchernical reaction, not a first-order phase 
transition (such as the boiling of a pure liquid,that occurs at a single temperature). In 
the biological literature the temperature at which half of the initial amount of protein 
has unfolded is referred to as the "melting point" of the protein; though that is a mis- 
nomer since the protein does not meit (which would be a first-order phase transition). 
Also, this melting point can be a function of state conditions such as pH, pressure. 
ionic strength, etc. 

G-actin is a globulardirner of actin, a cytoskeleron protein. In solutions at pH = 7.5 the following 
data are available for the unfolding of G-actin at 25°C: 

kJ kJ J 
AUvf_C = 27 - Aunr_H = 197 - and A u n f C p  = 27 - 

rnol rnol mol K 
Determine the temperature at which half of the G-actin is unfolded (that is, find its "melting 
temperature"). 

SOLUTION 

The apparent equilibrium constant for this unimolecular chemical reaction is 

where a ( T )  is the fraction of the initial G-actin that has been denatured at the temperature T, 
and since there is only a conformational change between the folded and unfolded protein, we 
have assumed that their activity coeffiaents are equal, and therefore cancel from the equation. 
Also, we are interested in the melting temperature, that is, the temperature Tm at which a = 112, 
so that K = 1 and In K = 0. Therefore, the equation to be solved is 

However, 
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which has the solution of T, = 330.0 K = 56.8'C. which is close to the measured value of 
57.1'C. 

It is also of interest to dsrermine the fraction of G-actin that is unfolded at any temperature. 
To do this we solve the equation 

where 

27 000 197 000 1 L 
K ( T )  = exp - [ 8.314-291.15 -= (7- S) 

The results are shown in the following figure. Note that the unfolding of G-actin occurs over 
a temperature interval of more than 70°C. 

Fraction a of the pztein G-actin unfolded ("melted") 
as a function of temperature. 

Bi 

Proteins may also unfold or denature as a result of increasing external pressure, pre- 
sumably because a pressure increase results in.an increase in solution density that pro- 
duces a structural rearrangement of the protein. Consequently, the melting temperature 
of a protein will also be a function of pressure. 

To determine how the melting temperature of a protein changes with pressure, we 
start from the observation that at the melting temperature at any pressure 
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since K,, (Tn,) = 1 .  Therefore. 

Since, along the melting curve 

~vhere the subscripts nat and unf refer to the native (folded) and unfolded proteins. 
respectively. Therefore, for a small change in pressure following the melting ctlrve, we 
have 

(Compare this equation with the Clapeyron equation, Eq. 7.7-4.) Consequently, along 
the melting curve 

ILLUSTRATION 15.5-4 
U~~jo f l ing  of a Protein as a Ao~ct ion of Pressure 

I t  has been observed7 that at 1.013 bar the cell membrane compound dipalmitoylphosphatidyl- 
choline (DPPC) melts at 313 K, and that the melting temperature increases by 0.04 K for each 
increase of 1 bar in pressure. Also, when this compound unfolds, there is a volume change of 
20 cm3/mo1. Use these data to estimate 

. a. The enthalpy change on the denaturation of DPPC 
b. The entropy change on this pressure-induced denaturation of DPPC 

a. To obtain the enthalpy change, we use 

cm3 1 bar m3 105J 
A U n d  = Tm . AunfY = 3 1 3 K x 2 6 -  X -  x x - 

-mol 0.04 K cm3 bar m3 

J kJ 
= 20 345 - = 20.345 - 

m 01 mol 

'D. B. Mountcastle, R. L. Biltonen, and M. J. Halsey, Pmc. Nat'l. Acnd. Sci. USA 75.4906 (1978). 
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b. To compute the entrop!: changc. we use 

Proteins can also be unfolded or denatured as a result of chemical interaction or 
changes in solution conditions. Common chemical denaturants include urea and puani- 
dine hydrochloride; we do not consider this type of denamration here. 

15.6 PROTEIN CONCENTRATION I N  AN ULTRACEKTRIFUGE 

While'we have generally neglectzd the effect of kinetic and potential energies in this 
textbook, there are some cases in which such contributions can be important. One 
example is the case of an ultraczntrifuge. a very-high-speed centrifuge that can be 
used to concentrate or separate proteins and other biological molecules based on their 
molecular weights. 

Figure 15.6-1 is a 'very simple schematic diagram of a short centrifuge tube in an 
ultracentrifuge. The steady-state mass, enersy, and entropy balance equations will be 
written for the region of the centrifuge tube between distances r and r + Ar from 
the axis of rotation of the ultracentrifuge tube. The steady-state mass balance for each 
species i is 

0 = 1'Qi I r  + lvilr+Ar Or ~i = - ~ i  l r  (15.6-1) 

The energy balance for this same volume element is 

where w is the angular velocity. nii is the molecular weight of species i (and ~ ~ n z ~  is its 
mass flow rate), and -miw%2/2 is the potential energy per unit mass of species i at a 
distance r from the center of a centrifuge with a rotational velocity w. 

The entropy balance on this same volume element is 

Figure 15.6-1 Schematic diagram of a tube containing a protein 
solution in an ultracentrifuge. 
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Now recognizing that during operation the temperature is constant. and combining the 
mass, energy, and entropy balances, we have 

Therefore, at equilibrium 

Since this equation must be satisfied for all values of ai, it then follows that <he equi- 
librium condition for each species is 

where r and r + Ar are any two points along the centrifuge tube. Indeed, to emphasize 
this we will write the equilibrium relation as 

Therefore, the basic equation describing the concentration of each species in an ultra- 
centrifuge at any two points is 

wL 
'di,1 ( T ,  P I ,  $ 1 )  - di,2 (T ,  P2, Q )  = mi- (rf - r;) 

2 
(15.6-6) 

but by definition 

.-.   NO^ using the Poynting factor to correct for the effect of pressure on fugacity, as- 
suming that the partial molar volume is not dependent on concentration or pressure, 

we obtain 

As a result of the centrifugal force, the pressure varies at each point in the centrifuge 
as follows: 
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(Note that we can derive this equation simply by taking the pure-component limit of 
Eq. 15.6-9. That is. for a pure component x ,  = 1 and y ,  = 1, so the logarithmic term 
vanishes, and m/_V becomes the density of the pure component, which is the solvent.) 

For the case of water as the solvent, p = 1 g/cc, we have 
! 

- 
where pi = mi/Vi is the effective mass density of the protein in solution. As a sim- 
plification, we will neglect the departures from ideality (either because the system is 

'i 
1 

ideal, or particularly for systems with biochemical compounds, there are so many other I 
2 

uncertainties due to their complexity, that the effects of nonidealities are frequently ne- 
glected.) Consequently, the final equation is 

Ultracentrifuge 
equation 

ILLUSTRATION '15.6-1 
Use of an Ultracentrifuge to Concentrate a Protein 

The protein lysozyme has a molecular weight (mi) of about 14 000 and a partial molar volume 
(vi) of 0.75mi, for an effective density ( p i )  of 1.333 g/cc (which is a typical value for proteins). 
An aqueous solution of lysozyme is placed in an ultracentrifuge tube, the top of which is 2 cm 
and the bottom of which is 6 cm from the axis of rotation of the ultracentrifuge. The ultracen- 
trifuge is at room temperature and operating at 10 000 revolutions per minute (rpm). What will 
be the ratio of the lysozyme concentration at the bottom of the tube to that at the top of the tube 
at equilibrium? 

Since the lysozyme is in aqueous solution, the solvent density p = 1 g/cc. Also, 

w = 2n x (revolutions per second) = 
2n x 10 000 

60 
= 1047 s-' 

Therefore, 
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0 
14000 x 1  - - ( x 1047' s-' x (2' - h2)on2 

rnol 

2 x 8.314 -2.- x 298.15 K 
rnol K 

m2 
14 O O O ~  x 0.2498 x 1.0962 x lo6 s-' x (2' - 6')cm' x lo-" 

- - rnoi crn' 
J kg rn' 

2 x 8.314 - x 298.15 K x 1 - x 1 0 0 0 ~  
. rnol K sZ J kg 

Thus, at 10 000 rpm, the lysozyrne equilibrium concentration at the bottom of the centrifuge 
tube should be a factor of 7.56 higher than at the top of the centrifuge tube. ia 

3 
3 15.7 GIBBS-DONNAN EQUILIBRIUM AND MEMBRANE POTENTIALS 

In Sec. 1 1.5 we considered the osmotic pressure that arose between two cells separated 
by a membrane that was permeable to some components (there the solvent) but not 
permeable to the solute. Here we revisit the phenomenon of osmotic pressure for a 
somewhat mQre complicated case in which the solvent (usually water) contains a strong 
electrolyte, such as sodium hydroxide 

NaOH - + ' ~ a +  + OH- 

the ions of which can pass through the membrane, and a protein that ionizes to a net 
charge of Z- 

that cannot pass through the membrane, though the hydrogen ions produced can. 
There are also hydrogen and hydroxyl ions present that result from the ionization of 

water; however, those concentrations are very low and can be neglected. Consequently, 
the hydrogen ions formed by the ionization of the protein can react with the hydroxyl 
ions to form water. By charge neutrality the molality of the free hydroxyl ions is related 
to the molality of the sodium ions and the molality of the ionized protein as follows: 

For notational simplicity, we will not use the superscripts + and - to indicate the 
' charies of the ions. The situation we will consider is that in which the water, sodium 
ions, and hydroxide ions can pass through the membrane, but.the protein cannot. 

We will designate the protein-free side'of the membrane with the superscript I and 
the protein-containing side by II. Each of the compartments must itself be electrically 
neutral (because considerable energy is required to create a charge imbalance). There- 
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fore, in compartment I, in which there is no protein, we have (using molality for the 
unit of concentration) 

Mha = MbH 

and in compartment I1 

M { ~  = Z M ~ I  + MEH (15.7-2) 

Because both the sodium and hydroxyl ions are free to pass through the membrane, 
their partial molar Gibbs energies are the same in both compartments: 4 

- 1  -11 GL, = G:a and GOH = GOH (15.7-3a) ! 

However, here as in Sec. 9.10, the partial molar Gibbs energies of each species cannot 
be separately determined, so in fact we use 

GL, + GbH = G;, + G:, 
which leads to 

1 

For simplicity, we will neglect the activity coefficients (or assume they cancel from 1 I 

both sides of the equation) so that '! 

since the sodium ion and hydroxyl ion concentrations are equal in compartment I. 
Combining Eq. 15.7-2 and 15.7-4, we obtain 

2 
(M; , )~  - z . M P  . MI, - (M;,) = o 

which has the solution 

Gibbs-Donnan 
equilibrium 

and 

Therefore, if the sodium hydroxide molality in compartment I and the protein molality 
in compartment II are known, the sodium and hydroxyl ion molalities in the protein- 
containing compartment I1 can be computed. We see from these equations that if the 
proteinis not ionized (i.e., Z = O), the sodium ion concentrations and the hydroxide ion 
concentrations will be the same in compartments I and II. Also, if the sodium hydroxide 
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concentration is much greater than the protein concentration (and especially if M;, = 
MhaOH >> Z . M:'), the sodium ion concentrations and the hydroxyl ion concentrations 
will be the same in compartments I and 11. Under any other circumstance, the sodium 
and hydroxyl ion concentrations will be different in the two compartments. This is the 
Gibbs-Donnnn equilibrium effect. (It is left to the reader to develop the equations for 
the case in which a positively chxged protein is produced on ionization. See Problem 
15.25.) 

In this analysis it has been assumed that the activity coefficients are unity in going 
from Eq. 15.7-3c to Eq. 15.7-4. Including the activity coefficients would make the 
analysis and final results more complicated. However, the correction is usually small 
since the activity coefficients in both compartments may be close in value, and so  may 
cancel in Eq. 15.7-3c. 

ILLUSTR.~TION 15.7-1 
Gibbs-Donnnn Equilibrium of a Lysozyme Solution 

One compartment in an osmotic cell contains lysozyme, which has a molecular weight of 
14 000 at a concentration of 50 mg/g wgter. 

a. The second compartment contains a sodium hydroxide solution that is maintained at 
1.585 x M, which keeps the pH at 11.2, the isoelectric point of lysozyme. Find 
the concentration of sodium and hydroxyl ions in the lysozyme-containing compartment. 

b. The second compartment contains a sodium hydroxide solution that is maintained at 0.1 
M, which keeps the pH at 13.0. Find the concentration of sodium and hydroxyl ions in  the 
lysozyme-containing compartment. 

a. At a pH = 11.2, which is the isoelectric point of lysozyme, its net charge is zero, so that 
from the equations above, the sodium and hydroxide ion concentrations in compartment 
I1 wili be the same as in compartment I, that is, 

~ , f f ,  = 1.585 x M and M:, =IS85 x ivl 
.. . . 

b. At pH = 13, from Fig. 15.1-1, the average charge on lysozyme is -9, so that in the equation 
above, Z = 9. Also, at 50 mg/g water, the protein molality is 

The solutions to Eqs. 15.7-6a and b (with MLa = MA, = 0:1 M) are 

M{= = 0.1 17 352 M and M:, =0.085 213 M 

COMMENT 

Note that the sodium ion concentrations in the two compartments are quite different in this last 
case, as are the hydroxyl ion concentrations. This is the Gibbs-Donnan equilibrium effect. 

The fact that each ion partitions unevenly between the two compartments results in 
a contribution,to the osmotic pressure from the ions in addition to that which results 
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Osmotic pressure 
in Gibbs-Donnan 
equilibrium 

from the protein. Also, the fact that neither of the two phases is pure water (or another 
pure solvent) requires a modification to the derivation of the osmotic pressure of Sec. 
11.5. The starting point now is 

- 1  -11 f solvenr = f solvent 

which leads to 

Next, neglecting the activity coefficients of the solvent (which are usually close to 1 
in value unless the solutions are concentrated in the solutes) and using the Poynting 
pressure correction, we obtain 

ILLUSTRATION 15.7-2 :! i 
Osmotic Pressure of a Lysozy~ne Sol~rtiotz 

a. One compartment of an osmotic cell contains lysozyme at a concentration of 50 mglg of i 
water, and the second cell contains an aqueous solution of NaOH maintained at a con- , 
centration of 1.585 x M, which has a pH of 11.2. Compute the osmotic pressure i 

difference between the rwo cells. I 

: 
b. One compartment of an osmotic cell contains lysozyme at a concentration of 50 mglg of i 

water, and the second cell contains an aqueous solution of NaOH maintained at a concen- i 
tration of O.lM, which has a ;H of 13. Compute the osmotic pressure difference between 
the two cells. 

a. Since at pH = 11.2, lysozyme is at its isoelectric point and therefore uncharged. Conse- 
quently, the concentration of sodium ions and hydroxyl ions in each phase is the same, 1 - 
1.585 x moles per kg of water. Also, from the previous illustration, the lysozyme 
concentration is 3.517 x moles per kg of water, so that the water mole fractions in 
each cell are 

and 

Therefore, the osmotic pressure is 
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bar m3 
RT I 

8.314 x lo-' - 
= -1. (-) = ~ O I  K = 0.881 bar 

L'wlvent - ~ o l v e n l  rn3 18 x 10-6 - 
rnol 

b. Using the results from Illusr~rion 15.7-1, the water mole fraction in compartment I is 

the water mole fraction in compartment U[ is 

II 55.51 
+'water = = 0.996 300 0.085 213 f 0.1 17 352 + 55.51 + 3.571 x 

and the osmotic pressure difference is / 

bar m3 
RT I 8.314 x lo-' - 298'15 (0.996 410) 

.=-in(-) = m01 K = 1.520 bar 
.!!solvent Xsolvent m3 18 x - 0.996 300 

rnol 

COMMENT 

If the sodium ions partitioned equally in this last case, the concentrations in compartment I1 
would be 

M::, = 3.571 x M M:= = 0.1 M 

and 

I1 55.51 
-'uater = = 0.996 921 0.1 + 0.057 861 +'55.51 + 3.571 x 10-3 

and the osmotic pressure difference would ~e 

bar in3 
8.314 x - 

I?= 
mol K 298.15 

(i:Cli: 4;) = -7.060 bar 
9 

m3 
18 lo6 - 

rnol - 

We see from this the importance of including the Gibbs-Donnan equilibrium effect when 
determining the partitioning of ions across a membrane when there is an ionic species (here 
the protein) that cannot pass through the membrane. In this case we see that by neglecting this 
effect, not only is the magnitude of the osmotic pressure changed, but so is its sign. E 

If there is a difference in ion concentrations across a membrane, an electrical po- 
tential difference will arise. To compute the ma,&ude of that potential difference, we 
start with the ~ e r n x t  equation, Eq. 14.6-5, which cdn be applied to any one of the ions 
that can pass through the membrane: 
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Electrostntic potential 
in Gibbs-Donnan 

where ai is the activity of ion species i, Zi is its charge, and F is the Faraday constant. 
If, as we have frequently done, we neglect the activity coefficients of the ions, this 
equation reduces to 

equilibrium 

ILLUSTRATION 15.7-3 
Electrostatic Potential of Lysopne Solutions in ntl Ostnomerer 

a. One compartment of an osmotic cell contains lysozyme at a concentration of 50 mglg of 
water, and the second cell contains an aqueous solution of NaOH maintained at a concen- 
tration of 1.585 x lo-' M, which has a pH of 11.2. Compute the electrytatic potential 
difference between the two cells. 

b. One compartment of an osmotic cell contains lysozyme at a concentration of 50 mg/g of 
water, and the second cell contains an aqueous solution of NaOH maintained at a con- 
centration of 0.1 M, which has a pH of 13. Compute the electrostatic potential difference 
between the two cells. 

a. At pH = 11.2, lysozymr is at its isoelectric.point and therefore uncharged. Consequently, 
the concentration of sodium ions and hydroxyl ions in each phase is the same, and there is 
no electrostatic potential difference between the two compartments. 

b. From Illustration 15.7-1. we have for the sodium ions that 

Therefore, 

k$ = 0.1 M and M;, = 0.1 17 352 M 

As a check on this calculation, we can also calculate the potential difference resulting from 
the difference in hydroxyl ion concentrations: 

which agrees with the calculation based on thd sodium ion concentration, as must be the 
case based on Eq. 15.7-3c or 15.7-4. - Fi 

Gibbs-Donnan equilibrium determines the concentration difference across simple 
membranes made of polymers, porous ceramic media, and other ultrafiltration devices. 
However, the difference of ion concentrations across the membranes of living cells 
and nerves is more complicated because of the existence of "ion pumps" as a result 
of carrier-mediated or facilitated difision, so that the concentrations of some ions are 
not in thermodynamic equilibrium. For example, there is a much higher sodium con- 

.centration outside cells than there is inside, while the reverse is true for potassium 
ions. This occurs because there is a canier (probably a lipoprotein) that binds with a 
sodium ion inside the cell, transports the ion across membrane, and then releases it into 
the fluid outside the cell. The carrier is then transformed and binds with a potassium 
ion, which is then transported into the cell. This mechanism is discussed in courses 



15.7 Gibbs-Donnan Equilibrium and Membrane Potentials 879 

in biology and physiology. The resulting concentration difference leads to diffusion of 
the sodium ion across the membrane, so that the steady-state (not equilibrium) sodium 
ion concentration gradient is a result of rapid active transport by the ion pump out of 
the cell, and much slower diffusion into the cell. 

This pump does not operate equally in both directions, and two to three sodium ions 
are transported out of the cell for each potassium ion that enters the cell. Also, cell 
membranes are almost 100 times more permeable to potassiun~ ions than to sodium 
ions, so that it is reasonable to assume the potassium ion concentration difference 
across a cell is an equilibrium state. On average, for a resting nerve fiber, the sodiuin 
ion concentrations are 10 millimolar (mM) within cells and 142 mi1 outside the cell. 
while the potassium ion concentrations are 5 rnM outside the cell (in the extracellulx 
fluid, ECF) and I40 rnM inside the cell. (Note that the actual situation is further compli- 
cated by the fact that the ion channels open and close depending on the physiological 
situation. For example, during a nerve impulse the permeability of the membrane io 
sodium ions can increLse by a factor of a thousand, almost eliminating the sodium ion 
concentration difference.) 

i' 

ILLUSTRATION 15.7-4 
Esrimare of rlze Cell Membrane Porential . 

Using the potassium ion concentrations mentioned above, estimate the cell membrane potential 
in a nerve fiber. 

SOLUTION 

The potassium ion concentrations are approximately 140 mM within the cell and 5 d l  in rhe . 

plasma outside the cell. Consequently, at body temperature of 37°C the electrostatic potential 
across the cell membrane, referred to as the membrane potential, is 

T 

RT M?" 8.314 L.-- -310.15 K 140 
A E =  --In- = mol K 

C J 
In - = 0.0891 V = 89.1 mV 

F MECF 96485 - - l- 
5 

mol C V  

(At a laboratory temperature of 25"C, the electrostatic potential difference' is 85.6 mV.) if! 

Chloride ions (and many other anions) diffuse easily through cell membranes, even 
though there is not a chIoride ion pump. Consequently, the chioride ion concentration 
difference inside and outside of a cell is determined by the electrostatic potential. 

ILLUSTRATION 15.7-5 
Chloride ton Concenrrarion within a Nerve Cell - 
The chloride ion concentration in extracellular fluid is approximately 100 &I. Using the cell 
membrane potential as a result of potassium ions from the illustration above, estimate the cNo- 
ride ion concentration within a.resting nerve cell. 

usilig the Nernst equation, we have 
J 

RT MS;" 8.314 ---- . 310.15 K , W ~ I I  
AE = -- In - = -0.0891 V = 

F M:FF 96485- C - 1- J In- 100 
mol C V  

which has the solution Mz" = 5.0 rnM, which agrees.with reported values of 4 to 5 rnM. if! 
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This illustration shows how the unequal distribution of a dominant ion, here Kf ,  
across a cell membrane can establish an electrostatic potential difference that then re- 
sults in the unequal distribution of other ions, many of which are vital to processes in 
the human body. 

15.8 COUPLED CHEMICAL REACTIONS: THE ATP-ADP ENERGY STORAGE AND 
DELIVERY MECHANISM 

The most important energy storage method in cells is as the chemical adenosine triphos- 
phate (ATP). In the dissociation of ATP to adenosine diphosphate (ADP) and a phos- 
phate ion, schematically shown as 

which is usually written simply as 
. .. 

ATP e a  ADP + phosphate (15.8-1) 

a large amount of Gibbs energy is released that, for example, muscles convert to me- 
chanical work by contraction, and by coupled reactions is used elsewhere in the body 
t~ .~ rov ide  the Gibbs energy for the synthesis of physiologically important molecules. 
In fact, ATP, which is present in the cytoplasm and nucleoplasm, provides the energy 
for nost processes in cells. For example, as mentioned earlier, the sodium ion concen- 
tration within a cell is usually about 10 mM, while the concentration in the external 
plasma outside the celI membrane is much higher, about 140 mM. This concentra- 
tion difference is maintained by a set of biological reactions and transport processes, 
the sodium ion pump, that uses Gibbs energy from ATP hydrolysis to expel sodium 
ions from the-11. Also, ATP hydrolysis provides energy for the functioning of nerves 
and muscle. Consequently, ATP has been called the energy currency of biological sys- 
tems; it can be used to store energy in the body, supply energy when necessary, and 
be regenerated by a series of chemical reactions coupled to the partial oxidation of 
carbohydrates. 

For this and other biological reactions the standard state chosen depends on temper- 
ature, the ionic strength, pH of the solution, and the presence of other ions (especially 
magnesium ions for this reaction). At very low ionic strength, pH = 7, and in the ab- 
sence of magnesium ions, the values8 of the standard-state Gibbs energy of reaction, 

' g ~ s  reported in Biorhennodynamics: The Study of Biochemical Processes at Equilibrium, by J .  T. Edsall and H. 
Gudreund, John Wdey &Sons, New York (1983). 
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based on ideal I-molal aqueous solutions, is 33.5 kJ/mol at 25'C and 34.0 kJ/mol at 
37°C. However, physiological conditions are quite different, and the actual free energy 
change, neglzcting solution nonidealities, is computed from 

While the concentrations of ATP, ADP, and the phosphate ion are neither constant nor 
known exacrly, it is possible to make an estimate of the Gibbs energy released on the 
ATP hydrolysis reaction in muscles at body temperature (37°C) as in the illustration 
below. 

ILLUSTRATION 15.8-1 . . - .  

Ellerg?. Release by  ATP Hydro/ysis in the sody 

Assuming the following concentrations in human muscle, 

iLI.ATp = 1 x 1 o - ~  M MADp = 1 x and !Up = l x 1 o - ~  kl 

estimate the Gibbs energy released on the hydrolysis of 1 mol of ATP at body remprrature 
(37°C). 

SOLUTION 

Using these d u e s  of the concentration, we have 

I x 1 0 4  I lo-: 
A,,& = -34.0 + 8.314 x x 310.15 x In I kJ 

= -63.7 - 
1 x 10-3 m o ~  

which is almost twice that of the standard-state Gibbs energy relecse. ( I t  has been suggestedy 
that the Gibbs energy change for this reaction in vivo is about -50 kJImo1, though rhr concen- 
trations of the species were not reported, and undoubtedly are different from the estimates used 
here.) Nonetheless, we can conclude that 50 to 60 kJof Gibbs energy becomes physiologically 
available per mole of ATP hydrolyzed in muscles or other parts of the body. n 

It should be pointed out that the mechanism by  which the reaction occurs is much 
more complicated than Eq. 15.8-1 implies. Many intermediate compounds, and also 
enzymes acting as biological catalysts, are involved. The precise mechanism of this 
reaction is discussed in basic biology courses. However, as the sum of all the reactions 
is as shown in Eq. 15.8-1, from the point of view of thermodynamics, that is the only 
reaction we need to consider if ou r  interest is solely in the net energy release (Sec. 
13.1). 

Given that there is such a large d ibbs  energy release on the hydrolysis reaction of 
ATP, to form ADP, we can ask the question of how ATP can be formed by the reverse 
reaction so that, for example, a relaxed muscle can regenerate ATF' in preparation for 
the next cont~action. We consider this next, but first have to introduce the concept of 
coupled chemical reactions. 

9 ~ . . ~ .  Lehninger. Bioenergetics, 2nd ed., Benjamin, London (1971). 
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From the second law of thermodynamics. any spontaneous process must occur with 
a net production of entropy. As shown in Chapter 5, a result of the second law is 
that the Gibbs energy of a system must decrease for a spontaneous process to occur 
at constant temperature and pressure. At first glance it might appear that this would 
mean that every process that occurs spontaneously must lower the Gibbs energy of 
the system. However, if there is a sequence of coupled processes, and they must be 
coupled, then as long as the total Gibbs energy of the system is lowered. the collection 
of coupled processes can occur even if some of the intermediate steps by themselves 
would increase the Gibbs energy of the system. 

Before considering how this may occur in chemical reactions, we consider an anal- 
ogy with the simple mechanical system shown in Fig. 15.8-In. There we see two 
weights; weight A is at a low level, and the somewhat heavier weight B is at a higher 
level. Raising weight A to the higher level would increase its potential energy (and 
had we included mechanical potential and kinetic energy in our thermodynamic de- 
scription, would increase its Gibbs energy as well); we know that this process will not 
occur spontaneously. Moving weight B to the lower level will decrease its potential 
energy and could occur easily, for example, if the weight were given a slight sideways 
push off the ledge. Now suppose that we couple the two weights, for esaniple, by con- 

necting them with the rope-and-pulley system shown in Fig. 15.8- I O. Since weight B is 
somewhat heavier than weight A, in this arrangement it is possible to raise weight A to 
the higher level, lower weight B, and still decrease the total potential (or Gibbs) energy 
of the system. Thus by coupling the two processes, it is possible to make one process 
occur that has a positive Gibbs energy change by driving i t  with a coupled process that 
has a larger negative free energy change. 

A similar coupling of processes occurs frequently in nature. In fact. many chemical 
reactions consist of a number of molecular-level steps, the so-called elementary steps, 
one or more of which have a positive Gibbs energy change and would not occur spon- 
taneously. However, the tola1 reaction process, which consists of coupled elementary 
steps in which the products of one elementary step are the reactants for the next step, 
results in a net decrease in the Gibbs energy of the system. 

(0)  (b) 

Figure 15.8-1 (a) Two weights that are not coupled. (b) Two 
weights that are coupled. 
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As a simple example of coupled reactions, consider an electrochemical cell con- 
sisting of.lead and magnesium electrodes in a lead sulfate electrol!.te. The half-cell 
reactions are 

pb2 '+2e-+Pb E = - 0 . 1 3 V  A G G = 0 . 1 3 F = 1 2 . 5 k J  

and 

In this case the standard-state Gibbs energy change for the first half-cell reaction is 
positive, so that the reaction is not favorable, while the standard-state Gibbs energy 
change for.the second half-cell reaction is strongly negative. For the overall process 

~ b "  + Mg -+ Pb + ME2' A G' = -2 15.1 kJ (15.8-4) 

The Gibbs energy change for this overall process is very negative. so that the reac- 
tion can (and will) occur. even though it is the result of one process with a positive 
Gibbs energy change coupled with a second process with a larger negative Gibbs en- 
ergy change. It is only by looking at the details of the process, here the two half-cell 
reactions, that we see that a process with a positive Gibbs energy change is being driven 
by another process with a larger negative Gibbs energy change. This is not evident by 
looking only at the overall process of Eq. 15.8-4. 

'Many naturally occumng processes are of the type discussed above. in that the over- 
all process results in a negative Gibbs energy change, even though one or more of the 
elementary steps that are part of the overall process result in a positive Gibbs energy 
change. Some of the most important examples of this occur in biological processes. 
Of interest here is the phosphorylation of adenosine diphosphate (ADP) to regenerate 
adenosine triphosphate (ATP). The reaction is 

ADP + phosphate 4 ATP AG' = 33.5 kJ (15.S-5) 

Since the standard-state Gibbs energy change is positive, one would expect that this 
reaction would occur to only a .very limited extent in biological systems. (Of course, 
the reason it would occur to any extent is that the reacting components are not in their 
standard states.) However, through a complicated series of enzymatic reactions, the 
phosphorylation of ATP is coupled to a reaction in which glucose is oxidized with an 
extremely large negative Gibbs energy change, 

Indeed, the Gibbs energy change is so large that in many biological systems the oxida- 
tion of one molecule of glucose can result in the production of 38 molecules of ATP, 
that is, 

C6H12O6 + 6 0 2  + 38ADP + 38 phosphate 4 6C02 4- 6H20 + 38ATP (15.8-7) 

for which AGO = -1756.8 W. Written in this manner, we would conclude that this 
reaction is thermodynamically possible and will occur to an appreciable .extent. One 
measure of the efficiency of this process is to note that 38 x 33.5 = 1273 kJ of Gibbs 
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energy (in the standard state) is stored as ATP for each mole of glucose oxidized, which 
releases 2870.2 kJ, so that only about 44 percent of the Gibbs energy released on oxi- 
dation is stored, the rest going to heat. The actual "in vivo" efficiency will be somewhat 
different, as the reactants and products are not in their standard states. The important 
observation here is that it is from coupled reactions resulting from the oxidation of 
gIucose that ATP is regenerated in cells. 

As we have seen by looking one level deeper, the reaction of Eq. 15.8-7 is com- 
posed of two reactions, one of which is thermodynamically favored and the second 
of which is not. If we examined the mechanism still further by considering all the 
coupled reactions, as biolo~ists do, we would find that there is a very large collection 
of enzymatically catalyzed intermediate reactions that occur, and that some of them 
have negative Gibbs energy changes and others have positive Gibbs energy changes. 
Thermodynamics provides us with the information that t h ~  overall reaction is possible 
regardless of the internal mechanisms that might be necessary to drive this reaction. 
Nature has developed a coupled reaction mechanism in biological systems that is more 
clever than any developed by humans to make this reaction occur. However, even na- 
ture is constrained by the fact that the overall Gibbs energy change for any process at 
constant temperature and pressure must be negative! It is only within this limitation 
that interesting biological processes, such as active transport (the transport of species 
against a concentration gradient), occur. 

The discussion of ATP synthesis above is for the case in which sufficient oxygen is 
present for the reaction to occur as described. That is. the glucose oxidation reaction 
occurs aerobically. It is also possible that as a result of extreme exercise or circulatory 
impairment there is not sufficient oxygen for the oxidation of glucose to occur. Under 
anaerobic conditions glucose can be used to form ATP from ADP, but by a different 
biochemical pathway (referred to as anaerobic glycolysis). In this process only about 2 
percent of the energy in a _elucose molecule is stored in ATP. However, even this small 
amount of ATP generated by anaerobic glycolysis can be important to the survival of a 
cell (and of organisms) during a temporary disruption of its oxygen supply. 

While this book is not the appropriate place for a detailed discussion of the ADP- 
ATP cycle, perhaps a bit more mechanistic detail is useful. The aerobic metabolism 
of glucose to produce ATP from ADP can be-considered to consist of tfiiee parts: the 
fermentation of glucose to form pyruvate (and a small amount of ATP from ADP), the 
conversion of the pyruvate to carbon dioxide in the citric acid cycle in which NADi 
and FAD (the oxidized form of flavin adenine dinucleotide) are converted to NADH 
and FADH2, and their oxidation in the respiratory chain, resulting in the formation 
of a larger quantity of An? from ADP. If oxygen i. not available, so the reaction is 
anaerobic, only the first step, formation of pyruvate, occurs with a small amount of 
ATP production. 

In this discussion the concept of the reactions being coupled has been stressed, and 
this is an important point. If there were two reactions that were not coupled-for ex- 
ample, by the product of one reaction not being the reactant of the second-then the 
reactions would be independent, and the Gibbs energy of the system would be mini- 
mized when the Gibbs energy of each reaction is separately a minimum. That is, each 
reaction would achieve an equilibrium state independent of the other (except for the 
possibility of a weak coupling as a result of solution nonidealities that depend on the 
compositions of all species present). However, if the two reactions are coupled as in the 
examples here, the equilibrium state of minimum Gibbs energy is a function of both 
reactions and is in general different from the state in which each reaction separately 
goes to equilibrium. 
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15.9 THERMODYNAMIC ANALYSIS OF  FERMENTERS AND OTHER BIOREACTORS 

A bioreactor or fennenter is a chemical reactor in which microbes (e.g., bacteria or 
yeast) act on an organic material (referred to as a substrate) to produce additional mi- 
crobes and other desired or undesired products. A schematic diagram of a bioreactor is 
given in Fig. 15.9-1. Mass balances for a biochemical reactor or fernlenter are slightly 
more complicated than those for a usual chemical reactor because one of the products 
is cells or biomass (in the case of a wastewater or sewage treatment plant, which ib  

another form of bioreactor, is referred to as sludge, which is a complicated chemically- 
undefined mixture of biochemical species). Likewise, other products of a bioreactor 
may also not be well-defined compounds of known molecular weight. The usual pro- 
cedure, then, is that an elemental analysis is done on such products, and reported as 
the number of atoms of hydrogen, oxygen, and nitrogen (perhaps also sulfur, phos- 
phorus, and other trace atoms that we will neglect here) for each carbon atom. For 
example, ~oe l s 'O  has suggested that in the analysis of bioreactors, one can use an "av- 
erage biomass" of CHI.sOo,sNo.z to represent cells and bacteria. An elemental analysis 
can also be used for the substrate, especially if it contains a mixture of compounds. 
as, for example, in the mixed organic wastes entering a sewage treatment facility from 
an industrial or farming process. In these cases we do not have well-defined chemi- 
cal species, but cells, other products, or substrates identified only by their atom ratios 
(usually referred to carbon). Consequently, mass balances for bioreactors are usually 
done for each atomic element, rather than for molecules, as was the case elsewhere in 
this book. 

As a simple example, consider the fermentation of carbon monoxide in aqueous 
solution using the bacterium ~Met~zylotrophicum to produce acetic acid. butyric acid, 
and additional cells, which has the reported stoichiometry 

C O  + 602 f .yN2 + zHZO -+ 0.52CO2 + 0.2 1 CH3COOH 
+ 0.006CH3CHzCHzCOOH + 0.036 C-mole cells 

r-E 
Oxygen (rVo.), 

Nitrogen (1'4, ), 

W Carbondioxide (N,), , 

Nitrogen (NN,J2 

i L 

Substrate (NS),. CH,4sOoSNNS - 

Figure 15.9-1 A schematic diagram of a fermenter (bioreactor) showing mass, heat, and work 
flows. The heat flow is generally to keep the reactor at constant temperature, and the work flow, 
which is usually small, is for stirring the reactor contents. 

Nitrogen 
source (NN),, cCH~,Oo,N~, 

"J. A. Roels. Energetics and Kinerics in Biotechnology, Elsevier Biomedical Press. Amsterdam (1983). 

2g@+% -+Substrate (iVs), - +%'+ -f@?:~*- - - +@h z.- ,. . 
it- 

'Ci 

Water (N,),, HZO 
"2% 

s7&g@ .31--si" 

-+Nitrogen Source (N,), 

*+ Water (IV\~), 

--t Biomass (A',),, CHHBOODNN, 

,&d --t Product (N,),. CHHpOOpNNp 
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where we have used the abbreviated notation C-mole cells to indicate the numberof 
moles of elemental carbon present in cells. In the biochemical literature it is common 
notation to write stoichiometric equations in terms of each species on a C-mole basis, 
even though familiar compounds thcn appear in a less familiar way. For example, the 
reaction above would be written as 

CO + x 0 1 +  yN7. + :H20 -+ 0.52C02 + 0.42CH20 

+ 0.024CH200, j + 0.036 C-mole cells 

where in this second equation the stoichiometric coefficients have changed since acetic 
acid contains two carbon atoms (so irs initial stoichiometric coefficient is multiplied by 
2 in this abbreviated notation), and butyric acid has four carbon atoms. 

JLLUSTR.ATION 15.9-1 
Mass Balance on a Bioreacror . 

Assuming that cells produced in this biochemical reaction can be represented by the Roels 
average biomass (that is. 1 C-mole cells = CH1,800.51*;0.2), how many moles of oxygen, nitrogen, 
and water are consumsd for each mole of carbon monoxide consumed? 

SOLUTION 

First, we test the consistency of the repned  stoichiometry by checking that the number of moles 
of carbon atoms balance on each side of the equation. 

C-balance: 1 = 0.52 + 0.42 + 0.024 + 0.036 = 1 

So the carbon-atom balance is correct. The other atom balances are as follows. 

Using this last result in the oxygen-atom balance, we obtain ' 

so that the complete stoichiometry for this biochemical reaction (based on the assumed compo- 
sition of the average biomass) is 

CO + 0.0068 - 0 2  + 0.0036 . N2 + 0.1764 - H20 + 0.52 - C02 + 0.42 . CH20 

+ 0.024 . CH200.5 + 0.036CHl.sOo.5No.2 (a) 

or, returning to common chemical notation, 

CO + 0.0068 . O2 + 0.0036. N2 + 0.4764 - Hz0 + 0.52 . C02 + 0.21 . CH3COOH 

+ 0.006. CH3CH2CH2COOH + o . o ~ ~ c H ~ . ~ ~ ~ ~ N ~ . ~  

In the analysis of biochemical reactors, it is common to report results in terms of 
yield factors that relate the production or consumption of one species relative to that 

-<- 
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Table 15.9-1. Yield Factors Based on'substrate Consumed 

Number of C-moles of biomass uroduced 
y ~ . ' ~  = Xumber of C-moles of substrate consumed 

Xumber of C-moles of product i produced 
y i ;~  = - 

humber of C-moles of substrate consumed 

Number of C-moles of nitrogen source consumed 
YNIS = Number of C-moles of substrate consumed 

Kumber of moles of 0:: consumed 
Yo2/s = Number of C-moles of substrate consumed 

Number of moles of water consumed 
Yw:s = Number of C-moles of substrate consumed 

Number of moles of C02 produced 
yc,s = Number of C-moles of substrate consumed 

of another. For example, the yield factor for biomass prod~~ced per mole of st-~bstrate 
consumed YBIS is defined to be 

Number of C-moles of biomass produced 
YB/S = Number of C-moles of substrate consumed 

The substrate is the carbonaceous material consumed, carbon monoxide in the example 
above. Some common yield factors are listed in Table 15.9.1. 

I L L U S T R A T I ~ N  15.9-7 
Yield Focrors for a Biochemical Reocrion 

What are the yield factors for the reaction in the previous illustration? 

SOLUTION 

From Eq. (a) of the previous illustration, we have Yels = 0.036 Y C ~ 2 0 / S  = 0.42, YcH20r,,S,~ = 
0.024, YNIS = 0.0036, Yels = 0.0068, Ycls = 0.52, and Y1vls = 0.4764. B 

Note that for generality, the reaction so far considered in this section could be written 
as 

CO f Yo,/s - 0 2  -k YN2/s ' N2 f YW,S ' H20 + Yc/s . C02 f YCH,O/S - C f i 0  
4- YcH,o~.~~s - CH20o.s + YB/S C-mol cells 

Consider next the fermentation of some nonnitrogenous, but otherwise unspecified, 
substrate (for example, a sugar such as glucose) in aqueous solution with dissolved 
ammonia as the nitrogen source to produce "average" biomass, carbon dioxide, and 
wate;. On a carbon mole basis, this reaction is 

The carbon balance is 
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1 = YBls -k Yc/s or YBIS = 1 - YC/S 

and the nitrogen balance is 

Ys. s = 0.2. YB/S or YBIS = 5 - YN,/s 

Since we do not know the oxygen or hydrogen contents of the substrate, we cannot 
write any other complete balance equations for this system or solve for the other yield 
factors. All that we can say with certainty is (1) the number of C-moles of biomass 
produced per C-mole of substrate consumed will be less than unity by the number 
of moles of carbon dioxide produced per mole of substrare consunled, and (21 fi\.e 
C-moles of biomass will be produced for each mole of ammonia substrate consumed. 

We now want to consider the completely general steady-state mass balance equations 
for the bioreactor of Fig. 15.9- 1. The balances will be written for each species of atoms 
C, H, N, and 0, and we \r.ill use the following notation: 

[The equations to follow equally well be written for one cycle of a batch reactor i n  , 
which case is replaced with (NL)~] 

Flows: 
= molar flow rate of species 1 in flow stream i 

Suh.scril~t.s: 
S = substrate 
N = nitrogen source substance 
B = biomass produced 
P = other product 
C = carbon dioxide 
W = water 
N:! = nitrogen 
0 2  = oxygen 

Atomic sroichiot7lrtrict1nratiorr: 
Cs = moles of carbon per C-mole of substrate = 1 
CN = moles of carbon per C-mole of nitrogen source (e.g., 0 in ammonia) 
CB = moles of,carbon per C-mole of biomass = 1 
Cp = moles of carbon per C-mole of product = I 
Cc = moles of carbon per mole of carbon dioxide = I 
J'& = moles of nitrogen atoms per C-mole of substrate 
MN = moles of nitrogen atoms perC-mole of nitrogen source (e.g., I in ammonia) 
Ns = moles of nitrogen atoms per C-mole of biomass (e.g., 0.2 in average biomass) 
Nb = moles of nitrogen atoms per C-mole of product i 
n / ~ ~  = moles of nitrogen atoms per mole of molecular nitrogen = 2 - d 
Rs = moles of hydrogen atoms per C-mole of substrate 
RN = moles of hydrogen atoms per C-mole.of nitrogen source (e.g., 3 in ammonia) 

1 
{ 

3-18 ,= moles of hydrogen atoms per C-mole of biomass (e.g., 1.8 in average biomass) 4 
R p  = moles of hydrogen atoms per C-mole of product 
XW = moles of hydrogen atbms per mole of ha te r  = 2 
Us = moles of oxygen atoms, per C-mole of substrate 
ON = moles of oxygen atoms per C-mole of nitrogen source (e.g:, 0 in amrrionia) 
OB = moles of oxygen atoms per C-mole of biomass (e.g., 1.8 in average biomass) 
Up = moles of oxygen.atoms per C-mole of product 
6w = moles of oxygen atoms per mole of water = 1 
60, = moles of oxygen atoms per mole of molecular oxygen = 2 
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With this notation, we have for the steady-state carbon balance 

and 

.,- Finally. in terms of the yield factors, we obtain the simpler equation 

Carbon balance 

since in the notation used here to describe the flows into and out of the reactor, 

and 

Note that defined in this way, the yield factors should be positive, with the exception of 
Ywls, which may bk positive if water is consumed in the reaction or negative if water 
is produced in the reaction. 

The hydrogen balance is as folhws: 
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and 

3 - t ~  + Y;u,'s ' XN + YW;S . X W  = YB~S . XB + YP/S ' XP 

or 

The nitrogen balance is 

Hydrogen balance 

which reduces to , 

X s  5 YN/S . XN 4 YW/S . 2  = YB/S . 3 ' 1 ~  + YP/S .Xp 

Nitrogen balance 

In the last form of this equation we have assumed that the n~~rnber  of moles of 5: en- 
tering the reactor (for example, in the air) equals that leaving, since molecular niuogen 
is not usually produced in a biochemical reaction. 

Finally, the oxygen balance is 

which reduces to 

Oxygen balance 

'The advantage of using the yield factor notation can be seen by comparing the rattier 
complicated initial forms of each of these balance equations for the atomic species i n  
terms of the flows or flow rates to the much simpler final equations in terms of the yield 

I 

factors. Note that while the steady-flow fermenter was considered here, precisely the 
same equations, Eqs. 15.9-1, 2, 3 and 4, would be obtained from the analysis of one 
cycle of a batch fermenter. 

The following two illustrations are b z e d  on data in the book by Roels. 

ILLUSTRATION 15.9-3 
Mass Balance Using the Keld Factors 

The yeast Saccharomyces cerevisiae is used in beer making and other fermentation processes 
to produce ethanol from the common plant sugar glucose in an anaerobic (no added oxygen) 
process in whici?dissolved ammonia is used as the nitrogen source. The production of biomass 
also occurs to the extent of 0.1'4 C-moles per C-mole of glucose. The biomass has an elemental 
composition of CH,.800.5N0.z What is the fractional conversion of glucose to ethanol (on a 
C-mole basis), the amount of ammonia used, and the amount of carbon dioxide produced per 
C-mole of glucose consumed? L *  1 , I '  T .. < 2 -- <,,d > t  1 - -  - - --- -<i- 

-3' 
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SOLUTION 

The chemical formula for glucose is C6HI1o6. which on a C-mole basis is CH20. The formula 
for ethanol is C2H50H or CH300,j. Therefore, the set of algebraic equations to be solved is 

and 

O-balance: 1 + Ywls = 2 . Ycls + 0.5 . YBls + 0.5 . Yr,,,pIS 
, 
hihe solution to this set of algebraic equations is 

Yp = 0.569; that is, 0.569 C-moles'of the product ethanol are produced for each C-mole of 
glucose consumed, or 1.707 ( = 0.569 x 612) moles of ethanol are produced per mole of glucose 
consumed: 
YcJS = 0.29 1;  that is, 0.29 1 C-moles of carbon dioxide are produced for each C-mole of glucose 
consumed, or 1.748 ( = 0.291 x 6) moles of carbon dioxide are produced per mole of glucose 
consumed. 
Yw,, = -0.063; that is, 0.063 moles of water are produced for each C-mole of glucose con- 
sumed, or 0.375 ( = 0.063 x 6) moles of water are produced per mole of glucose consumed. 
YNIS = 0.028; that is, 0.028 moles of ammonia are consumed for each C-mole of glucose 
consumed, or 0.168 ( = 0.028 x 6) moles of ammonia are consumed per mole of glucose 
consumed. B 

. .. 
ILLCSTRATION 15.9-4 
Prohrcrion of Sacch~omyces cerevisiae 

The yeast Snccharomyces cerevisine of the previous illustration is grown in a continuous, aer- 
obic !oxygen-consuming) fermentation using glucose as the substrate and dissolved ammonia 
as the nitrogen source. It has been observed that the consumption of 4.26 C-moles of glucose 
results in 1 c-mole of the yeast and 1.92 C-moles of ethanol. Determine how much carbon diox- 
ide is evolved and how much oxygen, ammonia, and water are consumed per C-mole of yeast 
produced. The elemental composition of the yeast is CH1.800.56N0.17. 

SOLUTION 

- From the problem statement, we have 

To calculate the other information needed, we use the four balance equations. 

C-balance: 1 = YBIS + YPIS + YcIs 
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and 

The solution to this set of equations is 

Ycls = 0.3145; that is, 0.3145 C-moles of carbon dioxide are produced for each C-mole of 
glucose consumed, or 1.887 ( = 0.3145 x 6) moles of carbon dioxide are produced per mole of 
glucose consumed. 
YNIS- = 0.0399; that is, 0.0399 moles of ammonia are consumed for each C-mole of glucose 
consumed, or 1.748 ( = 0.291 x 6) moles of ammonia are consumed per mole of glucose 
consumed. 
Y,vlS = -0.1725; that is, 0.1725 moles of water are produced' for each C-mole of glucose 
consumed, or 1.035 ( = 0.1725 x 6) moles of water are produced per mole of glucose consumed. 
Yo,ls = 0.97923; that is, 0.00792 moles of molecular oxygen are consumed for each C-mole 
of glucosdconsumed, or 0.475 ( = 0.0792 x 6) moles of Or are consumed per mole of glucose 
consumed. 

Available experimental data indicate that about 0.35 moles of 0 2  are consumed for each mole 
of yeast produced. Since 4.26 C-moles of glucose are required to produce I C-mole of yeast, 
it follows that 0.0792 x 4.26 = 0.3375 moles of molecular oxygen are required to produce 1 
C-mole of yeast, which is close to the experimental value. PT 

The energy balance for a steady-state bioreactor is 

where we have recognized that at steady state the reactor volume is not changing. 
Proceeding further, we have 

Because of the number of flow streams and components involved, here we are departing 
from the usual notation in this textbook by writing the energy balance so that each flow 
rate of each species fi is positive, and the sign in front of the term indicates whether i t  
is a flow into the reactor (+) or a flow out of the reactor (-). 

Generally, in chemical reactions, the effect of solution nonidealities on the enthalpy 
js small compared with the very much larger heats of reaction. Therefore, as an approx- 
imation, the partial molar enthalpies can be replaced by the pure-component enthalpies. 

- Also, for simplicity, we will assume that the temperatures of the streams entering and 
leaving the fernenter are the same. (This may not be exactly true, but this effect will 
also be small compared with the heat of reaction, and could easily be included, if 
needed.) Finally, unless the solution is very viscous, the energy input from stirring is 
small compared with the heat of reaction. Therefore, we will also neglect the work 
term W .  

With these assukptions, the energy balance is . 
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Note that in this equation, the enthalpies of oxygen, nitrogen, carbon dioxide, and water 
are on a per-mole basis, while that of the substrate, the product, and the biomass are on 
a per-C-mole basis. The enthalpy of the nitrogen source is on a per-mole basis if the 
source does not contain carbon (for example. ammonia), and on a per-C-mole basis 
for a carbon-containing nitrogen source (for example, glutamic acid CjHgN04, which 
on a C-mole basis is C H ~ . ~ N ~ . ~ O ~ . ~ ) .  

Next we use the yield factors defined earlier and introduce one additional yield factor 

to obtain the energy balance written on a per C-mole of substrate consumed basis and 
in terms of yield factors, 

/ 

Bioreactor energy Hs f YN/S HN + Yo~,s&o? + YLV/S Hl'f +-Yx:, S ~ N ~  + YO/S 
halance I _, - = YB~SHB + YP/SHP + Y c o ~ ~ s _ N c o ~  (15.9-7) 

The first difficulty in using the energy balance is that enthalpy of formation data 
may not be available, especially for the biochemical species that are not completely 
defined. Also, the substrate may be a mixture of substances, and an incompletely char- 
acterized mixture of products may be produced in a fermenter. The information that is 
more likely to be available are the elemental analysis and the heat of combustion (it 
is relatively easy to put any substance in a calorimeter and measure the heat released 
on combustion). As a simple example, suppose we wanted to know the enthalpy of 
benzene at 2 S C .  We could put one mole of benzene in an isothermal calorimeter with 
7.5 moles of oxygen and provide an ignition source to cause the reaction 

The energy balance is 

0 = &c6H6 f 7 . 5 8 0 ~  - 6_HcoZ - 3 4 ~ ~ 0  + Q 
where Q is the heat flow as a result of the combustion process, which we know from 
experience will be a negative number.since heat is released on combustion, that is, 
Q = -A,H. Here a negative sign is used because while there is an energy release 
on combustion, the heat of combustion is reported as a positive number and applies 
to complete combustion-that is, for all carbon being converted to carbon dioxide, 
all hydrogen to water, and all nitrogen to N2 (and other elements, if present, to their 
oxides)[ : 

0 = & c ~ H ~  + 7.5Ho2 - 6 3 ~ 0 ~  - ~ & H ~ o  - A c & c ~ H ~  

It is important to note that when using heats of combustion, the reference states 
(i.e., the states of zero enthalpy) are nitrogen as molecular nitrogen, hydrogen as wa- 
ter, carbon as carbon dioxide, oxygen as molecular oxygen, and other elements that are 
present in their oxidized states (e.g., sulfur as SOz). This is  different from the reference 

"In fact, two heats of combustion may be reported for a compound, one in which all the water formed is present 
as liquid, and a smaller value in which water is a vapor. The wo values will differ by the product of heat of 
vaporization of water times the number of moles of water produced. We will generally use the liquid water 
reference state here. 
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states used for heats of formation. in which each element is in its simplest pure, stable 
state. Therefore, in the example being considered, if all species enter and leave at 25°C 

Bo2 = 0 = 0 and _ H H ? ~  = 0 SO that _ H C b ~ b  = Ac_HCbH6 

Now using the heat of combustion in the general energy balance for a bioreactor, we 
have 

YQ/S = YBIS AC HB + YP s Ac HP - AC HS - YNIS AC HN (15.9-8b) 
Bioreactor energy 
balance I1 The next difficulty in using the energy balance is that thermodynamic property data, 

such as the heat of combustion. may not be known for some identified molecular 
species compounds, and is not likely to been measured for incompletely defined species 
such as the "average biomass" CHI,Y00.5N0.2. TO estimate the properties in these cases, 
we will- use the generalized degree of reduction," c. defined as follows: 

4xc i+ 'H i -2XOi  
Generalized degree of 6 = for carbon-containing compounds 
reduction Ci 

and 

6 = xi - 2 x 0: for compounds without carbon but with H or 0 atoms (15.9-9) 

where the numerical coefficients in Eq. 15.9-9 are the valences of the atoms. (Note that 
there are alternative definitions of the generalized degree of reduction. In the one used 
here, nitrogen does not appear, so that = 0 for N2 and 5 = 3 for NH3. Also, 5 = 0 for 
0 2 . )  TO a reasonable approximation. based on the data in Table 15.9-2 for the organic 
compounds, 

kJ 
AcG = 1 1 2 . i -  

kJ 
and A c H  = 110.9. < --- (15.9-10) . 

C-mole C-mole 
Equations 15:9-10 are referred to as the energy regularity principles in the biochemical 
literature. 

ILLUSTRATION 15.9-5 
Properties of Average Biomass 

- The "average biomass" used to represent many yeasts and bacteria has an elemental cornpo- 
sition, on a C-mole basis, of CH1.800.jN0.2. Compute its generalized degree of reduction, and 
estimate its Gibbs energy and heat of combustion. 

SOLUTION 

The generalized degree of reduction for the average biomass is 

I2v, K. Eroshin and I. J. Minkevich, Bioteclt. Bioeng., 24,2263 (1982). 
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Table 15.9-2 The Degree of Reduction c,  Gibbs Energy, and Heat of Cotnbustion of 
Biochemicals and Hydrocarbons on a Carbon Mole Basis (kJIC-rn~le)".~ 

Acetic acid 
Propionic acid 
Butyric acid 
Valeric acid 
Palrnitic acid 
Lactic acid 
Oxalic acid 
Succinic acid 
Fumaric acid 
Malic acid 
Citric acid 
Glucose , . 

Ethanol 
i-Propanol 
11-Butanol 
Ethylene glycol 
Glycerol 
Glucitol 
Acetone 
Acetaldehyde 
Alanine 
Arginine 
Aspnragine 
Glutarnic acid.. 
Aspartic acid 
Glutarnine 
Glycine 
Leucine 
Isoleucine 
Phenylrtlanine . 

Serine 
Threonine 
Trytophane 
Tyrosine 
Valine 
Guanine 
n-Hexane (1) 
n-Heptane (1) 
n-Octane (1) 
n-Decane (1) 
n-Dodecane (1) 
n-Hexadecane (1) 
n-Eicosane (1) 
Toluene (1) 
Cyclohexane (1) 
EthyI acetate (1) 
Average 
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Table 15.9-2 (Continzfed) The Degree of Reduction 5, Gibbs Energy, and Heat of Combustion 
of Biochemicals and Hydrocarbons on a Carbon Mole Basis 
( k ~ l ~ - m o l e ) " . ~  

QcG Qc H 
Compound 5 (kJ/C-mole) (kJ/C-mole) OcG/C Qc H/< 

Other colnporlnrls 
Ammonia(l,0.01 M )  3.00 391.9 348.1 130.6 116.0 
Hydrogen 2.00 238.0 286.0 1 19.0 143.0 
Carbon monoxide 2.00 257.0 283.0 128.5 141.5 
Nitric acid -5.00 7.3 -30.0 -1.5 6.0 
Hydrazine 4.00 602.4 622.0 150.6 155.6 
Hydrogen sulfide 2.00 323.0 247.0 161.5 123.5 
Sulfuric acid -6.00 -507.4 -602.0 84.6 100.3 

Approximate 

'The heat and Gibbs enegy of combustion are based on liquid water and gaseous carbon dioxide and 
nitrogen as combustion products. Also. the Gibbs energy is based on liquid phase reactants and products at 
unit molaliry. 
h~ased  on a table in Rocls. 

Therefore, from the energy regularity approximation 

and 

While measured enthalpies or heats of  combustion should be used whenever possi- 
ble, the energy regularity estimate for the heat o f  combustion can be used in the enersy 
balance, Eq. 15.9-8, for those species for  which such data are not available. The most 
approximate f ~ r m  for the enersy balance obtained when using the energy regularity 
estimate for  aii species is 

. . 
bioreactor energy for each C-mole of substrate consumed. 
balance . 

ILLUSTRATION 15.9-6 
Energy Balance on nn Isoilzern~al Fermenter 

In Illustration 15.9-4 we considered the production of ethanol from glucose using the yeast 
Saccharomyces cerevisiae. In that illustration 0.45 1 C-moles of ethanol and 0.235 C-moles of 
biomass of elemental composition CHl.800.56N0.~7 were produced per C-mole of glucose, using 
0.0399 moles of ammonia. Assuming the inlet and outlet streams are maintained at 25"C, and 
that the work input is negligible, what is the heat load on the reactor? 

SOLUTION 
.- 

From Table 15.9-2, the heat of combustion of ammonia is 383.0 kJ/mol, that of glucose is 467.8 
WC-mole, and ethanol is 684.5 kJ1mol. The heat of combustion of the biomass is unknown, so 
the enegy regularity method will be used: 
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Therefore, 

So that, for each C-mole of glucose consumed, 

of heat must be removed. 

It is useful to compare this answer with the more approximate one that is obtained using the 
generalized degree of reduction for all components: 

per C-mole of glucose consumed. The difference between the two results larztl!. arises from the 
error in the generalized degree of reduction approximation for the heat of combustion of glucose 
(4 x 1 10.9 = 443.6 kJ/C-mole, compared with the experimental value of 467.8). U 

There is one linear combination of the carbon, nitrogen, and oxygen balances that 
is especially useful. If we take the sum of four times the carbon balance plus the hy- 
drogen balance and subtract twice the oxygen balance (note that the multipliers are 
the valences, and are the same numbers that appear in the definition of the generalized 
degree of reduction), we obtain 

Alternative form of (4 f xs - 2 0 s )  + (4 + 'HN - 20N) YNIS - 4YoZ/s . .. 
oxygen balance = (4 + 1-18 - 2 0 ~ )  YB/S + (4 + 3 i p  - 2 1 3 ~ )  YP/S 

t s  + <N YN/S - 4Y02/s = <B YBIS + <P YPIS 

and 

This last equation has several uses, as we will see shortly. . 
Now we move on to the entropy balance. Following the same type of analysis used -. 

for the energy balance on a bioreactor, we obtain the following equation for the entropy 
balance: 

- -. Q .  
- (i/ip)3Sp - (((ICO~)IJCO~ + 7 + SIC" (15-9-131 

For an isothermal system, we can eliminate the heat flow between the energy and en- 
tropy balances, and use the partial molar Gibbs energy ci = Ei - T S ~  to obtain 
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0 = [(fis), - (&)3] GS f [ ( N N ) ~  - (fiN)3] GN + [(kV)1 - (&)3] GW 
+ [ ( G 2 ) 2  - ( G Z ) 4 ]  GoZ + [(fiIi2)2 - (fiN2)4] G N 2  - (&)3cB 

- (fip)3Gp - (fico2).tEco2 - TS,,, (15.9-14) 

The use of this equation is more complicated than using the energy balance because 
the partial molar Gibbs energy contains both the activity coefficient and the mole frac- 
tion of each component (which in the case of biomass is really a complex mixture); 
that is, 

Evaluation of this logarithmic term is very difficult since the mole fractions are not 
likely to be known (we may know only the elemental compositions of the biomass and 
perhaps other species, but not their molecular formulae), and little or no information is 
available on solution nonidealities in the mixtures containing yeast, bacteria, or other 
incompletely characterized substances. Consequently, we will make what might appear 

.'to be a rather severe assumption, that the logarithmic term can be neglected-that is, 
that we can replace the partial molar Gibbs energies with the pure-component Gibbs 
energies. Why is such an assumption not unreasonable here? There are four reasons: 

1. There are an equal number of inlet and outlet streams, and each one has a term 
of this form, so there will be some degree of cancellation of this term among the 
four streams. 

2. The contribution of any one species to the Gibbs energy of the stream is N,(_G, + 
. RT Inx,yi). When b, is large, the mole fraction of that species will be near 1 ,  so 
that the logarithmic term will be small. When the mole fraction of the species is 
very small (so that the logarithmic term is larger), the flow term Ilj, multiplying 
that term is small. Therefore, in both cases the contribution will not be large. 

3. The value of RT that is the multiplier for the logarithmic term has a value of 
2.5 kJImole, which, while not insignificant, is much smaller in value than the 
pure-component Gibbs energy terms. 

4. The logarithmic terms being neglected here are of great importance in determin- 
ing the equilibrium state, as was shown in Chapter 13. However, in manufacturing 
processes chemical reactors, fermenters, and other bioreactors are not generally 
operated to achieve equilibrium as the residence time required, and therefore the 
reactor size, would be so large as to be uneconomical. For the reasons stated in 
points 1, 2, and 3, these logarithmic terms are of less importance away from the ./ 

equilibrium state. 1 
- 4  

(Note that the comments made here about the contributions of the solution nonidealities i 
and the mixing terms are similar to those made in Sec. 14.5 in discussing calculations 
involving the availability function.) 

1 
Therefore, it is reasonable to simplify the equation to 

(where G is a pure-component Gibbs energy on a per-C-mole basis). Now rewriting 
this equation in terms of the yield factors gives 
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and Jg,, is the entropy generated per C-mole of substrate consumed. Here, as with the 
energy balance. we can use Gibbs energies of combustion (see Table 15.9-2) in place 
of the Gibbs energies and simplify the equation to 

, Second-law balance 

Our interest in this equation will be in determining the constraint that thermody- 
namics (and, in particular, the second law or entropy balance) places on the maximum 
conversion possible of substrate to product and additional biomass. Based on discus- 
sions elsewhere in this textbook, the maximum production,sf product will occur when 
the process is operated such that S,,, = 0. However, far real processes, Sgen 2 0. 
Therefore, the form of the equation that will be used is 

AcGs + YNISACGN 2 YB~sACGB + YP S&GP (15.9-19) 
Second-law constraint 

Finally, for the purposes of making an approximate calculation of the maximum pos- 
sible conversion, we can use the energy regularity correlation and obtain the following 
constraint based on a C-mole of substrate consumed: 

<s + TN YNIS 1 TB YBIS + <P YPIS (15.9-20) 
Approximate 
second-law constraint The interesting and important result of Eq. 15.9-19 (and its simplification, Eq. 15.9-20) 

is that it provides a thermodynamic limit on the amount of product and biomass that 
can be produced from a given substrate and nitrogen source based on the Gibbs energy 
(or availability) of the reactants. 

One should recognize that the constraint of Eq. 15.9-19 has a simple interpretation, 
which is that the Gibbs energy of the substrate and nitrogen source consumed must 
exceed (or at least equal) that of the biomass and products produced. - .. . . 

ILLUSTRATION 15.9-7 
Second-Law Lirnirnrion on a Ferrnenter 

In Illustration 15.94, 0.451 C-moles of ethanol and 0.235 C-moles of biomass were produced 
per C-mole of glucose consumed. How does this compare with the second-law limit on the 
production of ethanol and biomass? 

- 

SOLUTION 

Using the data in Table 15.9-2, we have per C-mole of glucose consumed 

So we conclude that the fermentation satisfies the second law of thermodynamics. Further, we 
can say that - x 100 = 85.1 percent of the Gibbs energy in the glucose and dissolved 



900 Chapter 15: S;mc Biochemical Applications of Thermodyilamics 

ammonia appears in the products of ethanol and biomass. Presumably the rest is a result of 
inefficiencies in the conversion process, and in the respiration and metabolism processes to 
keep the yeast alive. 

Since the second-law constraint has been satisfied, the data reported for the production of 
ethanol from glucose using the yeast Sacclzaratsyces cerevisiae are thermodynamically consis- 
tent. 

NOTE 

It is of interest to examine the simplified version of the second-law constraint in terms of the 
generalized degrees of reduction. In this case we have 

so again the second-law constraint is satisfied, though this approximate result gives a somewhat 
higher thermodynamic efficiency of - x 100 = 92.4 percent. , I 

In illustration 15.9-3 the yeast Snccl~oron~ces  cerevisiae was produced anaerobically (with- 
out oxygen) from the fermentation of glucose using ammonia as the nitrogen source. In that 
illustmtion it  was found using the atom balance that 

YP/S = 0.569 YB,S = 0.14 Ywls = -0.063 and YNls = 0.028 

Determine the heat load required to keep the fermenter at a constant temperature of 2S°C, with 
the reactants entering at that temperature; whether the data satisfy the second-law consistency 
requirement; and the fraction of the Gibbs energy of the reactants that appears in the products. 
All calculations should be on a per C-mole of glucose consumed basis. . .. 
SOLUTIO~! 

The heat load on the fermenter is found using the energy balance, Eq. 15.9-8, 

So 13.5 kJ per C-mole of glucose consumed, or 6 x 14.5 = 8 1 kJ per mole of glucose consumed, 
must be removed from the fermenter to keep the temperature constant. Note that if the glucose 
was merely burned, 467.8 kJ per C-mole of glucose would have to be removed to keep the 
temperature at 25°C. 

To see if the second-law constraint is satisfied, Eq. 15.9-19 is used: 

Therefore, the second-law constraint is satisfied. Finally, --x 100 = 92.0 percent of the Gibbs 
energy of the feed appears in the two products, ethanol and the yeast. 

A complete thermodynamic analysis of a ferrnenter involves the following: 

a. Elemental mass balances for each of the atoms present (usually carbon, hydrogen, 
nitrogen, and oxygen, but perhaps also including sulfur, phosphorus, and other 

* - 
trace atoms that may be present in proteins and other biomass); -. 

+_. - -p .I - - --," . . .  "... 
?.'.-,.:*,.% /.-.. * *-- 
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b. The energy balance (Eq. 15.928 or 15.9-1 1); and 
c. The second-law constraint (Eq. 15.9-19 or 15.9-20). 

All of thfse can be used together to decide on the effect of using different substrates 
to carry our 11 fer-mentation to produce a specified product and biomass. What we expect 
is that different amounts of product and biomass will be produced depending on the 
substrate chosen, and that the thermodynamic nnal!.sis in this section can provide s o n ~ e  
guidance. This is demonstrated in the illustration below. 

ILLL~STR.%TIOIU 15.9-9 
Drtet-rr~itiit~p rtle Marinrrrnr At?zo~tnt of Product Tlmt COII Be Obtained from n Substtnte 

A biologin is trying to genetically engineer bacteria to produce valuable organic chemicals from 
the inexpensive org?nic sugar xylose found in a variety of plants and berries. One such organism 
appears capable gf~producing 2,3-butanediol. The following data are available. 

- - 

- Chemical Formula \,H, Jlmol 

2,3-butanediol C J H ~ ~ O ~  246 1 .o 
Xylose - CsH~oos 2345.2 

a. Test ihs generalized degree of reduction approximation for each of these compounds usir!g 
the reported heat of combustion data. 

. b. Estimate the maximum amount of 2,3-butanediol that can be be produced per mole of 
xylose consumed assuming no additional biomass production. 

c. Assuming that no biomass is produced (and therefore no nitrogen source is needed). de- 
termine the amount of carbon dioxide produced and oxygen and water consumed as a 
function O F  the amount of 2,3-butanediol produced. 

d. Determine the amount of heat produced as a function of the amount of 2,3-butanediol 
produced. 

a. The definition of the generalized degree of reduction is 

so thai 

Using the corrklatior~ of Eq. 15.9-10, we have for 2,3-butanediol 

W C-mole . . k3 &aB = 110.9 x 5.5 - x 4 - = 2439.8 - 
C-mole mole mole 

compared with the measured value of 2461.0 W/mole, and for xylose 

W C-mole kJ 
A,_Hx = 110.9 x 4 - x 5 ------ = 22 18 - 

C-mole mole mole 
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compared with the measured value of 2345.2 kJ!mole. So that while the correlation is not 
exact, the estimates are reasonable. 

b. Since there is no nitrogen source. no products other than 2,3-butanediol, and no biomass 
produced, the second-law constraint. Eq. 15.9-20. reduces to 

CIS 4 tS 1 t p Y P  s so that here YPrS 5 +- = = 0.727 
<p 3.3 

So there is a limit of 0.727 C-moles of 2,3-buranediol produced per C-mole of xylose 
consumed. Since xylose has five carbons and a molecular weight of 150, one C-mole of 
xylose is 30 g. Similarly 2,3-butanediol has four carbon atoms and a molecular weight 
of 90, so one C-mole is 22.5 g. Therefore, 0.727 C-moles of 2,3-butanediol per C-mole of 
xylose equals 0.727 x 27.5/30 = 0.545 g 2.3-butanediol per g of xylose, or 545 g k g  of 
xylose. 

c. The overall fermenjation reaction can be written as 
/ 

CH>O + Yo2/s02+Y~\~~sH:0 -+ Yp SCHZ.~OD.~+YC/SCO~ 

The carbon mass balance is 

I = Ypls + YcIs or Yc 5 = l - Ypls 

The hydrogen mass balance is 

2 + 2Yw,, = 2.5 Yp:S or YIV. s = I .2S YpIs - I 
The oxygen mass balance can be developed two different but equivalent ways. The first is 

1 + Y,,, + 2Yors = 0.5 Yp;s + 2yc/s 

which, substituting in the carbon and hydrogen balances, reduces to . . 

The second method of obtaining the oxygen balance comes from Eq. 15.9-12, which here 
reduces to 

The results are shown in the figure below. Note that this figure and the one that follows 
end at YPIS = 0.7'27, which is the second-law (or availability) limit for the maximum 
production of 2,3-butanediol. 
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d. The energy balancp,, from Eq. 15.9-1 1, is 

The result is shown in the figure below. 

Heat flow as a function of 2,3-butanediol formed. 

ILLUSTRATION 15.9-10 
Choosing a S[lbsrrate for a Fermentation 

An unspecified substrate that does not contain nitrogen, characterized only by its generalized 
degree of reducilon Ts, together with dissolved ammonia as the nitrogen source is to be fer- 
mented to produce "average biomass" and no other products. As a function of the generalized 
degree of reduction of: the substrate, determine the following: 

a. The maximum product yield per C-mole of substrate consumed if the amount of ammonia 
is limited 

b. Ti% maximum product yield.per C-mole of substrate censumed if the amount of oxygen 
is limited 

c. The second-law limitation on the amount of product that can be formed 
d. The heat that must be removed to keep the fermenter at a constant temperature per C-mole 

of substrate consumed 

SOLUTION 

This fermentation is written as 

Substrate + Y N / S ~ ~ + ~ O ,  fs02+Yw/sH30 -+ YB~SCHI.X~O.~N~.~+YC/SCO~ 

a. 'The nitrogen balance is 

so that if the nitrogen source, ammonia, is limited, there is a mass balance limitation on 
the amount of biomass (cells) that can be produced. This l i ~ t  is shown as solid lines in 
the figure that.follows. 
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b. For the oxygen balance. we use Eq. 15.9-12, which here becon~es 

Values of YBlS as a function of gs and Y02/S are also plotted in the figure as dashed-dotted 
lines. Of special interest is the Yo,ls = 0 line (corresponding to anaerobic fermentation). 
which is 

We will come back to this result shortly. 
The carbon balance is 

Note that the result of this constraint is independent of the properties of the substrate, and 
merely requires [hat for the case here in which there is no other product, the carbon in the 
substrate can be completely converted to biomass if there is no carbon dioxide evolved. If 
there is C 0 2  evolution, only a fraction of the substrate will appear as biomass. 

(We cannot do a hydrogen balance because we do not know the hydrogen content of the 
substrate; only its degree of reductian is being specified.) 

c. The last restriction is the second-law constraint, which for the case here of no product. 
and with the Gibbs energy of the dissolved ammonia known but that of the substrate and 
biomass unknown. has the form 

Now using the nitrogen balance, the second-law maximum ,conversion of substrate to 
biomass is 

This constraint is also plotted in the following figure. Note that it is almost identical to the 
= 0 line, and differs f r o b  it only to the extent that the dissolved ammonia is not 

exactly described by the energy regularity principle. i 
The interpretation of this figure is as follows. For any substrate, characterized only 

by its degree of reduction tS,  the maximum conversion to biomass, YBIS, is governed by i 
whichever is the limiting constraint: 
1. The availability of a nitrogen source; 

. 2. The availability of oxygen; or 
3. The second law constraint. 
In particular, assuming complete availability of a nitrogen source, the maximum conver- 
'sion of a substrate of a given value of ts to biomass for this system, YB"/":, can be de- 
termined from the second-law constraint line. However, since no fermentation or other 
biological process operates without irreversibilities (i.e., the generation of entropy), the 
actual biomass production will be less than the theoretical maximum, that is, YB"/y > YEIS. 

d. Finally, the energy balance on the fermenter (using the nitrogen balance) is 
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YQls = 1 10.9YBls<B - 1 10.9rs - Ys ~348.1 
= j32.3YBls - 110.9& - o.2YB;s348.1 

= 462.7 - 1 10.9cs kJ 

Thz relationship between YQls, YEIS, and cs is also plotted in the figure as rhe light dotted 
line. 

Ss 

Figure 1 Second-law limitation, .oxygen YozIs and nitrogen source 
YNIS consumption, and heat release YQIs as a function of degree of 
reduction of the substrate cs and biomass production YBls. 

Before leaving this section, it i s  useful to consider two further implications of the 
second-law constraint on bioreactors. To do this, we will consider the approximate 
forms of the energy balance and the second-law constraint based on the energy regu- 
larityassumption. While the ~irn~le 'conclusions obtained will not be exact. the errors 
should not be great. For simplicity, we first repeat the oxygen and energy balances and 
the second-law constraint here. 

-Oxygen balance 

Energy balance 

YpiS = 1 10.9 (YB/S&~ + YplStp - '4% - YN/s<N) kJ/C-mole (15.9-11) 

and the second-law constraint written as 
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The important thing to notice is that the same term that appears in the second-law 
constraint and must be greater than or  at best equal to zero also appears in the oxygen 
balance and the energy balance. By comparing these equations, we conclude that as a 
result of the second law of thermodynamics (and the energy regularity assumption), 

Yo,/s L 0 

that is, oxygen can only be consumed, and not produced by a fermentation process, 
and 

YQ/S < 0 

so that all fermentation processes are exothermic; that is, cooling is needed to keep 
the temperature constant. Finally, by comparing Eqs. 15.9-1 1 and 15.9-12, we also 
conclude that 

kJ 
Yols = -443.6Yo,ls 

- C-mole substrate consumed 
that is, in a fermentation there is a linear relation between the oxygen consumprion 
and the heat released. In fact, such a linear relationship has been found in laboratory 
measuremen is 1 3 .  

From Eq. 15.9- 15 we have 

or more approximately, using the energy regularity principle. 

These equations can be used to compute the entropy generation of a biochemical pro- 
cess. 

ILLUSTRATION 15.9-11 
Enrropy Generation in a Ferrne~ita~ion 

The following data have been reported by von Stockar and Birou'' for the fermentation of 
glucose by K. fragifis at 25°C to produce ethanol as the product and biomass of elemental 

3 1 composition CH1.7500.52N0. 15: 
3 

kJ 
Y B , ~  = 0.572 Ycolls = 0.398 and YQls = - 180.9 - 

C-mole 
Compute the following per C-mole of substrate consumed: t 

a. The amount of product formed (YPp) 
b. The amount of ammonia consumed (YNIS) 
c. The amount of oxygen consumed (Yells) 
d. The amount of heat released (Yals) 
e. The amount of entropy generated (Sgcn) 

13c. L. Cooney, D. I. C. Wang, and R. I. Mateles, Biotech. Bioeng.. 11,269 (1968). 
I4u. Stockar and B. Birou, Biorech. Bioeng., 34.86 (1989). 
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SOLUTIOX 

To begin, we compute the generalized degree of reduction of the biomass produced: 

< B = 4 ~ C + t - 2 ~ O = 4 + l . 7 5 - 2 ~ 0 . 5 2 = 4 . 7 1  

Therefore, for the biomass, 

kJ kJ n,cB = 112 x = 527.5- and ACHE = 110.9 x = 522.3 - 
C-mole C-mole 

The heats and Gibbs energies of all other components are available in Table 15.9-2. 

a. By the carbon balance, 

1 = YB;S + YPIS + YcCh/S 

so that 

YpIs = 1 - YB s - YC02 s = 1 - 0.572 - 0.398 = 0.030 

b. By the nitrogen balance, 

c. From Eq. 15.9-12, we have 

d. From the'energy balance, 

e. ~ r o m  the entropy balance. we have 

Finally, it is of interest to compare the heat release calculated in part (d) above, YQls = 
- 178.5 W/ C-mole, with the more approximate result from Eq. 15.9-22: 

Thcugb the approximate result is not very accurate, it is not unreasonable given the sim- 
plicity of the calculation. l?4 

The results of this illustration, and previous ones in this section, show that the meth- 
ods of thermodynamics are just as applicable to biochemical processes as they are to 
more classical problems in chemical engineering. 

As a final comment to this chapter and to end this book, it is interesting to note that 
Eq. 15.9-22 established a linear relationship between the heat released in fermentation 
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and the oxygen consumed. The following similar linear correlation exists in the mam- 
malian animal world between the average metabolic rate (directly proportional to the 
energy released as.fieat, muscular work, and in basic metabolic processes) and the rate 
of oxygen consumed: 

Metabolic rare (g) = 21 800 x Oxygen consumption ($1 
This correlation is shown in Figure 15.9-2 for a number of warm-blooded (39°C) mam- 
mals, including a shrew (average body weight of 0.0045 kg), a cat (2.5 kg), dog (1 1.7 
kg), a human (70 kg), a horse (650 kg), and an elephant (3833 kg). It is amusing to 
note that this correlation spans animals whose body weight varies by almost a factor 
of 1-000 000! [There are similar but different correlations for cold-blooded (20°C) ani- 
mals, which have lower heat losses and slower metabolic rates.] Using this correlation, 
since the average human male consumes about 15 liters of oxygen per hour (0.36 m3 
per day), we estimate that the average human metabolic energy release is about 7850 
kJ/day or 1875 kcal/day, which is close to the recommended daily food allowance for 
weight control. 

1 0 - 4 1 0 - 3  0.01 0.1 I 10 100 

Oxygen consumprion. m3/day 

.Figure 15.9-2 Correlatio? between average metabolic 
rate and oxygen consumption for warm-blooded 
animals. 

PROBLEMS 
15.1 Using the values for the equilibrium constant for 

the ionization of water in Table 15.1-1, estimate the 
standard-state heat of ionization of water as a func- 
tion of temperature. Also, determine the pH of water 
at each of the temperatures in this table. 

15.2 Derive Eqs. 15.1-8a and b. 
13.3 Derive the equation that replaces Eq. 15.1-11 if the 

thermodynamic equilibrium constant (rather than the 
apparent equilibrium constant) is used and electrolyte 
solution nonideality is included. 

15.4 Derive the equations that replace Eqs. 15.1-12a and 
b if the thermodynamic equilibrium constant (rather 

- than the apparent equilibrium constant) is used and 
electrolyte solution nonideality is included. - - 

15.5 Derive the equation that replaces Eq. 15.1-i6 for the 
case of a weak base and a strong acid. 

15.6 Derive the equation that replaces Eq. 15.1-16 if the 
thermodynamic equilibrium constant (rather than the 
apparent equilibrium constant) is used and electrolyte 
solution nonideality is included. 

15.7 Derive the equation that replaces Eq. 15.3-3 for a pro- 
tein that has six ionizable sites. 

15.8 Redo IlluStration 15.1-2 including the ionization of ' 

water and including the effect of solution nonideali- 
ties. 

15.9 The following values are known for the amino acid 
serine C3H7NOzS: 
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pKI = 2.21 and pK2 = 9.15 

Determine the charge on this amino acid as a func- 
tion of pH. How does your result compare with the 
reported isoelectric point (PI) for cysteine of 5.65? 

15.10 The compound levodopa CgHIIN04 (usually re- 
ferred to a L-dopa) is used in the treatment of Farkin- 
son's disease. The chemical structure (not showing 
its carbon atoms and attached hydrogens) is 

The following values are known for its equilibrium 
constants for the release of hydrogen ions: pKI = 
2.20 from the carboxylic acid group, pK2 = 5.75 
from the NH: group, pK3 = 9.81 from the first OH 
group. and pK4 = 13.40 for a hydrogen ion release 
from the remaining OH group. Determine the charge 
on this amino acid as a function of pH. 

15.11 Creatine C4H9N302 has been used by body builders 
and athletes to increase muscle mass and strength. 
Its chemical structure (not showing its carbon atoms 
and anached hydrogens) is 

Its solubility in water is 16 g/kg of water, and the. 
follouing values are known for its dissociation con- 
stants: 

a. Determine the charge on this amino acid as a 
function of pH and find its isoelectric point. 

b. Determine the solubility of creatine in water as a 
function of pH. 

15.12 Oxalic acid C2H2O4 is a dibasic acid with the fol- 
lowing values for its ionization constants: 

pK1 =1.2 and pK2=4.2  
> .  

Determine the charge on oxalic acid as a function of 
pH- 

15.13 Oxaloacetic acid C4H4O5 has the following values 
for its ionization constants: 

pK1 = 2.55 pK2 = 4.37 and pK3 = 13.03 

Determine the charge on oxaloacetic acid as a fiinc- 
tion of pH. 

15.14 L-cystine C6H12NZ04S2 has four ionization states 
with the following values for its ionization constants: 

pK1 = 1.0 pK2 = 2.1 pK3 = 5.02 
and pK3 = 8.71 

Derermine the charge on L-cystine as a function of 
pH. 

15.15 .An ultracentrifuge is found to have a lysozynie con- 
centration of 1 m& of water 2 cm from the axis 
of rotation. Determine the equilibrium concentration 
profile over the range from 2 cm to 4 cm from the 
rotation axis if the temperature is 25°C and;' 
a. The rotational speed is 10 000 rpm; " 

b. The rotational speed is 15 000 rpm. 
15.16 A centrifuge operating at 5000 rpm and 25°C is to 

being used to partially separate antipneumococcus 
serum globulin (molecular weight 195 000 and pnr- 
tial molar volume of 0.745 cclg) from hemoglobin 
(molecular weight 68 000 and partial molar volun~e 
of 0.749 cclg) in aqueous solution. I f  the concentra- 
tions of hemoglobin and antipneumococcus serum 
globulin are both 0.1 mglg of water 2 cm from the 
centrifuge axis of rotation, what are their concentm- 
tions at 4 cm from the axis of rotation? 

15.17 Derive the equations that replace Eqs. 15.3-3 and 
15.3-4b if electrolyte solution nonideality is in- 
cluded. 

15.18 Repeat Illustration 15.1-6 for the dissociation of 
acetic acid it1 the presence of sodium chloride us- 
ing the simple Debye-Hiickel limiting law (instead 
of the extended version used in the illustration) and 
compare the results. 

15.19 a. Prove that the isoelectric point for an amino acid 
with two ioniza!ion sites is 

b. Develop an equation for the calculation of the iso- 
electric point of an a m i n ~ a c i d  or protein with 
three ionization sites. , 

15.20 Determine the charge on tyrosine as a function of 
pH. (See Illustration 15.3-3 for the necessary data.) 

15.21 From data in the literature it has been estimated that 
when the bacteria K. frngilis is used in the aerobic 
(that is, with added oxygen) fermentation of glucose 
C6Hi2O6, using dissolved ammonia as a nitrogen 

. ... source produces a biomass of atomic composition 
CHt.750052N0.15 and ethanol C2H50H. The follow- 
ing yield factors have been reported: YBIS'= 0.569 
and Ycls = 0.407. Determine the o thq  yield factors 
for this fermentation. What fraction of the carbon 
atoms present in glucose are converted to ethanol? 
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15.22 When a yeast of average biomass composition is 
grown on an aqueous solution of methanol with dis- 
solved nitrogen, it is found that 400 g of dry yeast 
are produced for each kilogram of methanol con- 
sumed. No other products are formed. Compute the 
oxygen consumed and carbon dioxide produced per 
kilogram of methanol consumed. 

15.23 When the bacterium Zy/nomotzns ~nobilis is used to 
produce ethanol from glucose in an anaerobic pro- 
cess with ammonia as the nitrogen source, it is found 
th2:t bacteria biomass is produced to the extent of 
0.06 C-moles per C-mole of glucose. The biomass 
has an elemental composition of CH1.800.5N0.2. 
What are the fractional conversion of glucose to 
ethanol (on a C-mole basis), the amount of ammonia 
used, and the amount of carbon dioxide produced per ,.. 

R-02C-CHOH-CH3 + NAD' 
lactate 

-+ R-02C-CO-CH3 + NADH + H+ 
pyruvate 

where R is a side group. For this reaction at solu- 
tion conditions, the apparent Gibbs energy change is 
A,,G = 25.9 kJ. Also determine the pH at which 
half the lactate will have reacted at equilibrium. 

15.28 Starting with an equimolar mixture of methanol and 
NAD+ at 2j°C, calculate and plot the extent of the 
following reaction as a function of pH: 

CH30H + NAD+ + H 2 0  + HCOO- + NADH + 
methanol formate 

C-mole of glucose consumed? For this reaction at solution conditions, the apparent 
15.24 The following data have been repqrted by von 'Gibbs energy change is A,,G = - 15.1 kJ. Also, 

Stockar and Birou for biomass production and heat assume that water is present in great excess, so that 
release for the fermentation of glucose by K. frngilis, its concentration does not change in the course of the 
which also produces ethanol as the product. reaction. 

Assuming the biomass has the elemental composi- 
tion CH1.7500.J2N0.15 and dissolved ammonia is used 
as the nitrogen source, compute the following for 
each data point: 
a. The ethanol yield factor, YVS. 
b. The amount of oxygen consumed, Y%ls. 
c. The amount of heat released, YQls. Compare the 

predicted values with those reported in the table 
above. 

d. The amount of entropy generated. 
15.25 Repeat Illustration 15.9-10 if nitric acid CsH9N04 is 

used as the nitrogqn source instead of ammonia. 
15.26 Derive' the analogue of Eqs.. 15.7-6 for Gibbs- ' 

Donnan equilibrium involving a negatively charged 
protein. 

15.27 Starting with an equirnolar mixture of lactate and 
NAD+ at 2j°C, calculate and plot the extent of the 
following reaction as a function of pH: 

15.29 Starting with an equimolar mixture of acetaldehyde 
and NAD+ at 2j°C, calculate and plot the extent of 
the following reaction as a function of pH. Also de- 
termine the pH at which half the acetaldehyde will 
have reacted at equilibrium. 

CH3CH0 + NAD+ + HrO -+ CH3CO; f NADH + 2H' 
acetaldehyde acetate 

For this reactiort at solution conditions, the apparent 
Gibbs energy change is A,,G = 50.2 kJ. Also, as- 
sume that water is present in great excess, so that its 
concentration does.not change in the course of the 
reaction. 

15.30 Glucose and fructose both have the composition 
C6HIZO6, but differ slightly in structure, as shown 
below, and more so in sweetness. Repeat Illustration 
15.9-9 using these sugars instead of xylose. 

Glucose s r ~ c t o ~ e  

H 
I 

H-C-OH 

HO-c-H I 
I HO-C-H 

H-c-OH I 
I H-C-OH 

P C - O H  I 
I H-C-OH 

H-C-H I - 
\ H-C-H 
O H  \ 

O H  



a. Estimate the maximum amount of 2.3-butanediol of this methane is convened to methanol by par- 
that can be produced per kg of glucose and fruc- tial oxidation, and then biochen~ically con\.erted to 
tose consumed, assuming no additional biomass biomass that is used as animal feed. The reported 
production. stoichionletry for the biochemical reaction is 

b. Estimate the amount of water and oxygen con- 
sumed, and carbon dioxide produced per C-mole 
of 2,3-butanediol produced assuming no nddi- 
tional biomass production. 

c. Estimate the amount of heat released to keep the 
fermenter at 25°C per C-mole of 2.3-butanediol 
produced assuming no additional biomass pro- 
duction. 

15.31 The biologist of Illustration 15.9-9 is examining 
other genetically engineered bacteria to produce 2.3- 
butanediol from lignins, which are derived from 
abundant and renewable resources such as trees. 
plants, and agricultural crops. While lignin polymer- 
izes, the repenting unit is believed to have the follow- 
ing general formula: CIOHI2O3. 
a. Estimate the maximum amount of 2,3-butanediol 

that can be produced per kg of lignin consumed. 
assuming no additional biomass production. 

b. Estimate the amount of water and oxygen con- 
sumed, and carbon dioxide produced per C-mole 
of 2,3-butanediol produced, assuming no addi- 
tional biomass production. 

c. Estimate the amount of heat released to keep the 
fermenter at 25OC per C-mole o f  2.3-butanediol 
produced, assuming no additional biomass pro- 
duction. 

15.32 Succinic acid, which has the structure HOOC- 
CH2-CH2-COOH anc! on a C-mole basis is rep- 
resented by CH3,?0, is useful as a starting mate- 
rial in the manufacture of solvents and polymers. It  

is typically made by the catalytic oxidation of bu- 
tane. However, by that route only about 40 percent 
of the carbon initially present in the butane is con- 
verted to succinic acid. It has been suggested instead 
to use glucose as a starting material and a biochem- 
ical pathway with the following proposed reaction 
stoichiornetry: 

a. Is this reaction stoichiometry possible? 
b. Determine the maximum kg of succinic acid that 

can be produced per kg of glucose. 
c. Estimate the heat released per C-mole of glucose 

consumed. 
d. m a t  fraction of the Gibbs energy of the glucose 

appears in the succinic acid? 
15.33 A considerable amount of methane is produced in 

Norway from its North Sea oil and gas wells. Some 

CH30H + 0.731 . 0 2  + 0.146 . NH3 

-+ 0.269. C02  4- 0.731C-mcl biomass 

a. What is the atomic composition of the biomass 
produced? 

b. How much heat is released per mole of methanol 
consumed? 

. c. What fraction of the Gibbs energy of the reactants 
I is present in the biomass? 
', 15.34 Another possibiIity is to convert the methane directly 

to biomass that is used as animal feed. The stoi- 
chiometry for this biochemical reaction is 

C t 4  + Yoz/s - 0 2  + YN/S . NH; + Y\\. s . H20 

4 YB/S . C H ~ . S ~ O . ~ N O . ~  + YC/S . C01 

It has been found that the consumption of 2.5 rn' of 
methane (measured at 273 K and 1.0 13 bar) results 
in the production of 1 kg of biomass. 
a. Determine all the yield factors for this reaction. 
b. How much heat is released per m3 of methane 

consumed? 
c. What fraction of the Gibbs energy of the nlerhnne 

is present in the biomass? 
15.35 The compound 1,3-propanediol, which has the struc- 

ture HO-CHI--CH2-CH2-OH, is a mononler 
used in the production of polyester fibers and in the 
manufacture of polyurethanes. 1,3 Propanediol can 
be produced by chemical processes and also by the 
fermentation of glycerol in a two-step process us- 
ing certain bacterial strains. However, neither the 
chemical nor biological method is well suited for in- 
dustrial production, because the chemical processes . 
are energy intensive and the biological processes are 
b'ased on glycerol, an expensive starting material. 
The DuPont Company has developed a process us- 
ing a microorganism containing the dehydratase en- 
zyme that can convert other carbon sources, such as 
carbohydrates or sugars, to 1,3-propanediol. 
a. What is the maximum number of kg of 1,3- 

propanediol that can be biologically produced 
from each kg of glycerol, assuming no other en- 
ergy source is used? What is the stoichiometry of 
the reaction at the maximum product yield? 

b. What is the maximum number of kg of 1,3- 
propanediol that can be bioIogicaIIy produced 
from each kg of glucose, assuming no other en- 
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ergy source is used? What is the stoichiometry of rhe generalized degree of reduction of the substrate 
the reaction at the maximum product yield? if rhere are no other by-products. Also, when less 

15.36 Various different substrates are being considered for rhan the maximum amount of 1,3-propanediol is pro- 
the biochemical production of 1,3-propanediol (see duced, determine the oxygen and heat flow yield fac- 
previous problem) using dissolved ammonia as the tors as a function of the generalized degree of reduc- 
nitrogen source. Determine the maximum amount of tion of the substrate and the 1,3-propanediol yield 
1,3-propanediol that can be produced as a function of factor. 



Appendix A.1 

Conversion Factors to SI Units 

To Convert from: To: iMultiply by: 

atmosphere (standard) Pa 1.013 23 x 10' 
bar Pa 1 x 10' 

J kg-' 4.184 x lo3 
J kg-' K-' 4.184 x lo3 

dyne/cm2 Pa 1 x lo-' 
erg J 1 x lo-' 
foot m 3.048 x lo-' 

3.785 x . 
1. x 10j 
1, :' 

horsepower W 7.457 x 10' 
inch m 2.540 x 

2.488 x i02 
9.807 
3.600 x lo6 
I x 
1 x 10' 

millimeter of mercury (0°C) Pa 1.333 x lo2 . 

Ib-force/ftL 
Ib-forcelin' (psi) 

degree Celsius K T(K) = T("C) + 273.15 
degree Fahrenheit K T(K) = [~("i + 459.67]/1.8 
degree Rankine K T(K) = T("R)/l.S 

*Thermochemical unit that is used, for example, in the tables in the Chemical Engineers Handbook For 
International Table units use the constant 4.1868 instead of 4.184, and for mean calorie use 4.190 02. 
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Appendix A. I1 

The Molar Heat Capacities of Gases in 
the Ideal Gas (Zero-Pressure) State* 

Temperature 
a b x 10' c x lo5 d x lo9 Range (K) 

Parafitzic Hydrocat-bons 
Methane 
Ethane 
Propane 

Monoolejinic ~~~lro>rrrbotzs  
Ethylene 
Propylene 
1-Butene 
i-Butene 
cis-2-Butene 
rrans-2-Bu tene 

Cjcloparafinic Hydrocarbons 
Cyclopentane- 
Methylcyclopentane 
Cyclohexane 
Methylcyclohexane 

Aromtic Hydrocarbons 
Benzene 
Toluene 
L3hylbenzene 
Styrene 
Cumene 

Oxygenated Hydrocarbons 
Formgdehy de 
Acetaldehyde 
Methanol 
Ethanol 
Ethylene oxide . 

Ketene 

*Consmts are for the equation C; = a + bT -I- CT? f d ~ ~ ,  where T is in kelvins and Cf' in 1 (mol K)-I 

914 
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Appendix I1 (Contincred) 

Temperature 
a b x lo2 x 105 d lo9 Range (K) 

Miscellaneous Hydrocarbotzs 
Cyclopropane C3H6 -27.1 17 34.335 -23.335 65.314 273-1000 

. ' Isopentane C ~ H I Z  -9.51 1 52.025 -29.695 66.360 273-1 500 
Neopentane CSHIZ 16.172 55.670 -33.548 78.787 273-1500 
o-Xylene CXHIO -15.854 59.795 -34.954 78.661 273-1500 
in-Xylene CsHlo -27.335 62.364 -36.950 83.891 273-1500 
p-Xylene CsHlo -22.318 59.498 -33.406 71,255 273-1500 

C; 0,xygenated Hydrocarbons 
Carbon suboxide c302 34.322 12.858 -8.707 -21.682 273-1500 
Acetone C3H60 " 6.7.99 27.870 - 15.636 34.757 273-1500 
i-Propyl alcohol C3H80 3.321 35.573 -20.987 48.368 273-1500 
n-Propyl alcohol C3HsO -5.469 38.640 -24.268 59.163 273-1500 
Allyl alcohol *.C3H60 . 2.177 ' 29.799 -17.820 41.623 273-1500 

Chloroethenes 
Chloroethene C2H3C1 . 10.046 17.866 -11.511 28.439 273-1500 
1,l-Dichloroethene C2H2C12 24.682 18.339 -13.314 35.632 273-1500 
cis- 1,2-Dichloroethene C2H2C12 18.142 19.628 -14.213 37.699 273-1500 
trans- 1,2-Dichloroethene C2H2C12 23.686 17.971 - 1 2 .  33.017 273-1500 
Trichloroethene C2HC13 38.494 ,18.900 - 15.063 42.259 273-1500 
Tetrachloroethene Cz%14 63.222 15.895 -13.301 38.029 273-1500 

Nitrogen Compormds 
Ammonia .NH3 27.55 1 2.563 0.990 -6.687 273-1500 
Hydr'azine N I H ~  16.276 14.870 -9.640 25.063 273-1500 
Methylamine CHSN .. 12.534 l5.105 -6.88 1 12.345 273-1500 
~imethylamine C2H7N -1.151 27.679 - 14.572 29.92 1 273-1500 
Trimethylamine C3H9N .. -8.778 40.246 -23.217 52.017 273-1500 

Halogens and Halogen Acids 
Fluorine F2 25.556 2.454 - 1.752 4.099 273-2000 
Chlorine .. ( 3 2 ,  28.541 2.389 -2.137 . 6.473. 273-1500 
Bromine B r2 33.636 - 1.030 -0.890 2.680 273-1500 
Iodine 12 35.582 0.550 -0.447 1.308 - 273-1800 
Hydrogen fluoride H F  30.130 -0.493 0.659 .-IS73 273-2000 
Hydrogen chloride -HCl 30.3 10 -0.762 1.326 -4.335 273-1500 
Hydrogen bromide HBr 29.996 -0.671 1.387 -4.858 273-1500 

: 2 Hydrogen iodide Hl 28.042 0.190 0.509 -2.014 273-1900 a 
1 Chloromethanes 
2 Methyl chloride CH3Cl 12.762 10.862 -5.205 9.623 273-1500 
I! 
;I! 

Methylene chloride CH2Clz 17.573 . 14.305 -9.833 25.389 273-1500 
Chloroform CHC1; 31.841 14.481 -11.163 30.728 273-1500 

,Carbon tetrachloride ccb 51.213 . 14.226 - 12.53 1 36.937 273-1500 
Phosgene COCll , 43.305 '6.916 -3.518 273-10~0 
Thiophosgene ' CSCl* 45.188 7.778 -4.372 273-1 000 
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Appendix I1 (Corzri~rcterl) 

Temperature 
a b x 1 0 2  c x 1 0 5  d x 1 0 9  Range(K) 

Cja~~ogetzs 
Cyanogen 
Hydrogen cyanide 
Cyanogen chloride 
Cyanogen bromide 
Cyanogen iodide 
Acetonitrile 
Xcr?.lic nitrile 

(CN)2 41.088 6.217 -2.749 
HCN 26.527 3.504 - 1.093 
CNCl 33.347 4.496 -2.203 
CNBr 36.904 3.801 - 1.827 
CNI 40.544 3.018 - 1.366 
CH3CN 2 1.297 11.562 -3.812 
CHzCHCl 19.038 17.171 -7.087 

Osirfes of Nirroge~t 
Nitric oxide NO 27.034 0.987 -0.322 0.365 273-3800 
Nitric oxide NO 29.322 -0.094 0.974 -4.184 273- 1500 
Nitrous oxide N20 24.092 5.859 -3.560-. 10.569 273-1 500 
Nitrogen dioxide NO2 22.929 5.71 1 -3.519 7.866 273-1500 
Nitrogen tetroxide .-. N2 04- 33.054 18.661 - 1 1.339 273-600 

Acenlertes a11d Diolyfirs 
Acetylene CzH2 21.799 9.208 -6.523 18.197 273-1500 
Methylacetylene C3H4 17.615 17.042 -9.172 19.720 273-1500 
Dimethylacetylene C J H ~  14.812 24.427 - 1 1.548 20.812 273- 1500 
Propadiene C3H4 . 10.167 19.636 - 11.636 27.130 273-1 500 
1.3-Butadiene C4 H6 -5.398 34.937 -23.356 59.582 273- 1500 
Isoprene C5Hs -1.841 43.590 -28.293 70.837 273- 1500 

Colnbttsrion Gases (Low Range) 
Nitrogen N2 28.883 -0.157 0.808 -2.871 273-1 800 
Oxygen 0 2  25460 1.519 -0.715 1.311 273-1 800 
Air 28.088 0.197 0.480 -1.965 273- 1 800 
Hydrogen H2 29.088 -0.192 0.400 -0.870 273-1 800 . 
Carbon monoxide CO 28.142 0.167 0.537 -2.221 273-1800 
Carbon dioxide co2 22.243 5.977 -3.499 7.464 273-1 800 
Water vapor . Hz0 . . 32.218 0.192 1.055 -3.593 273-1 800 
Ammonia NH3 24.619 3.75 -0.138 300-1500 

Conrb~tsrion Gases (High Range)? 
Nitrogen NZ . 27.318 0.623 -0.095 273-3800 
Oxygen 9 2  28.167 0.630 -0.075 273-3800 
Air 27.435 0.618 -0.090. 273-3800 
Hydrogen H2 26.879 0.435 -0.033 273-3800 
Carbon monoxide CO ' 27.113 0.655 -0.100 273-3800 
Water vapor H2O 29.163 1.449 -0.202 273-3800 

Sulfur Compounds 
Sulfur s2 27.193 2.217 -1.627 3.983 273-1 800 
Sulfur dioxide so2 . . 25.762 5.791 -3.809 8.607 273-1800 
Sulfur trioxide SO3 . 16.393 14.573 -11.193 , ' 32.402 273-1300 
Hydrogen sulfide HzS 29.582 1.309 0.571. -3.292 273-1 800 
Carbon disnlfide - . cs2 30.921 6.230 -4.586 11.548 273-1800 
Carbonyl sulfide COS 26.034 6.427 -4.427 10.71 1 273-1 800 

?The equation for COr in the temperature range of 273-3800 K is C; = 75.464 - 1.872 x ~ o - ~ T  - 661.42jfi. 
Based on data in 0. Hougen, K. Watson. and R. A. Ragatz, Chemical Process Principles, Part 1, John Wiley & Sons, New York (1954). 
Used with permission. 
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The Thermodynamic Properties of Water and Steam1 

THERMODYNAMIC PROPERTIES OF STEAM 

Saturated Steam: Temperature Table 

Specific Volume Internal Energy Enthalpy Entropy 
Temp Press. Sat. Sat. Sat. Sat. Sat. Sat. Sat. Sat. 
("C) (kPa) Liquid Vapor Liquid Evap. Vapor Liquid Evap. Vapor Liquid Evap. Vapor 

T P P L  ' v v  f i L  ~ f i  f iv  fiL f i  h v  SL i v  

0.01 0.61 13 0.001 000 206.14 0.00 2375.3 2375.3 0.01 2501.3 2501.4 0.0000 9.1562 9.1562 
5 0.8721 0.001 000 147.12 20.97 2361.3 2382.3 20.98 2489.6 2510.6 0.0761 8.9496 9.0257 

10 1.2276 0.001 000 106.38 42.00 2347.2 2389.2 42.01 2477.7 2519.8 0.1510 8.7498 8.9008 
15 1.7051 0.001 001 77.93 62.99 2333.1 2396.1 62.99 2465.9 2528.9 0.2245 8.5569 8.7814 
20 2.339 0.001 002 57.79 83.95 2319.0 2402.9 .83.96 2454.1 2538.1 0.2966 8.3706 8.6672 
25 3.169 0.001003 43.36 104.88 2304.9 2409.8 104.89 2442.3 2547:2 0.3674 8.1905 8.5580 
30 4.246 0 .001W 32.89 125.78 2290.8 2416.6 125.79 2430.5 2556.3 0.4369 8.0164 8.4533 
35 5.628 0.001006 25.22 146.67 2276.7 2423.4 146.68 2418.6 2565.3 0.5053 7.8478 8.3531 
40 ' 7.384 0.001008 19.52 167.56 2262.6 2430.1 167.57 2406.7 2574.3 0.5725 7.6845 8.2570 
45 9.593 0.001ClO 15.26 .. ,188.44 2248.4 2436.8 188.45 2394.e 2583.2 0.6387 7.5261 8.1648 
50 12.349 0.001 011 12.03 209.32 2234.2 2443.2 209.33 2382.7 2592.1 0.7038 7.3725 8.0763 
55 15.758 0.001 015 9.568 230.21 2219.9 2450.1 230.23 2370.7 2600.9 0.7679 7.2234 7.9913 
60 19.940 0.001 017 7.671 251.11 2205.5 2456.6 251.13 2358.5 2609.6 0.8312 ' 7.078'4 7.9096 
65 25.03 0.001 0'20 6.197 272.02' 2191.1 2463.1 272.06 2346.2 2618.3 0.8935 6.9375 7.8310 
70 31.19 0.001023 5.042 292.95 2176.6 2469.6 292.98 2333.8 2626.8 0.9549 6.8004 7.7553 
75 38.58 0.001 026 4.131 313.90 2162.0 2475.9 313.93 2321.4 2635.3 1.0155 6.6669 7.6824 

.80 37.39 0.001019. ' 3.407 334.86 2147.4 2482.2 334.91 2308.8 2643.7 1.0753 6.5369 7.6122 
85 57.83 0.001 033 2.828 355.84 2132.6 2488.4 355.90 2296.0 2651.9 1.1343 6.4102 7.5445 
90 70.14 0.001 036 2.361 376.85 21 17.7 2494.5 376.92 2283.2 2660.1 1.1925 6.2866 7.479; 
95 84.55 . O.D()l OLK) 1.982 397.88 2102.7 2500.6 397.96 2270.2 2668.1 1.2500 6.1659 7.4159 

MPa 

100 0.10135 0 .001W 1.6729 418.94 2087.6 2506.5 419.64 2257.0 2676.1 1.3069 6.0480 7.3549 
105 0.12082 0.00104S 1.4194 440.02 2072.3 2512.4 440.15 2243.7 2683.8 1.3630 5.9328 7.2958 
110 0.143 27 0.001 052 1.2102 461.14 2057.0 2518.1 461.30 2230.2 2691.5 1.4185 5.8202 7.2387 
115 0.169 06 0.001 056 1.0366 482.30 2041.4 2523.7 482.48 2216.5 2699.0 1.4734 5.7100 7.1833 
120 0.19853 0.001060 0.8919 503.50 2025.8 2529.3 503.71 2202.6 2706.3 1.5276 5.6020 7.1296 
125 0.2321 0.001065 0.7706 524.74 2009.9 2534.6 524.99 2188.5 2713.5 1.5813 5.4962 7.0775 
130 0.2701 0.001070 0.6685 54602 1993.9 2539.9 546.31 2174.2 2720.5 1.6344 5.3925 7.0269 

3 [=I rn3/kg; fi, fi [=] J/g = kJ/kg; .$ [=] kJ/kg K 

'From G. 3. Van Wylen and R. E. Sontag, Fundamentals of Classical Thermodynnn~ics, S. I. Version. 2nd ed., 
John Wiley & Sons. New York (1978). Used with permission. 
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91s Appendix A.III: The Thermodynamic yroperries of Water and Steam 

Saturated Steam: Temperature Table (Continued) 

Specific Volume Inremal Energy Enthalpy Entropy 
Temp Press. Sat. Sat. Sat. Sat. Sat. Sat. Sat. Sat. 
('C) (kPa) Liquid Vapor Liquid Evap. Vapor Liquid Evap. Vapor Liquid Evap. Vapor 

T P ir 3 irL 4fi 27" j j ~  A GV j~ A j v  

135 0.3130 0.001075. 0.5822 567.35 1977.7 2545.0 567.69 2159.'6 2727.3 1.6870 5.2907 6.9777 
140 0.3613 0.001 080 0.5089 588.74 1961.3 2550.0 589.13 214.7 2733.9 1.7391 5.1908 6.9299 
145 0.4154 0.001 085 0.4463 610.18 1944.7 2554.9 610.63 2129.6 2740.3 1.7907 5.0926 6.8833 
1 50 0.4758 0.001 091 0.3928 631.68 1927.9 2559.5 632.20 21 14.3 2746.5 1.8418 4.9960 6.8379 
155 0.5431 0.001 096 0.3468 653.24 1910.8 2564.1 653.84 2098.6 2752.4 1.8925 4.9010 6.7935 
160 0.6178 0.001 102 0.3071 674.87 1S93.5 2568.4 675.55 2082.6 27?18.1 1.9427 4.3075 6.7502 
165 0.7005 0.001 108 0.2727 696.56 ,1876.0 2572.5 697.34 2066.2 2763.5 1.9925 4.7153 6.7078 
170 0.7917 0.001 114 0.2428 718.33 1SjS-.l 2576.5 . 719.21 2049.5 2768.7 2.0419 4.6244 6.6663 
175 0.8920 0.001 121 0.2168 740.17 1840.0 2580.2 741.17 2032.4 2773.6 2.0909 4.5347 6.6256 
I SO 1.0021 0.001 127 0.194 05 762.09 18-21.6 2583.7 763.22 2015.0 2778.2 2.1396 4.4461 6.5857 
I 85 1.1227 0.001 134 0.174 09 784.10.. j802.9 2587.0' 785.37 1997.1 2782.4 2.1879 4.3586 6.5465 
190 1.2544 0.001 141 0.156 54 806.19 1783.8 2590.0 807.62 1978.8 2786.4 2.2359 4.2720 6.5079 
195 1.3978 0.001 149 0.141 05 828.37 1764.4 2592.8 829.98 1960.0 2790.0 2.2835 4.1 863 6.4698 
200 1.5538 0.001 157 0.127 36 850.65 1744.7 2595.3 852.45 1940.7 2793.2 2.3309 4.1014 6.4323 
205 1.7230 0.001 164 0.1 15 21 873.04 1724.5 2597.5 875.04 1921.0 2796.0 2.3780 4.0172 6.3952 
210 1.9062 0.001 173 0.10441 895.53 1703.9 2599.5 897.76 1900.7 2798.5 2.4248 3.9337 6.3585 
215 2.104 0.001 181 0.09479 918.14 1682.9 2601.1 920.62 1879.9 2800.5 2.4714 3,8507 6.3221 
220 2.318 0.001 190 0.086 19 940.87 1661.5 2602.4 943.62 1858.5 2802.1 2.5178 3.7683 6.2861 
225 2.548 0.001 199 0.07849 963.73 1639.6 2603.3 966.78 1836.5 2803.3 2.5639 3.6863 6.2503 
230 2.795 0.001 209 ' 0.071 58 986.74 1617.2 2603.9 990.12 18 13.8 2804.0 2.6099 3.6047 6.2146 
235 3.060 0.001 219 0.065 37 1009.89 1594.2 2604.1 1013.62 1790.5 2804.2 2.6558 3.5233 . 6.179 1 
240 3.34 0.001229 0.05976 1033.21 1570.8 2604.0 1037.32 1766.5 2803.8 2.7015 3.4422 6.1437 
245 3.&8 0.001 240 0.054 71 1056.71 1546.7 2603.4 1061.23 1741.7 2803.0 2.7472 3.3612 6.1033 
250 3.973 O.Od1 251 0.050 13 1080.39 1522.0 2602.4 1085.36 1716.2 2801.5 2.7927 3.2802 6.0730 
255 4.3 19 0.001 263 0.045 98 1 104.28 1496:J -. 2600.9 1 109.73 1689.8 2799.5 2.8383 3.1992 . ' 6.0375 
260 4.688 0.001 276 0.042 21 1 128.39 1470.6 2599.0 1 134.37 1662.5 2796.9 2.8838 3.1 18 1 6.001 9 
265 5.081 0.001289 0.03877 1152.74 1443.9 2596.6 1159.28 1634.4 2793.6 2.9294 3.0368 5.9662 
270 5.499 0.001 302 0.035 64 1 177.36 14163 2593.7 1 184.51 1605.2 2789.7 2.9751 2.9551 5.9301 
275 5.942 0.001 317 0.032 79 1202.25 1387.9 2590.2 1210.07 1574.9 2785.0 3.0208 2.8730 5.8938 
280 6.412 0.001 332 0.030 17 1227.46 1358.7 2586.1 1235.99 1543.6 2779.6 3.0668 2.7903 5.8571 
285 6.909 0.001 348 .0.027 77 1253.00 1328.4 2581.4 1262.31 151 1.0. 2773.3 3.1 130 2.7070 5.8199 
290 7.436 0.001 366 0.025 57 1278.92 1197.1 2576.0 1289.07 1477. I 2766.2 3.1594 2.6227 5.7821 
295 7.993 0.001 384 0.023 54 1305.2 12f3.7 . 2569.9 1316.3 1441.8 2758.1 .3.2062 2.5375 5.7437 
300 8.581 0.001 404 0.021 67 1332.0 1231.0 2563.0 1344.0 1404.9 2749.0 3.2534 2.451 1 5.7045 
305 9.202 0.001425 0.019948 1359.3 1195.9 2555.2 1372.4 1366.4 2738.7 3.3010 2.3633 5.6643 
310 9.856 0.001447 0.018350 .1387.1 1159.4 2546.4 1401.3 1326.0 2727.3 3.3493 2.2737 5.6230 
315 10.547 0.001 472 a016 867 1415.5 1121.1 2536.6 1431.0 1283.5 2714.5 3.3982 2.1821 5.5804 

$ 320 11.274 0.001 499 0.015 488 1444.6 1080.9 2525.5 1461.5 1238.6 2700.1 3.4480 2.0882 5.5362 3 
330 12.845 0.001 561 0.012 996 1505.3 993.7 2498.9 1525.3 1140.6 2665.9 3.5507 1.8909 5.4417 8 
340 14.586 0.001 638 0.010 797 1570.3 894.3 2464.6 1594.2 1027.9 2622.0 3.6594 1.6763 5.3357 
350 16.513 0.001 740 0.008 813 1641.9 776.6 2418.4 1670.6 893.4 2563.9 3.7777 1.4335 5.21 12 

I 
4 

360 18.651 0.001 893. 0.006 945 1725.2 626.3 2351.5 1760.5 '720.5 2481.0 3.9147 1.1379 5.0526 3 
370 21.03 0.002 213 0.004 925 1844.0 384.5 2228.5 1890.5 441.6 2332.1 4.1 106 .6865 4.7971 1 

. 374.14 22.09 . 0.003 155 0.003 155 2029.6 0 2029.6 2099.3 . 0 . 2099.3 4.4298 0 4.4298 ' 9  

3 [=I m3/kg; 6, fi [=] J/g = kJ/kg; 2 [=] U/kg K 



Appendix A.TII: The Thermodynamic Properties of Water and Steam 919 

Saturated Steam: Pressure Table 

Specific Volume Internal Energy Enthalpy Entropy 
Press. Temp Sat. Sat. Sat. Sat. Sat. Sat. Sat. Sat. 
(kPaj (OC) Liquid Vapor Liquid Evap. Vapor Liquid Evap. Vapor Liquid Evap. Vapor 

P T PL f iv f iL  f i  f iV f i L  S V  jL j\' 

.-. 0.6113 -.. 0.01 0.001 000 206.14 0.00 2375.3 2375.3 0.01 2501.3 2501.4 0.0000 9.1561 9.1567 
1.0 . 6.98 0.001 000 129.21 29.30 2355.7 2385.0 29.30 2484.9 2514.2 0.1059 8.8697 8.9756 
1 .5 13.03 0.001 001 87.98 54.71 2338.6 2393.3 54.71 2470.6 2525.3 0.1957 8.6322 8.8279 
2.0 . 17.50 0.001001 67.00 73.48 2326.0 2399.5 73.48 2460.0 2533.5 0.2607 5.4629 8.7237 
2.5 21.08 0.001 002 54.25 88.48 2315.9 2404.1 88.49 2451.6 2540.0 0.3120 8.3311 5.6432 
3 .O 24.08 0.001003 45.67 101.04 2307.5 2408.5 101.05 2444.5 2545.5 0.3545 8.2231 8.5776 
4.0 28.96 0.001004 34.80 121.45 2293.7 2415.2 121.46 2432.9 2554.4 0.4226 8.0520 8.4746 
5.0 32.88 0.001005 28.19 137.81 2282.7 2420.5 137.82 2423.7 2561.5 0.4764 7.9187 8.3951 
7 :5 40.29 0.001008 19.24 168.78 2261.7 2430.5 168.79 2406.0 2574.8 0.5764 7.6750 8.2515 

10 45.81 0.001 010 14.67 191.82 2246.1 2437.9 191.83 2392.8 2584.7 . 0.6493 7.5009 8.1502 
15 53.97 0.001 014 10.02 225.92 2222.8 2448.7 225.94 2373.1 2599.1 0.7549 7.2536 8.0085 
20 60.06 0.001017 7.649 251.38 2205.4 2456.7 251.40 2358.3 2609.7 0.8320 7.0766 7.9085 
25 64.97 0.001 020 .:- 6.204 271.90 2191.2 2463.1 271.93 2346.3 . 2618.2 0.8931 6.9383 7.8314 
30 69.10 0.001022 5.229 -289.20 2179.2 2468.4 289.23 2336.1 2625.3 0.9439 6.8247 7.7686 
40 75.87 0.001 027 3.993 317.53 2159.5 2477.0 317.58 2319.2 2636.8 1.0259 h . W l  7.6700 
50 81.33 0.001030 3.240 340.44 2143.4 2483.9 340.49 2305.4 2645.9 1.0910 6.5029 7.5939 
75 91.78 0.001 037 2.217 384.31 21 12.4 2496.7 384.39 2278.5 ' 2663.0 1.2130 6.1434 7.4564 

MPa 

0.100 99.63 0.001 043 1.6940 417.36 2088.7 2506.1 417.46 2258.0 2675.5 1.3026 6.0568 7.3594 
0.125 105.99 0.001 048 1.3749 444.19 2069.3 2513.5 444.32 2241.0 2685.4 1.3740 5.9104 7.2844 
0.150 11 1.37 0.001 053 1.1593 466.94 2052.7 2519.7 467.1 1 2226.5 2693.6 1.4336 5.7897 7.2233 
0.175 116.06 0.001 057 1.0036 486.80 2038.1 2524.9 486.99 2213.6 2700.6 1.4849 5.6868 7.1717 
0.200 120.23 0.001061 0.8857 504.49 2025.0 2529.5 504.70 2201.9 2706.7 1.5301 5.5970 7.1271 
0.225 ' 124.00 0.001 064 0.7933 520.47 2013.1 2533.6 520.72 2191.3 2712.1 1.5706 5.5173 7.0878 
0.250 127.44 0.001 067 0.7187 '.535.10 2002.1 2537.2 535.37 218i.5 2715.9 1.6072 , 5.4455 7.0527 
0.275 130.60 0.001 070 0.6573 548.59 1991.9 2540.5 548.89 2172.4 2721.3 1.6408 5.3801 7.0209 
0.300 133.55 0.001 073 0.6058 561.15 1982.4 2543.6 561.47 2163.8 2725.3 1.6718 5.3201 6.9919 
0.325 136.30 0.001.076 ' 0.5620 572.90 1973.5 2546.4 573.25 2155.8 2729.0 1.7006 5.2646 6.9652 
0.350 138.88 0.001 079 0.5243 583.95 1965.0 2548.9 584.33 2148.1 2732.4 1.7275 5.2130 6.9405 
0.375 141.32 0.001 081 0.4914 594.40 1956.9 2551.3 594.81 2140.8 2735.6 1.7528 5.1647 6.9175 
0.40 143.63 0.001084 0.4625 604.31 1949.3 2553.6 60474 .2133.8 2738.6 1.7766 5.1193. 6.8959 
0.45 147.93 0.001088 0.4140 622.77 1934.9 2557.6 623.25 2120.7 2743.9 1.8207 5.0359 6.8565 
0.50 15 1.86 0.001 093 0.3749 639.68 1921.6 2561.2 640.23 21 08.5 2748.7 1.8607 4.9605 6.821 3 
0.55 155.48 0.001097 0.3427 655.32 1909.2 2564.5 655.93 2097.0 3753.0 1.8973 4.8920 6.7893 
0.60 158.85 . 0.001 101 0.3157 669.90 1897.5 2567.4 670.56 2086.3 2756.8 . 1.9312 4.8288 6.7600 
0.65 162.01 0.001 104 0.2927 683.56 1886.5 2570.1 684.28 2076.0 2760.3 1.9627 4.7703 6:7331 

2, 

0.70 164.97 0.001108 0.2729 696.44 1876.1 2572.5 697.22 2066.3 2763.5 1.9922 4.7158 6.7080 

E! '0.75 167.78 0.001 112 0.2556 708.64 1866.1 2574.7 709.47 2057.0 2766.4 2.0200 4.6647 6.6847 
0.80 170.43 0.001115 0.2404 720.22 1856.6 2576.8 721.11 2048.0 2769.1 2.0462 4.6166 6.662s- 

,# 1. 0.85 172.96 0.001118 0.2270 731.27 1847.4 2578.7 732.22 2039.4 2771.6 2.0710 4.5711 6.6421 
0.90 175.38 0.001121 0.2150 741.83 1838.6 2580.5 742.83 2031.1 2773.9 2.0946 4.5280 6.6226 

& 0.95 177.69 0.001124 0.2042 751.95' 1830.2 2582.1 753.02 2023.1 2776.1 2.1172 4.4869 6.6041 
8 
9: 3 [=] rn3/kg; fi, I? [=I J/g = M/kg; S [=] kJ/kg K 

5; 

E 



020 Appendix A.111: The Thermodynamic Propeniej of Water and Steam 

Saturated Steam: Pressure Table (Conti~zned) 

Specific Volume Internal Enegy . Enthalpy Entropy 
Temp Press. Sat. Sat. Sat. Sat. Sat. Sat. Sat. Sat. 
("C) (kPa) Liquid Vapor Liquid Evap. Vapor Liquid Evap. Vapor Liquid Evap. V a p r  

T P ri riv f i ~  fiv f i ~  f i  f i v  SL A $  jy 

1.00 179.91 0.001 127 0.19444 761.68 1823.0 2583.6 762.81 2015.3 2778.1 2.1387 4.4478 6.5S65 
1.10 184.09 0.001 133 0.177 53 780.09 1806.3 2586.4 781.34 2000.4 . 2781.7 2.1792 4.3744 6.55:6 
1.20 187.99 0.001139 0.16333 797.29 1791.5 2588.8 798.65 1986.2 2784.8 2.2166 4.3067 6.5233 
1.30 191.64 0.001 144 0.151 25 513.44 1777.5 2591.0 814.93 1972.7 2787.6 2.2515 4.2438 6.4953 
1.40 195.07 0.001 149 0.14084 828.70 1761.1 2592.8 830.30 1959.7 2790.6 2.2842 4.1850 6.333 
1.50 198.32 0,001 154 0.131 77 843.16 1751.3 2594.5 844.89 1947.3 2792.2 2.3150 4.1298 6.4.38 
1.75 205.76 0.001 166 0.1 13 49 876.46 1721.1 7597.8 878.50 1917.9 2796.4 2.3851 4.0044 6.3996 
2.00 212.42 0.001 177 0.09963 906.41 1693.8 2600.3 908.79 1890.7 2799.5 2.4474 3.8935 6.309 
2.25 '218.45 0.001157 0.08875 933.83 1668.1 2602.0 936.49 1865.2 2801.7 2.5035 3.7937 6.2972 
2.5 223.99 0.001 197 0.079 98 9 . l l .  1644.0 2603.1 962.1 1 1841 .O 2803.1 2.5547 3.7028 6.7575 
3.00 233.90 0.001217 0.06668 1004178 ,!599.3 2604.1" 1008.42 1795.7 2804.2 2.6457 3.5412 6.1S69 
3.5 242.60 0.001235 0.05707 1045.43 "1558.3 2603.7 1049.75 1753.7 2803.4 2.7253 3.4000 6.1153 
4 250.40 0.001 252 0.049 78 1082.31 1520.0 2602.3 1087.31 1714.1 2801.4 2.7964 3.2737 6.0701 
5 263.99 0.001 286 0.039 44 1147.81 1449.3 2597.1 1154.23 1640.1 2794.3 2.9202 3.0532 5.9734 
6 275.64 0.001 319 0.032 44 1205.44 1354.3 2589.7 1213.35 1571.0 2784.3 3.0267 2.8625 5.SS92 
7 285.88 0.001 351 0.027 37 1257.55 1323.0 2580.5 1267.00 1505.1 2772.1 3.121 1 2.6922 5.8133 
8 295.06 0.001384 0.02352 1305.57 1264.2 2569.8 1316.64 1441.3 2758.0 3.2068 2.5364 5.7431 
9 303.40 0.001 418 0.020 48 1350.51 1207..3 3557.8 1363.26 1378.9 2742.1 3.2858 2.3915 5.6771 

10 31 1.06 0.001 452 0.018 026 1393.01 1151.4 2544.4 1407.56 1317.1 2724.7 3.3596 2.2544 5.6141 
I I 318. I5 0.001 489 0.015 987 1433.7 1096.0 2529.8 1450.1 1255.5 2705.6 3.4295 2.1233 5.5527 
12 324.75 0.001 527 0.014 263 1473.0 1040.7 2513.7 1491.3 1193.6 2684.9 3.4962 1.9962 5.4924 
13 330.93 0.001 567- 0.012 780 151 1.1 985.0 2496.1 1531.5 1130.7 2662.2 3.5606 1.8718 5.4323 
I4 336.75 0.001 61 1 0.01 1 485 1548.6 928.2 2476.8 1571.1 1066.5 2637.6 3.6232 1.7485 5.3717 
I5 342.24 0.00l. 658 0.010 337 1585.6 869.8 1455.5 1610.5 1000.0 2610.5 3.6848 1.6249 5.3098 
16 347.44 0.001 71 1 0.009 306 1622.7 809.0 2431.7 1650.1 930.6 2580.6 3.7461 1.4994 5.2455 
17 352.37 0.001 770 0.008 364 1660.2 - 7W.S 2405.0 1690.3 856.9 2547.2 3.8079 1.3695 5.1777 
IS 357.06 0.001 840 0.007 489 1698.9 675.3 2374.3 1732.0 777.1 2509.1 3.8715 1.2329' 5 . l W  
19 361.54 0.001 924 0.006 657 1739.9 598.1 2338.1 1776.5 688.0 2464.5 3.9388 1.0839 5.0228 
20 365.81 0.002 036 0.005 834 1785.6 507.5 2293.0 1826.3 583.4 2409.7 4.0139 0.9130 4.9269 
21 369.89 0.002207 0.004952 1842.1 388.5 2230.6 1888.4 446.2 2334.6 4.1075 0.6938 4.8013 
22 373.80 0.002 742 0.003 568 . 1961.9 125.1 1087.1 2022.2 143.4 2165.6 4.31 10 0.2216 4.5327 
22.09 374.14 ' 0.003.155 0.003 155 2029.6 0.0 . 2029.6 2099.3 0.0 2099.3 4.4298 0.0 .4.-1298 

[=I m3/kg; f i ,  f i  [=] J/,o = kJ/kg; ,$ [=I !d/kg K 
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Superheated Vapor: 

Sat. 14.674 2437.9 2584.7 8.1502 3.240 2483.9 2615.9 7.5939 
50 14.869 2443.9 2592.6 8.1749 - - - - 

' 100 - 17.196 2515.5 26875 8.4479 3.418 2511.6 2682.5 7.6947 
"'150 19.512 2587.9 2783.0 8.6882 3.889 2585.6 2780.1 7.9401 
,'200 -21.825 2661.3 2879.5' 8.9038 4.356 2659.9 2877.7 8.1550 

250 ; 24.136 2736.0 2977.3 9.1002 4.820 2735.0 2976.0 8.3556 
300 26.445 2812.1 3076.5 9.2813 5.284 2811.3 3075.5 8.5373 
400 31.063 2968.9 3279.6 9.6077 6.209 . 2968.5 3278.9 8.8642 
500 35.679 3132.3 3489.1 9.8978 7.134 3132.0 3488.7 9.1546 
600 40.295 3302.5 3705.4 10.1608 8.057 3302.2 3705.1 9.4178 
700 44.911 3479.6 3928.7 10.4028 8.981 3479.4 3928.5 9.6599 
800 49.526 3663.8 4159.0 d8.6281 9.904 3663.6 4158.9 9.8852 
900 54.141 3855.0 4396.4 .+' 10.8396 10.828 3854.9 4396.3 10.0967 

1000 , .58.757 4053.0 4640.6 11.0393 11.751 4052.9 4640.5 10.2964 
1 100 63.372 4257.5 4891.2 1 1.2287 12.674 4257.4 4891.1 10.4859 
1200 67.987 4467.9 5147.8 11.4091 13.597 4467.8 5147.7 10.6662 
I300 72.602 4683.7 5409.7 11.5811 14.521 4683.6 5409.6 10.8382 

P = 0.20 >1Pa (120.23) P = 0.30 MPa (133.55) 

Sat. 0.8857 2529.5 2706.7 7.1272 0.6058 2543.6 2725.3 6.9919 
I50 0.9596 2576.9 2768.8 7.2795 0.6339 2570.8 2761.0 7.0778 
200 1.0803 2654.4 2870.5 7.5066 0.7163 2650.7 2865.6 7.3 115 
250 1.1988 2731.2 2971.0 7.7086 0.7964 2728.7 2967.6 7.5166 
300 1.3162 2808.6 3071.8 7.8926 0.8753 2806.7 3069.3 7.7022 

-400 1.5493 2966.7 3276.6 8.2218 1.0315 2965.6 3275.0 8.0330 
500 1.7814 3 130.8 3487.1 8.5133 1.1867 3130.0 3486.0 8.3251 
600 2.013 3301.4 3704.0 8.7770 1.3414 3300.8 3703.2 8.5892 
700 2.244 3478.8 3927.6 9.0194 1.4957 3478.1 3927.1 8.8319 
800 2.475 3663.1 41582 9.2d49 1.6499 3662.9 4157.8 9.0576 
900 2.706 3854.5 4395.8 9.+566 1.8041 3854.2 4395.4 9.2692 

lo00 2.937 4052.5 4640.0 9.6563 .1.9581 4052.3 4639.7 9.4690 
1100 3.168 4257.0 1890.7 9.8458 2.1 121 4256.8 4890.4 9.6585 
1200 3.399 4467.5 5147.3 10.0262 2.2661 4467.2 5147.1 9.8389 
1300 3.630 4683.2 5409.3 10.1982 2.4201 4683.0 5409.0 10.01 10 

P = 0.50 b l ~ a  (151.86) P = 0.60 MPa (158.85) 

.. . Sat. 0.3749 2561.2 2748.7 6.8213 0.3157 2557.4 2756.8 6.7600 
200 0.4249 -'2642.9 2855.4 7.0592 0.3520 2638.9 2850.1 6.9665 
250 0.4744 1; 2723.5 . 2960.7 7.2709 0.3938 272019 2957.2 7.1816 
300 0.5226 *-12802.9 3064.2 ' 7.4599 0.4344. , 2801.0 3061.6 7.3724 

',, . 
s 350 0.5701 "2882.6 3167.7 7.6329 0.4742 2881.2 3165.7 7:5464 
--. 400 0.6173 2 9 6 ?  3271.9 7.7938 0.5137 2962.1 3270.3 7.7079 
.I 500 0.7109 3128.4 3483.9 8.0873 0.5920 3127.6 3482.8 8.0021 
55 
,$ 600 0.8041 3299.6 3701.7 ' 8.3522 0.6697 3299.1 3700.9 8.2674 

I 700 0.8969 3477.5 3925.9 8.5952 0.7472 3477.0 3925.3 8.5107 

.$: 800 0.9896 3662.1 4156.9 8.821 I 0.8245 3661.8 4156.5 8.7367 
900 1.0822 3853.6 4394.7 9.0329 0.9017 3853.4 4394.4 8.9486 

lo00 1.1747 4051.8 4639.1 9.2328 0.9788 4051.5 4638.8 9.1485 
1100 1.2672 4256.3 4889:9 9.4224 1.0559 4256.1 ' 4889.6 9.3381 
1200 1.3596 4466.8 5146.6 9.6029 1.1330 4466.5 5146.3 9.5185 
1300 1.4521 4682.5 5408.6 9.7749 1.2101 4682.3 5408.3 9.6906 

$Nore: Number in parentheses is tempenture of saturated steam at the specified pressure. 

1; I=] m3/kg; fi, fi [=] J/g = kJ/kg; S [=] kJ/kg K 
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Superhcared Vapor (Continued) 

P = 1.00 MPa (179.91) P = 1.20 hlPa (187.99) P = I .10 ICIPa 11 95.07) 

T (=c) v ir fi S 3 ir ri S 3 8 B S 
Sat. 
200 
250 
300 
350 
400 
500 
600 
500 
SO0 
900 

loo0 
1100 
1200 
1300 

Sat. 
225 
250 
300 
35Q 
400 
450 
500 
600 
700 
800 ' 
900 

loo0 
1100 
1200 
1300 

0.194 54 2583.6 2778.1 6.5865 0.163 33 2588.8 2784.8 6.5233 
0.2060 2621.9 2827.9 6.6940 0.169 30 26 12.8 2815.9 6.5898 
0.2327 ' 2709.9 2942.6 6.9247 0.192 3 4  2704.2 2935.0 6.8294 
0.2579 2793.2 3051.2 7.1229 0.2138 2789.2 3045.8 7.0317 
0.2S15 2875.2 3157.7 7.301 1 0.2345 2872.2 3153.6 7.2111 
0.3066 2957.3 3263.9 7.4651 0.2548 2954.9 3260.7 7.3774 
0.354 1 31 24.4 3478.5 7.7622 0.2946 3 122.8 3476.3 7.6759 
0.201 1 3296.8 3697.9 8.0290 0.3339 - 3295.6 3696.3 7.9135 
0.378 3475.3 3923.1 8.273 1 0.3729 3474.4 3922.0 8.1881 
0.4943 3660.4.. 4154.7 8.4996 0.4118 3659.7 4153.8 8.4148 
0.5407 3852.2 4392.9 8.7! 18 0.4505 385 1.6 4392.2 8.6271 ' 

0.5871 4050.5 4637.6 8;9i19 0.4892 4050.0 4637.0 8.8274 
0.6335 4255.1 4888.6 9.1017 0.5278 4254.6 4888.0 9.01 72 
0.6798 4465.6 5145:4' 9.25'22 0.5665 4465.1 5144.9 9.1977 
0.7161 4681.3 5407.4 9.4543 -- 0.605.1 ... .9680.9 5407.0 9.3698 

P = 1.60 MPa (201.41) P = 1 .SO htPa (207.15) 

0.113 SO 2596.0 2794.0 6.421 8 0.1 10 42 2598.1 2797.1 6.3794 
0.132 87 2644.7 2857.3 6.55 18 0.1 16 73 2636.6 2846.7 6.4808 
0.141 84 2692.3 2919.2 6.6732 0.124 97 2686.0 291 1.0 6.6066 
0.158 62 2781.1 3034.8 6.8844 0.140 21 2776.9 3029.2 6.8216 
0.171 56 2866.1 3145.4 7.0694 0.154 57 2863.0 3141.2 7.0100 
0.190 05 2950.1 3254.2 7.2374 0.168 47 2947.7 3250.9 7.1794 
0.2103 3 1 19.5 3472.0 ?.5390 0.195 50 3 1 17.9 3469.8 7.4825 
0.2500 3293.3 3693.2 7.8080 0.2220 3292.1 3691.7 7.7523 
0.2794 3472.7 39 19.7 8.0535 0.2482 347 1.8 391 8.5 7.9983 
0.3086 3658.3 4152.1 8.2808 .0.2742 . 3657.6 4151.2 8.2258 
0.3377 3850.5 4390.5 8.4935 6.3001 '. '3849.9 4390.1 8.4386 
0.3668 4049.0 4635.8 8.6938 0.3260 4048.5 4635.2 8.6391 
0.5958 4253.7 4887.0 8.8837 0.3518 4253.2 4886.4 8.8290 
0.4248 4464.2 5143.9 9.0643 0.3776 4463:7 5143.4 9.0596 
0.4538 4679.9 5406.0 9.2364 0.4034 4679.5 5405.6 9.1818 

P = 2.50 MPa (223.99) P = 3.00 hlPa L2.3.90) 

0.079 98 2603.1 2803.1 6.2575 0.066 68 2604.1 2804.7. 6. 1869 
'0.080 27 2605.6 2806.3. 6.1639 - - - - 
0.08700 2662.6 2880.1. 6.4085 0.07058 2644.0 2855.8 6.2872 
0.09890 2761.6 3008.8 6.6438 0.081 14 2750.1 2993.5 6.5390 
0.109 76 285 1.9 3 126.3 6.8403 0.090 53 2843.7. 3 1 15.3 6.7428 
0.12010 2939.1 3239.3 7.0148 0.09936 2932.8 3230.9 6.9212 
0.130 14 3025.5 .3350.8 7.1.746 0.107 87 3020.4 3344.0 7.0834 
0.139 98 31 12.+ 3462.1 7.3234 0.1 16 19 3 108.0 3456.5 7.2338 
0.15930 3288.0 3686.3 7.5960 0.13243 3285.0 3682.3 7.5085 
0.178 32 3468.7 3914.5 7.8435 0.148 38 3466.5 391 1.7 7.757 1 
0.197 16 3655.3 4148.2 8.072C 0.164 14 3653.5 4145.9 7.9862 
0.21590 3847.9 4387.6 8.2853 0.17980 3846.5 4385.9 K1999 
0.2346 4046.7 4633.1 8.4861 (1.195 41 . ' 4045.4 4631.6 8.4009 
0.2532 4251.5 - 4884.6 8.6762 0.210 98 4250.3 4883.3 8.5912 
0.2718 . 4462.1 5141.7 8.8569 0.226 52 4460.9 5140.5 8.7720 
0.2905 4677.8 5404.0 9.0291 . 0.242 06 4676.6 5402.8 8.9442 

'/kg: ir, A [=] J/g = U/kgl ' S [=j-ii/kg K . 

P = 3.50 MPa (242.60) 

0.057 07 2603.7 2803.4 6.1253 . 
- - - - 

0.058 72 2623.7 2829.2 6.1749 
0.06842 2738.0 2977.5 6.4461 
0.076 78 2835.3 3 104.0 6.6579 
0.084 53 2926.4 3222.3 6.8405 
0.091 96 3015.3 3337.2 7.0052 
0.099 18 3 103.0 3450.9 7.1572 
0.1 13 24 3282.1 3678.4 7.4339 
0.12699 3464.3 3908.8 7.6837 
0.14056 3651.8 4143.7 7.9134 
0.154 02 3845.0 4384.1 8.1276 
0.167 43 4044.1 4630.1 8.3288 
0.1 80 80 4249.2 488 1.9 8.5192 
0.19415 4459.8 5139.3 8.7000 
0.20749 4675.5 5401.7 8.8723 



Appendix A.111: The Thermodynamic Properties of Water and Steam 923 

Superheated Vapor (Contitnled) 

P = 4.0 MPa (250.40) P = 4.5 MPa (257.49) P = 5.0 MPa (263.99) 

T P C )  c 5 fi 5 ? ir k S ? LJ fi .? 
Sat. 0.049 78 2602.3 2801.4 6.0701 0.01.1 06 2600.1 2798.3 6.0198 0.039 44 2597.1 2794.3 5.9734 

275 0.054 57 2667.9 2886.2 6.2285 0.047 30 2650.3 2863.1 6.L.101 0.041 41 2631.3 2838.3 6.0544 
300 0.058 84 2725.3 2960.7 6.3615 0.051 35 2712.0 2943.1 6.1828 0.045 32 2698.0 2924.5 6.20S4 

- ' 350 0.06645 2826.7 3092.5 6.5821 0.05840 2817.8 3080.6 6.5131 0.05194 2808.7 306S.4 6,4393 
. . 400 0.073 41 2919.9 3213.6 6.7690 0.064 75 2913.3 32o.L.7 6.7047 0.057 81 2906.6 3 195.7 6.6459 

450 0.05002 3010.2 3330.3 6.9363 0.07074 3005.0 3323.3 6.8746 0.06330 2999.7 3316.2 6.8186 
"' 500 0.086 43 3099.5 3445.3 7.0901 0.076 51 3095.3 3439.6 7.0301 0.068 57 3091.0 3433.8 6.9759 

600 0.09885 3279.1 3674.4 7.3688 0.08765 3276.0 3670.5 7.3lLO 0.07869 3273.0 3666.5 7.2589 
700 0. I 10 95 3462.1 3905.9 7.6198 0.098 47 3459.9 . 3903.0 7.5631 0.088 49 3457.6 3900.1 7.5 122 
800 0.12287 3650.0 4131.5 7.8502 0.10911 3648.3 4139.3 7.7942 0.09811 3646.6 4137.1 7.7440 
900 0.134 69 3843.6 .4382.3 8.0647. 0.1 19 65 3842.2 4380.6 8.0091 0.107 @. 3840.7 4378.8 7.9593 

1000 0.14645 4042.9 4628.7 8.2662 0.13013 4041.6 4627.2 8.2108 0.11707 4M0.4 4625.7 8.1612 
1100 0.155 I7 4248.0 4880.6 8.4567 0.140 56 4246.8 4879.3 8.4015 0.126 48 4245.6 4878.0 8.3520 
1200 0.169 87 4458.6 5138.1 8.6376 .. 0.150 98 4457.5 5136.9 8.5825 0.135 87 4456.3 5135.7 8.5331 
1300 0.181 56 4674.3 5400.5 8.8100' 0.161 39 4673.1 5399.4 8.7549 0.145 26 4672.0 5398.2 8.7055 

P = 6.0 MPa (275.64) P = 7.0 MPa (285.881 P = S.0 MPa (295.06) 

Sat.. 0.032 44 2589.7 2784.3 5.8892 0.027 37 2580.5 2772.1 5.8133 0.023 52 2569.8 2758.0 5.7432 
300 0.03616 2667.2 2884.2 6.0674 0.02947 2632.2 2838.4 5.9305 0.02426 2590.9 2785.0 5.7906 
350 0.042 23 2789.6 3043.0 6.3335 0.035 24 2769.4 3016.0 6.2283 0.029 95 2747.7 2987.3 6.1301 
400 0.047 39 2892.9 3177.2 6.5408 0.039 93 2878.6 3158.1 6.4478 0.034 32 2863.8 3 138.3 6.3634 
450 0.052 14 2988.9 3301.8 6.7193 0.044 16 2978.0 3287.1 6.6327 0.038 17 2966.7 3272.0 6.5551 
500 0.05665 3082.2 3422.2 6.8803 0.04814 . 3C73.4 3410.3 6.7975 0.04175 3064.3 3398.3 6.7240 
550 0.061 01 3174.6 3540.6 7.0288 0.051 95 3167.2 3530.9 6.9486 0.045 16 3159.8 3521.0 6.8778 
600 0.065 25 3266.9 3658.4 7.1677 0.055 65 -3260.7 3650.3 7.0894 0.048 45 3254.4 3642.0 7.0206 
700 0.07352 3453.1 3894.2 7.4234 0.U6283 3448.5 3888.3 7 3 7 6  0.05481 3443.9 3882.4 7.2812 
800' 0.05160 3643.1 4132.7 7.6566 0.06981 3639.5 4128.2 7.5822 0.06097 3636.0 4123.8 7.5173 
900 0.089 58 3837.8 4375.3 7.8727 0.076 69 3835.0 4371.8 7.7991 0.067 02 3832.1 4368.3 7.735 1 

1000 0.09749 4037.8 4622.7 8.0751 0.08350 4035.3 4619.8 8.0020 0.07301 4032.8 4616.9 7.9384 
1 100 0.105 36 4243.3 4875.4 8.2661 0.090 27 4240.9 4872.8 8.1933 0.078 96 4238.6 4870.3 8.1300 
1200 . 0.1 13 21 4454.0 5133.3 8.4474 0.097 03 4451.7 5130.9 8.3747 0.084 89 9 . 5  5 128.5 8.31 15 

,1300 0.12 1 06 4669.6 5396.0 8.6199 0.103 77 4667.3 5393.7 8.5473 0.090 80 -. 4665.0 539 1.5 9.4842 

P = 9.0 MPa (303.40) P = 10.0 MPa (3 1 1.06) P = 12.5 MPa (327.89) 

Sat. 0.020 48 2557.8 2742.1 5.6772 0.018 026 2544.4 2724.7 5.6141 0.013 495 2505. l 2673.8 ,j.4624 
325 0.023 27 2646.6 2856.0 5.8712 0.019 861 2610.4 2809.1 5.7568 - - - - 
350 0.02580 2724.4 2956.6 6.0361 0.02242, 2699.2 2923.4 5.9443 0.016126 2624.6 2826.2 5.7118 
400 0.029 93 2848.4 31 17.8 6.2854 0.026 41 2832.4 3096.5 6.2120 0.020 00 2789.3 3039.3 6.0317 
450 0.033 50 2955.2 3256.6 6.4844 0.029 75 2943.4 3240.9 6.4190 0.022 99 2912.5 3199.8 6.2719 
500 0.036 77 3055.2 3386.1 6.6576 0.032 79 3045.8 3373.7 6.5966 0.025 60 3021.7 3341.8 6.4618 
550 0.039 87 3152.2 3511.0 6.8142 0.035 64 3144.6 3500.9 6.7561 0.028 01 3125.0 3475.2' 6.6290 
600 0.042 85 3248.1 3633.7 6.9589 0.038 37 3241.7 3625.3 6.9029 0.030 29 3225.4 3604.0 6.7810 
650 0.04574 3343.6 3755.3 7.0943 0.04101 3338.2 3748.2 7.0398 0.03248 3324.4 3730.4 6.9218 
700 0.048 57 3439.3 3876.5 7.2221 0.043 58 3434.7 3870.5 7.1687 0.034 60 3422.9 3855.3 7.0536 
800 0.054 09 3632.5. 41 19.3 7.4596 0.048 59 3628.9 41 14.8 7.4077 0.038 69 3620.0 4103.6 7.2965 
900 0.059 50 3829.2 4364.8 7.6783 0.053 49 3826.3 4361.2 7.6272 0.042 67 3819.1 4352.5 7.5182 

1000 0.064 85 4030.3 4614.0 7.8821 0.058 32 4027.8 461 1.0 7.8315 0.046 58 4021.6 4603.8 7.7237 
1100 0.07016 4236.3 4867.7 8.0740 0.06312 4234.0 4865.1 8.0237 0.05045 4225.2 4858.8 7.9165 
1200 0.07544 4447.2 5126.2 8.2556 0.06789 4444.9 5123.8 8.2055 0.05430 4439.3 5118.0 8.0987 
1300 0.08072 4662.7 5389.2 8.4284 0.07265 4460.5 5387.0 8.3783 0.05813 4654.8 5381.4 8.2717 

3 [=] m3/kg; 5 ,  fi [=] J/g = kJ/kg; ,? [=] M/kg K 
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Superheated Vapor (Co~rrinued) 

P = 15.0 MPa (342.24) P = 17.5 MPa (354.75) P = 20.0 lMPa (365.81) 

7 ( O C )  v ir r? S 3 fi r? S 3 fi r? S 
S .  0.010337 2455.5 2610.5 5.3098 0.007920 2390.2 2528.8 5.1419 
?50 0.01 1 470 2520.4 2692.4 5.4421 - - - - 
400 0.015649 2740.7 2975.5 5.8811 0.012447 2685.0 2902.9 5.7213 
450 0.018 445 2879.5 3156.2 6.1404 0.015 174 2844.2 3109.7 6.0184 
500 0.020 SO 2996.6 3308.6 6.3443 0.017 358 2970.3 3274.1 6.2383 
550 0.02293 3104.7 3448.6 6.5199 0.019288 3083.9 3421.4 6.4230 
600 0.02491 3208.6 3582.3 6.6776 0.021 06 3191.5 3560.1 6.5866 
650 0.02680 3310.3 3712.3 6.8224 0.02274 3296.0 3693.9 6.7357 
0 0  0.028 61 3410.9 3840.1 6.9572 0.024 34 3398.7 3824.6 6.8736 
SO0 0.032 10 3610.9 . 4092.4 7.2040 0.027 38 3601.8 4081.1 7.1244 
900 0.035 46 381 1.9 '' 4343.8 7.4279 0.030 31 3804.7 4335.1 7.3507 

8 .  1000 0.038 75 4015.4 4596.6 7.6348 . 0.033 16 4009.3 4589.5 7.5589 
I 

1100 0.04200 4222.6 4852.6 7.8283' 0.03597 4216.9 4846.4 7.7531 
1100 0.045 23 4433.8 51 12.3 8.0108 0.038 76 4428.3 5106.6 7.9360 
I300 0.048 45 4649.1 5376.0 8.1840 0.041 54 4643.5* 5370.5 8.1093 

P = 25.0 MPa P = 30.0 MPa 

375 O.CO1 973 1798.7 1848.0 4.0320 0.001 789 1737.8 1791.5 3.9305 
400 0.006 004 2430.1 2580.2 5.1418 0.002 790 2067.4 2151.1 4.4728 
425 0.007 881 2609.2 2806.3 5.4723 0.005 303 2455.1 2614.2 5.l50p 
450 0.009162 2720.7 2949.7 5.6744 0.006735 2619.3 2821.4 5.4424 
500 0.01 1 123 2884.3 3 162.4 5.9592 0.008 678 2820.7 3081.1 5.7905 
550 0.012 724 3017.5 3335.6 6.1765 0.010.168 2970.3 3275.4 6.0342 
600 0.014 137 3137.9 3491.4 6.3602 0.01 1 446 3100.5 3443.9 6.2331 
650 0.01 5 433 325 1.6 3637.4 6.5229 .0.012 596 322 1 .O 3598.9 6.4058 
700 0.0 16 646 336.1.3 3777.5 6.6707 0.013 661 3335.8 3745.6 6.5606 
800 0.018 9 12 3574.3 4047.1 6.9345 0.015 623 3555.5 4024.2 6.8332 
900 0.021 045 3783.0 4309.1 7.1680. 0.017 4.3'8 :. 3768.5 4291.9 7.0718 
1000 0.02310 3990.9 4568.5 7.3802 0.019196 3978.8 4554.7 7.2867 
1 100 0.025 12 4200.2 4828.2 7.5765 0.020 903 4189.2 4816.3 7.4845 
1200 0.02711 4412.0 5089.9 7.7605 0.022589 4401.3 5079.0 7.6692 
1300 0.02910 4626.9 5354.4 7.9342 0.024266 4616.0 5344.0 7.8432 

. P = 40.0 MPa P = 50.0 MPa 

375 0.001 641 1677.1 1741.8 3.8290 0.001 559 1638.6 1716.6 3:7639 
400. 0.001 908 1854.6 1930.9 4.1 135 0.001 73 1 1788.1 1874.6 4.003 1 
425 0.002532 2096.9 2198.1 4.5029 0.002007 1959.7 2060.0 4.2734 
450 0.003693 2365.1 2512:8 4.9459 0.002486 2159.6 2284.0% 4.5884 
500 0.005 622 2678.4 2903.3 5.4700 0.003 892 2525.5 2720.1 5.1726 
550 0.006984 2869.7 3149.1 5.7785 0.005118 2763.6 3019.5 5.5485 
600 0.008 094 3022.6 3346.4 6.0114 0.006 112 2942.0 3247.6 5.8178 
650 0.009063 3158.0 3520.6 6.2054 0.006966 3093.5 3441.8 6.0342 
700 0.009 941 3283.6 3681.2 6.3750 0.007 727 3230.5 3616.8 6.2189 
SO0 0.011523 3517.8 3978.7 6.6662 0.009076 3479.8 3933.6 6.5290 
900 0.012 962 3739.4 4257.9 6.9150 0.010 283 3710.3 4224.4 6.7882 
1000 0.014324 3954.6 4527.6 7.1356 0.011411 3930.5 4501.1 7.0146 
1100 0.015 642 4167.4 4793.1 7.3364 0.012496 4145.7 4770.5 7.2184 
1200 0.016940 4380.1 5057.7 7.5224 0.013561 4359.1 5037.2 7.4058 
1300 0.018229 4594.3 5323.5 7.6969 0.014616 4572.8 5303.6 7.5808 

. 3 [=] m3/kg; 6, f? [=I J/g = k.I/kg; S [=I W/kp K 

P = 35.0 MPa 

1702.9 1762.4 
1914.1 1987.6 
2253.4 2373.4 
2498.7 2672.4 
275 1.9 2994.4 
2921.0 3213.0 
3062.0 3395.5 
3 189.8 3559.9 
3309.8 3713.5 
3536.7 400 1.5 
3754.0 4274.9 
3966.7 454 1.1 
4 178.3 4804.6 
4390.7 5068.3 
4605.1 5333.6 

P = 60.0 MPa 
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Comuressed Liquid 

P = 5 MPa (263.99) P = lOMPa(311.06) P = I5 MPa (342.24) 

T ('C) 1; ij fi .? 1; fi fi S 1; c 6 S 
0.001 285 9 1147.8 1 154.2 7.9202 0.001 452 4 1393.0 1407.6 3.3596 0.001 658 1 l5S5.6 1610.5 3.6848 

0 0.000 997 7 0.OI.I 5.0-1 0.0001 0.000 995 2 0.09 10.04 0.0002 0.000 992 8 0.15 15.05 0 . W  
, 20 0.000 999 5 83.65 88.65 0.2956 0.000 997 2 83.36 93.33 0.2945 0.000 995 0 83.06 97.99 0.2934 
:: 40 0.001 005 6 166.95 171.97 0.5705 0.001 003 4 166.35 176.38 0.5686 0.001 001 3 165.76 180.78 0.5666 
.- 60 0.001 014 9 250.23 255.30 0.8285 0.001 012 7 239.36 259.49 0.8258 0.001 010 5 24S.51 263.67 0.S232 
.' ' 80 0.001 026 8 333.72 338.85 1.0720 0.001 024 5 332.59 342183 1.0688 0.001 022 2 3 3 . 8  346.81 1.0656 

100 0.001 041 0 417.52 422.72 1.3030 0.001 038 5 416.12 426.50 1.2992 0.001 036 1 414.74 430.28 1.2955 
120 0.0010576 501.80 507.09 1.5233 0.0010549 50.08 510.64 1.5189 0.0010522 498.40 514.19 1.5145 
140 0.001 076 8 586.76 592.15 1.7343 0.001 073 7 581.68 595.42 1.7292 0.001 070 7 582.66 598.72 1.7242 
160 0.001 098 8 672.62 678.12 1.9375 0.001 095 3 670.13 681.08 1.9317 0.001 091 8 667.71 684.09 , 1.9260 
180 0.001 124 0 759.63 765.25 2.1341 0.001 119 9 756.65 7-57.84 2.1275 0.001 115 9 753.76 770.50 2.1210 
200 0.001 1530 848.1 853.9 2.3255 0.001 1480 844.5 856.0 2.3178 0.0011433 841.0 858.2 2.3104 
220 0.001 186 6 938.4 944.4 2.5128 0.001 180 5 934.1 945.9 2.5039 0.001 174 8 929.9 947.5 2.1953 
240 0.001 226 4 1031.4 1037.5 2.6979 0.001 218 7 1026.0 1038.1 2.6872 0.001 21 1 4 1020.8 1039.0 2.6771 
260 0.001 274 9 1127.9 1134.3 2.8830 0.001 264 5 1121.1 1133.7 2.8699 0.001 255 0 1 I 14.6 1 133.4 2.8576 
280 0.001 321 6 1220.9 1234.1 3.0548 0.001 308 4 1212.5 1232.1 3.0393 
300 0.001 397 2 1328.4 1342.3 3.2469 0.001 377 0 13 16.6 j337.3 3.2260 
320 0.001 472 4 1431.1 1453.2 3.3247 
340 0.001 631 1 1567.5 1591.9 3.6346 

P = 20 b1Pa (365.81) P = 30 MPa P = 50 MPa 

Sat. 0.002 036 1785.6 1826.3 4.0139 
0 0.000.9904 0.19 20.01 0.0004 0.0009856 0.25 29.82 0.0001 0.0009766 0.10 49.03 0.0014 

20 0.000 992 8 82.77 102.62 0.2923 0.000 988 6 82.17 1 1  1.84 0.2899 0.000 980 4 8I.W 130.02 0.2848 
40 0.000 999 2 165.17 185.16 0.5646 0.000 995 1 164.04 193.89 0.5607 0.000 987 2 161.56 21 1.21 0.5527 
60 0.004 008 4 247.68 267.85 0.8206 0.001 004 2 216.06 276.19 0.8154 0.000 996 2 212.98 292.79 0.8502 
80 ' 0.0010199 330.40 350.80 1.0624 0.0010156 328.30 358.77 1.0561 0.0010073 324.2 374.70 1.0440 

100 0.001 033 7 413.39 434.06 1:?917 0.001 029 0 410.78 441.66 1.2844 0.001 020 1 405.SS 4.56.89 1.2703 
120 0.001.04Y 6 496.76 5 17.76 1.5 102 0.001 044 5 493.59 524.93 1.5018 0.001 034 8 487.65 539.39 1.4857 
I40 0.001 067 8 580.69 602.04 1.7193 0.001 062 1 576.88 608.75 1.7098 0.001 05 1 5 569.77 622.35 3.6915 
160 0.001 088 5 665.35 . 687.12 1.9204 0.001 082 1 660.82 693.28 1.9096 0.001 070 3 632.41 705.92 1.8891 
,180 0.001 1 12 0 750.95 773.20 2.1 147.- 0.001 104 7 745.59 778.73 2.1024 0.001 091 2 735.69 790.25 2.0794 
200 0.001 138 8 837.7 860.5 2.3031 0.001 130 2 831.4 865.3 2.2893 0.001 114 6 819.7 875.5 2.2634 
220 0.001 169 3 925.9 949.3 2.4870 0.001 159 0 918.3 953.1 2.471 1 0.001 140 8 9M.7 961.7 2.419 
240 0.001 204 6 1.016.0 1040.0 2.6674' 0.001 192 0 1006.9 1042.6 2.6490 0.001 107 2 9530.7 lOP9.2 2.6158 
260 0.001 246 2 1108.6 1133.5 2.8459 0.001 2303 1097.4 1134:3 2.8243 0.001 203 4 1078.1 1138.2 2.7860 

:, . 280 0.001 296 5 1204.7 1230.6 3.0248 0.001 275 5 1190.7 1229.0 2.9986 0.001 241 5 1167.2 1229.3 2.9537 
300 0.001 359 6 1306.1 1333.3 3.2071 0.001 330 4 1287.9 1327.8 3.!741 0.001 286 0 1258.7 1323.0 3.1200 

3 
# 

.$ 320 0.001 443 7 141 5,7 1444.6 3.39.79 0.001 399 7 1390.7 1432.7 3.3539 0.001 338 8 l353:3 1420.2 ' 3.1868 
343 0.0015684 1539.7 1571.0 3.607j 0.0014920 1501.7 1546.5 3.5426 0.0014032 1452.0 1522.1 3.4557 

&, 
364) 0.001 822 6 1702.8 1739.3 3.8772 0.01 626 5 1626.6 . 1675.4 3.7494 0.001 483 8 1556.0 1630.2 3.6291 
380 0.001 869 I 1781.4 1837.5 4.0012 0.001 588 4 1667.2 1746.6 3.8101 

a 

3 [=I m3/kg; U, H [=] J/g = kJ/kg; S [=] kl/kg K 
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Saturated Solid-Vapor 

Specific Volume Internal Energy Enthalpy Entropy 
Temp Press. Sat. Sat. Sat. Sat. Sat. Sat. Sat. Sat. 
("C) (kPa) Solid Vapor Solid Evap. Vapor Liquid Evap. Vapor Liquid Evap. Vapor 

T P q s x l o 3  C v  eS A f i  fiv is g v  SS AS SV 
0.01 0.6113 1.0908 206.1 -333.40 2708.7 2375.3 -333.40 2834.8 2501.4 -1.221 10.378 9.156 
0 0.6108 1.0908 206.3 -333.43 2708.8 2375.3 -333.43 2834.8 2501.3 -1.221 10.378 9.157 

-2 0.5176 1.0904 241.7 -337.62 2710.2 2372.6 -337.62 2835.3 2497.7 -1.237 10.456 9.219 
-4 0.4375 1.0901 283.8 -341.78 2711.6 2369.8 -341.78 2835.7 2494.0 -1.253 10.536 9.283 
-6 0.3689 1.0898 334.2 -345.91 2712.9 2367.0 -345.91 2836.2 2490.3 -1.268 10.616 9.348 
-8 0.3102 1.0894 394.4 -350.02 2714.2 2364.2 -350.02 2836.6 2486.6 -1.284 10.698 9.414 

-10 0.2602 1.0891 466.7 -354.09 2715.5 2361.4 -354.09 2837.0 2482.9 -1.299 10.781 9.481 
-12 0.2176 1.0888 553.7 -358.14 2716.8 2358.7 -358.14 2837.3 2479.2 -1.315 10.865 9.550 
-14 0.1815 1.0884 658.8 -362.15 2718.0 2355.9 -362.15 2837.6 2475.5 -1.331 10.950 9.619 
-16 0.1510 1.0881 786.0 -366.14 2719.2 2353.1 -366.14 2837.9 2471.8 -1.346 11.036 9.690 
-IS 0.1252 1.0878 940.5 -370.10 2720.4 2350.3 -370.10 2838.2 2468.1 -1.362 11.123 9.762 
-20 0.1035 1.0874 1128.6 -374.03 2721.6 2347.5 -374.03 2838.4 2464.3 -1.377 11.212 9.835 
-22 0.0853 1.0871 1358.4 -377.93 2722.7 2344.7 -377.93 2838.6 2460.6 -1.393 11.302 9.909 
-24 0.0701 1.0868 1640.1 -381.80 2723.7 2312.0 -381.80 2838.7 2456.9 - 1.408 1 1.394 9.985 
-26 0.0574 1.0864 1986.4 -385.64 2724.8 2339.2 -385.64 2838.9 2453.2 -1.424 11.486 10.062 
-28 0.0469 1.0861 2413.7 -389.45 2725.8 2336.4 -389.45 2839.0 2449.5 -1.439 11.580 10.141 
-30 0.0381 1.0858 2943 -393.23 2726.8 2333.6 -393.23 2839.0 2445.8 -1.455 11.676 10.221 
-32 0.0309 1.0854 3600 -396.98 2727.8 2330.8 -396.98 2839.1 2442.1 -1.471 11.773 10.303 
-34 0.0250 1.0851 4419 -400.71 2728.7 2328.0 -400.71 2839.1 2438.4 -1.486 11.872 10.386 
-36 0.0201 1.0848 5444 -404.40 2729.6 2325.2 -404.40 2839.1 2434.7 -1 S O 1  11.972 10.470 
-38 0.0161 1.0844 6731 -408.06 2730.5 2322.4 -408.06 2839.0 2430.9 -1.517 12.073 10.556 
-40 0.0129 1.0841 8354 -411.70 2731.3 2319.6 -41 1.70 2838.9 2427.2 -1.532 12.176 10.644 

[=] m3/kg; fi, fi [=] J/g = kJ/kg; .? [=I H/kg K 



Appendix A.IV 

Enthalpies and Gibbs Energies of Formation 

Standard Enthalpies and Gibbs Energies of Formation at 298.15 K for One Mole of Each 
Substance from Its Elements 

Chemical S~ecies 
State AfB0 hfGO 

(See Note) Id/mol of the Substance Formed 

Paraffinic Hydrocarbons 
Methane 
Ethane - 
Prppane 
n-Butane 
n-Pentane 
n-Pentane 
n-Hexane 
n-Heptane 
+Octane 
n-Octane 

Unsatrirared Hydrocarbons 
Acetylene'. -. 

Ethylene 
Propy lene 
I-Butene 
1-Pentene 
1-Hexene 
1 -Heptene 
1,3-Butadiene 

." 
n Aronratic Hydrocarbons - 
.- - Benzene C6H6 (s) 82.9 129.7 -- 
F- Benzene C6H6 (1) 49.1 124.5 
2: Ethylbenzene CsHio (g) 29.9 130.9 
5 

Naphthalene CloHs 6 )  78.5 - E 
I Styrene CsHs (g) 147.4 213.9 
;< w Toluene C7Hs (g) 50.2 122.1 
,M Toluene C7Hs (1) 12.2 113.6 

Cyclic Hydrocarbons 
Cyclohexane C ~ H I Z  (g) -123.1 31.9 
Cyclohexane C6H12 (1) -156.2 26.9 
Cyclopropane * C3H6 (g) 53.3 104.5 
MethylcycIohexane C ~ H L ~  -154.8 27.5 
Methylcyclohexane C7H14 (1) -190.2 20.6 
Cyclohexene C6Hlo (1) 106.9 

927 
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State Arao A 
Chemical Species (See Note) kJ/mol of the Substance Fornird 

0.1~penated Hydrocarbons 
Acetaldehyde 
Acetic Acid 
Acetic Acid 
1.2-Ethanediol 
Ethanol 
Ethanol 
Ethyl acetate 
Ethylene oxide 
Formaldehyde 
Formic acid 
Methanol 
Methanol 
Phenol 

btorganic Compo~uzds 
Aluminum oxide 
Aluminum chloride 
Ammonia 
Ammonia 
Ammonium nitrate 
Ammonium chloride 
Barium oxide 
Barium chloride 
Bromine 
Bromine 
Calcium carbide 
Calcium carbonate 
Calcium chloride 
Calcium chloride 
Calcium chloride 
Calcium hydroxide 
Calcium hydroxide 
Calcium oxide 
Carbon dioxide 
Carbon dioxide 
Carbon disulfide 
Carbon monoxide 
Carbon tetrachloride 
Carbonic acid 
Hydrochloric acid 
Hydrochloric acid 
Hydrogen bromide 
Hydrogen cyanide 
Hydrogen cyanide 
Hydrogen fiouride 
Hydrogen iodide ' 
Hydrogen peroxide 
Hydrogen sulfide 
Hydrogen sulfide 
Iodine 
Iodine 
Iron (a) 
Iron (III) oxide (hematite) 

CzHj0 
CH3COOH 
CH3COOH 
C2H602 
C2H60 
C2H60 
CH3COOC2H5 
CzH40 
CH20 
HCOOH 
CH40 
C H j 0  
C6H5 OH 

AI2o3 
~ 1 ~ 1 ~  
NH3 
NH3 
NH4N03 
NHjCI 
B a 0  
BaClz 
BrZ 
B r2 
CaC2 
.CaC03 
CaC12 
CaClz. 
%aC12-6H20 
Ca(OH)? 
Ca(OH)? 
CaO 
co2 
co2 
cs2 
co 
cC1j 
H2C03 
HC1 
HCI 
HBr 
HCN 
HCN 
HF 
HI 
H202 
H2S 
H2S 
I2 
I2 
FeO 



Appendix A.IV (Contbzlled) 

Chemical Species 

Iron (11) sulfide 
Iron sulfide (pyrite) 
Lead oxide 
Lead oxide 
Lead dioxide 
Lithium chloride 
Lithium chloride 
Lithium chloride 
Lithium chloride 
Magnesium oxide 
Magnesium carbonate 
Magnesium chloride 
Mercury (I) chloride 
Mercury (11) chloride 
Nitric acid 
Nitric acid 
Nitric oxide 
Nitrogen dioxide 
Nitrous oxide 
Nitrogen tetroxide 
Potassium chloride 
Silicon dioxide 
Silver bromide 
Silver chloride 
Silver nitrate 
Sodium bicarbonate 
Sodium carbonate 
Sodium carbonate 
Sodium chloride 
Sodium chloride 
Sodium hydroxide 
Sodium hydroxide 
Sodium sulfate 
Sodium sulfate.decahydrate 
Sulfur 
Sulfur 
Sulfur 

. Sulfur dioxide 
Sulfur trioxide 
Sulfur trioxide 
Sulfuric acid 
Sulfuric acid 
Water 
Water 
Zinc oxide 

State A .  t d : A&= 
(See Note) Wl~nol of the Substance Formed 

FeS 
FeS2 
PbO 
PbO 
Pb02 
LiCl 
LiCI-H20 
.LiCI-2H2 0 
LiCI-3H20 
MgO 
MgC03 
MgC12 
H a  Clz 
HgCI2 
mo3 

'' HN03 
NO 
NO2 
NzO 
N2 0 4  

KC1 
Si02 
AgBr 
Ag CI 
AgN03 
NaHC03 
Na2C03 
Na2C03. 10H2 0 
NaCl 
NaCl 
NaOH 
NaOH 
Na2S04 
Na2S04-10H20 
sz 
s2 
sz 
so2 
so:, 
so3 
H2SO4 
H2S04 
Hz0 
H20 
ZnO 

(s, co 
(s) 

(s, ~ 2 1 1 0 ~ )  
(s, redl 

(s) 
. 6 )  
(s) 
6 )  
6 )  
(s) 
6 )  
(s) 

- (5) 
(s) 
(11 

(aq) 
(g) 
(el 
(9) 
(g) 
6 )  

( ~ 9  a )  
(s) 
6 )  & 

6 )  
(s) 
(s) 
(s) 
(s) 

(aq) 
( ~ 1  

(aq) 
(s) 

- (s7 

Taken from TRC Thennodynamic Tables-Hydrocarbons, Thermodynamics Research Center, Texas A&M 
Uni'versity System, College Station, Tex.; 'The NBS Tables of Chemical Thermodynamic Properties:' I. 
Physical and Chemical Reference Data. Vol. 11, Suppl. 2, 1982; and a collection of other sources. Because 
of the variety of sources used here and in the PROPERTY program, there may be very small differences 
between the data here and in that program. 
Note: All standard states are at 25OC. The standard state for a gas, designated by (g), is the pure ideal gas 
at 1 bar. For liquids (1) and solids (s), the standard state is the substance in that state of aggregation at 1 
bar and 25OC. For solutes in aqueous solution, denoted by (aq), the standard state is the hypothetical ideal 
I-rnolal solution of the solute in water at I bar and 25OC. 



Appendix A.V 

Heats of Combustion 

Heat of combustion in Id/mol ,: 

H,O (1) H 2 0  (g) ' /  

State CO? (g) COz (g)  Conlpound Formula 
. x 285.840 241 226 Hydrogen 

Carbon 

Propane 

Methylbenzene (toluene) &, . , .- . ,. -- n\ 3909.95 3733.89 Methylbenzene (toluene) L7i-s \'I -. - -  
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Appendix A.V (Continrred) 

Heat of Combustion in kJ/mol 

H20 (1) H.10 (9 
Compound Formula State coz (g) ' 3 3 2  (9 

Ethy lbenzene CsHlo (g) 4607.13 4387.05 
Ethylbenzene 4564.87 4344.79 

1,4-Dimethylbenzene (p-xylene) CsHlo (1) 4552.86 4332.78 

Cyclohexane ,<. ChH I z 3953.00 3688.9 1 . .- 

Cyclohexane C ~ H I Z  (I) 3919.91 3655.81 

Ethyne (acetylene) C2H2 1299.61 1255.60 
Propyne (methy!acetylene) c3I-4 (g) 1937.65 1549.62 
1-Butyne (ethylacetylene) &@& s-z* ' C4Hs ''T%*aLrg) f 465.64 
2-Butyne (dimethylacetylene) a-a$%$ C4H6 ,-~t~+$r(g)r- - 447.53 

. / 



Appendix B 

Brief Descriptions of Computer Aids 
for Use with This Book 

Programs and worksheets to enhance the use of this book are on the accompanying 
CD-ROM and also on the Web site ~vww.~~~iley.com/college/sn~~cller, with instructions 
on how to use them. It is my intention to add to and update these programs on this Web 
site. 

The most easily understood computational aids are the MATHCAD worksheets be- 
cause in this computer-algebra package equations are written, in general, in the ex- 
actly same form as in this book. C,~'nsequently, the MATHCAD worksheets are easily 
changed to accommodate a different equation of state or activity coefficient model. The 
suite of MATHCAD worksheets 'allow calculations of the thermodynamic properies 
and phase behavior for both pure fluids and mixtures, including various flash calcula- 
tions, activity coefficient fitting and phase behavior calculations, and chemical equi- 
librium constant and adiabatic flame temperature computations. However, the MATH- 
CAD package is required to use these worksheets. Included on the CD-ROM is a 120- 
day evaluation version of IMATWCAD, should the software not otherwise be available 
to the reader. Academic group purchases of this software for colleges and universities 
are available from MATHSOFT, Inc. 

VISUAL BASIC programs are provided in two forms. One is as easy-to-use stand- 
alone Windows-based executable programs. The second form is as VISUAL BASIC 
code that can be modified if the user has access to a VISUAL BASIC compiler. The first 
VISUAL BASIC program; called PROPERTY, retrieves pure component data from a 
database of over 600 compounds, and can also be used to calculate vapor pressures and 
heat capacities at a given temperature or over a range of temperatures. This program 
is also called by the others in this suite to provide the pure contponent data needed 
in those calculations. The pure fluid Peng-Robinson equation of state program can -- 
be used to calculate thermodynamic properies and phase behavior at any temperature 
and pressure. The Peng-Robuinson mixture program is for the calculation of mixture 
vapor-liquid equilibrium. The UNIFAC program uses the modified UNIFAC model 
for vapor-liquid equilibrium calculations with the most recent parameters available at 
the time of publication of this book. The final program in this set is used to calculate 
chemical equilibrium constants at a given temperature or over a temperature range. 

The DOS BASIC programs were provided with the third edition, snd are also supplied 
in stand-alone executable and BASIC code forms. They are a similar suite of VISUAL 
BASIC proems,  except that there is no PROPERTY database. The stand-alone ver- 
sions run in a DOS window, and have less functionality and are not as user-friendly as 
the VISUAL BASIC programs. Also, the DOS BASIC W A C  program uses the orig- 
inal version of UNIFAC (as a result of DOS BASIC memory limitations). The BASIC 
code programs can be modified if a BASIC or QUICKBASIC compiler is available. 

We also supply three MATLAB programs: a pure fluid Peng-Robinson program, 
a mixture Peng-Robinson program and a modified UNIFAC program. As there is no 
property database for the MATLAB programs, all component data must be entered 
manually. To run these either MATLAB 7.0 (or higher) must be installed on the com- 
puter or the file MCRInstaller.exe must first be run (as described in Appendix B.IV). 
The MCRInstaller is on the CD-ROM and is also available from MATHWORKS, Inc. 



Appendix C 

Answers to Selected Problems 

This appendix contains answers to selected problems so that the user can check his or her work. However, only 
the final answers are provided, not the complete solution. Therefore, these answers must be used with some 
discretion. Unlike a simple algebra problem, for which there will be an exact solution, here the user should 
remember that if the thermodynamic property chart is read somewhat differently than was done here, a slightly 
different answer will be obtained. Likewise, if you have used one equation of state and I have used another in 
the solu.gbn, or if you have used one activity coefficient model and I have used another, or even if you have fit 
the parameters in an activity coefficient or equation-of-state model somewhat differently than I have, the final 
answers will be somewhat different. Also, since there are slight differences in the databases used. there may be 
some differences in the chemical equilibria calculated using the DOS- and Windows-based programs. Therefore. 
except for the simplest problems (for example, those involving ideal gases). you may not get exactly the same 
answers as I did. However, the differences should not be large. 

Finally, because the world is not an ideal gas, equations of state or activity coefficients frequently must be 
used to describe a real system of interest. This results in considerable mathematical complexity. Consequently, 
many problems are best solved using the computer software I have provided that is discussed in the previous 
appendix, or with MATHCAD, MATLAB, MATHEMATICA, POLYMATH. or equation-solving software and 
programs you develop on your own. 

Chapter 1 

1.2 a. Water is inappropriate as a thermometric fluid 
between 0°C and 1O0C, since the volume is not a 
unique function of temperature in this range. b. The 
thermal expansion of mercury is not linear with tem- 
perature, which introduces an error. For example, at 
10'C the error is -0.068"C. 

Chapter 2 

2.1 a. 0.1 dm3. b. 32.35 minutes. 
2.4 a. 0.5 moles of NO2. b. 1.32 hours. 

Chapter 3 

3.1 a. h = 1.57 m. b. v f  = 134.9 rnts, which is much 
too high because of neglected air and road resis- 
tance. 

i 3.5 With steam the final temperature is about 383 K or 

i 656"C, while with an ideal gas it is 60O0C. 

g 3.14 Initial amount of steam in the tank is 194.9 kg. At 
E end of the process there is 215.3 kg of liquid and 

67.5 kg of steam. Fraction of contents by weight 
that is Liquid is 0.761. 

3.22 At 5 minutes T = 152.5 K, P = 0.69 bar, and the 
rate of temperature change is -1.15 Kls. 

3.25 Final pressure in both tanks is 133.3 bar; the final 

temperature in tank 1 is 223.4 K; and in tank 2 is 
328.0 K. 

3.32 a. Using the pressur&-enthalpy diagram, fi = 153 
Mkg, leading to T = - 90 K with 55 percent of 
the nitrogen being liquid. b. T = 135 K, and no 
liquid is formed. Why? 

Chapter 4 

.4.1 a. T = 8.31'C. b. AS = S,, = 64.6 JIK. 
4.4 a. T = 308'C. b. J,,, = 1.62 kJkg . K. 
4.9a.627kW.b._Sg,,=843kJkg.h.c.415kW. . 
4.12 a. AN = -1768 mol. b. AN = -1 152 mol. 
4.16 a. W = 9334 J/mol and T = 549.4 K. b. W = 9191 

J/mol and T = 520.9 K. 
4.22 P{ = P/ = 133.3 bar, Ti/ = 226 K and T: = 285 

77 . 
k. 

4.23 a. p{ = pzf = 5 bar, T/  = 275.6"C and T,f = 

497.7OC. b. P{ = P[ = 5 bar, T{ = T: = 366OC. 

Chapter 5 
5.1 a; If the turbine does not drive the compressor, the 

work is 30 kJkg, and C.O.P. = 4.30. b. The com- 
pressor work is 34.8 kJkg  and C.O.P. = 3.18. 

5.8 a. Work = 533 Wlkg methane through compres- 
sors. b. Work is 1713 kJ for each kg of LNG, and 
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the fraction of vapor is 0.689. C. Work is 1 168 kJkp 
of LNG produced. 

5.9 0.535 kg of TNT. 
5.12 a. 6 10 kJIkg. b. 630 kJkg. c. 685 kJ/kg. 

Chapter 6 

6.1 a. 4.463'CIMPa. b.17.02"CIkfPa. 0.262. 
6.12 3186 Jlmol. 
6.17 From P-R EOS, _V = 1.667 x m3/mol, _H = 

21,033 Jlmol, _S = 7.061 Jlmol K: from corrr- 
sponding states _V = 0.967 x m3/mol, _H = 
7253 Jlmol, _S = 27.5 Jlmol K. 

6.21 a. Q = ..-14088 Jlmol, W = 11 540 J/mol. b. 
Q = ;X'2 136 Jlmol, W = 12 319 Jlmol. 

6.31 a. T = 300°C. b. T = 301.9"C. c. T = 299.9:C. 
d. T = 267°C. 

Chapter 7 

7.1 a. C = -307.8 Jlg in both phases. b. At 225'C 
G = -314.1 Jlg. C. At 210°C G = -273.8 Jlg. 

7.13 a. A,,,& -- 42.7 Wmol. b. A,Q,_H -- 313.6 
kJ/mol. 

7.15 a. f = 15.3 bar. b. f = 69.25 kPa at 100 bar and 
129.6 kPa at 1000 bar. 

7.19 a. 31.8%. b. 28.3%. 
7.24 PTp = 0.483 b&, TTp = 278.7 K. 
7.35 a. Using the Peng-Robinson equation of state, by 

trial and error, T = 225.35 K. b. 47.4 wt % liquid 
and 52.6 wt % vapor (which corresponds to onl!. 
3.1 vol % liquid). 

Chapter 8 

8 . 9  a.2.b.3.c.3. 
8.10 a. I. b-4. c(i) 2, c(ii) 1. 
8.13 a.5.b.3.c.2. 
8.15 a. -59.6 kJ. b. -6.59 W. c. -357 W. e. gI -_HI = 

-46.0 kJ/mol and - _N2 = -2.3 Wlmoi. 
8.29 170.5 kg ethylene glycol per minute. - 
8.35 59.9 Wlmol of nitrogen entering the reactor. 

Chapter 9 

9.12 a. fo2 = 820 bar from corresponding states 
and 735.1 bar from Peng-Robinson program. b. 
f ~ ,  = 1088 bar from corresponding states and 
1043 bar from Peng-Robinson program. c. Lewis- 
Randall rule with pure component corresponding 
states T N z  = 761.6 and TN, = 246.0 bar. d. 

7 N 2  = 732.3 and T N 2  = 224.9 bar. 
9.23 a. ~ C H ,  = 1.080 and y ~ ,  = 1.073. b. 88.8 J/mol. c 

5.984 Jlmol K. 

Chapter 10 

Section 10.1 

10.1-1 a. T = 293.7 K, ym = 0.4167, yp = 0.3730. 
Y N B  = 0.1610, and y ~ p  = 0.2502. b. T = 3 14.2 
K, ym = 0.0039, yp = 0.0337, ~ N B  = 0.5225. 
and yMp = 0.4409. c. L = 0.8667, ,YET = 0.0275. 
.yp = 0.0858, X N ; B  = 0.4258. and x ~ p  = 0.4659. 
V = 0.1333, ym = 0.2289, gp = 0.1911. 
.YNB = 0.2326, and yup = 0.3464. 

10.1-3 a. Pdew = 0.768 bar, y5 = 0.071, y6 = 0.338. 
1'7 = 0.592. b. Pbuh = 1.258 bar, y j  = 0.5.41. 

= 0.36, y7 = 0.093. 
10.1-6 21.8%. 

Section 10.2 

10.2-7 Using the van Laar expression, x \ ~  = 0.075. 
.YFURF = 0.925, yw = 0.867 and Y F U R F  = 0.119, 

10.2-5 a. a = 1.075, p = 1.029. 
10.2-11 P = 0.6482 bar, yl = 0.4483 and yl = 0.5517. 
10.2-33 a. 3.658 bar. b. 3.601 bar. 

Section 10.3 

10.3-1 At 1 bar, T = 231.31 K, yc, = 0.3444, 
.vc, = 0.5907, and yc, = 0.0649. At 20 bar, 
T = 341.99 K, yc, = 0.1261, yc, = 0.6642, 
and yc4 = 0.2097. At 40 bar, T = 384.56 K .  
yc2 = 0.0699, yc, = 0.6135, and yc, = 0.3168. 

10.3-3 At 20 bar, at T = 350 K, xc2 = 0.0258, 
sc, = 0.4928, and sc, = 0.4814. yc, = 0.0690. 
yc, = 0.6304, and yc- = 0.3007; also V / L  = 
0.5612/0.4388. 

10.3-8 KM = 13.95 and K g  = 0.009 08. 

Chapter 11 

Section 11.3 

11.1-3 a. xn  = 0.0001. b. x~ = 0.000 059 1, H\. = 
1692 bar. 

11.1-6 X C ~  = 0.022 15. 
11.1-12 a. From the Steam Tables P = 3.169 kPa. b. 

P = 101.3 kPa, yw = 0.0313. 

1 
Section 11.2 i 

11.2-4 a. One-constant Margules is not consistent with 
the data; using the liquid compositions of both 
species gives two different A vdues. b. 6p = 12.0 

1 
or 6.4. 

i 
Section 11.3 

11.3-1 a. y~ = 15.24, ys = 0.257 and yw = 0.743. b. 
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'/B = 1.524 and yw = 1.60. c. 1.013 bar. 
11.3-3 a. s,!, = 0.0902 and si = 0.9098. b. P = 1.9657 

bar, yH = 0.5795, and )?E,OH = 0.4205. 

Section 11.4 
11.4-3 Sample answer: At s ~ ,  = 0.047, ~2'" 1.990 
; and = 298.8. 

Section 11.5 

11.5-5 a. Freezing pt. depression (K) = 0.1868 (MW = 
100). 0.1871 x 10-I (MW = 1000), and0.1871 x 
lo-' (MW = 1 x lo6). b. Boiling pt. elevation 
(K) = 0.050 86 (MW = loo), 5.094 x 
(MW = 1000), and 5.095 x (MW = 
1 x lo6). c. Osmotic pressure (mm Hg) = 1843 
(MW = 1 OO), 184.6 (IVIW = 1 OOO), and 0.1846 
(MW = 1 x lo6). 

Chapter 12 

Section 12.1 

12.1-1 Using the regular solut!.on model, x~ is predicted 
ro be 0.2655 in chlarobenzene, 0.256 in benzene, 
0.239 in toluene, and 0.221 in CC14. 

12.1-3 The -19.5"C isotherm is fit reasonably well with 

Section 12.3 . . 

12.3-1 221.6,:g of methanol, 318.6 g of ethanol, or 636.9 
g of glycerol, assuming the solutions are ideal. 
These correspond to 16.5 w't % (VS. 18.1 wt % 
exp) methanol, 21 wt % (24.4 wt % exp) ethanol, 
and 35.5 wt % (38.9 wt % exp) glycerol. 

12.3-5 a; yw = 0.9445 (87 g), 0.8744 (177 g), and 
0.8105 (272 g). b. AT(K) = -15.95 (87 g), 

-33.76 (177 g), and -49.99 (272 g) including 
the ACp term. 

Section 12.4 

12.4-4 Sample result: At z = 0.5, Ts = 393.54 K, 
TL = 372.61 K, T L L ~  = 500 K. X: = 0.256, 
x f  = 0.744. 

12.4-7 Sample result: At 85 K, x~ = 0.158, y~ = 0.512, 
pTP = 3.284 bar, and P;;"' = 0.5867 bar. 

Section 12.6 

12.6-1 b. . K I ~ Z  = 0.0377, ~ 1 1 4  = 0.6025, and s22 = 
0.3598. 

Chapter 13 

(Note that all che calculations were done with the DOS- 
based CHEMEQ program. Slightly different answers will 
be obtained if the Windows-based program is used to cal- 
culate the chemical equi1it:-sum constants.) 

13.1 94.4%. 
13.4 14970 bar. 
13.6 a. 0.0253 bar. b. 0.0122 bar. 

13.14 Y C ~ H ~ O H  = .YH? - 0, YCH,CHO = Y H ~ O  0.197. 
and y~ - 0.049. 

13.18 a. K,,' = 0.9731, Ka,2 = 0.1191, YC~H,,,  = 
0.147, yc,~,, = 0.308, and y ~ ?  = 0.446. 

13.32 A,,_GO = 30.2 Wmol. 
13.50 a. A,,G0(267 K) = 6.65 kJ, D,,,G0(255 K) = 

5.47 kJ. b. A,,HO = 13.57 kJ, D,,SO = -75.74 
Idlmol. c. 288.8 Ha.  

Chapter 14  

14.1 a. Tad = 3553 K, X = 0.659, y ~ ?  = 0.291, )lo, = 
0.146, Y H ~ O  = 0.563. b. Tad = 3343 K, X = 0.835, 
y~~ = 0.104, yo2 0.368, y ~ ~ 0  = 0.528. C. 
xTd- = 1646 K, X = 1.0, yH2 = 0, yo, = 0.095, 
yHto = 0.190, Y N ~  = 0.715. 

14.3 Using the CHEMEQ program, K, = 315, X = 
0.927, P = 0.5434 bar, and Q = -96.7 kJ. 

14.5. 1 1.87 kJ/mol at a body temperature of 3 10.1 K. 

Chapter 15 

15.9 Sample result: At pH = 5.6 the charge is calcu- 
lated to be f1.255 x 

15.11 Sample result: At pH = 2 the solubility is 84.35 
g k g  of water. 

15.15 Sample results: At 4 cm the concentration is 0.649 
mgg. b. 6.763 mgg. 

15.18 Sample result: At 5 M acetic acid and 5 M NaCl, 
a = 0.00186 and pH = 2.031 in an ideal solu- 
tuion (y* = I), and a = 0.027 and pH = 2.036 
using simple Debye-Hiickel model. 

1%23 YvS = 0.024, YNIS = 0.08535, Ywls = ~0 .594 ,  
Yols = 0.3579, and only 2.4% of carbon in glu- 
cose is converted to ethanol. 

Section 12.5 



Index 
Absolute entropy. 367 
Absolute pressure. See Pressure 
Absolute-pressure scale, 12 
Absolute temperature scale, 13,206-207 
Acentric factor, 242-243 
Acidity of solutions. 823441 

apparent equilibrium constant, 829-830 
buffer, 839-840 
effect of added salt on weak acid 

solution, 834-836 
electrolyte nonideality, effect of, 833 
estimating pK of amino acid in solution, 

834 
Henderson-HasseIbalch equation, 

840-84 1 
strong acid with strong base 

pH of solution with, 825-827 
titration of. 827-829 

weak acid. 830-831 
pH of solution with, 831-834 

weak acid + strong base, 837 
pH of solution with, 837 
titration of, 838-839 

Activity, defined. 7 11 
Activity coefficient 

calculation of 
from data for the solubility of a solid, 
664 

from distribution coefficient data, 
637-64 1 

consistency test for, 41 7-41 8,536-537 
defined, 412,414 , 

essentially immiscible mixture, 603-604 
experimental determination of,-522, 
532-545 

general liquid-liquid equilibrium 
relation using, 597-598 

Gibbs-Duhem equation for, 417-418 
from the Gibbs energy, 41.5-417 
group contribution model, see UNIFAC 
of hemoglobin, 460-461 
infinite dilution. 343-345 
interrelating two in a binary mixture, 
442143 

mean ionic, 468 
multicomponent excess Gibbs energy 
models, 476-478 

one-constant ~Margules, 431 
for a partially miscible mixture, 604-606 
pressure dependence of, 418 
of proteins, 460 
of a solvent in an electrolyte solution, 
47848  1 

temperature dependence of, 41 8-41 9 
vapor-liquid equilibrium (y -4 method), 

491492 
of water in an aqueous sodium chloride 
solution, 481482 

Activity coefficient.models - 
Analytical Solution of Groups (ASOG), 
449 

to calculate vapor-liquid-liquid 
equilibrium, 626427 

in choosing the appropriate 
thermodynamic model, 473 

936 

correlative liquid mixture, 429443 
Flory-Huggins, 437 
Margules, 431-432 
NRTL, 436-437 
multicomponent excess Gihbs energy, 
476-478 

to predict liquid-liquid equilibrium, 
598-601 

to predict vapor-liquid-liquid 
equilibrium, 626-627 

recommended, 475 
regular solution, 446-450 
UNIFAC, 449,450-45 1 
UNIQUAC, 437-438 
use of to correlate data, 435436 
van Laar, 433-434 
Wilson, 436 

Adiabatic flame temperature, equations to 
calculate, 795-797 

Adiabatic flash vaporization, 504 
Adiabatic mixing of acid and water, 
tempeiature change on, 359-360 

Adiabatic reaction temperature, 794-795 
Adiabatic system, defined, 3 4  
Air stripping, 2, 585,588-589 
Air-water partition coefficient, calculation 

of, 690692 
Anode, 8 1 1 
Antifreeze, choice of, 697-698 
Answers, to selected problems, 933-937 
Antoine equation, 320 
Apparent equilibrium constant, 829-830 
Aqueous solutions, see Electrolyte 
solutions : 

Atmospheric pre;s&e, 1 1-1 2 
ATP-ADP energy storage and delivery 

mechanism, 880-884 
Availability function, L43, 805-810 
Average biomass, 894-896 
Azeotrope(s) 

defined, 521 
and distillation, 528-531 
maximum boiling. minimum boiling, 
52 1 

Azeotropic data, to  predict vapor-liquid 
equilibrium of a binary mixture, 522-524 

Azeotropic mixtures, 521 

Balance equations. See also Energy 
balance equations; Mass balance 
equations 

applications of, 69-72 
for a batch reactor, 784-787 
for a biochemical reactor, 885-908 
for a black-box system, 791-799 
change in state variables between 
a fixed initial and final states, 80-83 
for a chemical reactor, see Secs. 

14.1-14.4 
for a closed system, 269 
for energy, Chapter 3,355-359 
for entropy, Chapter 4,357-359 
in a frictionless process, 83-89 
for mass, Chapter 2,353-359 
for mixtures, 353-361 

for momentum, 92 
tank-type chemical reactor, 779-787 
tubular reactor, 787-791 
vapor-liquid explosion, 175-18 1 
vapor-phase explosion, 175-176 

overall rzactor, 791-799 

Batch reactor. 784-787 
Bender equarion, 21 1 

equation of state, 

Binary interaction parameter kij, 423. 
564-572 

table of, 124 
Biochemical Frocesses, analysis of. 

Chapter 15 
Biochemical reactions, 863-870 

pH dependence-,of, 865-867 
protein unfolding (denaturation). 

867-870 
as a function of pressure, 869-870 
as a function of temperature. 867-869 

trimerization of a pancreatic hormone, 
863-8G 

yield factors for, 887-890 
Bioconcentration, 692 
Biota-water partition coefficient, 690-692 
Bioreactors. 885-908 

approximate bioreactor energy balance, 
896-897 

average biomass, properties of, 894-896 
carbon balance, 889 
data from. thermodynamic analysis of, 

900-90 1 
energy balance, 892-897 

on an isothermal fermenter, 896-897 
entropy generation, 906-908 
generalized degree of reduction. 894 
hydrogen balance, 890 
mass balance on, 886-887, 890-891 
nitrogen balance, 890 
oxygen balance, 890 

alternative form of, 897-899 
production of Sacchoromyces cerevisior, 

891-893 
second law limitation on, 899-900 
substrate 

choosing, 903-906 
maximum amount of product 
obtainable from, 901-903 

yield factors for, 887-89 f 
BLEVE, 178, 181-182 
Boiling liquid-evaporating vapor 

explosions, 178, 181-182 
Boiling-point temperature, 148 
Brayton power generation cycle, 167-169 
British thermal unit (Btu), 5, 18 
Bubble point pressure, 496-497 

determination of, 526-528 
estimation of, 503 

Bubble point temperature, 497-498 
estimation of, 497-503.561-562 

Buffer 
amino acid as, 849-851 
defined. 839-840 
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Calorie. defined, 18 
Carbon balance in a biochemical reaction. 

889 
Camot. Xicolas LConard Sadi. 1 I5 
Camot cycle, 1 15-1 17, 152, I55 

efficiency, 117-121 
heat pump, 170 
schematic diagram of, 116 
work. 115-1 17 

Camot engine, 115 
Cathode. 81 1 
Celsius temperature scale, 13 
Chain rule, 191 
Change of state 

of a real gas, 232-237 
in thermodynamic properties of real 

substances accompanying. 207-232 
Chemical equilibrium, 5,703-777 

combined chemical and phase 
equilibrium, 385-387,760-767 

criteria for, 382-387 
in multiple reactions, 383-385 
in single reaction, 382-383 

nonideal gaslnonideal solution 
contributions to, 725 

for a reaction involving gas and solid, 
737-741 

several reactions occumng in a single 
phase, 750-759 
chemical equilibrium, 752-755 
common ion effect in chemical 

reaction of electrolytes. 755-757 
in a single-phase system, 701-734 

etiect of pressure on in an ideal gas, 
770-722 

etiect of pressure on an ideal 
gas-phase, 727-728 

as a function of temperature. 7 17, 
7 17-720 

gas phase chemical equilibrium 
calculation, 713-715 

high-oressure chemical equilibrium, 
728173 1 

at hioh ternueratures, 723-724 
ideal-gas-p6ase chemical equilibrium 

calculation, 714-715 
ionic dissociation reaction from 
concentration data, 734-737 

in a liquid mixture, 731-732 
ratios, comparing, 725-727 
reactions in gas phase, 707 
reactions in ideal gas phase, 708 
reactions in ideal liquid phase, 708 
reactions in liquid phase, 708 

staning point for calculations of, 
704-707 

Chemical equilibrium constant 
defined, 71 1 
as a function of temperature, 7 17 
for ionic dissociation reaction, 732-733, 
734-737 

with ionic strength, simplified equation 
for. 733-734 

and species activities at equilibrium, 
713 

variation of with temperature, 715-716 

Chemical explosions, 799-805 
energy released in, estimating 

liquid, 803-804 
solid, 804-805 
vapor-phase. 802-803 

reaction stoichiometry, 803 
Chemical kinetics, 5 
Chemical potential, 346 
Chemical reaction(s) 

availability and available work in, 
805-8 10 

biochemical, 885-908 
completion, 709 
couuled, 880-884 
of iectrolytes, common ion effect in, 
755-757 

endothermic, 7 15 
equiIibrium state of, 704 
exothermic, 7 15 
equilibria, 3 
heat of and convention for, 36 1-368 
heterogeneous, 737-750 
ionic, 732-735. 8 10-8 19 
independent. 35 1-352 
maximum work from, 805-8 10 
notation for, 35,350-353 
standard state Gibbs energy change on, 
364 

standard state heat of, 363-364 
third law reference state, 367-368 

Chemical reactors 
availability anti available work, 

805-8 10, 898-900 
black box, 784-787 
bioreactors, 885-908 

.. electrochemical processes. 8 10-8 19 
overall balance equations and adiabatic 

reaction temperature, 791-799 
thermodynamics of chemical explosions, 

799-805 
tank-type, 779-787 
tubular reactor, 787-79 1 

Chlofinated fluorinated hydrocarbons 
(CFCS), 699-701 

. Ciapeyron equation, 3 18 
Clausius, Rudolf, 105 
Clausius-Clapeyron equation, 3 19-320, 

495,583 
Clausius statement, Second Law of 
Thermodynamics, ,105, 114 

Closed system 
defined, 3.4 
differential entropy change for, 113 
energy balance, 57-58 
entropy balance for, 101-103, 133-134 

Coefficient of performance (C.O.P.) . 
of an automobile air conditioner, 161 
befined, 159 
for refrigeration, heat pump, 169-171 
vapor compression cycle, 171-173 

Coexistence curves, 283-290, 302-3 13, 
Chapters 10 and 11. 

Combined equation-of-state and excess 
Gibbs energy model, 462-465 

Combined equilibrium 
chemical and phase, 385-387,760-767 

chemical and vapor-liquid, 760-765 
Combining rule, 423 
Combustion. heats of, 930-93 1 
Completion of a chemical reaction, 
739-741 

Pure component propcnies, Joback group 
contributions, 257 

Computer aids and programs 
brief description OF, 932 
detailed descriptions of 

DOS-based, CDB9-CDB 12 
MATHCAD worksheets, 

CDB 12-CDB 14 
MATHLAB programs, 

CDB14-CDB15 
Windows-based VISUAL BASIC, 
CDB l-CDB9 

Compressibility factor, 2 10,239-242, 
419125,564-565 

critical, 239-242 
isothermal, 192, 201 

Compressor, defined. 75 
Concentration equilibrium ratios. 725-726 
Congruent solidification, 687 
Conservation of energy, 47-54 
Conservation of mass equations. 29, 30-35 
Conservation of momentum, 92, 98 
Constant-pressure heat capacity. 6 1, 

914-916 
and constant-volume heat capacity, 
calculatinrr the difference between. ., 
23G23 1 

of liauid water, calci!lation of. 205-206 
constant-volume heat capacity, 6 0 6  1, 
914-916 

Continuity equation, CD2.4-2-CD2.4-4 
Continuous-flow stirred tank reactor. 
356-359 

Corresponding states, 237-249, 33 1 
.acentric factor, 242-243 
critical-point conditions, 238-139 
enthalpy change from, 245-247 
entropy change from, 247 
fugacity coefficient, 298-299 
three-parameter, 243-245 
two-parameter. 242 
for van der FVaals equation.of state, 

239-240 
Coupled chemicai reactions, 880-884 
Cricondenbar, 566 
Cricondentherm, 566 
Critical end point K, 559 
Critical locus, 558 
Critical point, 238-239,257,474 
Critical properties 

estimation methods for, 255-259 
of a pure fluid, 258-259 
for selected fluids, 241 

Critical solution temperature, 559 
Cubic equations of state, 208-210, see olso 

specific equation names 
binary interaction parameters for, 424 

Cycles: 
Brayton, 167-169 
Camot, 115-117, 170 
Ericcson, 163-166 
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Carnot. Yicolas Lkonard Sadi. 115 
Camot cycle, 115-1 17, 152. I55 

efticiency, 1 17-121 
heat pump, 170 
schematic diagram of, 1 16 
work. 1 15-1 17 

Camot engine, 115 
Cathode. 81 1 
Celsius temperature scale, 13 
Chain rule, 191 
Change of state 

of a real gas, 232-237 
in thermodynamic properties of real . 
substances accompanying. 207-232 

Chemical equilibrium, 5,703-777 
combined chemical and phase 

equilibrium, 385-387,760-767 
criteria for, 382-387 

in multiple reactions, 383-385 
in jingle reaction, 382-383 

nonideal gas/nonideal soludon 
contributions to, 725 

for a reaction involving gas and solid, 
737-74 l 

several reactions occurring in a single 
phase. 750-759 
chemical equilibrium, 757-755 
common ion effect in chemical 

reaction of electmlytes."755-757 
in a single-phase system, 705-734 

eff>ct of pressure on in an ideal gas, 
770-722 

e&ct of pressure on an ideal 
gas-phase, 727-728 

as a function of temperature. 717, 
7 17-720 

gaj phase chemical equilibrium 
calculation, 713-7 15 

high-pressure chemical equilibrium, 
778-73 1 . 

at high temperatures, 723-724 
ideal gas-phase chemical equilibrium 
calculation, 714-715 

ionic dissociation reaction from 
concentration data, 734-737 

in a liquid mixture, 73 1-732 
ratios. comparing, 725-727 
reactions in gas phase, 707 
reactions in ideal gas phase, 708 
reactions in ideal liquid phase, 708 
reactions in liquid phase, 708 

starting point for calculations of, 
704-707 

Chemical equilibrium constant 
defined, 71 1 - 
as a function of temperature, 717 
for ionic dissociation reaction, 732-733, 
734-737 

with ionic strength, simplified equation 
for, 733-734 

and species activities at equilibrium, 
713 

variation of with temperature, 715-716 

Chemical explosions. 799-805 
energy released in, estimating 

liauid. 803-504 
sdid, 804-805 
vapor-phase. 802-803 

reaction stoichiometry, 803 
Chemical kinetics. 5 
Chemical potential. 346 
Chemical reaction(s) 

availabilitv and available work in. 
805-8 I 0. 

biochemical. 885-908 
completion, 709 
toupled, 880-884 
of electrolytes, common ion effect in, 

755-757 
endothermic. 715 
equilibrium state of, 704 
exothermic, 7 15 
equilibria, 3 
heat of and convention for, 361-368 
heterogeneous. 737-750 
ionic. 732-735. 8 10-8 19 
independent. 35 1-352 
maximum work from, 805-8 10 
notation for. 35.350-353 . . 
standard state Gibbs energy change on, 

364 
standard state heat of, 363-364 
third law reference state, 367-368 

Chemical reactors 
availability and available work, 
805-8 10.898-900 

black box. 784-787 
bioreactors, 885-908 

-' electrochemical Drocesses, 8 1 0 - Y  19 
overall balance equations and adiabatic 
reaction temperature, 79 1-799 

thermodynamics of chemical explosions, 
799-805 

tank-type, 779-787 
tubular reactor, 787-79 I 

Chlorinated fluorinated hydrocarbons 
(CFCs).. 699-701 

Clapeyron equation, 3 18 
Clausius, Rudolf, 105 
Clausius-Clapeyron equation, 3 19-320, 

495,583 
Clausius statement, Second Law of 
Thermodynamics, 105, 114 . 

Closed system 
defined, 3.4 
differential entropy change for, 113 
energy balance, 57-58 
entropy balance for, 101-103, 133-134 

Coefficient of performance (C.O.P.) 
of an automobile air conditioner, 161 

. defined, 159 
for refrigemtion, heat pump, 169-171 
vapor compression cycle, 171-173 

Coexistence curves, 283-290, 302-313, 
Chapters 10 and 11. 

Combined equation-of-state and excess 
Gibbs energy model, 462665 

Combined equilibrium 
chemical and phase, 385-387,760-767 

chemical and vapor-liquid, 760-765 
Combining rule, 423 
Combustion. heats of, 930-931 
Completion of a chemical reaction, 

739-741 
Pure component propcrties, Joback group 
contributions, 257 

Computer aids and programs 
brief description of, 932 
detailed descriptions of 

DOS-based, CDB9-CDB 12 
MATHCAD worksheets, 

CDB 12-CDB I4 
MATHLAB programs. 
CDB 14-CDB 15 

Windows-based VISUAL BASIC, 
CDB I-CDB9 

Compressibility factor, 210, 239-242, 
41 9-425,564-565 

critical, 239-242 
isothermal. 192. 201 

Compressor, deti ned, 75 
Concentration equilibrium ratios. 725-726 
Congruent solidification. 687. 
Conservation of energy, 47-54. 
Conservation of niass equations, 29.30-35 
Conservation of momentum, 92.98 
Constant-pressure heat capacity. 6 1 ,  
914-916 

and constant-volume heat capacity, 
calculating the difference between, 
230-23 1 

of liquid water, calculation of, 705-206 
Constant-volume heat capacity. 60-61, 
914-916 

Continuity equation. CD2.4-2-CD2.4-4 
Continuous-flow stirred tank reactor, 
356-359 

Corresponding states, 237-7-49, 33 1 
acentric factor, 242-243 
critical-point conditions, 238-239 
enthalpy change from, 245-247 

' . entropy change from, 247 
fugacity coefficienk 298-299. ' 

three-parameter, 243-245 
two-parameter, 242 
for van der Wails equation of state, 
239-240 

Coupled chemical reactions, 880-884 
Cricondenbar, 566 
Cricondentherm, 566 
Critical end point K, 559 
Critical locus, 558 
Critical point, 238-239, 287,474 
Critical properties 

estimation methods for, 255-259 
of a pure fluid, 258-259 
for selected fluids, 241 

Critical solution temperature, 559 
Cubic equations of state, 208-210, see c~lso 
specific equation names 
binary interaction parameters for, 424 

Cycles: 
Brayton, 167-169 
Carnot, 115-1 17, 170 
Ericcson, 163-1 66 
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differential forms of, 32. 51, 103 
Equations of change, for a multicomponent 
system, 353-361 

difference forms of, 359 
differential forms of, 358 
enegy balance 

for a continuous-flow stirred-tank 
reactor, 356-359 

for a reacting system, 355-356 
formulation of, 353-354 
species mass balance for a reacting 
system, 354 

total mass balance for a reacting system, 
354-355 

Eouations of state, 20-21 
Bender, 21 1 
Benedict-Webb-Rubin, 237 
to calculate liquid-liquid equilibrium, 
606-608 

to calculate vapor-liquid-liquid 
equilibrium, 627432 

in choosing appropriate thermodynamic 
model, 473 

Clausius, 209 
combining rule, 423 
computation of vapor pressure from, 

305-3 13 
to construct thermodynamics properties 
chart, 2 18-220,223-225.308-312 

corresponding states, 237-249 
fundamental, 202-203 
generalized, 250-254 
ideal gas, 233,234 
mixing rule, 422-423. 462-465 
models, recommended. 176 
Peng-Robinson, 208-2 10.2 18, 

220-225,237,250-253,255,297-299, 
306.3 12-313.423425 

to oredict solubility of a %as in a liquid. . - 
582-585 . 

to ~redict solubility of a solid in 
sGpercritical fluid (SCF). 666-668 

Soave-Redlich-Kwong. 210. 253-255 
thermal, 20 
van der Waals, 208,232,234,236,237, 
239-240,297,445 

vapor-liquid equilibrium (4-4 method), 
49 1,556-574 

virial, 2 10-212. 296-297.'421-422, 
665666 

volumetric. 20,207-212,237 . . 

Equilibrium 
chemical, 269-276.292-293. 
704-766 

combined chemical and phase, 385-387, 
760-766 

criteria for, 269-276,292-293 
liquid-liquid, 593-625, 637 
in design of separation and purification 
processes, 1 

local, 21 
metastable, unstable, 8-9, 290 
osmotic, 384-387, 392,648655, 

873-879 
phase, 283290, 305-308, Chapters 10, 

11 and 12. 

reaction in a single phase, 704-737 
solid-liquid, 660663 
solid-supercritical fluid, 666-669 
stable, 8-9 
vapor-liquid, 283-290, 305-308, 
Chapter 10 

vapor-liquid-liquid. 625-636 
Equilibrium constant 

calculation of from standard half-crI1 
potentials, 8 15-8 17 

and species-activities at equilibrium, 
relation between. 713 

variation of with temperature, 715-716 
general equation, 718 
simplified equation, 716-7 17 

Equilibrium partial pressure, calculation of 
for oxidation of a metal, 747-749 

Equilibrium state, 7-10, 15 
of a chemically reacting system, 704 
defined, 5.8.22 
evolution from noncquilib~iun~ state. 10. 

22 
for the low pressure. gas-phase reaction. 
704 

specification of, 18-19, 387-391 
stable. 18 

Ericsson cycle, 163-166 
Excess Gibbs energy models 

For binary mixtures. 429-443 
for multicomponent mixtures, 47-75 

Fxcess mixing propeny, 41 1-412 
Excess properties, Gibbs-Duhem equation 

for, 417 
Exothermic chemical reaction, 715 
Exothermic mixing process, enegy release 

. 0f.345-346 
Explosions 

chemical, 799-805 
energy release, 173-182.799-805 
mechanical, 173-182 

Extensive variables. 19 
Extent of reaction, molar, 37-39.705-706 
External energy. defined, 4 

Fahrenheit temperature scale, 13 
Fermentation 

choosing a substrate for, 903-906 
data, thermodynamic analysis of, 

900-901 
entropy generation in, 906-908 
isothermal, energy balance in, 896-897 
second-law limitations, 899-900 

Fermenters. See Bioreactors 
Fick's first law of diffusion, 23 
First Law of Thermodynamics, 51-52, 10). 

254. See also Energy balance 
First-order phase transition, 323 
Flame temperature, adiabatic, 794-797 
Flash calculations, 503-509,562-564 

defined, 503-504 
'nory-Huggins equations, 437-438 

interaction parameter, 437 
Flow compressor process, energy balance 
equation, 57 

Fluid mechanics, 5,45 
Fourier's law of heat conduction, 23 

Fractional ligand coverage, 858-860 
Freezing point of liquid mixtures. 673-679 

of blood, 678 
depression and eutectic point, 

calculating, 675-677 
of water, 673-675 

Freezing-point depression of a solvent due 
to solute presence. 673-679 
general equation, 674 
simplified equation. 674 

Fuel ceII. calculation of energy prod~rced 
in, 797,798-799 

Fugacity 
approximation of. 301-302 
computing from density data, 294-295, 

302-305 
defined, 291 
developing expressions for, from the 

Gibbs enegy, 415-416 
equality of, as starting point of all phase 
equilibrium calculations, 659 

of a gas 
using the Peng-Robinson equation of 

state, 298 
using the virlal equation, 297 

of ice from density data. 303-304 
for a hydrocarbon mixture, 4 2 7 4 3  
of a liquid using the Peng-Robinson 

equation of state, 300 
in phase equilibrium. 407-408 
of a pure gas, 293 
of a pure liquid, 299-300 
saturated steam, calculation of, 296 
of a solid, 303 
of species in mixtures, 405 

gaseous mixtures. 419-426 
liquid mixtures, 426-42s 
in nonsimple mixtures. 45 1-461 

using the Lewis-Randall Rule, 419421 
of a subcooled liquid, 454 
using the Peng-Robinson equation of 
state, 297-299, 300,423425 

using the virial equation of state. 422 
Fugacity coefficient 

corresponding states, 79s-299 
defined, 291-292 
equation, 293 
of gases and vapors, 454 
from peng-~obinson equation of state, 

297-299.300.423-425 
for a species ina mixture, 405407,408 
from van der Waals equation of state, 
297 

From virial equation of state, 296-297, 
421-422 

Functional groups, 439 
Fundamental equations of state, 202-203 
Fusion, Gibbs enegy of, 659-66 1.674 

y -4 method for the calculation of 
vapor-liquid equilibrium, Sec. 10.2 

Gas, chemical reaction in 704-705 
constant, 13 
heat capacity, 60-62, 192-200, 

212-216.914-916 
ideal, 12,6141, 124-125,400404 
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solubility, 576-588 
Gaseous mixtures, fugacity of species in. 
4 19-416 

Generalized degree of reduction, 894 
Generalized equations of state, 250-254 

Gibbs-Duhem equation, 346-350, 369, 
534.442-443.478.536-537,540 

Peng-Robinson, 250-25 1 
Soave-Redlich-Kwong, 253-254 

Gibhj. Josiah Willard, 202 
Gibhs-Donnan equilibrium, 873-879 

defined, 874 
electrostaric potential in, 878-879 
of a lysozyme solution, 875-876 
osmotic pressure in, 876-877 

Gihhs-Duhem equation 
for activity coefficients, 4 1 7 4  18 
for binary mixture at constant T and P. 
350 

at constant T and P. 348-350 
ior excess properties, 417 
renrralized, 346-350 

 GIG^, energy, 1 1 0 - 1  13, 273,290, 305, 
3 17-313.343-344, 378-388.399-48 1 
to determine whether a mixture is ideal. 
41-l-415 

de\eloping expressions for activity 
coefficient and special fugacities from, 
415-417 

ol formation, 362-364 
enthalpies and, 927-929 
selected oxides, 747 - 

of mixing, 337-348.402-403.413,453 
pmial molar. 346-350, 39948  1 
pure component, 707 
of transfer of an amino acid. 645-646 

Gibbs phase rule 
applications of, 388-391 
defined, 387 
mult~component, multiphase system. 
387-391 

for a one-component system, 3 13-3 17 
u~eof,316-317 - 

Group contribution method, 439, see also 
Joback. UNIFAC and UNIQUAC. 

Hal f-cell reaction, 8 13-8 14 
Harlrcher-Braun equation, 321 
Heat 

of combustion, 930-93 1 
in conservation of energy, 47-48 
conversion of mechanical energy or 
work, 1 13 

flow of, 15.21 
of formation, 362-364.733.927-929 
of fusion, 3 18,660463,674 
of mixing, 338-339.372-373.403.41 1 
of reaction, 361-366,715-718,779-796 

standard states, 361-366, 715-718 
sign convention for, 47 
of sublimation, 317 
of vaporization, 319-320.448 

Heat capacity, 6061,212-213,914-916 
constant pressure, 61 
constant volume, 6 0 4 1  
of an ideal gas, 6163,213,237, 

914-916 
Heat conduction, Fourier's law of, 23 
Heat engine, 1 13-1 18, 152-173 
Heat flow. by radiation, 106-107 
Heat fluxes, 22 
Heat load on a reactor, 779-793, 892-897 
Heat of fusion, 3 18. 659461, 674 
Heat of mixing, 343-344 
Heat of reaction 

and convention for the thermodynamic 
properties of reacting mixtures, 
361365 

standard state, 363-364 
Heat pump, 169-1 73 
Helmholtz enerv. 110.272.343-344.378 
f~enderson-~as&lbalch equation, 840-841 
Henry's law 

based on molality, 458-460 
based on mole fraction, 457458 
constant, 456.579 
standard state. 456-1170 

Heterogeneous azeotropy. 63 1 
Heterogeneous chemical reactions, 
737-750 

calculation of 
chemical equilibrium for a reaction 

involving a gas and a solid, 737-741 
the decokposition pressure of a solid, 
74 1-742 

equilibrium partial pressures for the 
oxidation of a metal, 747-749 

solubility product from solubility 
data, 743-747 

components that appear in the same 
phase. 737 

determining whether an oxidation 
reaction will occur, 749-750 

solubility product, definition of, 
742-743 

High-pressure chemical equilibrium, 
728-73 1 

High-pressure vapor-liquid equilibrium 
using equations of state (4-4 method). 
556-574 

Hildebrand, Joel H.. 446 
Hilsch-Ranque vortex tube, 135-1 36 
Horsepower, 5 
Hydrocarbon mixture, species fugacity 

calculation for, 427-428 
Hydrogen halance for a biochemical 

reactor, 890 

Ice point, 14 
Ideal gas(es), 2 13-2 15 

defined, 12,60,400 
effect of pressure on chemical 
equilibrium of, 720-722 

entropy change, 125 
mass and energy balances, use of with, 
73-75 

molar heat capacities of gases, 914-916 
pressure and heat and work flows in 

computing, 89-92 
temperature scale, 14,206-207 
thermometer, 14 

Ideal gas equation of state, 233,234 

Ideal gas heat capacity, 6143,213,237 
Ideal gas mixing properties, 482 
Ideal gas mixture, 400-404 

defined, 401 
determining whether a gas mixture is 

ideal, 404 
hypothetical, 401 
partial molar properties for, 401-403 
properties of, 403 

Ideal gas-phase chemical equilibrium, 708 
calculation, 714-7 15 
effect of pressure on, 727-728 

Ideal gas problem 
entropy change to solve, 130-131 
mass and energy balances to solve. 
76-80 

Idealized incompressible fluid. 67-69 
Ideal mixture(s) 

defined, 40931 1 
entropy of mixing in, 

CDA9.1- I-CDA9.1-3 
Gibbs energy of. 414415 
vapor-liquid equilibrium in. 492-5 19 

~dea~'so~utibn eq;ilibrium relations, 
579-580 

Incompressible fluid, 67 
Independent chemical reactions, 352-352 

example. 352-353 
Inert diluent, effect of, 714 
Infinite-dilution activity coefficients, 
determined from ebulliometry, 543-545 

Insecticides, 642, 695 
Integral mass balance. 3 1 
Intensive variables, 19 
Internal energy, defined, 4 
internal generation, 28-30, 101-103, 126. 
357-359 

International Association for the Properties 
of Water and Steam (IAPWS). 21 1 

International System (SI) of units, 5-7 
International Table calorie, I8 
Intrinsic stability. 276-283, 381 
Inversion temperature, 263 
Ion activity coefficient, see Electrolyte 
Solutions 

Ion dissociation reaction. chemical 
equilibrium constant for, 732-733 

Ionic strength, 468 
Ionization constant, 732 
Ionization of biochemicals, 845-85 1 

charge on an amino acid as function of 
pH, 845-849 - 

dibasic acid, 841-845 
pH of solution containing amino acid as 

buffer, 849-85 1 
Irreversible processes, 108, 109, 138. See 

also Entropy generation 
Isenthalpic expansion, 58-59. See also 

Joule-Thomson expansion 
Isentropic process, 129, see also Reversible 

processes. - 
Isolated system, defined, 3-4 ' 
Isotherm, defined, 858 
Isothermal compressibility, 192,201 
Isothermal enthalpy change of mixing, 

calculation of, 378 
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Isothermal heat of reaction, 357 
Isothermal partial vaporization (flash). 
503-509. 562-564 

Jacobian transformation. CD6.10-1 
Joback group contribution method. 
255-259 

Joule, 7. IS 
Joule, James Prescott, 16.23 
Joule's experiments, 16-1 7 
Joule-Thornson coefficient of steam. 
calculation of, 203-20.1 

Joule-?hornson expansion, 58-59. 7f.72, 
76, 127. 148, 159 

inversion temperature. 263 

Kelvin, Lord, 105 
Kelvin-Planck statement, Second Law of 
Thermodynamics. 105-106. 1 14 

Kelvin temperature scale. 13-15 
Kinetic energy, 4.47-53,72-73, 84-57 
Kow, see Octanol-water panition 
coefficient 

Lagrange multiplier, 365-368 
Langmuir isotherm, 858 
Lattice vacancies, 68 1-683 
LeChatelier and Braun, Principle of. 736, 
770 

Lever rule. 63,6647,285 
Lewis-Randall rule, 4 19-421, 492,576 
Ligand binding to a substrate. 858-863 

fractional ligand coverage. 858-860 
hemoglobin + oxygen binding, 860-862 
warfarin. binding to human albumin. ., 

862-863 
Limit of stability, 276-283, 381 
Linde liquefaction process, 148 
Liquefaction. 147-1 52 
Liquid(s) 

critical point of, 287 
effect of pressure on 

enthalpy. 226-227, 231-232 
entropy. 228-229 ' 

internal energy, 227-228 
volume. 225-226 

energy required to pressurize, 229-230 
entropy change for, 125-126 
fugacity of, 299-300 
at low pressure, 67 
solubility of a gas in, 576-591 
solubility of a liquid in, 593-621, 

636-643 
subcooled, 290 
superheated, 290 

Liquid-liquid equilibrium, 593425,637 
application to liquid-liquid extraction, 

615420 
calculation of using an equation of state, 

606-608 
for an essentially immiscible mixture, 

603-604 
general relation using activity 

coefficients, 597-598 
mass balance calculation on a triangular 
diagram, 61 1-615 

measurement of, 596-597 
for a partially miscible mixture, 604406 
polymer recycling, 605-610 
prediction of using an activity 
coeficient model, 598601 

Liquid-liquid extraction. 2. 615-62 1 
Liquid-liquid-vapor equilibrium. 625-636 
Liquid-solid equilibrium. 659-676 
Liquid-vapor equilibrium. 305-3 13. 

317-332.490-572 
Liquid mixtures 

activity coefficient of a species in. 412. 
42949,476-478 

fugacity of species in, 426425 
models. 429-443 
nonsimple, 429 
recommended equation-of-state models, 
476 , 

simple. 429 
Liquid-vapor interface, surface tension at, 

325 
L'ocal equilibrium, 21 
Lower critical end point, 560 
Lower consulate/critical solution 

temperature, 596, 602 
Low-pressure gas-phase reaction. 

equilibrium state for, 704 
Low-pressure vapor-liquid equilibrium 

equation. 492 
in nonideal mixtures, 51!3-556 

Mass balance, 2-3 
on a bioreactor, 886-887 
on a black-box reactor, 78-1-787 
calculation of on a triangular diagram. 

61 1-615 
difference form, 32 
differential form, 32 
for liquid mixture with a reversible 

reaction, 40-42 
microscopic in thermodynamics and 

fluid mechanics, CD2.11-CD2.41 
for mixture with chemical reaction. 

38-40. 79 1-793 
modeling of simple environmental 
problem, 42-43 

molar extent of reaction notation, 36-38 
for a nonreacting system. 360-361 
rate-of-change form, 2.30-31,32-35, 

38 
for simultaneous reaction>T50-752 
species, for a reacting system, 354 
stirred-tank reactor, 780 
tubular reactor, 787-791 
total, for a reacting system. 354-355 
vapor-liquid equilibrium, 503-504 
using biochemical yield factors, 

887-891 
Mass flux, 22 . 
Mass transfer, 5 
Matter, thermodynamic properties of, 

59-69 
constant-pressure heat capacity, 61 
constant-volume heat capacity, 60-61 
entropy changes of, 124-127 
ideal gas heat capacity, 61-63 

idealized incompressible fiuid or solid, 
67-69 

lever rule, 63,6667 
solids or liquids at low pressure, 67 

Maximum boiling azeotrope. 521 
hIaxwell relations. 194-195, 196 
,\laxwell's rules, 285 
Mayer, J. R., 23 
Mean calorie, IS 
Mean ionic activity coefficient, 468-470 
hlsan ionic molality, 468 
Mechanical contact, 4 
Mechanical energy, 17-18, 118 

conversion of ndiant energy to, 122-123 
maximum conversion of solar energy to, 

123-124 
,'Mechanical explosions, 173-182 

boiling liqu~d-evaporating vapor 
explosions (BLEVEs), 178, 1 S 1-182 

compressed air tank, 177-178 
steam tank, 176-177 
steam-water, energy released from, 

178-181 
two-phase, energy released from, 

181-182 
vapor-phase. 175-176, 178-1 8 1 

Mechanical stability. 601 
Mechanical stability criterion, 280 
hlechanical work, units of. 1s 
Membnne potentials 

chloride ion concentration within a 
nerve cell, 879-850 

estimate of, 879 
Metal oxides. 745-747 
Metastable region. 283-285, 290 
Methane, thermodynaniic properties of'. 66 
Microscopic energy balance, 

CD3.6-1-CD3.6-4 
Microscopic entropy balance, 

CD4.6-1-CD4.6-2 
Microscopic mass balance equations, in 

thermodynamics and mechanics, 
CD2.4- 1-CD2.4-4 

Minimum boiling azeotrope, 521 
Minimzation of Gibbs er?egy, 273, 
379-386. 704-707.766 

Mixing 
at constant T and P. 368-375.401-401. 

408-412 
at constant T and V,  482 
enthalpy change on, 338.41 1 4 1 3  
entropy change on, 41 1,437 
Gibbs energy change on, 337-348, 
.402-403,453 

Helmholtz energy change on, 343-344, 
378-379 

of ideal gases, J W 0 4 , 4 8 2  
volume change on, 338-340,368-37 1 

Mixing rules for equations of state, 
422423,462465 

Mixture(s> 
azeotmpic, 521-522.528-531 
Clapeyron equation for, 318 
critical point of, 474 
enthgpy change on mixing, 338 
equations of change for, 353-361 
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excess property, 41 1-412 
exothermic mixing process, energy 

release of, 345-346 
fugacity of a species 

gaseous, 419-426 
hydrocarbon mixture, 427-428 
liquid, 426-428 
solid, 428-429 
by two methods, 425-426 

genemlized Gibbs-Duhem equation, 
346-350 

Gibbs energy, analysis of, 414-415 
heat of mixing, 343-355 
ideal gas, 4 W 0 4  
ideal mixture, 40941 1,414 
isothermal enthalpy change of mixing, 
calculation of, 378 

liquid, 476 
mass and energy balances, nonreacting 
system, 360-362 

multicomponent, 476178 
nonsimple. 429.45 1-460 
partial molar Gibbs energy, 346-350 
partial molar properties, 342-343 
polymer-solvent. 545 
pure conlponent thermodynamic 

properties, 342 
Redlich-Kister expansion, 371 
Solid, 428-429, 679-68 1 
species concentration in, 337, 340-341 
temperature change on adiabatic mixing 
of acid and water, 359-360 

thermodynamic description of, 337-345 
thermodynamic properties 

at constant T and P, 413 
estimating, 408-409 

thermodynamic theory of, 3 
two-phase, properties of, 285-286 
van Laar constants for selected binary. 
434 

vapor, 492 
vapor-liquid equilibrium in, 2,489-574 
volume change on mixing, 338,344. 

Moderation, Principle of, 736 - 
Molality, 458-460, 472-473. 824 

mean ionic, 468 
Molar extent of reaction, 37-39, 705-706 
Molar Gibbs energy, 290,305 
Molar heat capacities, of gases in ideal gas 

(zero-pressure) state, 9 14-9 16 
Molarity, 472-473, 824 
 molar properties, 20 
Molecular motion, 4 
Molecules, classes of, 237 
Mole fractions, 348,419 

Heruy's law based on, 457-458 
Mollier dia-gam, 63,&, 70-72 
Momentum, conservation of, 92,98 
Montreal protocol, 700 
Multicomponent excess Gibbs energy 

(activity coefficient) models, 47-78 
iMulticomponent system, equations of 
change for, 353-361 

Multiphase system, equilibrium state, 
387-39 1 

Multiple chemical reactions, 352-353,757 

Natural flows, 8 
Natural processes, unidirectional character 
of, 98 

Nemst equation, 813 
Newton's law of viscosity, 23 
Nitrogen balance in a biochemical reaction, 

890 
Nitrogen, thermodynamic properties of, 

67 
Nonconserved propcnies, 28-30, 101-1 
' 126,357-359 
Nonequilibrium state, evolution from 
equilibrium state to. 10.22 

Nonideal gases, see Equations of state 
Nonideal mixtures. low-pressure 

vapor-liquid equilibrium in, 519-556 
Nonreacting system. mass and energy 
balances on, 360-361 

Nonsimple mixture 
fugacity of species in, 451461 
liquid, 429 

NRTL model, 436437 

Ocean Thermal Encrey Conversion 
(OTEC) project, 140 

Oetanol-water panition coefficient, 642, 
690-695 

One-constant Margules activity coefficient. 
43 1 

One-constant Margules equation, 43 1432, 
435 

Open system 
defined, 4 
differential entropy change for, 113 
energy balance for, 57-58 
entropy balance for, 10 1 

Osmotic equilibrium. 392, 648-655 
molecular weight and osmotic viral 
coefficients of a protein, 652454 

molecular weight of a polymer, 65065 1 
molecular weight of a protein, 651-652 

Osmotic pressure 
defined, 649. 
equation, 648-650 
estimation of in human blood, 654655 
in Gibbs-Donnan equilibrium, 876-877 

Ostwald ripening. 327 
'Overall reactor balance equations and the 

adiabatic reaction temoerature. 791-799 
adiabatic flame tem&rature daicu~ation, 

795-797 - 
calculated load and overa~~spehfic 

energy balances compared, 792-794 
energy produced in a fuel cell, 

calculation of, 798-799 
maximum work from a fuel cell at 

constant T and P, 797 
overall steady-state mass and energy 
balances for a reactor, 791 

Q~dation,  defined 81 1 
Oxidation reaction, 749-750 
Oxygen balance in a biochemical reaction, 

890,897-899 

Partial molar enthalpy, calculation of 
from experimental data, 375-377 

heat of mixing. 344-345 
infinite dilution from experimental data. 

377-378 
Partial molar entropy, 342-345.402-403. 
413 

Partial molar Gibbs energy, 346-348. 
404-408 

Partial molar thermodynamic property. 
342-343 

general equation relating to pure 
component property, 374-375 

for an ideal gas mixture, 401403 
at infinite dilution, 370,374,.457-459. 

583 
method of intercepts, 368-378 

Partial molar volume 
equation for calculation of, 370-371 
experi,zzental determination of, 368-378 
volume change on mixing, 344-345 

Partial pressure, 402, 492, 747 
Partial vaporization. calculation of, 

504-509 
Partition chromatography, 637, 672 
Partitioning 

of a solid solute between two liquid 
phases, 670-673 

of a solute among two coexisting liquid 
phases, 636-646. See olso Distribution 
coefficient 

Path-dependent properties, 10, 80-83. 
110-1 13, 131-134 

PCBs, 692-693 
Peng-Robinson equation of state, 
208-210.237.25 1-252.255 

binary interaction parameters for, 424 
to calculate thermodynamic properties 
of oxygen, 221-222 

to calculate vapor pressure, 306, 
312-313 

enthalpy and entropy charges for, 21 8, 
220 

fugacity coefficient from, 297-299. 
423-425 

generalized, 250-25 1 
to solve a red gas problem, 252-253 

Performance, coefficient of, 159-1 73 
pH, 825 
Phase, defined, 4 
Phase behavior modeling of c'hemicals in 

the environment, 689-695 
air-water partition coefficient, 691-692 
concentration of pollutant in different 
environmental compartments, 693-695 

distribution of PCBs, 692-693 
Phase behavior of solid mixtures, 679-689 

estimating lattice vacancies, 682-687 
Phase diagrams, 287-288,455,494-500, 
520,525-526,554,557-559,566-567, 
594-595.624.62843 1 

Phase equilibrium, 5 
application of equilibrium and stability 

criteria to the equation of state, 
283-290 

calculations, starting point for all, 491, 
560-564,576-578,597,637,658,659, 
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67 1,673-674 
combined chemical and phase 
equilibrium, 385-387 

fugacity in, 407408 
involving solids, 658-702 
in multi~omponent systems, criteria for. 
378-382 

first criterion, 380 
second criterion, 380-381 
third criterion, 381-382 

under all constraints, important criteria 
for, 782-283 

Phase rule, 313-3 17,387-391 
Phase stability, 276-283, 381 
Phase transitions 

first-order, 323 
thermodynamic properties of, 3 17;323 

4-0) method for the cafculation of , 
tapor-liquid equilibrium, Sec. 10.1 

Piston-and-cylinder process, energy 
balance equation, 57 

Pitzzr, Kenneth, 240,672 
pi(. 824 
Plait point, 613 
Planck, Max, 105 
pOH, 825 
Polymer solutions, 437438,545-547. 
608-6 10 

Polymerization reaction, 2 
Polymers. recycling of, 608-610 
Polytropic process, work in, 121-122 
Potential energy, 4.47-53, 84-87, 870-873 
Power generation and refrigeration cycles. 

152-173 
Brayton cycle, 167-169 
coefficient of performance (C.O.P.), 159. 

161-162 
Ericsson cycle, 163-1 66 
heat pump, 169-173 
~ a n 6 n e  power generation cycle, 

153-155, 157 
Rankine refrigeration cycle, 158-160 
Stirling cycle, 162-163, 166-167 

Poynting pressure correction, 301 
Prausnitz, John M., 21 1, 241, 243, 420, 
436,438439,447,576-578 

Prausnitz-Shair correlation, 576-578 
Predictive activity coefficient models, 
443-45 1 

Pressure. 10-12 
absolute, 12 - 
-composition diagram, 493,495,500, 
520.524-525.566-573.628 

critical, 238-239 
decomposition, 741 
explicit equation of state, 208-212 
partial, 402,492,747 
reduced, 240 
sublimation, 303-305, 317, 321-322 
vapor, 287-289,300-302,305-313, 

317-319 .... 
Pres'sure-enthalpy dia-pm . 

for methane, 66 
for nitrogen, 67 

Pressure gauge, 11 
Principle of corresponding states, 237-249, 

33 1 
Problems, answers to selected, 933-937 
Process design, 695-701 

antifreeze, choice of, 697-698 
drop-in replacement for the antifreeze 

ethylene glycol, 696-698 
refrigerant, choice of, 698-701 
solvent, choice of, 701 

Process engineering, 255 
Product design, 695-701 
Product engineering, 255 
Protein unfolding. See Denaturation 
P-T-x data, predicting vapor-phase 
compositions from, 540-543 

Pure component properties of, Joback 
group contributions, 257-259 

Pure fluid-phase equilibrium, computation 
of vapor pressure from an equation of 
state, 305-3 13 

Purification 
of an antibiotic, 643-645 
processes, I 

Quality, of steam, 63 
Quasistatic process, 102 

Radiant energy, conversion to mechanical 
and electrical energy, 122-123 

Radiation, heat flow by, 106-107 
Rankine power generation cycle, 153-155, 
I57 

Rankine refrigention cycle, 158-160 
Rankine temperature scale, 13, I5 
Raouit's law, 492,498-501 

deviations from, 5!9-547 
Rayleigh distillation, 5 17 
Rayleigh equation, 516-517 
Reacting system 

energy balance for, 355-356 
species mass balance for, 354 
total mass balance for, 354-355 

Reaction stoichiometry, 706, 803 
Redlich-Kister expansion, 371,432 
Redlich-Kwong equation of state, 210, - - 
253-265 

Reduced pressure, 240 
Reduced iemperature, 240 
Reduced volume, 240 
Reduction, generalized degree of, 894 
Reference state. 62,461 
Refrigeration cycles, 158-163 
Refrigerant, choice of, 698-701 
Regular solutions 

defined, 446 
model, activity coefficients, 446-450, 
523 

Retroerade behavior 
degned, 567 
of the first kind, 567 
of the second kind, 567 

Reversible chemical reactions, 709 
Reversible heat, 103-104, 114-1 16, 

138-139 
Reversible process(es), 107-113, 138-139, 

357-358,797-799,812-813 
Reversible work, 103-1 12, 1 14-1 16, 

138-139 
Riedel equation, 320 

Salting inlout, 589 
Salts, dissociation of a weak, 737-734, 

742-745 
Saturated liquid, 150. See also Coexistence 
curves. 

Saturated vapor, See Coexistence curves. 
Second Law of Thermodynamics. 101, 

' 

104,254,269-272, 899. See also Entropy 
balance 

Clausius statement of, 105, 114 
constraint, 899 
Kelvin-Planck statement of, 105-106, 

114 
limitation on a fermenter, 899-900 

Second order phase tnnsition, 323 
Sediment-water partition coefficient. 693 
Separation processes 

See Distillation and Liquid-liquid 
extraction 

Shaft work, 4748 ,  109-1 12 
Shock wave, 174, 800 
Simple heat engine, 114 
Simple liquefaction, 147-152 
Simple liquid mixture, 429 
Simultaneous reactions, mass balance 
equations far, 750 , 

SI unit system, 6-7 
conversion factors, 9 13 

Soave-Redlich-Kwong equation of state. 
210,253-254.255 

Soil-water partition coefficient, 693 
Solar energy, conversion of to mechanical 

or electrical energy, 123-124 
Solid(s) 

decomposition pressure, calculation of, 
74 1-743 

effect of pressure on 
enthalpy, 226-227 
entropy, 228-229 
internal energy, 227-228 
volume, 225-226 

entropy change for, 125-126 
fugacity of. 303 
idealized incompressible, 67-69 
at low pressure, 67 
mixtures, fugacity of species in. 

s 4223-429 
phase behavior of, 679-689 

Solid-liquid phase transition, 659-666, 
673478,683-687 

Solubilities as function of pH, 851-858 
weak acids, 853454 
weak amino acid, 857-858 
weak base, 854-857 

Solubility of a gas in a liquid, 576-593 
air stripping of radon from groundwater, 
585-589 

conversion formulas of various 
expressions of gas solubility, 588 

estimation of, 580-582 
ideal solution equilibrium relation, 

579-580 
mole fraction solubility of gases in 
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water. 536-587 
prediction of using an equation of state. 
582-585 

solubility of oxygen in an aqueous salt 
solution, blood. and seawater, 589-591 

solute equilibrium relation. 578 
solvent equilibrium relation, 578-579 

Solubility of a liquid in a liquid, 593-625. 
637 

Solubility of a solid. 659-670 
calculation of activity coefficient from 

data for. 664 
in a gas, 665-666 

estimating using the virial equation of 
state, 665-666 

in a liquid, 660-663 
equation for. 660-661 
using UNIFAC, 663 

in supercritical Ruid (SCF), 666-669 
determination of the heat of fusion of 

insulin, 669 
using an equation of state, 666-668 

- Solubility parameter. 446 
Solubility product 

calculat~on of from solubility data. 
743-747 

defined. 742-743 
simplified expression for the variation of 

with ionic strength, 743 
Solute equilibrium relations, 578 
Solution acidity. See Acidity of solutions 
Solution 

aqueous, see Electrolyte.solutions 
poly mer, 437438,54>547,608-6 10 
regular, see Regular solutions 

Solvent, choice of. 701 
Solvent equilibrium relation. 578-579 
Solvent partial pressure, computing, 

545-547 
Species activity. based on different choices 
of standard-state activity. 712 

Species mass balance for a reacting system. 
3840,354.791-793 

Specific heat, see Heat capacity 
Specification of the equilibrium state, 

18-22.3 13-3 17,387-394,499,502 
Spite, Principle of. 736 
Stability. 276-283 

of chemical equilibrium, 736-737 
first or thermal criterion, 279-280 
intrinsic, 27&283,381 - 
limit of, 276"-83,381 
mutual, 283 
phase equilibria criteria for, 282-283 
second or mechanical criterion, 280 

Stable equilibrium state, 18, 22 
Stable system, 8-10 
Standard cell potential, computation of, 

814-815 
Standard half-cell potentials, equilibrium 

constant fiom, 815417 
Standard heat of combustion, 365 
Standard heat of reaction, 363-364 

calculation of as a function of 
temperature, 366367 

calculation of at 25OC, 36>366 

Standard Gibbs energy change on reaction, 
364-365.713 

Standard state, 4611162.7 10 
defined, 364.71 1 
species activity based on, 712 

State, defined, 4 
State variable(s), 19, 20-21.337-343 

change in between fixed initial and final 
states. 131-132 

entropy balance in change of, 131-133 
reversible path to calculate change in. 

122 
Static cell, 539 
Steady states, 8 
Steady-state system, defined, 3 
Steam 

distillation. of turpentine, 632-633 
, 'lhfollier diagram, 64 
' thermodynamic properties of, 64-65, 

9 17-926 
Steam power cycle, calculating the 
efficiency of, 155-157 

Steam-water explosion, enegy released 
from, 178-181 . 

Stefan-Boltzmann law. 106 
Stirling cycle. 162-163, 166-167 
Stirred-tank reactor 

design equations for, 780-78 1 
mass and energy balances for, 780 
simplified energy balance, two forms of, 

78 1-782 
steady-state design of, 782-7s 
steady-state mass balance for, 781 

Stoichiometric coefficient, 36,35 1, 
885-888 

Subcooled liquid'fugacity, estimate of, 454 
Subcooled vapor, 290 
Subcooling, 324 
Sublimation pressure, 303-305, 3 17, 
321-322 

Substrate 
binding of a ligand to, 8584363 
choosing, for fermentation, 903-906 
maximum of product obtainable from, 
901-903 

Stipercritical fluid (SCF), solability of a 
solid in, 666-669 

Superheated liquid, 290,324 
Surroundings, defined, 4 
System 

adiabatic, 3-4 
choice of.54-59, 102, 126-131 
closed, 3-4 
constraints imposed upon, 5 
defined, 4 
driven, 7 

System dynamics, 5 
System of units, 5-7 
SystCme International d'UnitCs. See SI unit 
system 

Tank-type chemical reactor, 779-787 
batch reactor, 784-787 
design equations for a stirred-tank 

reactor, 780-78 1 
design of a steady-state stirred-tank 

reactor, 782-754 
mass and energy balances for a 

stirred-tank reactor, 780 
steady-state mass balance for a 

stirred-tank reactor, 781 
two forms of simplified enegy balance 

for stirred-tank reactor, 781-782 
Temperature, 12-14 

defined, 12 
scales of, 12-13.206-207 

Temperature-composition diagram, 
495496,500,507,526 

Temperature-entropy diagram for steam, 65 
Ternary systems, 476478,61061 1 
Thermal contact, 4 
Thermal enegy, 17-18 

conversion of to mechanical enegy, 118 
Thermal equation of state, 20 
Thermal equilibrium, 12. See also 

Temperature 
Thermal stability criterion, 279-280 
Thermochemical calorie, IS 
Thermodynamic consistency relation, 283, 

348-350.4 1711 18,537-540 
Thermodynamic efficiency, measure of, 

143 
Thermodynamic model, criteria for 

choosing, 473-476 
Thermodynamic partial derivatives, 

CD6.10- l-CD6.10-7 
definitions and identities, 196 
with different state variables held 
constant, not equal, 195-198 

with different state variables held 
constant, different values, 198-200 

evaluation of, 192-206, 
CD6.10- 1-CD6.10-7 

and mole number, CD6.10-7 
reduction of, CD6.10-l-CD6.10-2 

Thermodynamic properties 
effect of pressure on volume of liquids 

and solids. 225-226 
estimation of, 2 
of matter, 59-69 
of phase transitions, 3 17-323 
of reacting mixtures, 3611368 
of real substances 

changes in, accompanying a change 
of state, 207-232 

estimation methods for, 255-259 
example, involving change of state of 

a real sas, 232-237 
general&ed equations of state, 
250-254 

heat capacity data, 212-218,914-916 
ideal gas and absolute temperatures 

scales, 206-207 
partial derivatives, evaluation of, 

192-206, CD6.10-1-CD6.10-7 
principle of corresponding states, 

237-249 
volumetric equation-of-state data, 
207-212 

of small systems, 324-327 
two-phase mixture, 63.66-67 
of water and steam, 917-926 
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Thermodynamic properties chart, 
construction of, 218-220, 223-225, 
3OS-3 12 

Thermodynamics 
development of, 23 
First Law of. 50-51, 104,254 
Second Law of, 101, 104. 105-106,254, 
169-272 

Third Law of. 254-255.367-368 
Thermodynamic systems, stability of, 

276-283 
Thermometer, calibration of, 15 
Thermometric property, 14-15 
Third Law of Thermodynamics, 254-255 

reference state, 367-368 
Tie line, 494-495.557.641-644 
Time-invariant state, 5, 8, 22 
Triangular diagrams, 610-61 1 

mass balance calculation in, 61 1-615 
Triple point, 289 
Triple product rule, 191 
Trivial solution. 307 
Tubular reactor, 787-79 1 

design of, 790-79 1 
mass and energy balances for, 789-790 
uses of, 787-788 

Turbine, efficiency of, 140 
T~vc-constant Margules expansion, 

431-433 
Two-phase explosion, simplified equation 

for estimating the energy released in, 
181-182 

Twovo-phase thermodynamic mixture, 
properties of, 63, 66-67 

Ultracentrifuge 
equation, 872 
protein concentration in, 870-873 

Unidirectional character of natural 
processes, 8-9, 22, 99-106 ' 

UNIF.4C (UNIquac Functional-group 
Activity Coefficient) model, 449, 
45045 1, 68 1 

UNIQUAC equation, 438 
computation of volume and surface area 

fracrions for use in, 439-442 
Universal temperature scale, 13 
Unstable system, 8-9,290,454-455 
Upper critical end point, 560 
Upper consulatelupper critical solution 

temperature, 596, 602-1503 
Useful work, 143 

van der Waals, J. D., 208' 
van der Waals equation of state, 208,232, 
234,236,237,239-240,297,445 

van der Waals loops, 286,601 
van Laar equations, 433434,436,443 

constants for, 434 
for a ternary system, 476-478 

van't Hoff equation, 7 15 
Vapor compression cycle, 171-173 
Vapor-liquid equilibrium, see Chapter 10 

activity coefficient ( y  -4 method), 491 
measurement of, 531 

coexistence pressure, 286-290 

composition (.r-y) diagram, 494-496 
data, corrrlarion of, 532-540 
equation-of-state (4-4 method), 490 
high-pressure, using equations of state 

(&a5 method), 556-574 .. . 
binary interaction parameter kij, 

564-572. 
measurement of, 560 

in ideal mixtures, 492-519 
bubble point pressure and bubble 
point pressure, 496-503 

dew point temperature and dew point 
temperature, 496-503 

development of diagrams for a 
mixture that obeys Raoult's law, 
498-501 

differential distillation, 516 
distillation, 509-513, 529-531 
distillation column, design of, 
510-511,513-516,529-531 

low-pressure vapor-liquid equilibrium 
equation, 492 

partial vaporization of, 504-509 
Raoult's law, 492 
Rayleigh distillation, 5 17 
Rayleigh equation, 51 6-51 7 

low-pressure, in nonideal mixtures, 
5 19-556 

azeotropes and distillation, 528-531 
azeotropic raixture, 521-522 
of a binary mixture, predicting from 

azeotropic data, 522-524 
composition diagram (x-y), 

construction of, 494-496, 524-526 
computing the solvent partial pressure 

above a polymer-solvent mixture, 
545-517 

construction of vapor-liquid 
equilibrium diagrams for a nonideal 
system, 524-526 

- correlation of vapor-liquid data, 
531-536 

determination of dew point and - 
bubble point pressures, 526-528 

integral form of thermodynamic 
consistency relation, 537-540 

measurement of vapor-liquid 
equilibrium data, 53 1 

mass balances for, 503-504 
predicting from infinite dilution activity 

coefficients, 543-545 
predicting vapor-phase compositjons 

from P-T-x data, 540-543 
relevance of to distillation, 509-510 

Vapor-liquid explosion (BLEVE), balarice 
equations for, 178-181 

Vapor-liquid-liquid equilibrium, 625-636 
application to steam distillation, .. 
632-633 

calculation using an activity coefficient 
model, 626-627 

calculation using an equation of state, 
627-632 

Vapor mixtures, recommended 
equation-of-state models, 476 

Vapor-phase compositions, predicting from 

P-T-s data, 540-543 
Vapor-phase explosion. 802-303 

balance equations for. 175-1 76 
examples, 1 7 6 1  73 

Vapor pressure, 286 
computation of from equation of sate. 
305-3 13 

Variables 
extensive, 19, 1 SS-191, -337-379 
intensive, 16, see also State variables 
state, 19-21, 111. 131-132. 213-215. 

337,781-752. 794 
Virial equation of srste. 210-212, 296-297, 
421422,665466 

coefficients, 197.160-261, 263-265, 
421-422 ' 

Viscosity, Newton's law of, 23 
Volume 

critical, 238-239 
partial molar, 363-378 

at infinite dilution. 370-372 
reduced, 240 

volume change, 
on melting, 3 18 
on mixing, 338. 3U-345 

Volumetric equation-of-state. 20. 207-2 12, 
237 

Water and steam, thermodynamic 
properties of, 9 17-926 

Weak acid, 830-83 1 
pH.of solution of. 83 1-833 
solubility of, 853-S5.l. 857-85s 
+ strong base, 837-839 

Weak base, solubilit!. of. 854-357 
Well-mixed assumption, 780 
Wilson equation, 436.376478 ' 

Wohl equation. 433 
Wohl, Kurt, 433 
Wong-Sandler mixing rules. 462-465 
Work 

Carnot cycle, 115-1 17 
and conservation of energy, 47-45 
conversion of hear to, 113 
defined, 15 
of a flowing fluid against pressure, 

48-50 
flow of, 21 
maximum from a chemical reaction, 

computation of, 803-830 
in a polytropic process, 121-122 
reversible, 110 

Yield factors, biochemical, 787-79 1 

x-y (vapor-liquid equilibrium composition) 
diagram, 494-496 

Zwitterions, 844 

y -4 method for the calculation of 
vapor-liquid equilibrium, Sec. 10.2 

4-4 method for the calculation of 
vapor-liquid equilibrium, Sec. 10.3 



SUBSCRIPTS SUPERSCRIPTS 

Symbol 

.A. 5 :  C1 

.\B, D 
ad 

conf 
C 

EOS 

c' q 
;1 

- '  imp 

in 

j 

k 
ni 

mix 

R 

rx n 
sat 

s, y,  ,? 

vac 

Designates 

, specizs 
dissociated e!ecuolyte AB 

adiabatic process 

configurational 
critical property 

equation of state 

equilibrium state 

ith species, i = 1.  . . . , C 
impurities 

inlet conditions 
generally denotes j th  reaction, 
j =  l . . . . ,M 
kth flow stream. k = 1, ..., K 
mixture property 

mixing or mixture 

reference property 

reaction 

property along a two-phase 
coexistence line 

coordinate direction 

vacancy 

Symbol Designates 

I, I1 

calc 

ex 

exp 
fus 

i, f 
ID 
IG 
IGM 
IM 
max 

res 
rev 

sat 

phase 

calculated property 

excess property on mixing 
measu'red property 

property change on melting or 
fusion 
initial and final states, respectively 

ideal property 
ideal gas property 

ideal gas mixture property 
ideal mixture property 
maximum 

residual 
reversible process 

property along vapor-liquid 
coexistence line 

sub property change on sublimation 

v, L, s vapor, liquid, and solid phase, 
respectively 

vaP property change on vaporization 
z+, z-  charge on an ionic species 



\ Notation 

Standard, generally acceptecl notation has been used throughotit this text. This  list con- 
tains the irnport3nt syin'oo?~. their definition. and, when appropriate, the page 01' fir>[ 
occurrence (where a more detailed definition is given). S y ~ l ~ b o I s  used only o n e ,  o r  
within only a single section are not listed. In a few cases it has been necessary to cse 
the same symbol twice. These occurrences are rare and ividely separated. s o  it is h q x d  
no confusion \\rill result. 

SPECIAL NOTATION 

- (caret as in fi) 
(overbar as in H ; )  

- (underscore as in _H) 
f (as in M,) 
' (as in Gf) 

b (as in c?) 

GENERAL NOTATION 

Symbol 

A 
4 
C l ,  11, c, . :: . 

Designates 

property per unit mass (enthalpy per unit mass) 
partial niolar property (partial niolar enthalpy) 
property per mole (enthalpy per mole) 
mean ionic property (mean ionic niolality) 
property (Gibbs energy) in hypothetical pure componerlt sa te  

extrapolated from infinite dilution behavior 
ideal unit molal property (Gibbs energy) extrapolated 

from infinite dilution behavior 
standard state 

Desi, onates 

Helmholtz energy (1 10) 
activity of species i (71 I )  
constants in heat capacity equation. equation of state. etc. 
virial coefficients (710) 
number of components (337) 
degrees Celsi~rs ( 13) 
concentration of species i (635) 
constant-volur13e and constant-pressure hear capacities (60) 
ideal gas heat capacity (45) 
partial, total. and substantial derivatiie symbols 
diffusion coefficient (22) 
degrees of freedom (3 14) 
degrees Fahrenheit (13) 
pure component fugacity (291) 
filgacity of a species in a mixture (405) 
frictional forces (84) 
acceleration of gravity (1 I) 
Gibbs enegy (1 10) 
Gibbs free enegy changes on fusion (433, reaction (363), and 

mixing (403) 
molar Gibbs free energy of formation of species i (363) 
enthalpy (50) 
stoichiometric coefficient in a biochemical compound (888) 
Henry's law constants (456, 458) 
enthalpy changes on fusion (318), mixing (338), and 

reaction (364) 



Symbol 

AsubH, AvapH 
A, HiC) 
AfH: 
As H 
I 
K 
K 
K, Kc, K.r 
K, 
Kc, Kp, K.r, K., 
K:, K,D 
k<r 
Ki 
Kow 
Kx 
K ,  
Kv 
k . .  
L 
iLI 
A 
mw 
..u 
4 Mk 
lW,  

1v 

4. n 
P 
P 
pvilp, paub, psar 

Rat", 
PC 
P H 

Designates 

enthalpy changes on sublimation (32 I) and vaporization (3 19) 
standard heat of combustion of species i (365) 
molar heat of formation of species i (363) 
molar integral heat solution (393) 
ionic strength (468) in Chapters 9-15 
number of flow streams (28) 
degrees Kelvin ( 1  1 ) 
distribution coefficients (505, 587, 588) 
chemical equilibrium constant (71 1) 
chemical equilibrium ratios (724) in Chapter 13 
ideal solution ionization (733).and sol~ibility (743) products 
coefficient of sliding friction (85) 
K-factor, xi!.ri (505) 
octanol-water position coefficient (640) 
solubility product (7-12) 
product of activity coefficients (725) 
product of fugacity coefficients (725) 
equation of state binary interation parameter (423) 
nioles of liquid phase 1504) 
mass (30) 
mass flow rate (30) 
molecular weight (30) 
number of independent chemical reactions (353) 
amount of mass that entered from kth flow stream (31) 
mass of system in state 1 (3 1) 
number of moles (30) 
initial number of moles of species i (353) 
pressure ( I I ) 
qumber of phases (3 14) 
vipor (3 1 S), sublimation (3 IS), and saturation pressures (3 IS) 
atmospheric pressure ( I I ) 
critical pressure (139) 
measure of solution acidity (825) 
-log(K,,) (53 I) 
triple point pressure (188) 

.partial pressure of species.i (480) . ' 

reduced pressure (239) 
reaction pressure (73 1 ) 
heat flow (22) and heat flow rate (47) 
volumetric flo\rt rate (780) 
gas constant ( 13) 
drop radius (315) or specific reaction rate (353) 
solubility (852) 
total solubility (852) 
entropy (100) 
entropy generated (101) and entropy generation rate ( 101) 
second partial derivatives of entropy (277) 
temperature (13) 
critical temperature (239) 
mixture freezing temperature (674) 
lower and upper consolute temperatures (602) 
melting temperature (674) 
reduced temperature (239) 
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triple point lei:lperature (285) 
i:itcn~al eilerg)l (47) 
volur~ie (12) (niso moles of vapoi in Secs. 10.1 and 10.2) 
volume change on meltirig or f~isior; (6850) 
velociiy (23) 
molar critical volume (239) 
volume change on mising (33s) 
reduced volume (239) 
mass fraction of species i (338) 
fraction of mass in a phase (63) 
work (48) and rate at u.hich work is supplied to system (48) 
net work supplied from surroundings (86) 
work against function (87) 
shaft work (48) and rate of shaft work (48) 
any thermodynamic variable in Chapter 6, molar extent of 

chemical ieaction (37) else\v%ere 
coordinate direction 
mole fraction of species i in vapor or liquid pliase (337) 
any thermodynamic variable (189) 
coordinate direction 
vapor-phase mole fraction (419) 
C-moles of X produced per C-mole substrate corlsumed (887) 
Heat flow per C-mole substrate conslimed (893) 
compressibility factor (209) or charge on a protein (873) 
coordinate direction 
critical compressibility (239) 
ionic valence (466) 
coefficient of thermal expansion (192) (in Chapter 6) 
coefficients in van Laar and Debye-Hiickel equations 

(Chapters 9-15) 
specific heat ratio (74) 
activity coefficients of species i (112,457,459) 
mean ionic activity coefficient (-168) 
solubility parameter (446) 
general thermodynamic variable (2s) . 

adiabatic cornpressibility (259) 
isothermal compressibiiity ( 197) 
viscosity (23). Joule-Thomson coefficient i l98), chemical 

pot-ntial (38 1 )  
, stoichiometric coefficient (36) 

ionic stoichion~etric coefficient (466) 
mass density (22) 
osmotic pressure_L648) 
surface tension (324) 
voltime fraction (438,446) 
generalized degree of reduction 
potential energy (47) 
fugacity coefficient of pure species i (29 I), and species i in a 

mixture (405) 
acentric factor (242) 
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