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          Preface 

     In Vitro and In Vivo Cell Senescence

 Cell senescence, i.e., the process whereby cells permanently lose the possibility to prolifer-
ate without undergoing cell death, can be observed in vitro as well as in vivo, and occurs in 
a plethora of distinct model organisms. In both cases, cell senescence can be physiological, 
constituting a safeguard mechanism against cells that have accumulated potentially danger-
ous genetic alterations, or can be triggered by exogenous perturbations, such as the admin-
istration of DNA-damaging agents at low doses. This book provides a detailed description 
of the most common techniques for the investigation of cell senescence, in model organ-
isms encompassing bacteria ( Escherichia coli ), fungi ( Saccharomyces cerevisiae  and  Podospora 
anserina ), worms ( Caenorhabditis elegans ),  fl ies ( Drosophila melanogaster ), zebra fi sh ( Danio 
rerio ), and mammalian cells. The techniques presented in this book not only cover the 
study of all the biochemical and functional manifestations of senescence at the cellular level 
but also include protocols for population analysis and high-throughput approaches in suit-
able model organisms, as described by worldwide renowned experts of the  fi eld.  

 Chapter Organization

 The book is composed of three types of chapters. Four review chapters open the book to 
provide a solid theoretical background on cell senescence, its morphological and biochemi-
cal manifestations and its pathophysiological relevance. Twenty-three protocol chapters 
follow, detailing the methods to investigate the morphological and biochemical features of 
senescence at the cellular level, in cultured mammalian cells. Finally, seven protocol chap-
ters provide techniques for the study of cell senescence in lower model organisms, including 
methods for population studies. Each of these 30 protocols starts with an Abstract and 
includes four major sections: Introduction, Materials, Methods, and Notes. The “Abstract” 
presents an overview of the technique(s) detailed in the chapter. The “Introduction” pro-
vides a short theoretical view of the procedure and of its applications. “Materials” recapitu-
late the buffers, reagents, solutions, disposables, and equipments necessary to carry out the 
protocol(s). “Methods” describe step-by-step how the technique(s) must be carried out. 
Finally, the “Notes” section, which is the hallmark of  Methods in Molecular Biology  series, 
indicates not only the sources of problems and how to identify and overcome them, but 
also safety information, alternative procedures, and hints for the correct interpretation of 
experimental results.  
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 Brief Content of the Chapters

 Chapter   1     provides an overview on cell senescence and its dynamic links with autophagy, an 
important cytoprotective mechanism. Chapters   2     and   3     discuss the regulation of cell senes-
cence by critical signaling molecules such as the mammalian target of rapamycin (mTOR) 
and p53. Chapter   4     summarizes the morphological and biochemical markers that have been 
associated with cell senescence. In Chapters   5    –  23    , protocols for the investigation of senes-
cence-associated alterations in cultured cells are provided, including the following: mor-
phological features (Chapter   5    ), cell cycle blockage (Chapter   6    ), cell cycle-arresting proteins 
(Chapter   7    ), senescence-associated  β -galactosidase (Chapters   8     and   9    ), senescence-associ-
ated secretory phenotype and chemokyne signaling (Chapters   10     and   11    ), senescence-
associated heterochromatin foci (Chapter   12    ), DNA damage (Chapter   13    ), telomerase 
activity and telomere length (Chapters   14     and   15    ), alterations of the nuclear envelope 
(Chapter   16    ), multiple markers of oxidative stress (Chapters   17    –  20    ), BRAF, sirtuin, and 
p66 SHC  signaling during senescence (Chapters   21    –  23    ). In Chapters   24    –  27    , protocols for 
the study of cell senescence in global terms are detailed, including a method for the study 
of metabolomic alterations (Chapter   24    ), a technique to apply genome-wide RNAi 
approaches to cell senescence research (Chapter   25    ), and multiparametric strategies 
(Chapters   26     and   27    ). Finally, in Chapters   28    –  34    , protocols applicable to lower model 
organisms are described, encompassing techniques to assess senescence in  Escherichia coli  
(Chapter   28    ),  Podospora anserina  (Chapter   29    ),  Saccharomyces cerevisiae  (Chapter   30    ), 
 Caenorhabditis elegans  (Chapters   31     and   32    ),  Drosophila melanogaster  (Chapter   33    ), and 
 Danio rerio  (Chapter   34    ).  

 Potential Audience of This Book

 In the  fi rst instance, this book will be of interest not only for undergraduate and graduate 
students but also for more experienced scientists who are approaching the study of cell 
senescence. In addition, the audience of this book encompasses:

   Libraries of universities and public biological/biomedical research institutions.   ●

  Scientists interested in molecular and cell biology, biochemistry, pharmacology, genet- ●

ics, systems biology, medicine, public health, and in life sciences in general.  
  Specialists and experts in model organisms including bacteria, fungi, worms,  fl ies, and  ●

mammals.  
  Medical oncologists and scientists working in oncology.   ●

  Pharmaceutical companies and developers of new drugs.        ●

Villejuif,  France     Lorenzo   Galluzzi      
Ilio   Vitale      

Oliver   Kepp      
Guido   Kroemer            

Preface

http://dx.doi.org/10.1007/978-1-62703-239-1_1
http://dx.doi.org/10.1007/978-1-62703-239-1_3
http://dx.doi.org/10.1007/978-1-62703-239-1_4
http://dx.doi.org/10.1007/978-1-62703-239-1_5
http://dx.doi.org/10.1007/978-1-62703-239-1_6
http://dx.doi.org/10.1007/978-1-62703-239-1_25
http://dx.doi.org/10.1007/978-1-62703-239-1_6
http://dx.doi.org/10.1007/978-1-62703-239-1_7
http://dx.doi.org/10.1007/978-1-62703-239-1_6
http://dx.doi.org/10.1007/978-1-62703-239-1_9
http://dx.doi.org/10.1007/978-1-62703-239-1_10
http://dx.doi.org/10.1007/978-1-62703-239-1_11
http://dx.doi.org/10.1007/978-1-62703-239-1_12
http://dx.doi.org/10.1007/978-1-62703-239-1_13
http://dx.doi.org/10.1007/978-1-62703-239-1_14
http://dx.doi.org/10.1007/978-1-62703-239-1_15
http://dx.doi.org/10.1007/978-1-62703-239-1_16
http://dx.doi.org/10.1007/978-1-62703-239-1_17
http://dx.doi.org/10.1007/978-1-62703-239-1_18
http://dx.doi.org/10.1007/978-1-62703-239-1_21
http://dx.doi.org/10.1007/978-1-62703-239-1_22
http://dx.doi.org/10.1007/978-1-62703-239-1_24
http://dx.doi.org/10.1007/978-1-62703-239-1_25
http://dx.doi.org/10.1007/978-1-62703-239-1_28
http://dx.doi.org/10.1007/978-1-62703-239-1_25
http://dx.doi.org/10.1007/978-1-62703-239-1_26
http://dx.doi.org/10.1007/978-1-62703-239-1_27
http://dx.doi.org/10.1007/978-1-62703-239-1_28
http://dx.doi.org/10.1007/978-1-62703-239-1_29
http://dx.doi.org/10.1007/978-1-62703-239-1_35
http://dx.doi.org/10.1007/978-1-62703-239-1_29
http://dx.doi.org/10.1007/978-1-62703-239-1_30
http://dx.doi.org/10.1007/978-1-62703-239-1_31
http://dx.doi.org/10.1007/978-1-62703-239-1_32
http://dx.doi.org/10.1007/978-1-62703-239-1_33
http://dx.doi.org/10.1007/978-1-62703-239-1_34
http://dx.doi.org/10.1007/978-1-62703-239-1_35


vii

 Contents

Preface  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  v
Contributors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ix

 1 Cell Senescence as Both a Dynamic and a Static Phenotype. . . . . . . . . . . . . . . . . . 1
Andrew R.J. Young, Masako Narita, and Masashi Narita

 2 Senescence Regulation by mTOR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
Vjekoslav Dulic

 3 Senescence Regulation by the p53 Protein Family. . . . . . . . . . . . . . . . . . . . . . . . . 37
Yingjuan Qian and Xinbin Chen

 4 Markers of Cellular Senescence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
Amancio Carnero

 5 Biomarkers of Cell Senescence Assessed by Imaging Cytometry  . . . . . . . . . . . . . . 83
Hong Zhao and Zbigniew Darzynkiewicz

 6 Cytofluorometric Assessment of Cell Cycle Progression  . . . . . . . . . . . . . . . . . . . . 93
Ilio Vitale , Mohamed Jemaà , Lorenzo Galluzzi, 
Didier Metivier, Maria Castedo, and Guido Kroemer

 7 Quantification of Cell Cycle-Arresting Proteins. . . . . . . . . . . . . . . . . . . . . . . . . . . 121
Oliver Kepp, Isabelle Martins, Laurie Menger, Mickaël Michaud, 
Sandy Adjemian, Abdul Qader Sukkurwala, Lorenzo Galluzzi, 
and Guido Kroemer

 8 Colorimetric Detection of Senescence-Associated b Galactosidase . . . . . . . . . . . . . 143
Koji Itahana, Yoko Itahana, and Goberdhan P. Dimri

 9 Chemiluminescent Detection of Senescence-Associated b Galactosidase  . . . . . . . . 157
Vinicius Bassaneze, Ayumi Aurea Miyakawa, and José Eduardo Krieger

10 Detection of the Senescence-Associated Secretory Phenotype (SASP) . . . . . . . . . . 165
Francis Rodier

11 Unbiased Characterization of the Senescence-Associated Secretome 
Using SILAC-Based Quantitative Proteomics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
Juan Carlos Acosta, Ambrosius P. Snijders, and Jesús Gil

12 Detection of Senescence-Associated Heterochromatin Foci (SAHF) . . . . . . . . . . . 185
Katherine M. Aird and Rugang Zhang

13 Monitoring DNA Damage During Cell Senescence  . . . . . . . . . . . . . . . . . . . . . . . 197
Glyn Nelson and Thomas von Zglinicki

14 Assessment and Quantification of Telomerase Enzyme Activity . . . . . . . . . . . . . . . 215
Michelle F. Maritz, Laura A. Richards, and Karen L. MacKenzie

15 Methods for the Assessment of Telomere Status . . . . . . . . . . . . . . . . . . . . . . . . . . 233
Asako J. Nakamura



viii Contents

16 Detection of Nuclear Envelope Alterations in Senescence . . . . . . . . . . . . . . . . . . . 243
Clea Bárcena, Fernando G. Osorio, and José Maria Pérez Freije

17 Measuring Reactive Oxygen Species in Senescent Cells . . . . . . . . . . . . . . . . . . . . . 253
João F. Passos, Satomi Miwa, and Thomas von Zglinicki

18 Quantification of Protein Carbonylation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 265
Nancy B. Wehr and Rodney L. Levine

19 Assays for the Measurement of Lipid Peroxidation  . . . . . . . . . . . . . . . . . . . . . . . . 283
Ana Cipak Gasparovic, Morana Jaganjac, Branka Mihaljevic, 
Suzana Borovic Sunjic, and Neven Zarkovic

20 Raman Spectroscopy for the Detection of AGEs/ALEs  . . . . . . . . . . . . . . . . . . . . 297
J. Renwick Beattie, John J. McGarvey, and Alan W. Stitt

21 Monitoring Oncogenic B-RAF-Induced Senescence in Melanocytes . . . . . . . . . . . 313
Sieu L. Tran and Helen Rizos

22 Methods to Investigate the Role of SIRT1 in Endothelial Senescence . . . . . . . . . . 327
Bo Bai and Yu Wang

23 Monitoring Nutrient Signaling Through the Longevity Protein p66SHC1 . . . . . . . . 341
Sofia Chiatamone Ranieri and Giovambattista Pani

24 Profiling the Metabolic Signature of Senescence . . . . . . . . . . . . . . . . . . . . . . . . . . 355
Florian M. Geier, Silke Fuchs, Gabriel Valbuena, 
Armand M. Leroi, and Jacob G. Bundy

25 Genome-Wide RNAi Screening to Identify Regulators of 
Oncogene-Induced Cellular Senescence  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 373
Narendra Wajapeyee, Sara K. Deibler, and Michael R. Green

26 An Integrated Approach for Monitoring Cell Senescence  . . . . . . . . . . . . . . . . . . . 383
Tatiana V. Pospelova, Zhanna V. Chitikova, and Valery A. Pospelov

27 Robust Multiparametric Assessment of Cellular Senescence. . . . . . . . . . . . . . . . . . 409
Clara Correia-Melo, Diana Jurk, and João F. Passos

28 Assessing Chronological Aging in Bacteria  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 421
Stavros Gonidakis and Valter D. Longo

29 Assessing Organismal Aging in the Filamentous Fungus Podospora anserina  . . . . . 439
Heinz D. Osiewacz, Andrea Hamann, and Sandra Zintel

30 Assessing Chronological Aging in Saccharomyces cerevisiae  . . . . . . . . . . . . . . . . . . 463
Jia Hu, Min Wei, Mario G. Mirisola, and Valter D. Longo

31 Assessing Aging and Senescent Decline in Caenorhabditis elegans : 
Cohort Survival Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 473
Eirini Lionaki and Nektarios Tavernarakis

32 High-Throughput and Longitudinal Analysis of Aging 
and Senescent Decline in Caenorhabditis elegans . . . . . . . . . . . . . . . . . . . . . . . . . . 485
Eirini Lionaki and Nektarios Tavernarakis

33 Assessing Senescence in Drosophila Using Video Tracking  . . . . . . . . . . . . . . . . . . 501
Reza Ardekani, Simon Tavaré, and John Tower

34 Assessing Vascular Senescence in Zebrafish . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 517
Sandra Donnini, Antonio Giachetti, and Marina Ziche

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 533 



ix

  Contributors 

     JUAN   CARLOS   ACOSTA    •      Cell Proliferation Group ,  MRC Clinical Sciences Centre, 
Imperial College ,   London ,  UK      

               SANDY   ADJEMIAN    •      INSERM, U848 ,   Villejuif ,  France     ;   Institut Gustave Roussy ,   Villejuif , 
 France      

     KATHERINE   M.   AIRD    •      Women’s Cancer Program, Epigenetics and Progenitor 
Cells Keystone Program ,  Fox Chase Cancer Center ,   Philadelphia ,  PA ,  USA      

     REZA   ARDEKANI    •      Molecular and Computational Biology Program, Department of 
Biological Sciences ,  University of Southern California ,   Los Angeles ,  CA ,  USA      

     BO   BAI    •      Department of Pharmacology and Pharmacy, Li Ka Shing Faculty of Medicine , 
 University of Hong Kong ,   Hong Kong ,  China      

     CLEA   BÁRCENA    •      Departamento de Bioquímica y Biología Molecular , 
 Instituto Universitario de Oncología, Universidad de Oviedo ,   Oviedo ,  Spain      

     VINICIUS   BASSANEZE    •      Laboratory of Genetics and Molecular Cardiology/LIM 13 , 
 Heart Institute (InCor), University of Sao Paulo Medical School ,   Sao Paulo ,  Brazil      

     J.   RENWICK   BEATTIE    •      Centre for Vision and Vascular Science, School of Medicine and 
Dentistry ,  Queen’s University ,   Belfast ,  UK      

     JACOB   G.   BUNDY    •      Biomolecular Medicine, Department of Surgery and Cancer , 
 Imperial College ,   London ,  UK      

     AMANCIO   CARNERO    •      Instituto de Biomedicina, Hospital Universitario Virgen del Rocio , 
  Sevilla ,  Spain      

               MARIA   CASTEDO    •      INSERM, U848 ,   Villejuif ,  France     ;   Institut Gustave Roussy ,   Villejuif , 
 France      

               XINBIN   CHEN    •      Comparative Oncology Laboratory ,  University of California ,   Davis ,  CA ,  USA      
     ZHANNA   V.   CHITIKOVA    •      Institute of Cytology, Russian Academy of Sciences , 

  St. Petersburg ,  Russia      ;  St. Petersburg State University ,   St. Petersburg ,  Russia      
     CLARA   CORREIA-MELO    •      Ageing Research Laboratories ,  Centre for Integrated Systems 

Biology of Ageing and Nutrition, Institute for Ageing and Health, Newcastle University , 
  Newcastle upon Tyne ,  UK      

     ZBIGNIEW   DARZYNKIEWICZ    •      Department of Pathology ,  Brander Cancer Research Institute, 
New York Medical College ,   Valhalla ,  NY ,  USA      

     SARA K.   DEIBLER    •      Howard Hughes Medical Institute ,   Chevy Chase ,  MD ,  USA     ;   Programs 
in Gene Function and Expression and Molecular Medicine ,  University of Massachusetts 
Medical School ,   Worcester ,  MA ,  USA      

     GOBERDHAN   P.   DIMRI    •      Department of Biochemistry and Molecular Biology ,  The George 
Washington University Medical Center ,   Washington ,  DC ,  USA      

     SANDRA   DONNINI    •      Department of Biotechnology ,  University of Siena ,   Siena ,  Italy      
     VJEKOSLAV   DULIC    •      Institut de Génétique Moléculaire ,   Montpellier ,  France     ;  

 CNRS, UMR5535 ,   Montpellier ,  France     ;   Université Montpellier 1 ,   Montpellier ,  France      
     JOSÉ   MARIA   PÉREZ   FREIJE    •      Departamento de Bioquímica y Biología Molecular ,  Instituto 

Universitario de Oncología, Universidad de Oviedo ,   Oviedo ,  Spain      
     SILKE   FUCHS    •      Cell and Molecular Biology, Department of Life Sciences ,  Imperial College , 

  London ,  UK      



x Contributors

     LORENZO   GALLUZZI    •      Institut Gustave Roussy ,   Villejuif ,  France     ;   Université Paris Descartes, 
Sorbonne Paris Cité ,   Paris ,  France      

     ANA   CIPAK   GASPAROVIC    •      Rudjer Boskovic Institute ,   Zagreb ,  Croatia      
     FLORIAN   M.   GEIER    •      Biomolecular Medicine, Department of Surgery and Cancer , 

 Imperial College ,   London ,  UK      
     ANTONIO   GIACHETTI    •      Department of Biotechnology ,  University of Siena ,   Siena ,  Italy      
     JESÚS   GIL    •      Cell Proliferation Group ,  MRC Clinical Sciences Centre, Imperial College , 

  London ,  UK      
     STAVROS   GONIDAKIS    •      Department of Biological Sciences ,  Ethel Percy Andrus Gerontology 

Center, University of Southern California ,   Los Angeles ,  CA ,  USA      
     MICHAEL   R.   GREEN    •      Howard Hughes Medical Institute ,   Chevy Chase ,  MD ,  USA     ; 

 Programs in Gene Function and Expression and Molecular Medicine , 
 University of Massachusetts Medical School ,   Worcester ,  MA ,  USA      

     ANDREA   HAMANN    •      Faculty of Biosciences ,  Institute of Molecular Biosciences, Johann 
Wolfgang Goethe University Frankfurt ,   Frankfurt ,  Germany     ;   Frankfurt Cluster of 
Excellence “Macromolecular Complexes” ,   Frankfurt ,  Germany      

     JIA   HU    •      Ethel Percy Andrus Gerontology Center, Davis School of Gerontology, 
University of Southern California ,   Los Angeles ,  CA ,  USA      

     KOJI   ITAHANA    •      Duke-NUS Graduate Medical School Singapore ,   Singapore ,  Singapore      
     YOKO   ITAHANA    •      Duke-NUS Graduate Medical School Singapore ,   Singapore ,  Singapore      
     MORANA   JAGANJAC    •      Rudjer Boskovic Institute ,   Zagreb ,  Croatia      
     MOHAMED   JEMÀA    •      INSERM, U848 ,   Villejuif ,  France     ;   Institut Gustave Roussy , 

  Villejuif ,  France      
     DIANA   JURK    •      Ageing Research Laboratories ,  Centre for Integrated Systems Biology of 

Ageing and Nutrition, Institute for Ageing and Health, Newcastle University , 
  Newcastle upon Tyne ,  UK      

     OLIVER   KEPP    •      INSERM, U848 ,   Villejuif ,  France     ;   Institut Gustave Roussy ,   Villejuif ,  France      
     JOSÉ   EDUARDO   KRIEGER    •      Laboratory of Genetics and Molecular Cardiology/LIM 13 , 

 Heart Institute (InCor), University of Sao Paulo Medical School ,   Sao Paulo ,  Brazil      
     GUIDO   KROEMER    •      Centre de Recherche des Cordeliers ,   Paris ,  France     ;   INSERM, U848 , 

  Villejuif ,  France     ;   Metabolomics Platform ,  Institut Gustave Roussy ,   Villejuif ,  France     ; 
 Pôle de Biologie ,  Hôpital Européen Georges Pompidou, AP-HP ,   Paris ,  France     ; 
 Université Paris Descartes, Sorbonne Paris Cité ,   Paris ,  France      

               ARMAND   M.   LEROI    •      Ecology and Evolution, Department of Life Sciences ,  Imperial College , 
  London ,  UK      

     RODNEY   L.   LEVINE    •      Laboratory of Biochemistry ,  National Heart, Lung, and Blood 
Institute, NIH ,   Bethesda ,  MD ,  USA      

     EIRINI   LIONAKI    •      Institute of Molecular Biology and Biotechnology ,  Foundation for 
Research and Technology ,   Heraklion ,  Greece      

     VALTER   D.   LONGO    •      Davis School of Gerontology, Ethel Percy Andrus Gerontology Center, 
University of Southern California ,   Los Angeles ,  CA ,  USA      

     CARLOS   LÓPEZ-OTÍN    •      Departamento de Bioquímica y Biología Molecular , 
 Instituto Universitario de Oncología, Universidad de Oviedo ,   Oviedo ,  Spain      

               ISABELLE   MARTINS    •      INSERM, U848,    Villejuif ,  France     ;   Institut Gustave Roussy ,   Villejuif , 
 France      

     KAREN   L.   MACKENZIE    •      Cancer Cell Development Group ,  Children’s Cancer Institute 
Australia ,   Randwick ,  Australia     ;   Lowy Cancer Research Centre, University of 
New South Wales ,   Randwick ,  Australia      



xi

     MICHELLE   F.   MARITZ    •      Cancer Cell Development Group ,  Children’s Cancer Institute 
Australia ,   Randwick ,  Australia     ;   Lowy Cancer Research Centre, University of 
New South Wales ,   Randwick ,  Australia      

     JOHN   J.   MCGARVEY    •      School of Chemistry and Chemical Engineering, Queen’s University , 
  Belfast ,  UK      

               LAURIE   MENGER    •      INSERM, U848 ,   Villejuif ,  France     ;   Institut Gustave Roussy ,   Villejuif , 
 France      

     DIDIER   METIVIER    •      INSERM, U848 ,   Villejuif ,  France     ;   Institut Gustave Roussy ,   Villejuif , 
 France      

               MICKAËL   MICHAUD    •      INSERM, U848 ,   Villejuif ,  France     ;   Institut Gustave Roussy ,   Villejuif , 
 France      

     BRANKA   MIHALJEVIC    •      Rudjer Boskovic Institute ,   Zagreb ,  Croatia      
     MARIO   G.   MIRISOLA    •      Department of Medical and Forensic Biopathology e Biotechnology , 

 University of Palermo ,   Palermo ,  Italy      
     SATOMI   MIWA    •      Ageing Research Laboratories ,  Centre for Integrated Systems Biology of 

Ageing and Nutrition, Institute for Ageing and Health, Newcastle University , 
  Newcastle upon Tyne ,  UK      

     AYUMI   AUREA   MIYAKAWA    •      Laboratory of Genetics and Molecular Cardiology/LIM 13 , 
 Heart Institute (InCor), University of Sao Paulo Medical School ,   Sao Paulo ,  Brazil      

     ASAKO   J.   NAKAMURA    •      Department of Anatomy and Cell Biology ,  Osaka Medical College , 
  Takatsuki ,  Japan      

     MASAKO   NARITA    •      Cancer Research UK, Cambridge Research Institute ,   Cambridge ,  UK      
     MASASHI   NARITA    •      Cancer Research UK, Cambridge Research Institute ,   Cambridge ,  UK      
     GLYN   NELSON    •      Ageing Research Laboratories ,  Centre for Integrated Systems Biology of 

Ageing and Nutrition, Institute for Ageing and Health, Newcastle University ,   
Newcastle upon Tyne ,  UK      

     HEINZ   D.   OSIEWACZ    •      Faculty of Biosciences ,  Institute of Molecular Biosciences, Johann 
Wolfgang Goethe University Frankfurt ,   Frankfurt ,  Germany     ;   Frankfurt Cluster of 
Excellence “Macromolecular Complexes” ,   Frankfurt ,  Germany      

     FERNANDO   G.   OSORIO    •      Departamento de Bioquímica y Biología Molecular ,  Instituto 
Universitario de Oncología, Universidad de Oviedo ,   Oviedo ,  Spain      

     GIOVAMBATTISTA   PANI    •      Institute of General Pathology, Catholic University Medical School , 
  Rome ,  Italy      

     JOÃO   F.   PASSOS    •      Ageing Research Laboratories ,  Centre for Integrated Systems Biology of 
Ageing and Nutrition, Institute for Ageing and Health, Newcastle University , 
  Newcastle upon Tyne ,  UK      

     VALERY   A.   POSPELOV    •      Institute of Cytology, Russian Academy of Sciences , 
  St. Petersburg ,  Russia     ;   St. Petersburg State University ,   St. Petersburg ,  Russia      

     TATIANA   V.   POSPELOVA    •      Institute of Cytology, Russian Academy of Sciences , 
  St. Petersburg ,  Russia     ;   St. Petersburg State University ,   St. Petersburg ,  Russia      

     YINGJUAN   QIAN    •      Comparative Oncology Laboratory ,  University of California , 
  Davis ,  CA ,  USA      

     SO FI A   CHIATAMONE   RANIERI    •      Clinical Chemistry, Laboratory and Endocrinology 
Unit, Departement of Laboratory Medicine ,  Azienda Ospedaliera ASMN, 
Istituto di Ricovero e Cura a Carattere Scienti fi co ,   Reggio Emilia ,  Italy      

     LAURA   A.   RICHARDS    •      Cancer Cell Development Group ,  Children’s Cancer Institute 
Australia ,   Randwick ,  Australia      ;  Lowy Cancer Research Centre, University of 
New South Wales ,   Randwick ,  Australia      

Contributors



xii

     HELEN   RIZOS    •      Melanoma Institute Australia ,   North Sydney ,  Australia        University of 
Sydney ,   Sydney ,  Australia     ;   Westmead Institute for Cancer Research, Westmead 
Millennium Institute for Medical Research ,   Westmead ,  Australia      

     FRANCIS   RODIER    •      Institut du cancer de Montréal, Centre de recherche du CHUM , 
  Montréal ,  Canada      

     AMBROSIUS   P.   SNIJDERS    •      Biomolecular Mass Spectrometry and Proteomics Laboratory , 
 MRC Clinical Sciences Centre, Imperial College ,   London ,  UK      

     ALAN   W.   STITT    •      Centre for Vision and Vascular Science ,  School of Medicine and Dentistry, 
Queen’s University ,   Belfast ,  UK      

               ABDUL QADER   SUKKURWALA    •      INSERM, U848 ,   Villejuif ,  France     ;   Institut Gustave Roussy , 
  Villejuif ,  France       

     SUZANA   BOROVIC   SUNJIC    •      Rudjer Boskovic Institute ,   Zagreb ,  Croatia      
     SIMON   TAVARÉ    •      Molecular and Computational Biology Program, Department of 

Biological Sciences ,  University of Southern California ,   Los Angeles ,  CA ,  USA     ;  
 Department of Oncology ,  University of Cambridge ,   Cambridge ,  UK     ;   Cancer Research 
UK, Cambridge Research Institute ,   Cambridge ,  UK      

     NEKTARIOS   TAVERNARAKIS    •      Institute of Molecular Biology and Biotechnology, 
Foundation for Research and Technology ,   Heraklion ,  Greece      

     JOHN   TOWER    •      Molecular and Computational Biology Program, Department of Biological 
Sciences ,  University of Southern California ,   Los Angeles ,  CA ,  USA      

     SIEU   L.   TRAN    •      Melanoma Institute Australia ,   North Sydney ,  Australia     ;   University of 
Sydney ,   Sydney ,  Australia     ;   Westmead Institute for Cancer Research, Westmead 
Millennium Institute for Medical Research ,   Westmead ,  Australia      

     GABRIEL   VALBUENA    •      Biomolecular Medicine, Department of Surgery and Cancer , 
 Imperial College ,   London ,  UK      

     ILIO   VITALE    •      INSERM, U848 ,   Villejuif ,  France     ;   Institut Gustave Roussy ,   Villejuif ,  France      
     THOMAS   VON   ZGLINICKI    •      Ageing Research Laboratories ,  Centre for Integrated Systems 

Biology of Ageing and Nutrition, Institute for Ageing and Health, Newcastle University , 
  Newcastle upon Tyne ,  UK      

     NARENDRA   WAJAPEYEE    •      Department of Pathology ,  Yale University School of Medicine , 
  New Haven ,  CT ,  USA      

     YU   WANG    •      Department of Pharmacology and Pharmacy, Li Ka Shing Faculty of Medicine , 
 University of Hong Kong ,   Hong Kong ,  China      

     NANCY   B.   WEHR    •      Laboratory of Biochemistry ,  National Heart, Lung, and Blood Institute, 
NIH ,   Bethesda ,  MD ,  USA      

     MIN   WEI    •      Davis School of Gerontology, Ethel Percy Andrus Gerontology Center, 
University of Southern California ,   Los Angeles ,  CA ,  USA      

     ANDREW   R.J.   YOUNG    •      Cancer Research UK, Cambridge Research Institute , 
  Cambridge ,  UK      

     NEVEN   ZARKOVIC    •      Rudjer Boskovic Institute ,   Zagreb ,  Croatia      
     RUGANG   ZHANG    •      Women’s Cancer Program, Epigenetics and Progenitor Cells Keystone 

Program ,  Fox Chase Cancer Center ,   Philadelphia ,  PA ,  USA      
     HONG   ZHAO    •      Department of Pathology ,  Brander Cancer Research Institute, 

New York Medical College ,   Valhalla ,  NY ,  USA      
     MARINA   ZICHE    •      Department of Biotechnology ,  University of Siena ,   Siena ,  Italy      
     SANDRA   ZINTEL    •      Faculty of Biosciences ,  Institute of Molecular Biosciences, Johann Wolfgang 

Goethe University Frankfurt ,   Frankfurt ,  Germany;        Frankfurt Cluster of Excellence 
“Macromolecular Complexes” ,   Frankfurt ,  Germany               

Contributors



1

Lorenzo Galluzzi et al. (eds.), Cell Senescence: Methods and Protocols, Methods in Molecular Biology, vol. 965,
DOI 10.1007/978-1-62703-239-1_1, © Springer Science+Business Media, LLC 2013

    Chapter 1   

 Cell Senescence as Both a Dynamic and a Static Phenotype       

     Andrew   R.J.   Young   ,    Masako   Narita   , and    Masashi   Narita            

  Abstract 

 It has been 50 years since cellular senescence was  fi rst described in human diploid  fi broblasts (HDFs), yet 
its mechanism as well as its physiological and clinical implications are still not fully appreciated. Recent 
progress suggests that cellular senescence is a collective phenotype, composed of complex networks of 
effector programs. The balance and quality within the effector network varies depending on the cell type, 
the nature of the stress as well as the context. Therefore, understanding each of these effectors in the con-
text of the whole network will be necessary in order to fully understand senescence as a whole. Furthermore, 
searching for new effector programs of senescence will help to de fi ne this heterogeneous and complex 
phenotype according to cellular contexts.  

  Key words:   Autophagy ,  mTOR ,  Oncogene ,  SAHFs ,  SASP ,  Senescence ,  SMS ,  TASCC    

 

 Cellular senescence is, fundamentally, a stress responsive cell 
cycle arrest. The senescence phenotype is extremely stable, and 
thus, senescence is often described as a state of “irreversible” or 
“permanent” cell cycle arrest, as opposed to the readily revers-
ible quiescent state. The senescence phenotype was originally 
identi fi ed in genetically normal, primary, human diploid 
 fi broblasts (HDFs), which “refused” to proliferate inde fi nitely in 
culture  (  1  ) . At that time this behavior was attributed to the cul-
ture medium lacking some essential nutrients  (  2  ) , but it has since 
been formally attributed to the limits imposed by telomeres  (  3  ) . 
When HDFs become senescent, in addition to their stable cell 
cycle exit, their morphology drastically changes. Typically the 
cells have enlarged cell and nuclear bodies, prominent nucleoli, 
and numerous cytoplasmic vacuoles. 

  1.  Introduction
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 While it is widely accepted that both the p53 and p16/Rb 
tumor suppressor pathways are involved in senescence, the precise 
mechanisms underlying the phenotype are still elusive. Cells 
respond to cytotoxic stimuli differently depending upon the cell 
type and the strength of the stress. HDFs are relatively resistant to 
apoptosis, and are highly prone to senescence. Compared to apop-
tosis, senescence is a delayed and much longer process. The con-
trast in these two stress responsive phenotypes may be due to the 
way the signals are conveyed. In apoptosis, a variety of triggers can 
converge to the executioner caspases through a common mecha-
nism  (  4  ) . In contrast, in senescence a number of effector mecha-
nisms, each contributing to the process, have been proposed and it 
is likely that these effectors collectively de fi ne the phenotype. Thus, 
the senescence process can be viewed as a “matrix” composed of a 
series of signaling transductions, rather than the single “vector” of 
signals in apoptosis (Fig.  1 ). Such effector programs of senescence 
include senescence associated heterochromatic foci (SAHFs) and 
epigenetic gene regulation, the DNA damage response, senescence 
associated secretory phenotype (SASP)/Senescence-messaging 
secretome (SMS), and macroautophagy  (  5–  16  ) . Due to the highly 
heterogeneous nature of the senescence phenotype, it has not been 
possible to identify a universal marker for senescence that applies in 
all cases. However, the use of a combination of various markers 
often associated with effector programs of senescence has success-
fully contributed to extending the concept of senescence outside 
the HDF system: a similar phenotype can be induced by various 

  Fig. 1.    The juxtaposition of senescence and apoptosis. The contrast between these two 
stress responsive phenotypes may be due to the way the signals are conveyed. In apop-
tosis, a variety of triggers can converge to the executioner caspases through a common 
mechanism. In contrast, in senescence, a number of effector mechanisms, which can 
each contribute to the process, have been proposed and it is likely that these effectors 
collectively de fi ne the phenotype, and also that the eventual phenotype maybe different 
depending on the signals and effectors that induced it. In addition, senescence is typically 
a delayed and progressive process. Thus, as schematically illustrated here, the senes-
cence process can be viewed as a “matrix” composed of a series of signal transductions, 
rather than the signal “vectors” of apoptosis.       
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cellular stresses in  different types of somatic cells, as well as  different 
tissues in animals  (  17–  20  ) . Importantly, the effector mechanisms 
and markers used in these studies were mostly identi fi ed in experi-
ments using HDFs, and thus, HDFs are still the best-characterized 
model system for this topic. Therefore, in this review, most descrip-
tions are derived from this system unless speci fi cally mentioned 
otherwise. We also use the term “senescence” to speci fi cally 
describe the cellular phenotype, distinct from “aging” at the 
 organism level.  

 The complexity of senescence also implies a “time axis,” by 
which senescence can be understood as a delayed and progressive 
process. Therefore, it would be sensible to view senescence not 
only as a static endpoint, but also as a dynamic process of pheno-
typic establishment (Fig.  1 ). This distinction becomes more rele-
vant in acute types of senescence, such as oncogene-induced 
senescence (OIS). Here, we overview the static and dynamic aspects 
of senescence and discuss our current understanding of the com-
plex interactions between the effector programs during senescence, 
with a particular focus on the regulation of gene expression.  

 

 It was shown in 1997 that oncogenic Ras could induce premature 
senescence, in both HDFs and mouse embryonic  fi broblasts 
(MEFs)  (  21  ) . As the paradoxical name suggests, the Ras-induced 
senescence (RIS) phenotype is nonlinear. Due to the direct impact 
of the abnormal mitogenic stimuli, the cells initially proliferate 
more rapidly  (  22  ) . This mitotic phenotype is then gradually 
replaced by the senescence phenotype. Interestingly, the in vivo 
counterpart of OIS is well represented by some pre-neoplastic or 
benign tumors, such as melanocytic nevi, lung adenomas, and pan-
creatic intraductal neoplasias, and chemically induced skin papillo-
mas  (  23–  28  )  (see ref.  20  ) . These tumors are likely to be a 
consequence of cell proliferation during this mitotic phase. Thus, 
OIS/RIS may be a model for the initial steps of tumorigenesis, 
which include the series of events from the  fi rst reaction of the cells 
to the mitotic stress, following activation of various effector pro-
grams, and the maintenance of the phenotype. Importantly, each 
effector program is typically involved not only in senescence but 
also in its original, physiological, role outside of senescence. Thus, 
studying the OIS/RIS system should extend our understanding 
of each of these effector programs and provide insight into the 
more general concepts in dynamic alterations of phenotype, such 
as differentiation and transformation.  

  2.  Oncogenic, 
Ras-Induced 
Senescence
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 The strong stability of the phenotype, compared to the readily 
reversible G0 arrest of quiescence, is a critical aspect of senescence, 
implying its biological relevance in, for instance, tumor suppres-
sion and therapy  (  29,   30  ) , aging  (  31  ) , and the ef fi ciency of repro-
gramming to pluripotent stem cells  (  32–  37  ) . Not surprisingly, one 
focus of the earlier studies on senescence was on the irreversibility 
of the cell cycle exit. For example, the Campisi group showed that 
the refractoriness of cells to mitogens is a hallmark of senescence, 
and that some growth-related genes are not responsive to growth 
factors  (  38,   39  ) . The same group later examined the reversibility of 
senescence caused by telomere dysfunction using different types of 
HDFs, with varying levels of the CDK inhibitor p16. They found 
that the replicative senescence arrest could be reversed by p53 
depletion in p16-low cells (such as BJ cells), whereas in p16-high 
cells (such as WI38 cells) senescence could not be so easily reversed 
 (  40  ) . Thus, while p53 contributes to continuous cell cycle arrest 
signaling, the p16/Rb pathway provides a dominant barrier to the 
immortalization of human cells. A primary role for the p53 path-
way has also been shown in OIS, where it is activated by a persis-
tent DNA damage response  (  41  ) . These data also reinforce the 
classical view that, in human cells, it is required to abrogate both 
the p53 and p16/Rb pathways in order to bypass senescence, and 
that most cancers do indeed have defects in both pathways. 

 We and others have previously shown that HDFs exhibit dra-
matic alterations in heterochromatin during senescence (SAHF) in 
a p16/Rb dependent manner, and have proposed that SAHF for-
mation is involved in the stable silencing of at least some cell cycle 
genes  (  42,   43  ) . Interestingly, senescent HDFs with high p16 (non-
reversible by p53 depletion) show more prominent SAHFs com-
pared to p16-low HDFs (reversible by p53 depletion), indicating a 
correlation between SAHF formation and the stability of senescence 
arrest  (  5  ) . Furthermore, we have identi fi ed chromatin architectural 
proteins, HMGA1 and HMGA2, as SAHF components. SAHF dis-
ruption by HMGA1 depletion made cellular senescence bypass 
easier, reinforcing the correlation between phenotype stability and 
high-order chromatin architecture  (  44  ) . However, both hetero-
chromatin structure and the related epigenetic marks can also be 
dynamic. Thus, it is conceivable that cells need to have additional 
mechanisms to achieve the ultimate irreversibility of senescence. 

 The precise relationship between high-order SAHF structure 
and individual gene regulation is still unclear. To investigate this 
connection it would be necessary to effectively combine both imag-
ing and biochemical data for SAHF markers, which to date has not 
been managed. It is tempting, however, to speculate that such a 
clear segregation between euchromatin and heterochromatin in 

  3.  Transcriptional 
Regulation During 
Senescence
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the static condition might allow a rather  fi xed gene expression 
pro fi le, giving up dynamic and complex gene expression regulation. 
In this sense, SAHFs may be important not only for gene repres-
sion as originally proposed, but may also play a role in the stable 
maintenance of gene activation in the euchromatic regions. This 
interpretation would extend our understanding of SAHFs beyond 
senescence, and rather put the concept of SAHFs in the context of 
gene plasticity that is associated with distinct cellular phenotypes. 

 Conceivably, senescent cells may exhibit a distinct mRNA 
expression pro fi le compared to their growing or quiescent coun-
terparts  (  45  ) . A  fl urry of papers in the late 2000s de fi ned the func-
tionality of the plethora of factors secreted by senescent cells. This 
heterogenous collection of cytokines, chemokines and other fac-
tors, termed the SASP or SMS has been shown to have autocrine 
and paracrine functions  (  10–  13,   45,   46  ) —the autocrine function 
being to reinforce the senescence phenotype in the cell of origin 
and one potential paracrine function being to induce senescence in 
other cells sharing the same DNA damaging/tumorigenic microen-
vironment. Another paracrine function may be the non-serendipi-
tous promotion of the transformation of premalignant—but not of 
normal—cells within the microenvironment  (  47,   48  ) . 

 Among the series of papers describing the functional signi fi cance 
of SASP/SMS, the Peeper group notably identi fi ed SASP/SMS as 
a “secretome” speci fi cally associated with OIS  (  10  ) . Microarray 
experiments showed a set of transcripts highly upregulated in OIS 
cells, which were upregulated neither in cells that had bypassed 
OIS nor in quiescent cells  (  10  ) . Thus, it is tempting to speculate 
that the “open” areas of chromatin generated by SAHF formation 
may permit and promote the expression of the secretome as a unit. 
Interestingly, SASP/SMS can also in fl uence SAHF, in that deple-
tion of IL-6 (a central component of SASP/SMS) in OIS corre-
lated with reduced formation of SAHF as well as p15, a 
senescence-related CDK inhibitor (CDKI)  (  10  ) . It has been shown 
that over-expression of p16, another CDKI, which is suf fi cient to 
induce senescence and SAHFs in HDFs, fails to trigger SASP/
SMS, indicating that SAHF formation per se cannot activate the 
secretome  (  49  ) . However, in our time series microarray experi-
ments in RIS HDFs, upregulation of SASP/SMS components 
starts during the transition phase of RIS, when SAHF formation is 
not yet fully established  (  15  ) . Thus, the two processes may mutu-
ally reinforce each other during the course of OIS establishment: 
SASP/SMS facilitating SAHF formation (possibly in part through 
p15 upregulation), while high-order chromatin reorganization 
might reinforce the stable expression of SASP/SMS components 
in the late stages of RIS. 

 Thus, it is useful to think of OIS as a whole process, not just a 
static phenotype, and, along those lines, we recently identi fi ed 
another effector mechanism that affects SASP/SMS during the 
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RIS-transition, namely macroautophagy (referred to hereafter as 
autophagy). As well as transcriptional effects, SASP/SMS is also 
facilitated at the posttranscription level.  

 

 To study the process and the dynamic features of the senescence 
phenotype, 4OHT-inducible RIS is very useful. In the 4OHT RIS 
system in HDFs, it typically takes around 7 days to establish the 
senescence phenotype (Fig.  2 )  (  15  ) . In this system, much of the 
dynamic transcriptional alteration occurs during the RIS transition 
 (  15  ) . However, if rapid protein turnover were to happen at the 
same time it would make achieving gene expression changes far 
more ef fi cient, and perhaps allow emergent cell remodeling. 
Consistent with this idea, autophagy is highly active during the 
RIS transition  (  15  ) .  

 Autophagy is, essentially, the “trash collector” of the cell, or 
rather the “recycling collection truck.” Eukaryotic cells have two 
main known mechanisms for protein degradation: the proteasome 
and autophagy. The proteasome takes only one protein at a time 
and targets are signaled for selection, whereas autophagy can col-
lect cellular components  en masse  (although, degrees of speci fi city 
are emerging for autophagy too  (  50  ) ). In autophagy, vesicles form 
within the cytoplasm and can be seen to have enclosed cytoplasmic 
content. That cytoplasmic content is then traf fi cked along micro-
tubules to the lysosome. Lysosomes contain the degradative 
enzymes of the cell: lipases, proteases, DNase, etc.  (  51  ) . 
Autophagosomes then fuse with lysosomes, the product of which 
is termed an autolysosome, and pass their content inside for degra-
dation and recycling. That content is then actively released from 
the lysosome  (  52  ) , and thus, presumably a gradient of metabolites 
emanates from the lysosome. 

  4.  Autophagy 
and SASP/SMS 
in Senescence

  Fig. 2.    A schematic view of oncogenic Ras-induced senescence (RIS) in human diploid 
 fi broblasts (HDFs). RIS can be acutely induced by adding 4OHT to HDFs stably expressing 
ER:Ras, mediated by retrovirus-mediated gene transfer. The whole process is typically 
completed in ~7 days.       

 



71 Dynamic Interaction Between Autophagy and Senescence

 The emerging dogma is thus that autophagy represents the 
“guardian” of the proteome  (  53  ) , which could be broadened out 
to the macromolecule-ome. As macromolecules become damaged, 
for instance through oxidation, they become misfunctional. Hence 
constant degradation and resynthesis of macromolecules is required, 
and is especially required in dire times of cellular stress, such as 
oxidative or metabolic stress. In addition to that role, however, we 
have shown that autophagy can have quite unforeseen conse-
quences for the cell, impacting on cell fate, in that it can facilitate 
the establishment of senescence both cell autonomously and non-
cell-autonomously through its role in the production of SASP/
SMS in RIS, and beyond. 

  As mentioned in the introduction, the characteristics of senescent 
cells are that they typically have enlarged cell and nuclear bodies, 
prominent nucleoli, as well as numerous cytoplasmic vacuoles. Part 
of this vacuolation may come from enlargement of the ER  (  54  )  but 
a good part comes from the accumulation of autolysosomes  (  15  ) . 
Upon the induction of Ras, the HDFs at  fi rst proliferate more 
often, or in other words they go through a “proliferative burst,” 
and then gradually proliferation declines as they approach the “per-
manent” proliferative arrested state of senescence. It is during the 
transition phase (from this proliferative phase to the senescent, 
proliferative arrest) that autophagy becomes active. Inhibition of 
autophagy causes the downregulation of SASP/SMS, such as IL6 
and IL8, at the posttranscriptional level. Presumably autophagy 
plays a role in delivering the “raw material,” the proteins for deg-
radation, for their reuse in the synthesis of these SASP/SMS fac-
tors, thus supporting the translation of the upregulated SASP/
SMS transcripts. 

 A similar positive role for autophagy in senescence associated 
secretory protein synthesis has recently been observed in senescent 
HDFs induced by oxidative stress  (  55  ) . The authors showed that 
H 2 O 2  induced senescence with activated autophagy, and that the 
inhibition of autophagy not only delayed senescence but also 
reduced the secretory phenotype. Furthermore, autophagy seems 
to affect SASP/SMS outside  fi broblasts. Sasaki et al.  (  56  )  showed 
that autophagy can mediate cellular senescence in primary biliary 
cirrhosis (PBC). PBC is a liver-speci fi c autoimmune disease that 
eventually leads to the extensive loss of small bile ducts. The authors 
had previously demonstrated cellular senescence in the damaged 
small bile ducts and suggested that it may be involved in the patho-
genesis of progressive bile duct loss in PBC  (  57  ) . They went on to 
look for autophagy in their bank of biopsied or surgically resected 
human liver specimens. Immunohistochemistry staining for 
autophagy and lysosomal markers showed large vesicles in PBC, 
chronic viral hepatitis, nonalcoholic steatohepatitis and extrahe-
patic biliary obstruction. By far the highest level of these vesicles 

  4.1.  Autophagy in RIS
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was seen in PBC. The autophagy positive small bile ducts also 
stained for markers of senescence. Moving into cultured biliary 
epithelial cells (BECs), Sasaki et al. showed that if autophagy was 
pharmacologically inhibited then the extent of senescence was 
signi fi cantly decreased, as was the BEC SASP/SMS. 

 These studies support the idea that active protein turnover can 
promote the  en masse  production of secretory proteins during senes-
cence. However, it is also possible that autophagy modulates the 
senescence phenotype through its ability to maintain the quality of 
macromolecules. Gamerdinger et al. identi fi ed activated autophagy 
during replicative senescence in HDFs as well as in the neurons of 
aged rodent brains  (  14,   58  ) . The authors showed that BAG3, a co-
chaperone, together with other chaperons, Hsp70 and HspB8, pro-
moted the targeting of misfolded and aggregation prone proteins to 
autophagosomes. Thus, damaged proteins accumulated during 
senescence or aging can be eliminated by autophagy. Of note, rep-
licative senescence is also associated with activation of a secretome 
 (  49  ) , although how autophagy affects SASP/SMS in the context of 
replicative senescence remains to be tested. Therefore, autophagy 
would seem to have, at least, two distinct levels of in fl uence on 
senescence; through its speci fi c role in SASP/SMS and also through 
its general activity in the quality control of macromolecules. How 
can we reconcile these roles, or does this suggest another contro-
versy, as in the association between autophagy and cell death: do 
cells become senescent due to autophagy or despite autophagy? The 
potentially mixed roles for autophagy in senescence might re fl ect 
the complex effector networks of senescence mentioned above 
(Fig.  1 ). The collective outcome of the combinatorial consequences 
of those effector programs would shift within the range of the senes-
cence phenotype depending on the situation. Therefore, the domi-
nant effect of autophagy might be different between RIS (a highly 
dynamic process) and replicative senescence (a slow and adaptive 
process). Consistent with this idea, we have recently identi fi ed an 
additional mechanism occurring during RIS by which autophagy 
can support SASP/SMS, which involves a TOR-autophagy spatial 
coupling compartment (TASCC)  (  15  ) . 

  TASCC—more de fi ned mechanistic insight into the relationship 
between autophagy and senescence . Autophagy and protein synthesis 
are typically regulated in opposite directions. For example, when 
cells are starved, autophagy is activated while protein synthesis is 
suppressed, allowing the degradation products (such as amino 
acids) to be used as an alternative energy source. This reciprocal 
regulation of anabolic and catabolic processes is achieved through 
target of rapamycin (TOR), the master regulator of protein synthe-
sis  (  59  ) . TOR coordinately senses cellular nutrient and energy sta-
tus as well as growth factor signals. TOR then integrates those 
signals and “decides” whether suf fi cient metabolites and energy 
are available to synthesize protein  (  60  ) . TOR is a protein kinase 
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and, if conditions are right, it in turn phosphorylates its substrates, 
such as eIF4E binding protein (4EBP) and S6 kinase (S6K), and 
facilitates protein synthesis  (  59  ) . 

 However, it is possible that the simultaneous activation of pro-
tein degradation and synthesis may allow cells to “regenerate” 
themselves very ef fi ciently, and this seems to be occurring during 
RIS, where both autophagy and protein synthesis are active  (  15  ) . 
In addition, it has also been shown that Rapamycin, which inhibits 
TOR, can divert senescence into quiescence; thus, mTOR is 
required for senescence maintenance  (  61  ) . One potential explana-
tion for the apparently paradoxical simultaneous activation of pro-
tein degradation and protein synthesis may be the spatial separation 
of these processes within the cell. By immunostaining, we identi fi ed 
a unique cellular compartment, the TASCC, in which both mam-
malian TOR (mTOR) and autolysosomes (the end stage of 
autophagy) are enriched in the vicinity of the rER-Golgi apparatus 
(GA). Aside from growth factor signaling, mTOR can also be acti-
vated by amino acids (the ultimate end product of autophagic pro-
tein degradation). The inhibitory point where mTOR acts on 
autophagy is the initial step of autophagosome formation; thus, it 
is possible that the physical coupling of these two opposing pro-
cesses causes them to reinforce each other. Indeed, we have shown 
that amino acids derived from autolysosomes are required for 
mTOR localization to the TASCC, and that early stage autophago-
somes are only detected outside of the TASCC. Our data is highly 
consistent with emerging evidence from the Sabatini group, indi-
cating that mTOR is recruited to, and activated at, the lysosomal 
surface, where Rheb resides, and that this process is dependent on 
Rag GTPases, which also localize to lysosomes  (  62,   63  ) . 

 Furthermore, the TASCC is consistently surrounded by the 
trans-side of the GA. The rER-GA is the place where both secre-
tory proteins as well as lysosomal and other membrane compo-
nents are synthesized and processed. Thus, the encompassing of 
the TASCC by the rER-GA raises an interesting possibility: that 
the TASCC, together with the associated rER-GA, may form a 
protein “factory” for both the SASP/SMS to be secreted, and lys-
osomal and other membrane proteins (which would, in turn, rein-
force TASCC formation itself). This could be tested using the 
technique of  fl uorescent noncanonical amino acid tagging 
(FUNCAT) to speci fi cally visualize newly synthesized proteins in 
situ (FUNCAT was developed by the Schuman laboratory  (  64–
  66  ) , and is now licensed to Invitrogen). This system is essentially a 
more modern alternative to radioactive, e.g.,  35 S, methionine met-
abolic labeling. Pulse–chase experiments with the “tagged” amino 
acid revealed that as early as 3 min the nascent proteins are enriched 
around the GA, and subsequently move to the GA, and about 2 h 
later are detected in the TASCC. In addition, by immunolabelling, 
IL6 and IL8 were speci fi cally detected in the TASCC as well as the 
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surrounding GA, suggesting that the same compartment facilitates 
the synthesis of proteins for both the degradation machinery and 
for SASP/SMS. Consistently, inhibition of Rag GTPase activity 
during RIS blocked mTOR enrichment to the TASCC and reduced 
the synthesis of SASP/SMS components  (  15  ) . Although direct 
evidence for the regulation of protein synthesis within the TASCC 
by mTOR remains to be shown, the TASCC demonstrates addi-
tional complexity in terms of its functional associations between 
SASP/SMS, senescence and autophagy. 

 Importantly, we also found that the TASCC was in close asso-
ciation with the GA in other cellular conditions, such as mac-
rophage-like differentiation in culture, during which cells acutely 
produce abundant IL8  (  15  ) . In addition, TASCC-like compart-
ments were detected speci fi cally in the glomerular podocytes of 
mouse kidneys  (  15  ) . Podocytes are highly enriched for constitutive 
autophagy as well as prominent GA, and produce abundant secre-
tory proteins to support the constant turnover of the glomerular 
basement membrane  (  67,   68  ) . The TASCC may thus be associated 
more generally with the acute, abundant production of secretory 
proteins, rather than senescence per se. Consistent with this inter-
pretation, replicative senescent HDFs do not show a prominent 
TASCC (   Masako Narita & Masashi Narita, unpublished data), sug-
gesting that the rate or amount of synthesis of SASP/SMS compo-
nents in this adaptive condition may not require such self-reinforcing 
machinery. Although the exact molecular basis for the necessity of 
the TASCC in facilitating the production of secretory proteins in 
some cases but not in others remains to be elucidated, the TASCC 
might provide a mechanism to modulate the downstream effects of 
activated autophagy.   

 

 Taken together, the studies outlined in this review reinforce the 
higher-order network of the different effector programs of senes-
cence and its complexity, in which the same effector might even 
produce different outcomes through the different aspects—
dynamic or static—of senescence. Furthermore when it is consid-
ered, as mentioned in Subheading  3 , that SASP can affect SAHF, 
then the new role for autophagy in the regulation of SASP/SMS 
and its spatial association with mTOR implies a functional coop-
eration between nuclear (transcription) and cytoplasmic pheno-
types (protein turnover) toward the expression of a subset of genes. 
While we only focus on the limited aspects of gene regulation in 
RIS in this review, there are other mechanisms that are also involved 
in the phenotype and we expect, in this model system, additional 
unexpected interactions between them, as well as new effector 
mechanisms to be identi fi ed in the future.      

  5.  Conclusions
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    Chapter 2   

 Senescence Regulation by mTOR       

     Vjekoslav   Dulic            

  Abstract 

 The senescence program is activated in response to diverse stress stimuli potentially compromising genetic 
stability and leads to an irreversible cell cycle arrest. The mTOR pathway plays a crucial role in the regula-
tion of cell metabolism and cellular growth. The goal of this chapter is to present evidence linking these 
two processes, which have one common regulator—the tumor suppressor p53. While the role of mTOR 
in senescence is still controversial, recent papers have shed new light onto this issue. This review, far from 
being exhaustive given the complexity of the  fi eld, will hopefully stimulate further research in this domain, 
whose relevance for ageing is becoming increasingly documented.  

  Key words:   AKT ,  CDK ,  CKI ,  Cell cycle exit ,  D-type cyclins ,  mTOR ,  pRB ,  Quiescence ,  Senescence  

  Abbreviations  

  ARF    Alternative reading frame   
  ATM    Ataxia telangiectasia mutated   
  ATR    ATM and Rad3-related kinase   
  Bmi1    B lymphoma Mo-MLV insertion region 1   
  Cdc25    Cell division cycle 25 (CDK-activating phosphatase)   
  CDK    Cyclin-dependent kinase   
  Chk1/2    Checkpoint kinase 1/2   
  CKI    CDK inhibitor   
  ERK1/2    Extracellular regulated kinase (also called MAPK)   
  FOXO    Forkhead box protein O   
  FKBP12    Peptidyl-prolyl  cis / trans  isomerase that forms a complex with rapamycin   
  HES1    Hairy enhancer of Split1   
  IGF    Insulin-like growth factors   
  IRS    Insulin receptor substrate   
  INK4A    Inhibitor of Cdk4 A   
  MAPK    Mitogen-activated protein kinase   
  mTOR    Mechanistic (mammalian) target of rapamycin   
  TORC1/2    TOR complex 1 and 2   
  PcG    Polycomb group   
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  PDK1    3-Phosphoinositide-dependent kinase 1   
  PI3K    Phosphoinositide 3-kinase   
  PIKK    Phosphoinositide 3-kinase (PI3K)-related protein serine/threonine kinase family   
  PML    Promyelocytic leukemia protein   
  PTEN    Phosphatase and tensin homologue   
  pRb    Retinoblastoma protein   
  RHEB    Ras homologue enriched in brain   
  SAHF    Senescence-associated heterochromatin foci   
  SASP    Senescence-associated secretory phenotype   
  SGK    Serum- and glucocorticoid-regulated kinase   
  TSC1/2    Tuberous sclerosis 1,2 GTPase   
  TGF b     Transforming growth factor  b        

 

 Cellular senescence was originally described by Leonard Hay fl ick, 
who showed that, after a  fi nite number of population doublings 
(mitotic clock), primary human cells irreversibly cease to prolifer-
ate in vitro  (  1  ) . This so-called Hay fl ick limit was later shown to be 
provoked, at least in part, by telomere erosion  (  2  ) , the gradual 
loss of DNA at the ends of chromosomes, a consequence of the 
“replication problem” predicted by Olovnikov in the early 1970—
hence “replicative senescence”  (  3  ) . It has been therefore proposed 
that telomere erosion could activate a DNA damage response 
(DDR) and cause G1 cell cycle arrest similar to the one elicited by 
ionizing radiation  (  4  ) . Moreover, following an excellent intuition, 
Hay fl ick associated cellular senescence with both cancer and ageing—
with cancer, because cells must acquire certain characteristics of 
tumor cells to escape senescence, and with ageing, because accu-
mulation of senescent cells could contribute to the global deterio-
ration of an organism. We now know that these original hypotheses 
were fundamentally right, and since then, senescence, from a “tis-
sue culture artifact,” became an ever-expanding  fi eld of intense 
research largely due to its tumor suppression potential and contri-
bution to age-related pathologies. In addition to telomere dys-
function, senescence can be induced by a large variety of stress 
stimuli, including strong mitogenic signals generated by hyper-
activation of certain oncogenes (Ras, Raf, Myc), irreparable DNA 
damage, or oxidative stress. This invariably inhibits cyclin- 
dependent kinases (CDK), key cell division regulators, leading to 
the cell cycle arrest that requires activities of two major tumor 
suppressors, p53 and pRb (Fig.  1 ).  

 As a number of excellent recent reviews extensively covered 
this topic  (  5–  7  ) , we shall here brie fl y outline the aspects of cellular 
senescence and the pathways implicated in its implementation that 
are relevant for this chapter.  

  1.  Introduction
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 Senescence is a viable and metabolically active state, which is char-
acterized by a virtually permanent (irreversible) cessation of cell 
division. It is associated with dramatic changes in cell morphology 
(large  fl at cells), metabolism, gene expression and secretion patterns 
(senescence-associated secretory phenotype or SASP), originally 
described by Campisi and colleagues  (  8  ) . Senescence has recently 
been shown to play a crucial role in age-related pathologies associ-
ated with accumulation of senescent cells  (  9,   10  ) . Both in vitro and 
in vivo, senescent cells can be detected by virtue of  β -galactosidase 
activity ( β -gal)  (  11  ) , a lysosomal enzyme, which probably does not 
play a direct role in senescence  (  12  ) , but serves as a reliable  biomarker 

  2.  How is 
Permanent 
Cell Cycle Arrest 
Achieved?

  Fig. 1.    Molecular pathways leading to senescence-associated irreversible cell cycle arrest. 
Pro-senescence stimuli activate DNA damage response pathway (DDR) leading to perma-
nent inactivation of cyclin-dependent kinases (CDK) that control DNA replication and mito-
sis (K1/2). In addition, together with Cdk4/6 (K4/6), they keep inactive tumor suppressor 
pRb (and related pocket proteins p107 and p130). Genotoxic stress and activated onco-
genes induce expression of CDK inhibitors p21 Waf1/Cip1  (p21) and p16 Ink4A  (p16) that block cell 
cycle progression and pRb inactivation. Active pRb blocks expression of genes controlling 
cell cycle (in part by sequestering E2F family of transcription factors) and contributes to 
chromatin reorganization in the form of SAHF or PML nuclear bodies. The pathways leading 
to induction of p16 are not entirely elucidated but, in the case of OIS (oncogene-induced 
senescence), it has been shown that demethylase JMJD3 blocks repression of Ink4A locus 
by PcG protein Bmi1. Arf (p19 ARF ), another product of this locus, plays a major role in senes-
cence in mice, while p16 is more important in humans. Figure adapted from ref.  119.        
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(see Chapter   4     and Fig.  2 ). In addition, senescent cells often exhibit 
dramatic rearrangement of chromatin structure, in the forms of 
PML (promyelocytic leukemia protein) nuclear bodies  (  13,   14  )  and 
senescence-associated heterochromatin foci (SAHF)  (  15  ) . These 
heterochromatin structures, whose formation requires active pRb, 
are thought to play an important role in conferring irreversibility of 
the cell cycle arrest by repressing the genes controlling cell prolif-
eration (Figs.  1  and  2 ). However, SAHFs are not observed in all cell 
types and in all forms of senescence  (  15  ) , and recent work associates 
SAHF formation with oncogene induced senescence and repression 
of DNA damage signaling  (  16  ) .  

 The pro-senescence stimuli all converge on one major pathway 
to permanently arrest the cell cycle (Fig.  1 ). The senescence pro-
gram is initiated by inactivation of CDK  (  17  ) , the key cell cycle 
regulators. CDKs play two distinct roles. First, they control the 
onset and progression of DNA replication and mitosis, thus 
enabling and orchestrating the cell cycle. Second, CDKs, particu-
larly Cdk4/6 associated with D-type cyclins, phosphorylate, thus 
keeping inactive, the retinoblastoma (pRb) tumor suppressor and 
related “pocket-proteins” (p107, p130). This is essential for cell 
cycle progression, since active (hypo-phosphorylated) pocket pro-
teins drive cell cycle exit by sequestering E2F family transcription 
factors and by repressing the genes required for cell division  (  18  ) . 

  Fig. 2.    Senescence versus quiescence. Quiescence (or G0) is reversible and hypotrophic cell cycle exit that occurs in G1 
prior to restriction (R) point. It is mediated preferentially by p27-dependent CDK inactivation and cyclin D1 downregulation. 
Some results suggest that genes expressed in quiescent cells can block senescence (HES1). By contrast, senescence is 
irreversible and hypertrophic cell cycle exit that takes place either in G1 or G2, depending on the activated checkpoint. Cell 
cycle arrest is mediated by p16/p21-dependent CDK inactivation (Fig.  1 ) and senescent cells contain high levels of G1 
cyclins (cyclin D and cyclin E) associated with inactive CDK. While the cytoplasm could be frequently stained for  β -galacto-
sidase ( see  Chapters   4    ,   8     and   9    ), senescent nuclei are often large and sometimes binuclear (due to endoreplication or 
defective cytokinesis) and could contain heterochromatin in the forms of SAHF ( see  Chapter   12    ) or PML bodies. Both events 
require active pRb family pocket proteins but in senescence only pRb is essential (ref.  19 ).  GF  growth factors.       
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Despite often-overlapping functions between different members of 
the pocket protein family, pRb was shown to play a unique and 
nonredundant role in senescence by repressing E2F target genes 
involved in DNA replication  (  19  )  (Fig.  1 ). Recent data suggest 
that this process requires a recruitment of promoter-bound pRb 
and E2Fs to PML nuclear bodies  (  14  ) . More recently, p130/E2F4 
complex was also implicated in senescence by repressing, via PML, 
T-box protein 2 (TBX2) frequently overexpressed in cancer  (  20  ) . 

 The presence of diverse genotoxic stresses that induce senescence 
activates a DDR network, controlled by ATM/ATR kinases, which 
blocks CDK activation via CDC25 family phosphatases, thereby 
temporarily halting cell cycle progression (Fig.  1 ). While not 
required for this transient arrest, p53 and its transcriptional target 
p21 Waf1/Cip1/Sdi1  (p21), a CDK inhibitor (CKI), are essential parts of 
irreversible cell cycle arrest by the senescence program  (  21,   22  ) . 
Permanent CDK inactivation by p21 stably blocks DNA synthesis 
and mitotic entry and, via activation of pRb, drives exit from the 
cell cycle  (  19,   23  )  (Fig.  1 ). Another CKI, p16 Ink4A  (p16), which 
targets speci fi cally pRb kinases Cdk4/6, also plays an important 
role in senescence and, along with  β -gal, it is often used as a bio-
marker both in vitro and in vivo  (  9,   24  ) . However, unlike p21, p16 
does not seem to be involved in the cell cycle arrest associated with 
replicative senescence  (  21  )  and its late induction, which occurs 
after p21-mediated cell cycle arrest, might promote a stabilization 
of senescent state  (  25,   26  ) . Nevertheless, p16 is a key regulator of 
oncogene-induced senescence (OIS)  (  27  )  and recent work in a 
mouse model strongly implicated this inhibitor in acquisition of 
age-related pathologies  (  9  ) . Although p16 is widely considered as 
an essential part of the senescence program, the pathways regulat-
ing its induction in response to senescence-promoting stimuli are 
still not entirely elucidated. It has been suggested that, in the case 
of OIS, activation of histone demethylase JMJD3 suppresses the 
repression of the INK4A-ARF locus by Polycomb group proteins 
(PcG), Bmi1;  (  5  ) . Another protein encoded by this locus is tumor 
suppressor p19 ARF  (ARF) that plays a prominent role in senescence 
in mice but not in humans  (  27  ) . ARF stabilizes p53 by inhibiting 
MDM2 and, via its effector p21 blocks cell cycle. Thus, ultimate 
targets of both products of the INK4A-ARF locus are CDKs that 
inactivate pRb, and their dysregulation invariably compromises 
genome integrity (Fig.  1 ).  

 

 What distinguishes senescence from another non-proliferating 
state, quiescence, also referred to as G0 or G0/G1 phase  (  28  ) ? In 
contrast to senescence, quiescence is a  reversible  cell cycle arrest, 
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which is induced by the absence of mitogens or growth factors, 
nutrient starvation, or increasing cell density (con fl uence) (Fig.  2 ). 
Typical examples of quiescent cells are lymphocytes, whose activation 
is part of the immune response, adult stem cells, or dermal 
 fi broblasts, which actively participate in wound healing  (  29  ) . In 
general, quiescence is characterized by low metabolism and protein 
synthesis, lack of cellular growth, and, the absence of global het-
erochromatin structures such as PML bodies  (  30  )  or SAHF  (  15  ) . 
The latter feature is probably responsible for the reversible nature 
of quiescence. However, much against the prevailing view, recent 
results showed that  fi broblasts rendered quiescent by contact inhi-
bition exhibit comparable metabolic activity to actively proliferat-
ing cells. In addition to promote recycling of damaged 
macromolecules via autophagy, high metabolic activity might serve 
for biosynthesis and secretion of extracellular matrix proteins  (  31  ) . 
Importantly, while downregulating expression of genes involved in 
cell division, quiescent cells upregulate genes, such as HES1, that 
inhibit senescence, differentiation and apoptosis  (  32,   33  ) . Unlike 
senescence, which can occur either in the G1 or G2 phase of the 
cell cycle  (  34  ) , depending on when the damage is detected and the 
ef fi ciency of the checkpoints  (  23,   35  ) , quiescence essentially takes 
place in G1, prior to the restriction (R) checkpoint  (  36  ) . A teleo-
logical explanation for this observation could be given by the uni-
directionality of the cell cycle—G0 state always precedes DNA 
replication (S phase). Therefore, if cells became quiescent in the 
G2 phase, cell cycle entry upon stimulation would result in genome 
reduplication giving rise to undesirable tetraploidy. 

 Like senescence, quiescence is characterized by CDK inactivation, 
the absence of S-phase- and Mitosis-promoting cyclins and the pres-
ence of hypo-phosphorylated pocket proteins. However, unlike 
senescence, where CDKs are inhibited by p21 or/and p16, the 
major CKI involved in quiescent arrest is p27 Kip1  (p27)  (  37–  39  ) . 
Unlike p21, p27 induction is independent of the p53 pathway  (  39  )  
and its levels/activity is primarily regulated by translation, phos-
phorylation, and Skp2-mediated degradation  (  40  ) . Although p53 
and p21 were also implicated in the cell cycle arrest following 
growth factor removal  (  41,   42  ) , p53 integrity does not seem to be 
essential for quiescence  (  43  )  (Fig.  2 ). However, a redundancy of 
p27 with p21 might explain why contact inhibition is not impaired 
in p27 −/−  cells  (  44  ) . Interestingly, the expression of D-type 
cyclins, regulatory subunits of Cdk4/6 kinases and key signal inte-
grators, strikingly differs between quiescence and senescence (Fig.  2 ). 
Downregulation of cyclin Ds is a hallmark of quiescence and their 
rapid mitogen-dependent induction is invariably associated with 
cell cycle entry  (  42,   45,   46  ) . In sharp contrast, D cyclins are stabi-
lized (cyclin D1) and even overexpressed (cyclin D2) in senescent 
cells  (  17,   35,   43,   47  ) . In conjunction with the large-cell phenotype 
that is observed in senescent cells, these results suggest that the 
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mitogenic pathways involved in cell growth are active in senescent 
cells (see below) and might even have a positive role in senescence 
regulation. Indeed, several recent publications have connected the 
“hypertrophic” phenotype of senescent cells with activity of 
mTOR, a master cell growth regulator  (  48  ) , although this topic is 
still controversial  (  49  ) .  

 

 Originally identi fi ed in budding yeast mutants conferring resis-
tance to a potent antifungal metabolite  (  50  ) , the  t arget  o f  r apamy-
cin (TOR) is at the core of a vast signaling pathway regulating cell 
growth and metabolism in virtually all eukaryotes. The complexity 
of this pathway, which couples energy and nutrient abundance to 
the execution of cellular growth and division, relies on the fact that 
TOR simultaneously senses energy (ATP state), nutrients, stress, as 
well as growth factors  (  51,   52  ) . In addition to its growth-related 
functions, the TOR pathway is also wired to the regulators of cell 
cycle machinery such as G1 cyclins (D-type and E-type) control-
ling G1/S-phase progression (see below and Fig.  3 ). It is therefore 
not surprising that TOR is essential for many developmental and 
physiological processes  (  53  )  while deregulation in its signaling has 
been implicated in a wide variety of diseases  (  52  ) . mTOR (“m” 
stands for mammalian or, more recently, mechanistic), which 
belongs to the phosphoinositide 3-kinase (PI3K)-related protein 
serine/threonine kinase family (PIKK), forms two distinct multi-
protein complexes, having distinctive physical structures and 
functions: mTOR complex 1 (mTORC1), which is sensitive to 
rapamycin owing to association with the peptidyl-prolyl  cis/trans  
isomerase FKBP12  (  50  ) , and mTORC2, which is not sensitive to 
rapamycin in most cases. Their assembly, substrate speci fi city, and 
regulation are de fi ned by speci fi c accessory proteins: Raptor (regu-
latory associated protein of mTOR) being the most prominent for 
mTORC1, and Rictor (rapamycin-insensitive companion of 
mTOR), which is speci fi c for mTORC2. Since the regulatory 
inputs and the cellular actions of mTOR are far too complex for 
the scope of this chapter (and are reviewed in ref.  53,   54  ) , I outline 
only some “essentials” focusing mainly on mTORC1, the better 
characterized of the two.  

 mTORC1, which is activated by nutrients, growth factors, and 
cellular energy status, regulates temporal aspects of cellular growth 
including protein synthesis, ribosome biogenesis, lipid synthesis, 
nutrient import, and autophagy. Best-known substrates of 
mTORC1 are p70 ribosomal protein S6 kinases (S6K1 and S6K2) 
and the eIF4E binding proteins (4E-BP1 and 4E-BP2) by which it 
controls protein synthesis. The positive and negative control of 
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mTORC1 in response to intracellular and extracellular stimuli is 
mediated by the phosphorylation and subsequent inhibition of 
Tuberous sclerosis 1 (TSC1, hamartin)/TSC2 (tuberin) complex 
(Fig.  3 ). TSC2 subunit, a hub for a variety of cues impinging on 
mTORC1, serves as GTPase activating protein (GAP), which itself 
inhibits the small GTPase Rheb, a direct mTORC1 activator  (  51, 
  53,   55  ) . TSC2 activity is regulated by several kinases: negatively, by 
Akt and ERK1/2 (activate mTORC1) and positively, by AMPK 
and GSK3 β  (inhibit mTORC1). Importantly, the Wnt pathway 
also regulates TSC1/TSC2, via inhibition of GSK3 β   (  53  )  (see 
Fig.  4 ). mTORC2 is thought to regulate mainly cytoskeleton orga-
nization and cell survival by phosphorylating of AGC kinase family 
members, including Akt, SGK1, and PKC  (  52,   53  )  (Fig.  3 ). 
Although little is known about upstream regulators of mTORC2 
 (  56  ) , recent reports showing that its activation requires association 
with ribosomes suggest that it is active only in growing cells  (  57  ) .  

  Fig. 3.    Interactions between mTOR signaling, p53 and cell cycle regulators. While mTORC1 controls cell growth/division and 
metabolism, TORC2 mainly controls cell shape and activates Akt. TSC1/TSC2 complex plays a pivotal role as a hub for both 
positive and negative cues that control mTORC1 activity via signaling kinases ( see  ref.  53  ) . mTOR controls cell division by 
regulating synthesis of cyclin D and activity/localization of CDK inhibitor p27. While in the nucleus, p27 inhibits CDKs (cD-
K4/K6 and cE-K2) thereby blocking cell cycle progression (like in quiescence). Growth factors stimulate mTOR and ERK1/2 
that, via Akt, RSK and SGK, mediate p27 phosphorylation leading to its cytoplasmic sequestration. Cytoplasmic p27 pro-
motes proliferation by stabilizing cyclin D-Cdk4/6 assembly and cell motility by inhibiting RhoA/ROCK ( see  ref.  71  ) . In 
response to DNA damage or other stresses, p53 negatively regulates mTORC1 by activating AMPK and PTEN and inducing 
TSC2. Constitutive activation of mTOR ( asterisk ) could induce p53 translation ( see  ref.  86  ) . Figure adapted from ref.  119 . 
 GF  growth factors (insulin, IGF1); Sesn, sestrin.       
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 As eluded above, mTOR pathway is also implicated in cell division, 
in part by controlling the synthesis of D-type cyclins  (  58,   59  ) , 
major regulators of G1-S phase progression, whose induction in 
response to growth factors is regulated by the Ras-ERK1/2 path-
way  (  60,   61  )  (Fig.  3 ). Recent data show that mTORC1 controls 
cell proliferation, but not growth, via its targets 4E-BPs, by stimu-
lating the translation of proteins involved in cell cycle progression, 
including cyclin D3  (  62  ) . In addition, in the  fi ssion yeast 
model, TOR was also shown to control mitotic entry in response 
to nutrients. In this system, both rapamycin (by inhibiting TOR) 
and poor nitrogen sources stimulate the stress MAPK pathway 
(Spc1/Sty1), which, by activating Polo kinase and Cdc2 (Cdk1 
ortholog, the main mitotic regulator) accelerated mitosis with 
reduced cell size as consequence  (  63  ) . While no equivalent path-
way was yet reported in other models, these observations are con-
sistent with earlier results that linked mTOR signaling with cell-size 
control  (  64  ) . Nevertheless, despite general downregulation of 

  5.  mTOR 
and Cell Cycle

  Fig. 4.    Possible roles of p53 and mTOR in senescence. Genotoxic stress (via p53–p21) and activated oncogenes (via p16) 
induce senescence by inactivating CDK and activating pRb ( see  Fig.  1 ). Classically, p53 and activated oncogenes induce 
autophagy by inhibiting mTOR pathway (    grey box ). Autophagy is implicated in senescence by stimulating speci fi c secretory 
phenotype (SASP) that also promotes senescence. However, recent data suggest that mTOR might positively regulate 
senescence ( grey dotted lines ) as in the case of persistent Wnt1 signaling or PTEN knockdown. Pro-senescence mTOR 
activity could be also activated via oncogenic stress—by inducing autophagy, or via low p53 levels ( grey dotted cross )—by 
promoting cell growth and D-type cyclin synthesis. Hypertrophy of senescent cells could be explained by deregulated cell 
signaling (not responding to extracellular cues) resulting in permanent mTOR activation. This is in agreement with results 
showing that in senescent cells cell growth and cell division are uncoupled events. For more details regarding mTOR regu-
lation,  see  Fig.  3  and ref.  53 . Figure adapted from ref.  119 .  GF  growth factors.       
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protein translation in mitosis  (  65  ) , several recent papers suggest 
that mTORC1 might also control protein synthesis in mitosis by 
regulating expression of human Cdk1, which phosphorylates 
eukaryotic elongation factor 2 (eEF2);  (  66  ) . Moreover, it seems 
that, at G2/M transition, Cdk1 might also regulate mTORC1 
activity by phosphorylating Raptor  (  67,   68  ) . 

 The mTOR pathway also positively controls cell cycle by 
regulating the activity and subcellular localization of the CKI 
p27, negative regulator of G1/S progression (Fig.  3 ). In the 
presence of growth factors, Akt (activated by mTORC2), RSK 
(activated by ERK1/2), and SKG (activated by mTORC1, 
mTORC2 and Pdk1) phosphorylate p27, resulting in its cyto-
plasmic retention  (  69–  71  ) . This not only prevents p27 to exert 
its nuclear role as CDK inhibitor, by inactivating CDKs control-
ling DNA replication (as cyclin E-Cdk2), but also promote cell 
proliferation by stabilizing assembly of cyclin D-CDK4/6 com-
plexes and increasing cell motility, via inhibition of RhoA signal-
ing  (  71  )  (Fig.  3 ). In addition, mTORC2 regulates cell 
proliferation via AKT-mediated inhibition of forkhead box pro-
tein O (FOXO) transcription factors playing a key role in pro-
moting apoptosis  (  72  ) . Importantly, the FOXO family members 
were also shown to block cell cycle by inducing p27  (  73  )  or 
repressing D-type cyclins  (  74  ) .  

 

 In the light of increasing evidence that altered metabolism is not 
only a common feature of many cancer cells but that it can also 
greatly contribute to malignant transformation  (  75  ) , the discov-
ery that p53 also regulates metabolic pathways and interacts with 
mTOR/AKT pathways is not that surprising (reviewed in refs. 
 76,   77  )  (Fig.  3  and  4 ). Indeed, it has been shown that, in response 
to diverse stress signals, activation of p53 directly or indirectly 
inhibits mTOR activity, thus regulating its downstream targets, 
including those involved in the activation of autophagy, a recently 
described tumor suppression mechanism that is involved in senes-
cence  (  54,   78  )  (see also Chapter   3    ). The role of autophagy in 
senescence is discussed in more detail in the chapter by M. Narita 
(see Chapter   1    ). In addition to its housekeeping role in the main-
tenance of energy homeostasis, autophagy, which is negatively 
regulated by mTOR, is also induced by a variety of stress stimuli, 
such as nutrient depletion (when mTOR is inhibited), playing a 
vital role in preserving cellular viability through the degradation 
of cellular proteins and organelles  (  53,   79  ) . 

  6.  TOR, p53, and 
Genotoxic Stress
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 The mechanism by which p53 negatively regulates mTOR 
involves, in part, the activation of AMPK and requires its target 
TSC1/TSC2 complex (Fig.  3 ), both of which respond to energy 
deprivation in cells  (  53,   80  ) . In response to genotoxic stress caused 
by DNA damage, p53 inhibits mTORC1 pathway, by phosphory-
lating Sestrin 1 and 2 that activate AMPK  (  81  ) , as well as the 
IGF-1/Akt pathway, by inducing transcription of PTEN  (  82  )  
(Fig.  3 ). In addition, p53 can repress mTORC1 by inducing 
directly TSC2  (  83  )  or AMPK, which suppresses translation by acti-
vating TSC2  (  80  )  or by directly inhibiting mTORC1  (  54,   84  ) . 
However, it has been reported that AMPK might also control the 
p53 activity, like in the case of glucose starvation, which induces 
the transient AMPK–mediated phosphorylation and activation of 
p53 leading to reversible cell cycle arrest  (  85,   86  ) . There are sev-
eral examples showing that conversely, mTOR can also control 
p53. Upon glucose removal, mTOR negatively regulates p53 by 
activating PP2A  (  87  ) . However, some results suggest that deregu-
lated (constitutive) mTOR activity might, in response to nutrient 
or genomic stress, induce p53 translation, which in conjunction 
with activation by AMPK, induces apoptosis  (  88  ) . This implies 
that, at least in certain biological contexts, mTOR downregula-
tion/inactivation is required to prevent cell death caused by stress 
stimuli. Thus, p53 and mTOR signaling networks can cross-talk 
and coordinately regulate cell growth, proliferation and death.  

 

 The mTOR pathway has been shown to have opposing roles on 
cellular senescence. On the one hand, by inhibiting autophagy  (  78, 
  86,   89  ) , mTOR is considered as a negative regulator of senescence 
(Fig.  4 ), which is in agreement with its widely accepted negative 
role in organismal ageing  (  90  ) . Moreover, as mentioned above, 
mTOR is inhibited by p53, a  bona  fi de  pro-senescence positive reg-
ulator (Figs.  3  and  4 ). On the other hand, the hypertrophic pheno-
type of senescent cells (Fig.  2 ) and increased production of secretory 
proteins (SASP; Fig.  4 ), which requires high metabolic activity, are 
in apparent contradiction with cellular shrinkage that is usually 
associated with autophagy and mTOR inhibition (as in quiescence). 
Indeed, in the case of oncogene or DNA damage-induced senes-
cence, the onset of both senescence and autophagy correlates with 
inhibition of mTORC1 and mTORC2 activity  (  91  ) . This might 
suggest a negative feedback between mTOR and senescence. These 
 fi ndings are also in agreement with earlier observations that acti-
vation of p53 by genotoxic stress inhibits mTOR pathway by acti-
vating both AMPK and PTEN (Fig.  3 )  (  81,   86  ) . Likewise, persistent 
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AMPK activation leads to senescence in mouse embryo  fi broblasts 
(MEF) in the presence of functional p53  (  85  ) , which is consistent 
with earlier observation that AMP levels strongly increase in senes-
cent cells  (  92  ) .  

 However, it is also possible that mTOR activation via different 
stimuli could be involved in the induction of senescence. This pro-
senescence role of mTOR was  fi rst uncovered by manipulation of 
its upstream regulators or downstream targets. Pandol fi  and col-
leagues found that overexpression of an mTOR target eIF-4E 
induced senescence both in vitro and in vivo  (  93  ) . More recently, 
activation of the PI3K/Akt and mTOR pathways by PTEN knock-
down has been shown to induce senescence by promoting accu-
mulation of p53 and p21  (  94  ) . Similarly, in an elegant in vivo skin 
model, Gutkind and colleagues showed that continuous mTOR 
activation induced by persistent Wnt1 signaling (via inhibiting 
GSK3;  (  95  ) ) promoted epithelial stem cell exhaustion by provok-
ing senescence  (  96  ) . Importantly, senescence and hair loss were 
abolished by the presence of the mTOR inhibitor rapamycin sug-
gesting that mTOR stimulation is a direct consequence of Wnt1 
expression  (  96  )  (Fig.  4 ). These results connect persistent mitogen 
stimulation and mTOR activation with senescence. Moreover, 
they are in agreement with accumulated evidence connecting 
accumulation of senescent cells with ageing  (  7,   9  ) . Indeed, 
increased mTOR activity was also observed in hematopoietic stem 
cells from old mice  (  97  ) , whereas mTOR inhibition by rapamycin 
could extend lifespan both in invertebrates  (  98,   99  )  and in mice 
 (  97,   100,   101  ) . 

 In the context of OIS, mTOR promotes lysosome biogenesis, 
which is required for autophagy and senescence-speci fi c secretory 
phenotype, in a newly identi fi ed cytoplasmic compartment (termed 
TOR-autophagy spatial coupling compartment or TASCC)  (  102  ) . 
While these results clearly indicate that mTOR has pro-senescence 
functions (Fig.  4 ), they are surprising in light of earlier report, con-
necting the induction of senescence by oncogenic ras with mTOR 
downregulation  (  91  ) . However, in this previous report it was 
clearly shown that increased phosphorylation of both mTORC1 
and mTORC2 substrates (S6K and FoxO3a, respectively) coin-
cided more with the onset of cycle arrest (and senescence) than 
with ras-induced cell cycle entry, as proposed by the authors. 
Indeed, transient activation of mTOR was also observed in cells in 
which senescence was triggered by the genotoxic agent etoposide. 
Therefore, while the results showing that appearance of late senes-
cence and autophagy markers coincided with downregulation of 
mTOR activity, overall this work supports a positive role of mTOR 
pathway in the induction of autophagy at the onset of senescence. 

 Although mainly focused on autophagy-related roles of mTOR, 
the above results are consistent with the model proposed by 
Blagosklonny and coworkers, whose recent experiments suggest 
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that cellular growth and persistent mTOR activity might be 
implicated in the onset of the senescence program. Consistent with 
their  fi nding that serum stimulation is required for both the senes-
cent phenotype (large  fl at cells) and irreversibility of the cell cycle 
arrest induced by overexpression of the CDK inhibitor p21 or 
DNA damage, they observed that a key mTOR target, S6K, is 
strongly phosphorylated in senescent cells  (  103  ) . Moreover, in 
agreement with our earlier observation  (  17  ) , senescent cells also 
accumulated another mTOR target, cyclin D1, but the biological 
signi fi cance of its presence is not clear (see below). Interestingly, 
while rapamycin, like serum starvation, prevented S6K phosphory-
lation and diminished the senescent marker  β -gal staining, it failed 
to completely abolish large  fl at cell morphology and to inhibit 
cyclin D1 induction. While these results imply that mTORC1 is 
not essential for these events, it would be interesting to test whether 
they are controlled by mTORC2, which is less sensitive to rapamy-
cin and which is implicated in both cell shape and, via its target 
Akt, in cyclin D1 stability (Figs.  3  and  4 ). In addition, rapamycin 
prevents the onset of senescence if added simultaneously with 
senescence inducers (p21 induction, genotoxic agents), but fails to 
revert the already established senescence  (  104  ) . 

 Taken together, the above results suggest that (transient?) 
mTOR activity might positively control senescence but it is still 
unclear how DDR network controls activity of this pathway.  

 

 How one can reconcile the data suggesting a positive role of mTOR 
in senescence with those showing that p53 inhibits the mTOR 
pathway  (  76,   77  ) ? In the work of Narita’s team the possible inter-
actions between p53 and the mTOR pathway were not examined, 
because in OIS cell cycle arrest is mainly mediated by the CDK 
inhibitor p16, which is not regulated by p53  (  91  )  (Fig.  1 ). In the 
quest to decipher the respective roles of mTOR and p53 in the 
senescence program, Blagosklonny and coworkers took advantage 
of nutlin-3A, a speci fi c small-molecule MDM2 antagonist, which 
strongly induces p53 expression thereby triggering its transcrip-
tional activity in a non-genotoxic manner  (  105  ) . Surprisingly, while 
previous work has shown that nutlin-3A induces senescence in 
mouse  fi broblasts  (  106  ) , in human  fi brosarcoma cells HT1080 
and WI-38 human  fi broblasts, nutlin-3A induces reversible cell 
cycle exit resembling quiescence  (  107  ) . By exploiting a HT1080-
derived cell line in which p21 is expressed from an inducible 
promoter, Demidenko et al. showed that nutlin-3A or p53 overex-
pression could “convert” p21-induced senescence into a quies-
cence-like state  (  108  ) . Nutlin-3A was, however, much less ef fi cient 
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in preventing senescence in the presence of DNA damage by H 2 O 2 , 
which also stimulates the phosphorylation of mTOR  (  108  ) . In 
addition, both nutlin-3A and rapamycin suppress senescence with-
out interfering with cell cycle arrest, which led the authors to sug-
gest that high p53 levels preclude the onset of senescence by 
inhibiting mTOR and inducing quiescence  (  108,   109  ) . Accordingly, 
knockdown of TSC2, a negative mTORC1 regulator (Fig.  3 ), par-
tially compromises nutlin-3-induced quiescence, resulting in accu-
mulation of senescent cells  (  110  ) . In agreement with the positive 
role of mTOR in senescence, in cell lines in which nutlin-3A did 
induce senescence (termed “senescence-prone”), mTOR was not 
inhibited, whereas the quiescence was “restored” in the presence 
of rapamycin  (  110  ) . Unfortunately, these studies did not provide 
insight into molecular mechanisms explaining differences between 
“senescence-prone” and “quiescence-prone” cells. In agreement 
with the above experiments, when exposed to etoposide, serum-
deprived or rapamycin-treated  fi broblasts (or epithelial cells) failed 
to become senescent despite p21 induction, as drug removal, con-
comitant with serum addition, enabled proliferation  (  111  ) . In con-
trast, serum addition in the presence of etoposide induced 
senescence, presumably by activating mTOR. These results sup-
port the hypothesis that quiescence (or mTOR inhibition) com-
promises senescence. However, it is not clear why the checkpoints 
were not activated once cells exposed to etoposide reentered the 
cell cycle (assuming that the DNA damage had not been repaired) 
and how the cells got rid of high p21 levels. 

 This work, however, did not address the role of the CKI p27 
in p53-induced quiescence. This point is relevant for understand-
ing the mechanism that induces quiescence, since mTOR inhibi-
tion by rapamycin or p53 overexpression might also block SGK/
Akt-mediated p27 phosphorylation and cytoplasmic localization 
leading to its nuclear accumulation and activation  (  70,   71  )  (Fig.  3 ). 
One could imagine that, in the presence of rapamycin or absence 
of serum, p27-dependent CDK inactivation together with cyclin 
D1 down-regulation could also contribute to quiescence. 
Reactivation of mTOR (by serum addition) would revert this pro-
cess, enabling cell cycle entry and progression, probably by degrad-
ing p27 and p21 and inducing G1 cyclins (D- and E-type). 

 Overall, the results of Blagosklonny’s team are consistent with 
the idea that mTOR positively regulates senescence, which might 
be because p53 levels are not suf fi cient to inhibit mTOR-dependent 
cell growth. According to their hypothesis, the “true role” of p53 
(when highly expressed) would be to induce quiescence by inhibit-
ing mTOR, which in turn would block the onset of senescence. 
Consequently, senescence occurs in situations where “the condi-
tions for quiescence are not met” (low p53 levels) and where p53 
“fails” to suppress the mTOR pathway  (  108,   112  ) . This hypothesis 
is consistent with the data showing that quiescence prevents 
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p21-induced senescence or inappropriate differentiation due to 
expression of the transcriptional repressor HES1, playing a key role 
in the reversibility of this non-proliferative state  (  33  )  (Fig.  2 ). 

 There are, however, several caveats regarding the use of nutlin-
3A as a tool to study the role of p53 and mTOR in senescence. For 
example, strong p53 induction by nutlin-3A is not usually observed 
in either quiescence or senescence and it is not clear which biologi-
cal event produces equivalent amounts of p53. As a matter of fact, 
primary  fi broblasts expressing the HPV16-E6 (hereafter E6) onco-
gene that degrades p53  (  113  )  can become quiescent in the absence 
of serum or con fl uence, whereas strong p21 induction in senescent 
cells occurs in the absence of signi fi cant increases in p53 protein 
levels  (  43  ) . Therefore, the hypothesis that high p53 levels induce 
quiescence while low p53 levels lead to senescence  (  108,   109  )  
should be veri fi ed in other experimental models. For example, our 
recent results showed that irreversible cell cycle arrest by genotoxic 
drugs in non-transformed human cells is independent on the 
degree of p53 activation (or levels) or even p21 levels but rather on 
the ef fi ciency of p21 to inhibit different CDKs (Lossaint, 2011). 
Finally, as mentioned above, this model is in apparent contradic-
tion with the results showing that in other cell lines nutlin-3A does 
not induce quiescence but instead elicits endoreduplication, giving 
rise to tetraploid cells  (  114  ) , senescence—due to persistent p21 
expression  (  106,   115  ) , or even apoptosis  (  116  ) . One explanation 
could be that nutlin-3A might have other targets than p53 (pRb?) 
or that its effects might be dependent on the experimental proto-
col and cell type.  

 

 The above-mentioned work mostly addressed the role of mTOR in 
premature (induced) senescence but less is known regarding its 
implication in replicative senescence. Several earlier observations, 
however, are consistent with the notion that the mTOR pathway 
might be active in senescent cells and that it is not controlled by 
p53 or affected by its status. In fact, in human  fi broblasts aged 
in vitro a suppression of the p53/p21 pathway compromises cell 
cycle arrest, senescence-speci fi c cyclin D2 induction (see below), as 
well as formation of SAHF, but it does not prevent large  fl at cell 
morphology or cyclin D1 accumulation  (  43  ) . This implies that 
these two sets of key events associated with senescence, i.e. irre-
versible cell cycle arrest and cell growth, might be uncoupled, 
which can also explain the senescent phenotype (Fig.  4 ). In addi-
tion, some data suggest that mitogenic pathways in senescent cells 
might be also deregulated. Firstly, in sharp contrast to early passage 
 fi broblasts, serum withdrawal in senescent  fi broblasts does not 
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affect cyclin D1 mRNA or cyclin E1 expression or protein synthesis. 
The CDKs associated with these cyclins are, however, inhibited by 
p21, explaining the absence of DNA replication  (  17,   26  )  (Fig.  1 ). 
Interestingly, in agreement with other publications  (  35,   117  ) , late 
senescence is associated with strong accumulation of cyclin D2, 
whose levels are not affected by serum withdrawal. The presence of 
G1 cyclins, and especially of cyclin D2, in senescent cells is intrigu-
ing and it is not clear whether they might play a role in senescence 
or they merely re fl ect deregulated mTOR activity. One possibility 
is that cyclin D1 is part of the DNA repair machinery, as suggested 
recently  (  118  ) . Secondly, late-passage p53-de fi cient  fi broblasts 
(E6) failed to become quiescent upon serum withdrawal, which is 
documented by both the absence of cyclin D1 or cyclin A down-
regulation and p27 induction (or activation). Consequently, CDKs 
controlling DNA replication were highly active even in the absence 
of serum. However, these cells failed to proliferate due to deleteri-
ous effects of DNA damage resulting in aberrant mitoses, endorep-
lication, or cell death  (  43  ) . It is therefore possible that, concomitant 
with increased population doubling, gradual deregulation of the 
mTOR pathway contributes to the senescent phenotype. In the 
absence of the p53/pRb safeguard system, this deregulation pro-
vides a fertile ground for tumorigenesis. 

 In conclusion, the role of the mTOR pathway in senescence is 
still controversial, partly due to the various models and experimen-
tal designs employed in different studies. Apart from the studies 
manipulating upstream mTOR regulators (PTEN, Wnt1) that 
reveal pro-senescence mTOR-functions, most of the work has 
focused on the autophagy-related aspects of senescence, which 
appeared to exclude mTOR as an important regulator of senes-
cence. Few researchers, however, considered a hypertrophic phe-
notype of senescent cells and elevated levels of D-type cyclins as an 
evidence of mTOR activity. Future work will show whether or not 
this activity is actually required for the onset of senescence, as some 
investigators proposed, or it is merely the result of senescence-
associated deregulation of the mTOR pathway. If the former is the 
case, it will be interesting to learn whether, and if so, how p53 
and/or pRb networks contribute to its induction.      
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    Chapter 3   

 Senescence Regulation by the p53 Protein Family       

     Yingjuan   Qian    and    Xinbin   Chen            

  Abstract 

 p53, a guardian of the genome, exerts its tumor suppression activity by regulating a large number of 
downstream targets involved in cell cycle arrest, DNA repair, apoptosis, and cellular senescence. Although 
p53-mediated apoptosis is able to kill cancer cells, a role for cellular senescence in p53-dependent tumor 
suppression is becoming clear. Mouse studies showed that activation of p53-induced premature senescence 
promotes tumor regression in vivo. However, p53-mediated cellular senescence also leads to aging-related 
phenotypes, such as tissue atrophy, stem cell depletion, and impaired wound healing. In addition, several 
p53 isoforms and two p53 homologs, p63 and p73, have been shown to play a role in cellular senescence 
and/or aging. Importantly, p53, p63, and p73 are necessary for the maintenance of adult stem cells. 
Therefore, understanding the dual role the p53 protein family in cancer and aging is critical to solve cancer 
and longevity in the future. In this chapter, we provide an overview on how p53, p63, p73, and their iso-
forms regulate cellular senescence and aging.  

  Key words:   Aging ,  p53 ,  p63 ,  p73 ,  Senescence    

 

 p53, originally identi fi ed as a protein associated with the simian 
virus 40 large T antigen in 1979  (  1–  4  ) , guards genomic integrity via 
regulating numerous cellular processes, including cell cycle arrest, 
DNA repair, apoptosis, and cellular senescence, in response to vari-
ous stress signals  (  5,   6  ) . The p53 pathway is commonly lost in 
human cancers due to either inactivation of p53 protein or muta-
tions in the  TP53  gene, leading to accumulation of damaged cells 
and cancer progression,  (  7  ) . Consistent with this, mice de fi cient in 
the  Tp53  gene are highly prone to spontaneous malignancy at a 
young age  (  8,   9  ) . In addition, Li–Fraumeni syndrome patients 
carrying a  TP53  mutation display increased risk of early onset of 
several types of cancer  (  10,   11  ) . 

  1.  Introduction
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 Clearance of tumor cells by induction of programmed cell 
death is well documented as a tumor suppression activity of p53. 
Recent studies demonstrated that induction of p53-dependent 
senescence plays a pivotal role in limiting tumor progression in vivo 
 (  12–  14  ) . Thus, further understanding the mechanism by which 
p53 is implicated in regulating cellular senescence is of great inter-
est for developing new cancer therapies. Cellular senescence was 
originally described by Hay fl ick and Moorhead in the 1960s  (  15, 
  16  ) . They found that normal human diploid  fi broblasts have a lim-
ited lifespan in culture and eventually enter a state of permanent 
cell cycle arrest called replicative senescence. Senescent cells exhibit 
enlarged cell size,  fl attened morphology, inability to synthesize 
DNA, metabolic active, and expression of the senescence-associ-
ated  b -galactosidase (SA- b -gal), the latter of which can be detected 
at pH 6.0  (  17,   18  ) . Further studies showed that this life timing is 
controlled by repeats of telomere, a nucleoprotein structure at 
chromosome tips, which is undergoing progressive loss during cell 
divisions  (  19–  21  ) . Due to insuf fi cient telomere after a number of 
cell doublings exposed or fused chromosome ends trigger DNA 
damage signals (telomeric stress signals), leading to senescence. As 
a major mediator of the DNA damage pathway, p53 has been 
shown to be critical for telomeric stress-induced cellular senescence 
 (  22,   23  ) . In addition, multiple stress signals, including aberrant 
oncogene activation  (  24–  26  )  and cancer chemotherapeutic drugs 
 (  22,   23,   27  ) , are able to induce senescence-like phenotypes (pre-
mature senescence) in both primary and tumor cells via activating 
the p53 and/or p16 pathways  (  28  ) . In this chapter, we provide an 
overview of the role of p53, its isoforms, and its family members, 
p63 and p73, in regulating cellular senescence and aging.  

 

  The wild-type p53 protein is composed of 393 amino acids and 
contains several functional domains (Fig.  1 ). These are the 
N-terminal activation domain 1 (AD1) and 2 (AD2), the proline-
rich domain (PRD), the central core DNA-binding domain (DBD), 
the nuclear localization signal region (NLS), the tetramerization 
domain (TD), and the C-terminal regulatory basic domain (BD) 
 (  29  ) . As a sequence-speci fi c transcription factor, p53 regulates 
gene expression by directly binding to a p53-responsive element 
(p53-RE) in the target gene as a tetramer. The consensus p53-RE 
is composed of two half sites (RRRC A /  T  

A  / T GYYY, where R repre-
sents purine and Y pyrimidine) separated by up to 13 nucleotides 
 (  30  ) . Hundreds of p53 targets have been identi fi ed and shown to 
be involved in a variety of cellular responses, such as cell cycle 
arrest, DNA repair, apoptosis, and cellular senescence, attributing 
to the tumor suppressor activity of p53.  

  2.  The Role of p53 
in Cellular 
Senescence 
in Response 
to Different Stress 
Signals

  2.1.  The p53 Protein
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 The level and activity of p53 protein are primarily regulated 
through posttranslational modi fi cations (Fig.  2 ). In normal cells, 
p53 is a short-lived protein which is continuously undergoing 
ubiquitination and subject to proteasomal degradation. Mouse 
double minute 2 (MDM2, HDM2 in human), one of the  fi rst 
characterized p53 targets, serves as a major E3 ubiquitin ligase for 
p53 degradation and thus forms a negative autoregulatory loop to 
maintain the low level of p53 expression in unstressed conditions 
 (  31–  34  ) . Upon genotoxic stresses, rapid phosphorylation of p53 
at Ser-15 by the Ataxia telangiectasia mutated (ATM), a serine/
threonine protein kinase, and at Ser-20 by the checkpoint kinase 2 
(Chk2) results in dissociation of p53 from MDM2, leading to p53 
stabilization and activation of its downstream processes  (  35–  37  ) . 
Likewise, phosphorylation of MDM2 at Ser-395 by ATM attenu-
ates the capability of MDM2 in exporting nuclear p53 to cyto-
plasm for subsequent p53 degradation, thereby enabling p53 
accumulation  (  38,   39  ) . In addition to ubiquitination and phos-
phorylation, p53 activity is modulated by acetylation  (  35,   40  ) . 
Acetylation by histone acetyltransferases (HATs) and deacetylation 
by histone deacetylases (HDACs) were initially discovered to regulate 

  Fig. 1.    The p53 gene and protein structure. ( a )  TP53  locus, location of the P1 and P2 pro-
moters, and patterns of alternative splicing. p53, also called  a  isoform, is a full-length p53 
generated from the P1 promoter. Transcripts initiated from an internal promoter (P2) in 
intron 4 leads to production of an N-terminal truncated p53 starting from residue 133, 
named as  D 133p53. Alternative translation initiation at an AUG codon at position 40 leads 
to production of a p53 protein with a deletion of the  fi rst 39 amino acids ( D 40p53). 
Although alternative splicing of intron 2 gives rise to a transcript containing intron 2 
sequence, the presence of a stop codon in intron 2 also leads to production of  D 40p53. 
Compared to the  a  isoforms, the  b  and  g  isoforms have 10 and 15 unique amino acids at 
C-termini, respectively. ( b ) p53 isoforms and functional domains.  AD  activation domain, 
 PRD  proline-rich domain,  DBD  DNA binding domain,  NLS  nuclear localization domain,  TD  
teramerization domain,  BD  basic domain.       
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the extent of histone acetylation and play a critical role in gene 
transcription  (  41  ) . p53 was identi fi ed as the  fi rst non-histone sub-
strate of HATs and HDACs  (  42,   43  ) . In response to DNA dam-
age, CBP/p300 acetylates p53 on six C-terminal lysine (K) residues 
(K370, K372, K373, K381, K382, and K386), the same target 
sites of MDM2-mediated ubiquitination, and hence leads to 
enhanced stability and DNA binding activity of p53  (  44  ) . In addi-
tion, acetylation of p53 on K320 by PCAF preferentially directs 

  Fig. 2.    The role of p53 in cellular senescence. Upon exposure to numerous stress sig-
nals, p53 is regulated by phosphorylation (ATM/ATR-Chk2/Chk1), by acetylation (p300/
CBP, PCAF, Tip60/hMOF, and SIRT1), by increased protein stability (ARF-MDM2), and by 
increased translation rates (RNPC1, HuR, and RPL26). Once activated, p53 regulates a set 
of downstream targets leading to cellular senescence and other cellular responses. 
Several senescence markers, including p21, PML, PAI-1, and DEC1, are identi fi ed as p53 
target genes and promote cellular senescence. In addition, PML positively feeds back to 
promote p53 phosphorylation and acetylation. As a result, senescent cells induced by 
p53 activation exhibit  fl attened morphology, enlarged cell size, expression of    SA- b -gal, 
formation of SAHF, and deregulated expression of p53 targets. In some cases, increased 
hypophosphorylated p130 is detected in cellular senescence induced by p53 and/or DNA 
damage.       
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p53 to activate target genes involved in cell cycle arrest  (  45  ) , 
whereas acetylation of p53 on K120 by Tip60/hMOF promotes 
p53-mediated cell death  (  46–  48  ) . Moreover, acetylation of p53 on 
K164 by CBP/p300 is required for p53-induced cell cycle arrest 
and apoptosis  (  49  ) . Interestingly, emerging evidence showed that 
 TP53  mRNA stability and translation are regulated by multiple 
RNA binding proteins including HuR  (  50  ) , ribosomal protein L26 
(RPL26)  (  51,   52  ) , nucleolin  (  51  ) , and RNPC1  (  53  ) , and microRNAs 
including miR-125b  (  54  ) , miR-125a  (  55  ) , and miR-504  (  56  ) .   

  Detection of  g -H2AX foci, a sensitive marker for DNA double-
strand break (DSB), on dysfunctional telomeres (shortened telom-
eres or altered telomere state) in senescent cells indicates that 
telomere-dependent replicative senescence is stress-dependent 
 (  57–  59  )  (Fig.  2 ). These foci contain multiple DNA damage respon-
sive proteins, such as 53BP1 and MRN complex (MRE11, RAD51, 
and NBS1), and are indistinguishable from the  g -H2AX foci origi-
nated from ionizing radiation-induced DNA DSB  (  60,   61  ) . 
Activation of ATM at sites of DNA DSBs elicits phosphorylation of 
Chk2 and upregulation of p53  (  62,   63  ) . ATM is a primary media-
tor for telomere dysfunction-induced damage signaling. However, 
in the absence of ATM, ATR (ATM and Rad3-related) substitutes 
the role of ATM to activate p53 through Chk1-induced p53 phos-
phorylation at Ser-15  (  63  ) . Consistently, enhanced expression of 
p53 in mice de fi cient in Terc, the RNA component of telomerase, 
leads to activation of senescence and reduced tumor formation  (  64  ) . 
In contrast, mice de fi cient in both Terc and p53 bypass senescence 
and develop tumors  (  65  ) . These indicate that p53 plays a pivotal role 
in maintaining telomere dysfunction-initiated senescence.  

  In addition to spontaneous senescence, OIS was discovered as a 
cancer prevention mechanism in cells exposed to oncogenic Ras. 
It has been shown that expression of oncogenic Ras promotes 
acute senescence-like G1 arrest in primary human or rodent cells 
containing wild-type p53  (  24  ) , but initiates cellular transformation 
in those lacking p53  (  66  ) . This indicates that p53 plays a critical 
role in OIS. There are two underlying mechanisms by which Ras 
activates the p53-dependent senescence pathway in OIS  (  67–  69  )  
(Fig.  2 ). First, Ras regulates p53 through the MAPK pathways. 
It has been shown that Ras utilizes the MAPK signal-transduction 
pathway, including Raf-1, MEKs (MEK1/2), and MAPKs 
(ERK1/2), to promote cell cycle arrest in primary cells but malig-
nant transformation in immortal cells  (  70–  72  ) . However, the cell 
cycle arrest induced by expression of Ras or MEK is abolished in 
cells lacking p53  (  70  ) . In addition, activation of the p38/MAPK 
pathway, especially its downstream kinase PRAK, leads to p53-
dependent senescence by phosphorylating and activating p53 
 (  73,   74  ) . Indeed, ARF can be activated by the Ras/Raf signaling 

  2.2.  The Role of p53 
in Replicative 
Senescence

  2.3.  The Role of p53 
in Oncogene-Induced 
Senescence
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cascade via E2F1 or Dmp1  (  75,   76  ) . E2F1 and Dmp1 are capable 
of directly binding to, and activating, the promoter of the ARF 
gene  (  77,   78  ) . p19 ARF  (p14 ARF  in human) is encoded from an alter-
native reading frame within the INK4a/ARF locus which also 
encodes p16  (  79,   80  ) . ARF blocks MDM2-mediated degradation 
of p53 by repressing MDM2 E3 ligase activity and nuclear export 
as well as promoting MDM2 degradation  (  81–  84  ) . Interestingly, 
ARF mediates Ras signaling to p53 in mouse cells but is not 
required for OIS in human cells  (  85  ) . Second, Ras regulates p53 
by activation of DNA damage response (DDR). It has been shown 
that ectopic expression of HRasV12 in human diploid  fi broblasts 
induces DNA hyper-replication resulting in prematurely termi-
nated DNA replication and collapse of DNA replication forks, which 
in turn lead to accumulation of DSBs and subsequent activation 
of the ATM/ATR-p53 pathway to induce senescence  (  86–  89  ) . 
In addition, oncogene activation leads to accumulation of reactive 
oxygen species (ROS), which induces DNA damage  (  89,   90  ) . 
Consistent with this, human diploid  fi broblasts grown in a restrictive 
culture condition with low or no ROS production bypass oncogene-
induced senescence  (  91  ) .  

  Given the importance of the DDR-p53 pathway in both replicative 
senescence and OIS, it is not surprising that numerous stress signals, 
such as DNA damage, oxidative stress, insuf fi cient nutrients/growth 
factors, and improper cell contacts, induce premature senescence 
in normal human and murine cells  (  27,   92  ) . Since induction of 
permanent cell cycle arrest is a potential cancer prevention mecha-
nism by eliminating damaged pre-cancer cells at the initial stage of 
transformation, it was postulated that evasion of senescence might 
be a prerequisite for pre-cancer cells to complete transformation 
into cancer cells  (  93–  95  ) . Surprisingly, senescence-like growth 
arrest is induced by ectopic expression of a tumor suppressor gene 
or treatment with chemotherapeutic drugs in a broad range of 
human cancer cells, including those derived from colon, ovarian, 
lung, prostate, and cervical carcinomas  (  25  ) . Importantly, reports 
showed that restoration of p53-mediated premature senescence is 
able to promote cancer regression in mice with hepatocarcinoma 
and sarcomas  (  12,   96  ) . Indeed, ectopic expression of wild-type 
p53 triggers premature senescence in tumor cells lacking endoge-
nous p53  (  97,   98  ) . In addition, p53-dependent premature senes-
cence is induced by a variety of chemotherapeutic drugs, including 
camptothecin, doxorubicin, etoposide, cisplatin, and resveratrol 
 (  99  ) . However, treatment with therapeutic agents also induces 
p53-independent premature senescence. For instance, doxorubicin 
induces senescence in a number of cancer cell lines de fi cient in p53 
 (  25,   100,   101  ) .   

  2.4.  The Role of p53 
in Genotoxic Stress-
Induced Senescence
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  Since senescent cells must initially undergo cell cycle arrest, DNA 
histogram analysis is expected to show decreased number of cells in 
S phase (cell uptake of BrdU) and increased number of cells in G1 
or sometimes also G2/M phase, but no change in the number of 
cells in sub-G1 phase (dead cells)  (  101,   102  ) . However, the cell 
cycle pro fi le for senescent cells is indistinguishable from that for 
quiescent cells and terminally differentiated cells.  

  SA- b -gal is a commonly used senescence biomarker, which can be 
detected at pH 6.0  (  18  ) . This phenomenon is due to the fact that 
senescent cells express a high level of lysosomal  b -gal  (  103–  105  ) . 
It is important to note that overexpression of lysosomal  b -gal itself 
is not able to initiate senescence  (  103  ) . Nevertheless, SA- b -gal 
staining is a convenient and accepted method to detect cellular 
senescence in vitro and even in vivo  (  18,   26  ) . However,  b -gal positive 
alone is not suf fi cient to judge whether a cell is in the senescent 
state. For example, TGF- b  stimulation induces SA- b -gal indepen-
dent of senescence in both cultured human prostate basal cells and 
epithelial cells in benign prostatic hyperplasia  (  106  ) . In addition, 
expression of lysosomal galactosidase beta-1 (GLB1), which 
accounts for the SA- b -gal activity in some cancer cells, is not cor-
related with senescence  (  103  ) . Moreover, in order to measure 
cellular senescence in vivo, fresh or frozen tissues are required for 
this staining assay.  

  Cellular senescence is accompanied by formation of facultative het-
erochromatin, also called senescence-associated heterochromatic 
foci (SAHF), wherein DAPI staining would show spot-staining 
patterns  (  107  ) . In contrast, DAPI staining would show homoge-
nous staining patterns in non-senescent cells  (  107  ) . SAHF con-
tains histone H3K9 methylation whereas euchromatin contains 
histone H3K9 acetylation and K4 methylation  (  107  ) . Meanwhile, 
the increased incorporation of heterochromatin protein 1 g  (HP1 g ) 
into SAHF is distinct from the pericentric heterochromatin  (  107  ) . 
Furthermore,  g -H2AX colocalizes with SAHF  (  108  ) . Importantly, 
a combination of positive SAHF and  g -H2AX with negative Ki67 
(a proliferation index) is a reliable indicator of senescence for cells in 
culture and in tissues  (  109,   110  ) . However, SAHF formation is often 
detected but not a prerequisite for p53-dependent senescence 
 (  107,   111  ) .  

  As mentioned above, activation of the p53 pathway is a common 
cellular response leading to cellular senescence upon exposure to 

  3.  Characteristics 
of p53-Mediated 
Cellular 
Senescence

  3.1.  Cell Cycle Arrest

  3.2.  SA- b -Gal

  3.3.  Senescence-
Associated 
Heterochromatic Foci

  3.4.  p53 Targets Genes
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stress signals (Fig.  2 ). As a result, senescent cells are characterized 
by enhanced expression of some p53 targets, such as p21  (  30  ) , 
PML  (  112  ) , plasminogen activator inhibitor (PAI-1)  (  113  ) , and 
DEC1  (  101  ) , all of which are recognized as senescence markers, 
and in turn are able to induce senescence themselves  (  69,   95,   114–
  117  ) . p21, a cyclin-dependent kinase inhibitor, plays a critical role 
in inducing G1 cell cycle arrest by inhibiting the activity of cyclin-
CDK2/4 complexes, E2F, and PCNA  (  118–  121  ) . Promyelocytic 
leukemia protein PML, an essential component of PML nuclear 
bodies (PML-NBs) that accumulates in senescent cells, is induced 
by several factors, including oncogenic stress and p53  (  112,   116  ) . 
In turn, PML recruits p16, p53, and pRb/E2F complex to the 
PML-NBs and hence modulates the expression of downstream tar-
get genes of these factors, leading to senescence  (  116,   122  ) . 
Importantly, PML forms a positive feedback loop with p53 to trigger 
cellular senescence by promoting p53 acetylation and phosphory-
lation or inhibiting p53 degradation by MDM2  (  115,   116, 
  123–  125  ) . By contrast, inhibition of p53 acetylation by SIRT1 (a 
NAD + -dependent class III histone deacetylase) blocks PML-
mediated premature senescence  (  126  ) . PAI-1 induces cellular 
senescence by inhibiting the activity of uPA, a secreted protein 
which is capable of activating the MAPK pathway, and subsequently 
promoting G1/S transition  (  127  ) . DEC1, a basic helix-loop-helix 
transcription factor, is capable of inducing DNA damage-induced 
premature senescence via inhibiting ID1, an oncogene which is 
found to be downregulated in arrested or senescent cells  (  128, 
  129  ) . A recent report showed that Yippee-like-3 (YPEL3), a mem-
ber of the putative zinc  fi nger motif coding gene family, is regu-
lated by p53 and triggers premature senescence in normal and 
tumor cells  (  130  ) . In addition, BTG2, a member of the antiprolif-
erative BTG gene family, is a p53-responsive gene and plays an 
essential role in replicative senescence  (  131  ) . Moreover, the miR-
34 family is a p53 target and elicits cellular senescence in both 
primary and tumor cells in response to DNA damage and onco-
genic stress  (  132,   133  ) . It is important to note that p130 is the 
major pocket protein associated with induction of premature senes-
cence via the DNA damage-p53 signaling cascade in both normal 
and tumor cells  (  134–  136  ) . However, the mechanism by which 
p53 increases p130 activity during senescence is still not clear. 

 Detection of p53 and its downstream effectors can be used to 
measure the state of senescence for cells both in vitro and in vivo. 
However, these genes are not always induced in senescent cells by 
p53 in response to a speci fi c stress signal. Therefore, a combination 
of multiple senescence markers discussed above together with one or 
more p53 targets is required to implicate the state of p53-mediated 
cellular senescence.   



453 p53 Proteins and Senescence

 

 The  TP53  gene encodes at least nine different isoforms due to the 
use of two promoters, two translation initiation sites, and alterna-
tive splicing  (  137  )  (Fig.  1 ). The  TP53  gene contains 11 exons. 
p53, also called  a  isoform, is a full-length p53 generated from the 
P1 promoter. An internal promoter in intron 4 leads to production 
of an N-terminal truncated p53 starting from residue 133, named 
as  D 133p53  (  138  ) . In addition, internal initiation of translation 
at an AUG codon at position 40 or alternative splice of intron 2 
leads to expression of a p53 protein with deletion of the  fi rst 39 
amino acids, named as  D 40p53 (also called  D Np53, p47, p53/47, 
and p44)  (  138–  142  ) . Moreover, alternative splicing of intron 9 
produces  b  and  g  isoforms  (  138  ) , which lack C-terminal oligomer-
ization domain but contain 10 and 15 unique amino acids at 
C-termini, respectively (Fig.  1 ). As a result, nine p53 isoforms, 
p53 a  (full-length p53, referred to as p53 in this chapter), p53 b  
(also called p53 I 9  (  143  ) ), p53 g ,  D 40p53 a ,  D 40p53 b ,  D 40p53 g , 
 D 133p53 a ,  D 133p53 b , and  D 133p53 g , are expressed. These p53 
isoforms are found to be expressed in normal human tissues in a 
tissue-dependent manner as well as in some tumor tissues  (  137  ) . 
This suggests that the expression pattern of p53 isoforms may 
play a role in tumor formation and affect the outcomes of cancer 
therapy. 

 Under an unstressed condition, p53 b  itself preferentially 
binds to the p21 and Bax (a pro-apoptotic gene) promoters rather 
than to the MDM2 promoter, but has no effect on p53 activity 
 (  138  ) . However, in response to a stress signal, p53 b  speci fi cally 
enhances the Bax gene transcription through physical interaction 
with p53 and slightly increases p53-mediated apoptosis  (  138  ) . 
In contrast,  D 133p53, which lacks the entire N-terminal AD, is 
dominant-negative over p53 and diminishes p53-mediated apop-
tosis  (  138  ) . Interestingly, it has been shown that induction of 
p53 b  and suppression of  D 133p53 lead to induction of p21 and 
miR-34, resulting in senescence in cultured cells and colon ade-
nomas  (  144  ) . This indicates that the biological activity of full-
length p53 is likely modulated by its isoforms in normal and 
tumor tissues. However, other groups have reported that p53 b , 
which lacks the C-terminal BD and most of the TD, is de fi cient 
in DNA binding activity and unable to modulate p53-dependent 
stress responses  (  143,   145  ) . Furthermore,  D Np53 is implicated 
in G2 cell cycle arrest  (  146  ) . Therefore, further studies are needed 
to clarify the mechanism by which p53 isoforms affect each other’s 
functions.  

  4.  The Role of p53 
Isoforms in 
Cellular 
Senescence
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 It has been proposed that aging is characterized by decreased 
capability to maintain and repair somatic cells  (  147  ) . One of the 
causes for aging is associated with senescence-mediated decline in the 
number and/or proliferative capacity of adult stem cells  (  148,   149  ) . 
Indeed, elevated expression of senescence-associated markers, 
SA- b -gal and p16, is detected in aging tissues  (  18,   150  ) . As a major 
mediator of cellular senescence, activation of p53 not only inhibits 
neoplasia but also promotes organismal aging. Because  Tp53  
homozygous knockout mice die from tumors at a young age  (  8  ) , 
several mouse models with altered p53 activity have been generated 
to analyze the role of p53 in aging. These are  Tp53   +/m  ,  D 40p53-
knockin, pL53, and super p53 mouse models  (  9,   151  ) . 

  Tp53   +/m   mice contain a mutant p53  m  allele with a deletion 
mutation in the  fi rst six exons of the  Tp53  gene and express an 
N-terminal truncated p53 protein, called M protein  (  152  ) .  Tp53   +/m   
mice display reduced tumor formation and shortened longevity 
compared with wild-type littermates  (  152  ) . However,  Tp53   m/m   
mice die before birth and  Tp53   –/m   mice develop tumors similarly to 
 Tp53   −/−   mice. This suggests that M protein-induced aging pheno-
types in  Tp53   +/m   are p53-dependent. Indeed, it has been shown 
that M protein interacts with and stabilizes p53 by facilitating p53 
nuclear localization in the absence of a stress  (  153  ) . Therefore, it is 
possible that the resulting phenotypes observed in  Tp53   +/m   mice 
are due to increased p53 activity. However, this mutant allele also 
contains a deletion of 24 genes, including  Aloxe3 ,  Alox12b , 
 Alox15b ,  Chd3 ,  Aurkb , and  Per1 , adjacent to the  Tp53  gene  (  154  ) . 
Thus, it is necessary to further analyze whether haploinsuf fi ciency 
of these 24 genes contributes to altered p53 activity and decreased 
tumor formation but accelerated aging phenotypes. 

 Similar to  Tp53   +/m   mice,  D 40p53-knockin mice, that express a 
naturally occurring N-terminal truncated p53 isoform, exhibit 
decreased lifespan and several premature aging phenotypes, including 
shortened reproductive span, lordokyphosis, and a reduced tumor 
incidence  (  155  ) . These phenotypes are likely due to enhanced 
wild-type p53 activity and hyperactivation of insulin-like growth 
factor 1 (IGF-1) signaling cascade  (  155  ) , the latter of which is 
associated with lifespan in many species  (  156,   157  ) . The elevated 
IGF-1 signaling in  D 40p53 mice leads to sustained induction of 
p21 through the MAPK pathway and consequently causes cellular 
senescence and premature aging phenotypes  (  155  ) . Similar prema-
ture aging phenomena were observed in another line of transgenic 
mice containing multiple copies of a temperature-sensitive mutant 
allele p53V135A derived from BALB/c liver DNA, named as 

  5.  The Role of p53 
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pL53  (  158  ) . Together, these results indicate that enhanced p53 
activity contributes to aging. This hypothesis is supported by sev-
eral other accelerated aging mouse models, such as mice de fi cient 
in Terc  (  64  ) , Ku80 (also called Ku86, a regulatory unit of DNA-PK) 
 (  159  ) , BRCA1 (a tumor suppressor)  (  160  ) , and Zmpste24 (also 
called FACE-1, a metalloproteinase involved in the maturation of 
Lamin A)  (  161  ) . Conversely, mice de fi cient in p66shc, a cytoplas-
mic signal transducer from activated receptors to Ras, live longer 
along with decreased p53 activity than wild-type controls  (  162  ) . 
However, this hypothesis is challenged by another mouse model, 
called the “super p53” mice. 

 The super p53 mice carry extra copies of a complete p53 gene, 
including the p53 promoter and upstream regulatory region  (  163  ) . 
As expected, these mice display augmented p53 activity in response 
to DNA damage and are tumor-resistant. Interestingly, the super 
p53 mice have normal lifespan without showing any sign of accel-
erated aging. Similarly, a “super Ink4a/ARF” mouse strain, which 
carries a transgenic copy of the entire Ink4a/ARF locus  (  164  ) , and 
a mouse strain, which carries a hypomorphic allele of MDM2 
 (  165  ) , were generated, both of which have decreased MDM2 
activity and hence enhanced p53 activity. Like the super p53 mice, 
MDM2 hypomorphic and super Ink4a/ARF mice are resistant to 
spontaneous and carcinogene-induced tumor formation without 
premature aging. Moreover, the super p53/p19 ARF  mice, carrying 
additional copies of both  Tp53  and  ARF  alleles, were generated by 
cross-breeding the super p53 mice with the super Ink4a/ARF mice 
and hence p53 can be further activated  (  166  ) . Surprisingly, the 
super p53/p19 ARF  mice are not only cancer free but also have a 
signi fi cantly extended lifespan. These  fi ndings suggest that there is 
no causal relationship between increased p53-mediated tumor sup-
pression and decreased longevity. Instead, p53 activation in certain 
circumstances exerts bene fi ts on longevity. There are several poten-
tial explanations. First, aging is a consequence of accumulation of 
DNA damage in tissues, and therefore, by modulating the DDR, 
p53 is able to reduce age-associated DNA damage and accumula-
tion of damaged cells. Second, p53 activation plays a role in main-
taining the stem-cell pool in adult tissues. Third, p53 regulates 
aging process by modulating other signaling pathways affecting 
longevity, such as the insulin/IGF-1 and mTOR signaling  (  167–
  169  ) . Fourth, p53 may have pro-longevity effects by restraining 
secretion of the senescence-associated pro-in fl ammatory cytokines 
 (  170,   171  ) , which are known to contribute to chronic age-related 
in fl ammation. However, the precise mechanism by which p53 
controls the balance between anti-aging and pro-aging needs to be 
further explored.  
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 p63 and p73, two p53-ancestral genes  (  172,   173  ) , share highly 
amino-acid identity with p53 within the AD, DBD, and TD  (  174, 
  175  )  (Fig.  3 ). The highest degree of homology among the three 
members is observed within the DBD (>60% amino-acid identity 
between p53 and p63/p73, and ~85% amino-acid identity between 
p63 and p73). Unlike p53, the alpha isoforms of p63 and p73 
contain a C-terminal sterile alpha motif (SAM), a protein interac-
tion domain involved in developmental regulation. In addition, 
multiple protein products are generated from both p63 and p73 
genes due to the usage of two promoters and alternative RNA 
splicing (Fig.  3 ). Therefore, p63 and p73 isoforms possess one of two 
N termini, transcriptional active (TA) and N-terminally deleted ( D N), 
each with  fi ve different C termini for p63 ( a − e )  (  173,   176  )  and 
at least ten different C termini for p73 ( a − h ,  h 1,  h  ¢ , and  q ) 

  6.  The Role of p63 
and p73 in Cellular 
Senescence and 
Aging

  Fig. 3.    The p63 and p73 genes and protein structures. ( a )  TP63  and  TP73  genes. Transcripts initiated from P1 and P2 
promoters give rise to TA and  D N protein isoforms, respectively. Alternative splicing at C-termini of  TP63  transcripts leads to 
production of p63 a ,  b  ( D  exon 13),  g  ( D  exons 11–14 and incorporated with additional sequence from exon 10 ¢ ),  d  ( D  exons 
12 and 13), and  e  (generated by alternative termination in exon 10). Alternative splicing at C-termini of  TP73  transcripts leads 
to production of p73 a ,  b  ( D  exon 13), g ( D  exon 11),  d  ( D  exons 11–13),  z  ( D  exons 11 and 12),  e  ( D  exons 11 and 13),  q  ( D  
exons 10, 11, and 13),  h  ( D  exons 10–13),  h 1 ( D  2 nucleotides at 3 ¢ -end of exon 9 and contains 18 nucleotides from exon 13, 
compared with h), and  h  ¢  (generated by alternative termination in exon 13). Alternative splicing at N-termini of  TP73  tran-
scripts leads to production of  D N ¢ p73 and  D TAp73 ( D Ex2 and  D Ex2/3).  D , deleted. ( b ) Homology among the p53 family 
members. Compared to p53, the  a  isoforms of p63 and p73 have a unique C-terminal SAM (sterile alpha motif) domain. A high 
degree of sequence identity is seen between p53 and p63/p73 (on     top  ) and between p63 and p73 (at  bottom ).       
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 (  172,   177–  180  ) . Furthermore, alternative splicing of p73 exon 2 
and 3 gives rise to two additional p73 isoforms,  D N ¢ p73 and 
 D TAp73 ( D Ex2 and  D Ex2/3)  (  172,   179,   181  ) .  

 Unlike  Tp53  knockout mice that are prone to tumor forma-
tion,  Tp63  knockout mice show severe defect in limb formation 
and epidermal development  (  182,   183  )  and p73-null mice exhibit 
developmental defects in central nervous system and in fl ammatory 
response  (  184  ) . These suggest that p63 and p73 play a key role in 
development. However, due to the high sequence similarity among 
the p53 family, p63 and p73 act synergistically or antagonistically 
with p53 in regulating p53-mediated biological activities. Indeed, 
p63 and p73, especially their TA isoforms, are able to bind to p53-
responsive elements and transactivate a set of p53 targets, such as 
p21, MDM2, Bax, and PUMA, and regulate cell cycle arrest and 
cell death  (  174,   185,   186  ) . Recent reports showed that p63 and 
p73 are also involved in regulating cellular senescence (Fig.  4 ).  

  Fig. 4.    The role of p53 family proteins in cancer and aging. Accumulation of abnormal cells caused by aging-associated 
damage, aberrant oncogenic activity, and other stress signals, contributes to both aging and cancer. Activation of the p53 
pathway in response to these stress signals is able to protect adult stem cells to promote longevity and prevent malignant 
transformation by repairing or eliminating damaged cells. However, accumulation of senescent cells in tissues due to 
activation of TA isoforms of p53 family members, leads to decline in adult stem cells and accelerated aging. In addition, 
p53 family members are capable of targeting the IGF-1 signaling cascade, a pathway known to be involved in organismal 
aging, to regulate longevity. In contrast, ΔN isoforms of p53 family are found to be required for maintenance of stem cell 
proliferation and act as dominate negative inhibitors of TA counterparts.       
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 Results obtained from  Tp63  knockout mice suggest that p63 is 
an essential regulator for epidermal homeostasis  (  182,   183  ) . 
Indeed,  D Np63 plays a predominant role in epidermal commit-
ment during embryogenesis  (  187,   188  ) . In addition,  D Np63 is 
highly expressed in the basal layer of strati fi ed epithelia to maintain 
proliferative potential and direct proper differentiation of progeni-
tor cells  (  189,   190  ) . Moreover,  TAp63 -speci fi c knockout mice do 
not display the same impaired skin development as p63-null mice 
 (  191  ) , whereas  D Np63-null mice develop lesions that resemble 
those seen in AEC (ankyloblepharon ectodermal dysplasia and 
clefting) patients, an ectodermal dysplasia characterized by skin 
fragility  (  192  ) . This further con fi rms the critical role of  D Np63 in 
epidermal morphogenesis. However, as a p53 homolog, mice 
de fi cient in TAp63 develop metastatic tumors  (  193  ) . In addition, 
loss of p63 or TAp63 increases the number of metastatic tumors in 
 Tp53   +/−   and  Tp53   −/−   mice  (  193,   194  ) . Surprisingly, although  Tp53  
heterozygous mice develop tumors,  Tp63  heterozygous mice are 
tumor-resistant or develop a few tumors along with a decreased 
lifespan and accelerated aging phenotypes, similar to  Tp53   +/m   mice 
 (  195  ) . Consistently, ablation of p63 induces cellular senescence 
in primary kerotinocytes  (  195  ) . In addition, germline- or tissue-
speci fi c p63 de fi ciency also leads to enhanced expression of senes-
cence markers, including SA- b -gal and PML, concomitant with 
premature aging features  (  195  ) . Importantly, a report showed that 
four females from a family with Rapp–Hodgkin syndrome (RHS), 
a disease associated with  TP63  mutations, present not only typical 
RHS (anhidrotic ectodermal dysplasia with cleft lip and palate) but 
also ophthalmic anomalies such as corneal dystrophy and prema-
ture menopause (around 30 years)  (  196  ) . These data suggest that 
p63 is implicated in aging progression. It has been shown that 
overexpression of  D Np63 a  inhibits OIS and promotes tumorigen-
esis in vivo  (  197  ) , whereas ectopic expression of TAp63 induces 
senescence and inhibits progression of established tumors in vivo 
 (  198  ) . However, the  TAp63   −/−   mice exhibit signs of premature 
aging, including hair loss, impaired wound healing, kyphosis, and 
a shortened lifespan  (  191  ) . It is postulated that TAp63 is necessary 
for the survival of adult skin stem cells and thus prevents premature 
aging  (  191  ) . In addition, TAp63 was shown to regulate senescence 
and aging via modulating the p53, p16, and IGF pathways  (  199, 
  200  ) . These together indicate that TA and  D N isoforms of p63 
play a dual role in cellular senescence and tissue aging in cell-type 
and stress-speci fi c manners. 

 Like p53, p73 is activated in response to various stress signals, 
including DNA damage and oncogenic activation, and regulates a 
set of p53-dependent and -independent genes involved in cell cycle 
arrest and apoptosis  (  185,   201,   202  ) . In the absence of p53, p73 
can compensate for p53 function to induce apoptosis in cancer 
cells and the status of the  TP73  gene is correlated with the survival 
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rate for cancer patients  (  201,   203–  207  ) . Likewise, mice heterozygous 
of both  Tp53  and  Tp73  exhibit increased tumor burden and metas-
tasis compared to mice heterozygous of  Tp53  alone  (  194  ) . Mice 
speci fi cally de fi cient in TAp73 isoform develop spontaneous and 
carcinogen-induced tumors and cells from TAp73-null mice dis-
play genomic instability associated with enhanced aneuploidy 
 (  208  ) . By contrast, cells from  D Np73-null mice are more sensitive 
to DNA damage-induced apoptosis in a p53-dependent manner 
and high levels of  D Np73 expression associates with poor progno-
sis in human cancers  (  209  ) . These results demonstrate that TAp73 
is a tumor suppressor whereas  D Np73 acts as an oncogene. 
However, to date, knowledge on the role of p73 in senescence is 
limited. Similar to p53 and p63, p73 plays a function in the mainte-
nance of stem cells (Fig.  4 ). Speci fi cally, it has been shown that 
 D Np73 is a potent prosurvival factor for neurons  (  210–  212  )  and 
TAp73 is required for the long-term maintenance of neural stem 
cells to elicit neurogenesis in adults  (  213  ) . As a result, mice heterozy-
gous of TA or  D Np73 isoforms display age-related neurodegenera-
tion  (  214  ) . Similar to p53 and p63, p73 has been shown to inhibit 
expression of IGF-1 receptor  (  200,   215,   216  ) . This indicates that 
the IGF-1 signaling is a common target of the p53 family to modu-
late aging (Fig.  4 ). Importantly, a recent report provided evidence 
for the role of TAp73 in aging.  It has been shown that tumor-free 
TAp73-null mice develop premature aging phenotypes with 
impaired ROS scavenging compared to wild-type littermates  (  217  ) .  
Indeed, TAp73 is crucial to maintain proper mitochondrial func-
tions by directly regulating the expression of mitochondrial com-
plex IV subunit Cox4i1 (cytochrome C oxidase subunit 4 isoform 1) 
 (  217  ) . However, the molecular basis for p73 in aging-associated 
disorders needs to be further uncovered.  

 

 Proliferating cells can exit from the cell cycle and enter a state of 
permanent cell cycle arrest when they encounter stress signals orig-
inated from telomere shortening, aberrant oncogenic activities, 
and other DNA damage signals. Senescent cells are distinct from 
quiescent cells by expression of senescence-associated markers, 
including SA- b -gal, SAHF, and activation of the p53 or p16 
pathway followed by altered gene expression pro fi le. Emerging 
evidence showed that cellular senescence associates with multiple 
pathological disorders, including cancer and aging. Importantly, it 
has been demonstrated in vivo that induction of cellular senescence 
is a tumor suppression mechanism by blocking malignant transfor-
mation at the initial step of tumorigenesis and by clearance of can-
cer cells at the late stage of tumor progression. However, the 
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bene fi t of the cellular senescence-mediated tumor suppression is 
countered by the cost of accelerated aging. Therefore, a future 
challenge to develop senescence-based cancer therapy is to reveal 
the target and pathways that control the balance between cancer 
and longevity. 

 As we discussed in this chapter, the p53 family plays a pivotal 
role in cellular senescence and thus affect cancer progression and 
aging (Fig.  4 ). Although induction of cellular senescence by activation 
of the p53 family contributes to tumor suppression and accelerated 
aging, reports also showed that the p53 family promotes longevity 
and maintains tissue homeostasis through protecting renewable 
stem cells. In addition, studies with the “super p53” mouse models 
indicate that cancer resistance could be achieved by modulation of 
p53 activity without causing undesirable effects. Importantly, a 
combination of increased p53 and ARF activities not only inhibits 
tumor formation but also increases longevity. Therefore, the p53 
pathway is a promising target for senescence-based cancer treat-
ment. However, there are still unsolved questions. For instance, 
how are p53 isoforms, p63 and p73, involved in making a balance 
between cancer and aging? What is the molecular basis for p63/
p73-mediated cellular senescence? How does p53 family integrate 
with other signaling pathways related to aging? Therefore, further 
exploration of these puzzles in vitro and in vivo will enhance our 
knowledge about the p53 family in senescence-associated diseases 
and may provide applicable clues for clinical use.      
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    Chapter 4   

 Markers of Cellular Senescence       

     Amancio   Carnero         

  Abstract 

 Cellular senescence is a tumor suppression mechanism that evolved to limit duplication in somatic cells. 
Senescence is imposed by natural replicative boundaries or stress-induced signals, such as oncogenic trans-
formation. Neoplastic cells can be forced to undergo senescence through genetic manipulations and epi-
genetic factors, including anticancer drugs, radiation, and differentiating agents. Senescent cells show 
distinct phenotypic and molecular characteristics, both in vitro or in vivo. These biomarkers might either 
cause or result from senescence induction, but could also be the byproducts of physiological changes in 
these non-replicating cells.  

  Key words:   Cellular senescence ,  Immortality ,  Senescence pathways ,  Senescence markers ,  Telomere 
shortening    

 

 Somatic cells demonstrate a spontaneous decline in growth rate in 
continuous culture that is not related to time elapsed but to a 
decreasing number of population doublings. Somatic cell aging 
eventually terminates in a quiescent but viable state known as repli-
cative senescence  (  1  ) . These cells show a  fl at, enlarged morphology 
with low pH  b -gal activity, and they are commonly multinucleated 
and unresponsive to mitogens or apoptotic stimuli. This behavior 
is observed in a wide variety of normal cells, and it is widely accepted 
 (  2  )  that normal human somatic cells have an intrinsically limited 
proliferative lifespan, even under ideal growth conditions. 
Moreover, the senescent phenotype is associated with dramatic 
changes in gene-expression  (  3–  6  ) . However, cells displaying char-
acteristics of senescence are observed in response to other stimuli, 
such as oncogenic stress, DNA damage, or cytotoxic drugs  (  7  ) . 

 Senescent features involve most of the physiological aspects of 
the cell (Fig.  1 ). 

  1.  Introduction
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    – Morphological features of senescence.  Senescent cells show  fl at, 
enlarged morphology and are commonly multinucleated (see 
Chapter   5    ).  
    – G1 arrest.  Senescent cells are terminally arrested at G1, show-
ing increased levels of many cell cycle inhibitors (see Chapters 
  6     and   7    ).  

   – Altered lysosome/vacuoles.  The recycling centers inside of cells 
are lysosomes. Abnormal chemical structures, which resist 
degradation, accumulate in the lysosomes during the lifespan 
of the cells or during stress-induced senescence. The result is 
the eradication of lysosomal recycling capacity for proteins, lip-
ids, and mitochondria. Consequently, damaged mitochondria 
accumulate in these cells, which lower ATP production and 
elevate reactive oxygen species (ROS) production. Furthermore, 
oxidative damaged enzymes accumulate in the cytosol, which 
reduces the rate of essential cellular functions.  
   – Senescence-associated  b -galactosidase (SA- b -gal), which is 
detected by histochemical staining of cells with the arti fi cial 
substrate X-gal. The presence of the SA- b -gal biomarker is 
independent of DNA synthesis and generally distinguishes 
senescent cells from quiescent cells. The detection method for 
SA- b -gal is a convenient, single cell-based assay, which can 
identify senescent cells even in heterogeneous cell populations 
and aging tissues, such as skin biopsies from older individuals. 
Because it is easy to detect, SA- b -gal is a popular biomarker of 
senescence (see Chapters   8     and   9    ).  

  Fig. 1.    Examples of molecular markers used to identify cellular senescence. Examples of senescence-associated 
 b -galactosidase (SA- b -gal) activity; senescence-associated heterochromatin foci (SAHF), as identi fi ed by immuno-
 fl uorescence microscopy upon chromatin staining with DAPI; and senescence-associated DNA damage, as visualized by 
immuno fl uorescence microscopy upon staining with antibodies that recognize 53BP1 and phosphorylated histone 2AX 
( g H2AX).       

 

http://dx.doi.org/10.1007/978-1-62703-239-1_5
http://dx.doi.org/10.1007/978-1-62703-239-1_6
http://dx.doi.org/10.1007/978-1-62703-239-1_7
http://dx.doi.org/10.1007/978-1-62703-239-1_8
http://dx.doi.org/10.1007/978-1-62703-239-1_9
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    – Altered methylation.  Genomic methylation status, which 
in fl uences many cellular processes, such as gene expression and 
chromatin organization, generally declines during cellular 
senescence. Hypomethylation has been observed in both rep-
licative senescence and premature senescence, which suggests 
that genome hypomethylation is necessary to confer an unsta-
ble internal environment and conceivably promote cellular 
senescence  (  8,   9  ) .  

   – Senescence-associated heterochromatin foci (SAHF).  The initia-
tion of senescence triggers the generation and accumulation of 
distinct heterochromatic structures, known as senescence-
associated heterochromatic foci. The formation of SAHF coin-
cides with the recruitment of heterochromatic proteins and 
the pRB tumor suppressor to E2F-responsive promoters. 
SAHF accumulation is associated with stable repression of E2F 
target genes and does not occur in reversibly arrested cells. 
SAHF formation and promoter repression depend on the 
integrity of the pRB pathway  (  10  ) . These results provide an 
explanation for the stability of the senescent state. Accordingly, 
with these results, genome-wide expression analysis indicates 
that genes whose expression is upregulated during replicative 
senescence in human cells are physically clustered  (  11  ) . This 
phenomenon suggests that senescence is accompanied by 
alterations in chromatin structure and the opening of certain 
chromatin domains is responsible for the concurrent upregula-
tion of gene expression during senescence (see Chapter   12    ).  

   – Oxidative stress.  The redox potential poise of some cells changes 
in response to chemical modi fi cations. This modi fi cation results 
in altered gene expression, enzyme activity, and signaling path-
ways (see Chapter   17    ). Finally, oxidative stress results in DNA 
damage and well in the damage of other molecular species, 
including proteins and lipids.  

   – DNA damage.  Markers of a DNA damage response localize at 
telomeres in senescent cells after serial passage  (  12–  14  ) , which 
indicates that the DNA damage response can be triggered by 
telomere shortening. These markers include nuclear foci of 
phosphorylated histone H2AX, the localization at double-strand 
break sites of DNA-repair and DNA-damage checkpoint fac-
tors, such as 53BP1, MDC1, and NBS1  (  6,   12  ) . Senescent cells 
also contain activated forms of the DNA-damage checkpoint 
kinases Chk1 and Chk2. These markers and others suggest that 
telomere shortening initiates senescence through a DNA dam-
age response. These characteristics also explain why other DNA 
damage stressors, such as culture shock, potentially initiate 
senescence without telomere involvement (see Chapter   13    ).  

http://dx.doi.org/10.1007/978-1-62703-239-1_12
http://dx.doi.org/10.1007/978-1-62703-239-1_17
http://dx.doi.org/10.1007/978-1-62703-239-1_13
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   – Protein and lipid modi fi cation.  Oxidation, glycation, cross- 
linking, and other chemical modi fi cations impair the molecular 
functions of multiple vital components, including DNA, mem-
branes, the extracellular matrix (ECM), enzymes, and structural 
proteins. Modi fi cations that accumulate faster than they are 
repaired or recycled will cause progressive deterioration over time 
(see Chapters   18    –  20    ).  
    – Telomere length.  The telomerase gene is deactivated in many 
adult human cells. As a result, these cells lose small portions of 
the ends (telomeres) of their chromosomes each time they 
divide. This process appears linked to their  fi nite replicative 
lifespan in cell culture (The Hay fl ick Limit). However, onco-
gene- or culture stress-induced senescence does not rely on 
telomere shortening (see Chapters   14     and   15    ).  
    – Nuclear modi fi cations.  Nuclear structures, such as the nuclear 
lamina, nucleoli, the nuclear matrix, nuclear bodies (such as 
promyelocytic leukemia bodies), as well as the overall nuclear 
morphology are altered within growth-arrested or senescent 
cells. It is especially interesting that multinucleation is probably 
the consequence of the failure of nuclear envelope breakdown 
(see Chapter   16    ).  
    – Senescence-associated secretory phenotype (SASP) . Senescent cells 
undergo widespread changes in protein expression and secre-
tion, which ultimately develops into the SASP  (  15,   16  ) . 
Senescent cells upregulate the expression and secretion of sev-
eral matrix metalloproteinases that comprise a conserved 
genomic cluster and  interleukins that promote the growth of 
premalignant epithelial cells. A limited number of cell culture 
and mouse xenograft studies support the idea that senescent 
cells secrete factors that can disrupt tissue structure, alter tissue 
function and promote cancer progression  (  17–  19  ) . Recent 
studies on the SASP of human and mouse  fi broblasts show it is 
conserved across cell types and species; moreover, speci fi c 
secreted factors are strong candidates for stimulating malig-
nant phenotypes in neighboring cells  (  20–  22  ) . The idea that a 
biological process, such as cellular senescence, can be bene fi cial 
(tumor suppressive) and deleterious (pro-tumorigenic) is con-
sistent with a major evolutionary theory of aging termed 
antagonistic pleiotropy  (  22  ) . The SASP is possibly the major 
reason for the deleterious side of the senescence response  (  23  )  
(see Chapter   11    ).    

 Cells displaying senescent characteristics have been observed in 
cell culture and in their natural tissue environment. Several reports 
note reduced cellular lifespan with metabolic disease, stress sensitiv-
ity, progeria syndromes, and impaired healing, which indicates that 
entry into cellular senescence possibly contributes to human disease. 

http://dx.doi.org/10.1007/978-1-62703-239-1_18
http://dx.doi.org/10.1007/978-1-62703-239-1_20
http://dx.doi.org/10.1007/978-1-62703-239-1_14
http://dx.doi.org/10.1007/978-1-62703-239-1_15
http://dx.doi.org/10.1007/978-1-62703-239-1_16
http://dx.doi.org/10.1007/978-1-62703-239-1_11
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It has been suggested that cellular senescence is partially responsible 
for pathogenesis is numerous human diseases, such as atherosclero-
sis, osteoarthritis, muscular degeneration, ulcer formation, 
Alzheimer’s dementia, diabetes, and immune exhaustion. Consistent 
with a role in aging, senescent cells accumulate with age in many 
rodent and human tissues  (  24  ) . Moreover, they are found at sites of 
age-related pathology in degenerative disorders, such as osteoarthri-
tis and atherosclerosis  (  24  ) , and hyperproliferative lesions, such as 
benign prostatic hyperplasia  (  25  )  and melanocytic nevi  (  26  ) . Most 
cancers contain cell populations that have escaped the normal con-
straints on proliferative potential. Cancer immortality contrasts with 
the limited lifespan of normal somatic cells. Therefore, it has been 
proposed that cellular senescence is a major tumor suppressor mech-
anism that must be overcome during tumorigenesis  (  2  ) . 

 The kinetics of replicative senescence do not display abrupt 
arrest in the whole population, but a gradual decline in a propor-
tion of dividing cells  (  27  ) . The exact timing of this event varies 
between cell types and sister clones  (  28  ) . This behavior is best 
explained by: (1) an intrinsic control mechanism linked to elapsed 
cell divisions—the senescence clock—which progressively desensi-
tizes the cell-cycle machinery to growth factor stimulation, and (2) 
a stochastic component possibly with same basis as that observed 
in immortal cells under conditions of growth factor restriction. 
Stem cells can give rise to differentiated progeny and are capable of 
auto-renewal. In some renewing tissues, stem cells undergo more 
than 1,000 divisions in a lifetime with no morphological signs of 
senescence  (  28  ) . This observation indicates that differentiated cells 
activate the senescence clock that ultimately induces cell senescence 
through a series of effectors at a certain point in the lineage. 

 Due to the broad changes observed in senescent cells, many 
theories were proposed to explain senescent drift in culture and 
in vivo. Several hypotheses for cellular clocks driving senescence 
have been proposed. Most of them focus on error-catastrophe the-
ories, which suggest senescence is a byproduct of life, and deter-
ministic theories, which suggest a genetic program for cellular 
senescence. A portion of the most representative theories are sum-
marized in Table  1 . The  fi nite number of divisions during replica-
tive senescence—referred to as the “Hay fl ick limit”—is attributed 
to the progressive shortening of chromosomal ends. Telomere 
shortening is considered the most probable molecular mechanism 
for the existence of a senescence clock  (  29,   30  ) . Eukaryotic cells 
cannot replicate the distal ends of their chromosomes, the telom-
eres, which shortens their lengths with every cell division until they 
reach a critical threshold where cells stop replicating  (  31  ) . However, 
enforced replication despite short telomeres generates high chro-
mosomal instability and apoptosis, which is called crisis.  

 In addition to telomere dysfunction, cellular senescence can be 
elicited by other types of stress, including oncogene activation  (  32  ) . 
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This phenomenon is not observed for oncogenic RAS exclusively; 
many, but not all, of its effectors, including activated mutants of 
RAF, MEK, and BRAF, were shown to cause senescence as well as 
PI3K or AKT  (  33–  36  ) . Also, loss of tumor suppressor such as PTEN 
or NF1, and other oncogenes such as CDC6, cyclin E, and STAT5 
induce senescence and trigger a DNA damage response. This 
response is associated with DNA hyper-replication and appears 
causally involved in oncogene-induced senescence (OIS) in vitro 
 (  37–  40  ) . In contrast to replicative senescence, the occurrence of 
stress-induced senescence is independent of telomere status 
 (  41,   42  ) . Stress-induced premature senescence shares some of the 
morphological and biochemical features with replicative senescence 
activated by telomere shortening  (  43–  47  ) , which provides credence 
to the suggestion that senescence is a common response to cellular 
damage  (  48  ) . For the majority of the last decade, OIS has been 
studied predominantly in cell culture systems, which has triggered a 
long debate as to whether or not OIS corresponds to a physiologically 

   Table 1 
  Theories explaining cellular senescence (cellular clocks)   

 Cellular clock  Cause  Molecular outcome 

 Error-catastrophe theories 
 Somatic mutation 

accumulation 
 Metabolism/oxygen free radicals  Altered protein function, DNA 

damage 
 Mitochondrial DNA 

mutation 
 Oxygen free radicals  Altered mitochondrial function 

 Posttranslational 
modi fi cation 
of proteins 

 Oxidation, glycosylation, acetylation, 
methylation, etc. 

 Altered protein function 

 Altered proteolysis  Errors in proteolysis machinery  Accumulation of nonfunctional 
proteins 

 Altered lysosomal 
function 

 Accumulation of nonrecyclable 
elements 

 Accumulation of nonfunctional 
proteins, mitochondria, or lipids 

 Deterministic theories 
 Telomere shortening  No replication of the telomere ends  DNA damage, exposure 

of telomere ends, liberation 
of regulatory proteins, etc. 

 Changes in hetero-
chromatin domains 

 Altered transcription 

 Changes in DNA 
methylation 

 Altered transcription 

 Codon restriction  Switching codon preferences in early 
development restricts availability 
later in life 

 Altered protein synthesis 

 Terminal 
differentiation 

 Senescence is a form of genetically 
controlled terminal differentiation 

 Changes in physiology 

  These theories are based on experimental observations of altered features in senescent cells. Although they 
are implicated in senescence, many of these features are consequences and/or by-products of the induction 
of senescence  
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relevant phenomenon in vivo. In favor of OIS representing an 
in vitro-speci fi c phenomenon, arti fi cial conditions (e.g., the use of 
bovine serum, plastic dishes and the presence of supraphysiologic 
O2) generate a stress signal that contributes to triggering a cellular 
senescence response at the very least  (  49,   50  ) . Conversely, senes-
cence bypass screens have identi fi ed several genuine human onco-
genes or tumor suppressor genes, including TBX2, BCL6, KLF4, 
hDRIL, BRF1, PPP1CA, and others  (  51  ) . Furthermore, virtually 
all human cancers lack functional p53/pRB pathways, two key 
senescence signaling routes  (  52  ) , and often carry mutations in sets 
of genes that are known to collaborate in vitro in bypassing the 
senescence response. As of today, many groups have documented 
the presence of senescent cells induced by oncogenic signaling in 
several precancerous tissues from human and mouse  (  26,   32,   53–
  55  ) . These studies indicate that OIS is an authentic process that 
does occur in vivo. More importantly, these studies suggest that 
OIS is an active process in response to oncogenic stimuli and offers 
a protective mechanism against tumor development.  

 

 Cellular senescence pathways are believed to have multiple layers of 
regulation, with additional redundancy built into these layers  (  56–
  58  ) . Many of the functional studies in which a putative senescence 
gene is overexpressed in cells indicate that a single gene/pathway 
is required for repair and subsequent reversion to senescence, sug-
gesting that senescence is essentially a recessive phenomenon. 

 The effector pathways known to regulate cellular senescence/
immortalization, including the p16INK4a/pRB pathway and the 
p19ARF/p53/p21CIP1/WAF1 pathway are reviewed in  (  9,   46,   51,   59, 
  60  ) . Other genes that have been implicated in senescence include 
PPP1A  (  61  ) , SAHH  (  62,   63  ) , Csn2, Arase and BRF1  (  64  ) , PGM 
 (  65  ) , IGFBP3 and IGFBPrP1  (  66  ) , PAI-1  (  67,   68  ) , MKK3  (  69  ) , 
MKK6  (  69,   70  ) , Smurf2  (  71  ) , and HIC-5  (  72  ) . Most of these 
genes can be ascribed to one of the two major senescence path-
ways. All of these genes have been linked to human tumorigenesis, 
and these genes and their pathways can act sequentially in a well-
regulated process  (  73  ) . 

 Replicative senescence, cellular stress or oncogenic Ras can 
activate p53 to promote cellular senescence, which limits the trans-
forming potential of excessive signaling  (  74–  76  ) . Inhibiting p53 
function with dominant negative mutants, speci fi c p53 antisense 
mRNA, oligonucleotides or viral oncoproteins (such as SV40 T 
antigen or HPV16 E6) is suf fi cient to substantially extend the 
lifespan of several cell types in culture  (  77  ) . Consistent with these 
 fi ndings, senescence is associated with the transactivation of p53 in 

  2.  Effector 
Pathways
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culture  (  78  ) . Coincident with telomere shortening, DNA-damage 
checkpoint activation and its associated genomic instability, p53 is 
also activated in vivo  (  79  ) . Deletion of p53 attenuated the cellular 
and organismal effects of telomere dysfunction, which establishes a 
key role for p53 in telomere shortening  (  79  ) . 

 Other p53 regulatory proteins are involved in senescence. MDM2 
protein has p53 ubiquitin ligase activity and forms an autoregulatory 
loop with p53  (  80  ) . Overexpression of MDM2 targets p53 for deg-
radation and induces functional p53 depletion  (  81  ) . Expression of 
another factor that is upregulated in  senescence—p14ARF—can release 
p53 from MDM2 inhibition and cause growth arrest in young 
 fi broblasts  (  81  ) . Seeding mouse embryonic  fi broblasts (MEFs) into 
culture induces the synthesis of ARF protein, which continues to 
accumulate until the cells enter senescence  (  82  ) . MEFs derived from 
ARF-disrupted mice  (  82  )  or wild-type  fi broblasts expressing an 
ef fi cient ARF antisense construct  (  83  )  are ef fi ciently immortalized. 
Concomitant with this observation, overexpression of MDM2 in 
naïve MEFs produces ef fi cient immortalization  (  83  ) . 

 Activation of p53 induces the upregulation of the cyclin-
dependent kinase (CDK) inhibitor p21WAF1, which directly inhibits 
cell-cycle machinery  (  52  )  and correlates well with declining growth 
rate in senescing cultures. However, in mouse embryo  fi broblasts, 
the absence of p21WAF1 does not overcome senescence  (  84,   85  ) . 
This  fi nding suggests that at least one additional downstream effec-
tor is needed for p53-induced growth arrest in senescence. In con-
trast, a different behavior is observed in human cells, where 
elimination of p21 by a double round of homologous recombina-
tion is suf fi cient to bypass senescence  (  86  ) . Other p53 effectors are 
also potentially involved, such as 14-3-3 and GADD45, which 
inhibit G2/M transition, or downregulation of myc  (  87  )  (Leal and 
Carnero, unpublished results). 

 The p53 transcriptional program includes the activation of a 
number of cell cycle inhibitors and proapoptotic proteins, which 
results in apoptosis, reversible proliferative arrest or cellular 
senescence  (  88  ) . The various outcomes of p53 activation might 
be in fl uenced by quantitative or qualitative mechanisms  (  89  ) . 
Two different, though not mutually exclusive, models have been 
proposed to explain the various biological outcomes associated 
with p53 activation. The quantitative model implies that differ-
ences in p53 levels are suf fi cient to determine the outcome  (  90, 
  91  ) , which is perhaps based on differential p53 af fi nity for p53 
response elements. A qualitative model of p53 action implies 
that nonquantitative factors controlled by a stimulus, either the 
tissue origin or the cell genotype, in fl uence the outcome of p53 
activation. This model raises the possibility that the activating 
signal potentially modulates p53 activity in a qualitative manner 
by directing p53 to different promoters  (  92  ) . Similarly, the abil-
ity of oncogenes to promote either apoptosis or senescence is 
correlated with different p53 modi fi cations. 
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 Recently, it was demonstrated that Ras modi fi es p53-depen-
dent transcriptional activation in a quantitative rather than qualita-
tive manner, and the senescence response depends on factors other 
than p53 activation  (  6  ) . P53 activation appears necessary, but not 
suf fi cient, to induce senescence, as other signals are possibly 
required for the full onset of senescence. For example, Ras-induced 
activation of PPP1CA, the catalytic subunit of PP1 a , is necessary 
to induce Ras-dependent senescence  (  61  ) . It is therefore possible 
to split the senescence response into two physiological processes. 
The  fi rst category involves induction of growth arrest that is dependent 
on p53 activation or other physiological signals that activate a pro-
liferative brake similar to p53. The second process occurs later and 
operates on pRB to stabilize its active unphosphorylated form, 
independent of p53. Unphosphorylated pRB will bind and inacti-
vate E2F factors. This action blocks cell cycle progression and alters 
local chromatin  (  10  ) . PPP1CA activation participates in this sec-
ond process and contributes to irreversible proliferative arrest by 
enforcing pRB dephosphorylation. 

 This  fi nding might explain why genome-wide gene expression 
analysis has revealed that there is very limited overlap among the 
gene expression pro fi les in cells induced to senescence by telomere 
shortening, oncogene overexpression, oxidative stress, or inade-
quate culture conditions  (  93–  98  ) . The data indicate that funda-
mental differences exist in gene regulation during senescence 
activated by various signals, while cell cycle arrest possibly has a 
similar concurrent program in all types of senescence. 

 The retinoblastoma tumor suppressor pathway, pRB, has also 
been connected to senescence  (  99  ) . Its tumor suppressor activity is 
mainly attributed to its ability to bind and inactivate the E2F family 
of transcription factors, which transactivates genes encoding cell 
cycle proteins and DNA replication factors required for cell growth 
 (  100  ) . pRB is a member of the pocket protein family along with its 
related proteins p107 and p130  (  101  ) . The pocket proteins are 
substrates for cyclin/CDK complexes, which phosphorylate them, 
release the E2F transcription factors, and allow progression through 
the cell cycle  (  102  ) . The CDKs are inhibited by the CDK inhibi-
tors p16 INK4a  and p15 INK4b , both are upregulated during cellular 
senescence  (  32  ) , which reduces phosphorylation of pRB and E2F 
inactivation. These transitions result in the accumulation of het-
erochromatin around E2F-responsive promoters in senescent cells, 
which stably silences E2F-regulated genes and forms SAHFs  (  10  ) . 

 Overexpression of pRB as well as some of the regulators of the 
pRB pathway, such as CDK inhibitors, trigger growth arrest, which 
mimics the senescent phenotype  (  33  ) . Moreover, inactivation of 
pRB by viral oncoproteins, such as E7, SV40 large T antigen and 
E1A, extends lifespan  (  103–  105  ) . Other members of the pocket 
protein family, comprised of pRB, p130, and p107, might also be 
involved. In MEFs, p130 levels decrease with population doublings, 
and MEFs from triple pRB, p130, and p107 knockout mice are 
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immortal  (  106  ) . Nevertheless, a certain degree of complementation 
has been observed among the pocket protein family  (  106  ) ; thus, it is 
dif fi cult to assess the role of each protein in replicative senescence. 

 It is likely that pRB possesses more tumor suppressive activ-
ity than the other pocket proteins, as mutations that alter p107 
and p130 are very rarely observed in human cancers  (  107  ) . 
Indeed, pRB seems to have a nonredundant role in tumor sup-
pression by permanently repressing E2F target genes during 
cellular senescence, but not quiescence. These observations 
mean that loss of pRB, but not p107 or p130, results in a defec-
tive senescence response  (  108  ) . 

 Given that p16INK4a inhibits the inactivation of pRB by CDKs 
 (  109  ) , a loss-of-function of p16INK4a conceivably has similar conse-
quences as a loss-of-function of pRB. Several types of human cells 
accumulate p16INK4a protein as they approach senescence  (  110  ) . 
Senescent  fi broblasts potentially contain p16INK4a levels 40 times 
greater than early passage cells. The deletion of p16INK4a is common 
in immortalized tumor cell lines  (  111  ) , and several non- tumorigenic 
in vitro immortalized cell lines also lack functional p16INK4a protein. 
Expression of p16INK4a-speci fi c antisense in naïve MEFs increases 
the probability of immortalization of these cells  (  83  ) . In accordance 
with this observation, mice cells that are made nullizygous for 
p16INK4a by targeted deletion undergo immortalization more readily 
than normal control cells  (  112,   113  ) . However, these cells show 
normal senescence kinetics. P16INK4a knockout mice develop nor-
mally to adulthood and are fertile, which indicates that the indi-
vidual INK4 proteins are not essential for development. However, 
p16INK4a de fi ciency results in a low susceptibility to spontaneous 
tumor development and increased tumor susceptibility under 
speci fi c carcinogenic protocols  (  112,   113  ) . 

 The polycomb group of proteins is critical for the transcriptional 
repression of the  INK4A-ARF  locus. MEFs de fi cient for the poly-
comb group protein BMI1 underwent premature cellular senes-
cence, due to the de-repression of  INK4A  and  ARF  genes  (  114  ) . 
The polycomb group proteins are chromatin remodelers that repress 
gene expression by shaping chromatin structure  (  115,   116  ) . 

 The Id family of helix–loop–helix (HLH) transcriptional regu-
latory proteins coordinates cell growth along with differentiation 
pathways and regulates G1-S cell-cycle transitions. Loss of Id1 
increases the expression of the tumor suppressor p16yInk4a but not 
p19yARF. Id1 depletion also reduces    cyclin-dependent kinase 
(CDK) 2 and CDK4 kinase activity, which leads to premature senes-
cence  (  117,   118  ) . Id1 directly inhibits p16yInk4a, but not p19yARF, 
promoter activity via its HLH domain. Therefore, Id1 is an inhibi-
tor of cellular senescence via the repression of p16INK4a. 

 Crosstalk among the different pathways involved in senescence 
has been found  (  83  ) . This crosstalk might ensure the accurate exe-
cution of the senescence program. Moreover, genes, such as  myc , 
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that are involved in these pathways bypass senescence in human 
primary cells. Myc can bypass CDK4/6 inhibition by activating 
CDK2-cyclinA/E complexes and inducing the CDK-activating 
phosphatase CDC25A  (  119  ) . Moreover,  myc  induces degradation 
of p27, which in fl uences the inhibitory effects of PTEN. Finally, 
expression of myc induces telomerase activity by activating the 
transcription of the catalytic subunit  (  120  ) . The overall result is a 
single step immortalization of human cells induced by myc gene 
ampli fi cation  (  121  ) .  

 

 MicroRNAs (miRNAs) are small noncoding endogenous RNA 
molecules that regulate gene expression and protein coding by 
base pairing with the 3 ¢  untranslated region (UTR) of target 
mRNAs. MiRNA expression is associated with cancer pathogenesis 
because miRNAs are intimately linked to cancer development. 
Senescence blocks cell proliferation and represents an important 
barrier that cells must bypass to reach malignancy. Importantly, 
certain miRNAs have an important role during cellular senescence, 
which is also involved in human tumorigenesis  (  122  ) . 

 Several miRNAs are differentially expressed in senescent cells 
when compared to primary cells, which implies a role for miRNAs 
in senescence. Recently, miR-34a overexpression has been reported 
during senescence and can cause senescence in a p53-independent 
manner through repression of c-myc  (  123  ) . MiR-34a is downregu-
lated in pancreatic cancer cells, neuroblastomas, colon cancer cells, 
and lung cancer cells  (  124,   125  ) , which suggests a mechanism for 
immortalization. The expression levels of miR-29 and miR-30 
increase during cellular senescence, and these microRNAs directly 
repress B-Myb in conjunction with Rb-E2F complexes, which 
results in senescence  (  126  ) . MiR-29 is downregulated in cell lym-
phomas  (  127  ) , and the overexpression of miR-29 is suppressed 
during tumorigenicity in lung cancer cells  (  128  ) . MiR-449a sup-
presses pRB phosphorylation, which induces senescence  (  129–
  131  ) . A recent study has shown that miR-449a is downregulated 
in prostate cancer, which indicates that this miRNA regulates cell 
growth and viability, in part by repressing the expression of 
HDAC-1  (  131  ) . MiR-128a directly targets the Bmi-1 oncogene 
(polycomb ring  fi nger oncogene; BMI1), which increases p16INK4A 
expression and ROS. Collectively, these effects  promote cellular 
senescence in medulloblastoma cell lines. MiR-217, which is 
expressed in endothelial cells during aging, promotes prema-
ture senescence by inhibiting SIRT1 expression. This occurrence 
increases forkhead box O1 (FoxO1) expression  (  132  ) . In addition, 

  3.  MicroRNAs 
in Senescence
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miR-217 has been reported to be a novel tumor suppressive 
miRNA that targets K-Ras in pancreatic ductal adenocarcinoma 
due to decreases in tumor cell growth both in vitro and in vivo 
 (  133  ) . MiR-20a induces senescence in MEFs by directly down-
regulating the transcriptional regulator leukemia/lymphoma-
related factor (LRF), which induces p19ARF  (  134  ) . In addition, 
miR-519 induces senescence in cancer cell lines by repressing HuR 
expression  (  135  ) . In contrast, there are miRNAs that are down-
regulated during senescence, such as miR-15b, miR-24, miR-25, 
and miR-141, which directly target mitogen-activated protein 
kinase kinase (MKK4)  (  136  ) . 

 Recently, it was shown that 28 miRNAs prevented senescence 
induced by oncogenic RasG12V  (  134  ) . These miRNAs bypass 
RasG12V-induced senescence by directly targeting the 3 ¢ UTR of 
p21Cip1. Moreover, miR-372, miR-373, miR-302, and miR-520 
also bypass RasG12V-induced senescence through the downregu-
lation of LATS2 in addition to p21Cip1  (  134  ) . These identi fi ed 
proliferative miRNAs are associated with cancer development 
 (  122,   137  ) .  

 

 DNA methylation regulates the expression of senescence genes and 
is capable of controlling the process  (  9  ) . In human cancers, the 
silencing of tumor suppressor genes through aberrant DNA methy-
lation of the CpG island(s) in gene promoters is a common epige-
netic change  (  138  ) . Genes from an assortment of pathways are 
hypermethylated in cancer cells, including ones involved with DNA 
repair, cell-cycle control, invasion and metastasis. The tumor sup-
pressor genes BRCA1, p16INK4a, p15INK4b, p14ARF, p73, and APC are 
among those silenced by hypermethylation, although the frequency 
of aberrant methylation is somewhat tumor-type speci fi c. Recently, 
we found that inactivation of S-adenosylhomocysteine hydrolase 
(SAHH) confers resistance to p53- and p16(INK4)-induced prolif-
eration arrest and senescence  (  62  ) . SAHH was previously identi fi ed 
in an independent short hairpin RNA (shRNA) screen  (  139  ) . SAHH 
catalyzes the hydrolysis of S-adenosylhomocysteine to adenosine and 
homocysteine. In eukaryotes, this function is the major route for 
disposal of S-adenosylhomocysteine, which is formed as a common 
product of each of the many S-adenosylmethionine-dependent 
methyltransferases. Thus, SAHH regulates the methylation pro-
cesses. Interestingly, SAHH inactivation inhibits p53 transcriptional 
activity and impairs DNA-damage-induced transcription of p21Cip1. 
SAHH messenger RNA (mRNA) was lost in 50 % of tumor tissues 
from 206 patients with different kinds of tumors in comparison with 
normal tissue counterparts. Moreover, SAHH protein was also 
affected in some colon cancers  (  62,   63  ) .  

  4.  DNA Methylation 
in Senescence
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 Heterogeneity exists in the senescent responses among different 
types of senescence induction and tissues, and this diversity origi-
nates at the molecular level. However, some markers are common 
among the senescence types. P53 transcriptional activation increases 
along with the expression its targets and the INK4a proteins, while 
pRB phosphorylation is reduced. These characteristics are commonly 
viewed as biomarkers of senescence either in vitro or in vivo. 
Furthermore, drastic changes in the physiology of cells are observed 
in most known types of senescence. Clear biological signs follow 
senescent biology including: an increase in DNA-damage signals, 
the secretory phenotype proteins, and SA-b-gal activity; changes in 
the cellular and nuclear morphology, heterochromatin compaction 
and DNA methylation; changes in posttranslational modi fi cations 
in proteins (oxidation, glycosylation, acetylation, ubiquitination, 
etc.), which alter protein degradation, etc. Despite heterogeneity, 
the assessment of several of these markers should be suf fi cient to 
identify the senescence response.      
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    Chapter 5   

 Biomarkers of Cell Senescence Assessed 
by Imaging Cytometry       

     Hong   Zhao    and    Zbigniew   Darzynkiewicz         

  Abstract 

 The characteristic features of senescent cells such as their “ fl attened” appearance, enlarged nuclei and low 
saturation density at the plateau phase of cell growth, can be conveniently measured by image-assisted 
cytometry such as provided by a laser scanning cytometer (LSC). The “ fl attening” of senescent cells is 
re fl ected by a decline in local density of DNA-associated staining with 4,6-diamidino-2-phenylindole 
(DAPI) and is paralleled by an increase in nuclear area. Thus, the ratio of the maximal intensity of DAPI 
 fl uorescence per nucleus to the nuclear area provides a very sensitive morphometric biomarker of “depth” 
of senescence, which progressively declines during senescence induction. Also recorded is cellular DNA 
content revealing cell cycle phase, as well as the saturation cell density at plateau phase of growth, which is 
dramatically decreased in cultures of senescent cells. Concurrent immunocytochemical analysis of expres-
sion of p21 WAF1 , p16 INK4a , or p27 KIP1  cyclin kinase inhibitors provides additional markers of senescence. 
These biomarker indices can be expressed in quantitative terms (“senescence indices”) as a fraction of the 
same markers of the exponentially growing cells in control cultures.  

  Key words:   Cell aging ,  Chromatin structure ,  Cell cycle ,  Apoptosis ,  Nuclear size ,  Laser scanning 
cytometry ,  p21 WAF1  ,  p16 INK4a  ,  p27 KIP1  ,  Premature cell senescence    

 

 Cellular senescence can be subdivided into two distinct categories. 
The  fi rst is replicative senescence, observed after certain rounds of 
division as a loss of replicative capacity of normal proliferating dip-
loid cells in culture (“Hay fl ick’s limit”)  (  1  ) . This type of senescence 
is a consequence of a progressive shortening of telomeres with each 
division until a cell reaches the state of telomere dysfunction  (  2  ) . 
The second category is independent of telomere shortening or 
dysfunction and is referred to as premature cell senescence  (  3  ) . 
Persistent cellular stress including oxidative DNA damage leading 

  1.  Introduction
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to constitutive replication stress  (  4,   5  ) , activation of oncogenes  (  6  )  
and loss of tumor suppressor genes  (  7  )  are among the factors and 
mechanisms inducing premature cells senescence. Although during 
chemo- or radiotherapy apoptosis is the preferred mode of cell 
death in certain malignancies such as acute leukemia, in solid 
tumors the mechanism of growth suppression often relies on 
irreversible impairment of cell reproductive capacity de fi ned as a 
drug- or radiation-induced senescence, which also belongs to the 
category of premature senescence  (  8,   9  ) . There is growing body of 
evidence that induction of premature senescence in vivo plays also a 
critical role as barrier in tumor development, including prevention of 
tumorigenesis of the induced pluripotent stem cells (iPSCs)  (  10  ) . 

 Regardless of the category and the mechanism of induction of 
senescence there are common markers to identify senescent cells. 
The most characteristic are morphological features  (  11  ) . Senescent 
cells are characterized by “ fl attened” appearance, enlarged and 
often irregular-shaped nuclei, cytoplasmic granules and low satura-
tion density at the plateau phase of growth. An increase in cellular 
size is accompanied by an increase in nuclear and nucleolar size. 
There are numerous vacuoles in the cytoplasm, an increased num-
ber of cytoplasmic micro fi laments, enlarged lysosomal bodies, and 
a prominent Golgi apparatus  (  11–  13  ) . Also apparent in some types 
of cells are abnormalities of nuclear chromatin presented as senes-
cence-associated heterochromatic foci (SAHF). SAHF are abun-
dant in histone H3 modi fi ed at lysine 9 (K9M H3) and its binding 
partner heterochromatin protein 1 (HP1)  (  13–  16  ) . 

 Several molecular biomarkers also characterize senescent cells. 
Suppression of proliferation of these cells is to a large degree medi-
ated by an over-expression of inhibitors of cyclin-dependent kinases 
(CKIs) p21 WAF1 , p16 INK4A  and/or p27 KIP1  associated with the activa-
tion of tumor suppressor p53 pathways  (  17–  20  ) . Persistent expres-
sion of markers of DNA damage response, particularly of 
Ser139-phosphorylated histone H2AX ( g H2AX), is an additional 
feature of senescent cells  (  21,   22  ) . These molecular markers, how-
ever, are neither unique nor highly speci fi c to senescent cells. 
Among all biomarkers the most speci fi c are: (1) the characteristic 
changes in cell morphology, and (2) the induction of senescence-
associated  b -galactosidase activity, the latter considered being the 
hallmark of cell senescence  (  23,   24  ) . 

 We have recently reported that one of the most speci fi c mor-
phological features of senescent cells, namely their “ fl attening” and 
nuclear enlargement, can be quantitatively assessed using imaging 
cytometry, such as provided by the laser scanning cytometer (LSC) 
 (  25,   26  ) . LSC is the microscope-based quantitative-image analyzer 
that offers the combined advantages of  fl ow cytometry and image 
analysis  (  27–  29  )  (Fig.  1 ). It can analyze over100 cells per second, 
record a large number of the measured parameters including cell 
morphometric data, and preserve images of the analyzed cells. 
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We have recently shown that a simple assay based on measurement 
of nuclear size (area) combined with the intensity of maximal pixel 
of DNA-associated  fl uorescence per nucleus, after DNA staining 
with  fl uorescent dyes like DAPI, provides a convenient marker of 
the degree (“depth”) of cell senescence  (  26  ) . The protocol for 
identi fi cation of senescent cells and for quantitative assessment of a 
“depth” of cell senescence is given below. This protocol includes 
also immunocytochemical detection of CKIs p21 WAF1 , p27 KIP1  or, 
p16 INK4a , which are additional, although as mentioned, not highly 
speci fi c markers of senescent cells  (  17–  20  ) .   

 

      1.    Chambered slides, available from Nunc Lab-Tek II (Fisher 
Scienti fi c, Pittsburgh, PA):  see  Subheading  3.1 .  

    2.    Phosphate-buffered saline (PBS), pH 7.4.  
    3.    Formaldehyde (methanol-free, “ultrapure”) (Polysciences, 

Warrington, PA), 1% (v/v) in PBS ( see   Note 1 ).  
    4.    Ethanol (70%).  
    5.    Coplin jars.  

  2.  Materials

  2.1.  Common 
Materials

  Fig. 1.    Schematic illustration of iCys ®  Research Imaging Cytometer out fi tted with 405, 488, 532, and 633 nm lasers.       
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    6.    Para fi lm “M” (American National Can, Greenwich, CT).  
    7.    Solution of 0.1%Triton X-100 (v/v) (Sigma/Aldrich, St. Louis, 

MO) in PBS.  
    8.    Antifade coverslips mounting medium (Invitrogen/Molecular 

Probes).      

      1.    Bovine serum albumin (BSA; Sigma/Aldrich) dissolved (1%; w/v) 
in PBS (BSA solution).  

    2.    p21 WAF1  and/or p16 INK4a  and/or p27 KIP1 Ab (Santa Cruz 
Biotechnology, Santa Cruz, CA) ( see  Subheading  3 ).  

    3.    The secondary  fl uorochrome-tagged Abs: AlexaFluor 488 or 
AlexaFluor 633 Ab (Invitrogen/Molecular Probes, Eugene, 
OR).  

    4.    Stock solution of 4 ¢ ,6-diamidino-2-phenylindole (DAPI; 
Invitrogen/Molecular Probes). Dissolve 1 mg DAPI dihydro-
chloride in 1 mL of deionized water (2.66 mM concentration) 
( see   Note 2 ).  

    5.    Staining solution of DAPI prepared freshly before the use: Add 
5  m L of the stock DAPI solution to 2 mL of PBS ( fi nal DAPI 
concentration 2.5  m g/mL).      

      1.       LSC, preferentially a new model of LSC (iGeneration; Research 
Imaging Cytometer; iCys ® ) manufactured by CompuCyte, 
Westwood, MA (Fig.  1 ) ( see   Note 3 ).       

 

      1.    The methodology is applicable to cells growing attached to 
surface of culture vessel and not to cells growing in suspension. 
Because morphology of cells undergoing replicative senescence 
(e.g., due to telomere dysfunction) is similar to that of pre-
mature senescence such as that of stress- or drug-induced, 
this protocol can be used to assess depth of senescence in 
either case.  

    2.    Prepare cell cultures by seeding cells on single- or multicham-
bered incubation slides ( see   Notes 4 – 6 ) for approaches to induce 
premature cell senescence in these chambered cultures.      

      1.    Remove the culture medium from each chamber on the slide 
and replace it with PBS, to  fi ll up the chamber.  

    2.    Remove PBS and replace it with ice-cold 1% formaldehyde 
solution in PBS, to  fi ll up the chamber, close chambers caps. 
Keep cells in formaldehyde on ice for 15 min.  

  2.2.  Immunocyto-
chemical and DNA 
Staining Reagents

  2.3.  Equipment 
to Measure Cell 
Fluorescence

  3.  Methods

  3.1.  Induction 
of Cell Senescence

  3.2.  Cell Fixation 
and Staining
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    3.    Remove formaldehyde and replace it with ice-cold PBS, close 
chamber caps and transfer slides to refrigerator at 4°C. The 
slides can be stored in PBS at 4°C for up to 12 h.  

    4.    After storage in PBS, carefully remove the chamber’s walls 
from the slides and incubate the slides in PBS in Coplin jars 
for 5 min.  

    5.    Remove the slides from Coplin jar and place them horizontally 
in a moisturized chamber.  

    6.    Carefully layer a small volume (approximately100  m L) of 0.1% 
Triton X-100 in PBS for 15 min, then 1% BSA solution for 
30 min.  

    7.    After 30 min replace the BSA solution with the solution of 
BSA containing primary p21 or p16 Ab at 1:100 dilution 
( see    Notes 7  and  8 ), incubate at room temperature for 1.5 h 
or overnight at 4°C.  

    8.    Rinse the cells with 1% BSA solution in PBS and layer approx-
imately 100  m L of BSA solution containing AlexaFluor 488 
or AlexaFluor 633-tagged secondary Ab at 1:100 dilution 
( see    Note 7 ), incubate for 45 min at room temperature.  

    9.    Rinse the slides with PBS and layer approximately 100  m L of 
DAPI staining solution.  

    10.    After 15 min, rinse away the DAPI staining solution with PBS, 
then add a drop of anti-fade mounting medium and mount 
under the coverslip ( see   Note 9 ).      

      1.    Measure cell  fl uorescence on LSC. Excite DAPI  fl uorescence 
with a 405 nm diode laser, AlexaFluor 488 with a 488 nm 
diode laser and AlexaFluor 633 with a 633 nm Helium–Neon 
laser. Collect blue (DAPI), green (AlexaFluor 488) and far red 
(AlexaFluor 633)  fl uorescence emission with the respective 
photomultipliers ( see   Notes 10 – 13 ).       

 

     1.    Formaldehyde is a  strong carcinogenic agent . Care should be 
exercised in handling this reagent. It should be noted that the use 
of methanol-free formaldehyde, as speci fi ed in this protocol, 
substitutes the use of paraformaldehyde (solid state substance), 
which is even more hazardous since it requires heating to 
hydrolyze it to obtain formaldehyde.  

    2.    The stock solution of DAPI is stable for several months when 
stored at 4°C in the dark.  

  3.3.  Fluorescence 
Measurement and 
Data Analysis

  4.  Notes
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    3.    Other type of  fl uorescence microscope or imaging system may 
by used provided that its capability for  fl uorescence analysis 
(hardware and software) makes possible to assess the cell 
 nuclear area and intensity of maximal pixel of DNA-associated 
nuclear  fl uorescence  (after staining with DAPI or with another 
DNA- fl uorochrome).  

    4.    Premature senescence can be induced by cell treatment with 
low concentrations of a DNA damaging drug, which leads to 
persistent replication stress revealed as inhibited progression 
through S phase. Alternatively one can induce premature 
senescence by upregulation of expression of CKIs, which often 
arrests cells in G 1  or G 2 . Activation of certain oncogenes that 
leads to enhancement of transcription and/or translation can 
also induce senescence. The premature cell senescence is opti-
mally induced by promoting  growth imbalance  which takes 
place when cell growth (overall transcription and translation) 
continues concurrently with inhibition of cell cycle progres-
sion  (  26,   30  ) . When the rates of transcription and translation 
are high (e.g., activated by certain oncogenes) and cell cycle 
progression is abruptly halted the induction of senescence is 
rapid, generally seen within the time period equivalent of two 
to three cell generation times. Slowing the growth rate slows 
the induction and reduces the depth of cell senescence  (  26  ) . 
( see   Notes 5  and  6 ).  

    5.    We induced premature senescence by exposure of cells to low 
concentration of DNA topoisomerase II inhibitor mitoxan-
trone (Mxt)  (  25  ) . Speci fi cally human pulmonary carcinoma 
A549 cells cultured in Ham’s F12K medium (GIBCO/
Invitrogen) or WI-38  fi broblasts grown in MEM Eagle–Earle 
(GIBCO/Invitrogen) were treated with 1 or 2 nM Mxt 
(Sigma/Aldrich) for 2–4 days. In another set of experiments 
senescence of A549 or WI-38 cells was induced by treatment 
with 0.5 or 1.0  m M histone deacetylase inhibitor Trichostatin 
A (TSA) (Sigma/Aldrich) for 2 or 3 days  (  26  ) .  

    6.    Other drugs than Mxt or TSA can be used to induce prema-
ture cell senescence. As mentioned, their concentration should 
be high enough to arrest cell cycle progression but not too 
high to signi fi cantly suppress transcription and translation. The 
“depth” of cell senescence correlates with time interval of 
treatment with the drug. This protocol can also be used to 
assess replicative senescence of normal cells resulting from 
telomeres dysfunction  (  1,   2  ) .  

    7.    For optimal immunocytochemical detection it is advised to test 
various dilutions (titer) of the primary and secondary Abs in the 
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pilot experiments. Speci fi cally, in addition to the  concentration 
advised by the supplier, two and fourfold lower and higher con-
centrations have to be tested. The  optimal concentration  is the 
one at which the  signal to noise ratio  (ratio of the highest 
 fl uorescence intensity of cells positively stained with Ab to 
 fl uorescence intensity of Ab-negative cells) is  maximal .  

    8.    Primary and/or secondary Abs from suppliers other than listed 
in this protocol can be used to immunocytochemically to 
detect p21 WAF1 , p16 INK4a , or p27 KIP1  protein. While ordering, 
check the supplier whether the primary Abs can be used for 
immunocytochemistry and not only for Western blotting.  

    9.    To preserve the specimen for longer period of time or trans-
port it, seal the cells mounted in anti-fade under coverslip with 
nail polish or melted paraf fi n.  

    10.    In addition to measurement of  fl uorescence of DAPI concur-
rently with expression of p21 WAF1 , p16 INK4a , or p27 KIP1  other 
markers relevant to cell senescence can be analyzed. Among 
the latter are markers of DNA damage response such as expres-
sion of  g H2AX and/or activation of  Ataxia Telangiectasia  
mutated (ATM) protein kinase, which can be detected by 
phospho-speci fi c Abs and measured by LSC  (  31–  33  ) .  

    11.    The integral of DAPI  fl uorescence intensity per nucleus pro-
vides information on cellular DNA content and thereby on cell 
cycle-phase distribution of the population of senescent cells 
(Fig.  2 ; DNA content frequency histograms).   

    12.    Fluorochromes other than DAPI like Hoechst 33342, 
DyeCycle Violet, DRAQ5 or propidium iodide (PI) can be 
used to stain DNA  (  33  ) . The use of PI requires pretreatment 
of cells with RNase A.  

    13.    Among the measured by LSC parameters useful to characterize 
“depth” of cell senescence are: (1) intensity of maximal pixel of 
DNA-associated  fl uorescence (DAPI); (2) area of nucleus 
based on the image of DAPI- fl uorescence, which equals to the 
number of DAPI pixels; (3)  fl uorescence intensity of Ab used 
as a marker of the respective CKI (p21 WAF1 , p16 INK4a , or p27 KIP1 ) 
integrated over the nucleus, and (4) intensity of DAPI 
 fl uorescence over the nucleus (integral), providing information 
about position of cell in the cell cycle (G 1  vs. S vs. G 2 M). 
Recorded is also cell density on the slide, which provides infor-
mation about the saturation density of cells at con fl uence. 
Compare changes in these parameters recorded on senescent 
cells with the control exponentially growing cells to obtain the 
“Senescence Index” (SI). Examples of analysis of these param-
eters are provided in Figs.  2  and  3 .           



  Fig. 2.    Analysis of nuclear changes and expression of p21 WAF1  of A549 cells in cultures treated with mitoxantrone (Mxt) to 
induce cell senescence. The cells were untreated (Ctrl) or treated with 2 nM Mxt for 24, 48, or 72 h, their DNA was stained 
with DAPI and expression of p21 WAF1  was detected immunocytochemically (AlexaFluor 633 nm indirect Ab). The intensity of 
maximal (max) pixel of DNA-bound DAPI  fl uorescence reveals highest local level of chromatin condensation per nucleus. 
In the untreated cultures mitotic (M) and immediately postmitotic (pM) cells have the highest value of maximal pixel, 
re fl ecting their highly condensed chromatin. In senescing cells due to “ fl attening” of the cell and nucleus, the nuclear area 
is  increased  and intensity of maximal pixel of DAPI  fl uorescence is  decreased   (  25 ,  26  ) . The insets in the top left panels 
show DNA frequency histograms of cells from the respective cultures. The bar plots at the bottom panels show  mean 
values  (±standard deviation) of nuclear DNA (DAPI) area, mean value of DNA (DAPI)  fl uorescence intensity of maximal pixel 
per nucleus, and the ratio of maximal pixel to nuclear area. The ratio of maximal pixel to nuclear area of the Mxt-treated 
cells (“cell senescence index”; SI) is expressed as a fraction of such ratio of the respective control (untreated cells, cells 
growing exponentially) (SI = 1.0). The lowest is the SI value the greater is “depth” of senescence.       

  Fig. 3.    Decreased cell saturation density at con fl uence as another marker (senescence index, SI) re fl ecting “depth” of cell 
senescence. The A6549 cells were untreated (Ctrl) or grown in the presence of 2 nM mitoxantrone (Mxt) for 48 or 72 h in 
chamber slide-cultures. The cells were  fi xed and stained with DAPI as described in the protocol. Their presence and loca-
tion on the slides concurrently with other parameters (measured as shown in Fig.  2 ) was recorded by LSC  (  25,   27–  29  ) . The 
observed decrease in cell density in the Mxt-treated cultures is presented as a fraction (senescence index, SI) of cell den-
sity in the untreated exponentially growing culture (SI = 1.00).       
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    Chapter 6   

 Cyto fl uorometric Assessment of Cell Cycle Progression       

     Ilio   Vitale *   ,    Mohamed   Jemaà *   ,    Lorenzo   Galluzzi   ,    Didier   Metivier   , 
   Maria   Castedo   , and    Guido   Kroemer         

  Abstract 

 One of the most prominent features of cellular senescence, a stress response that prevents the propagation 
of cells that have accumulated potentially oncogenic alterations, is a permanent loss of proliferative poten-
tial. Thus, at odds with quiescent cells, which resume proliferation when stimulated to do so, senescent 
cells cannot proceed through the cell cycle even in the presence of mitogenic factors. Here, we describe a 
set of cyto fl uorometric techniques for studying how chemical and/or physical stimuli alter the cell cycle 
in vitro, in both qualitative and quantitative terms. Taken together, these methods allow for the identi fi cation 
of  bona  fi de  cytostatic effects as well as for a re fi ned characterization of cell cycle distributions, providing 
information on proliferation, DNA content as well as on the presence of cell cycle phase-speci fi c markers. 
At the end of the chapter, a set of guidelines is offered to assist researchers that approach the study of the 
cell cycle with the interpretation of results.  

  Key words:   Cancer ,  Cyclin B1 ,  HCT 116 ,  Histone H3 ,  Mitosis  

    

 The cell cycle is an evolutionarily conserved and tightly regulated 
series of events by which cells become capable of generating a prog-
eny. To this aim, cells must (1) grow in size (at least to some extent), 
(2) replicate critical and numerically limited organelles including 
centrioles, and (3) duplicate their genetic material. These require-
ments ensure that each of the daughter cells will be provided with 
one copy of the cellular genome as well as with a set of organelles 
that will sustain its survival  (  1  ) . Such newly generated cells will 
either promptly resume the cell cycle to undertake additional rounds 

  1.  Introduction

 *I.V. and M.J. equally contributed to this paper. 
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of cell replication (as in the case of actively proliferating cells), or 
undergo three distinct non-proliferative fates: differentiation, 
quiescence, and senescence  (  2,   3  ) . The  fi rst scenario is that of highly 
specialized cells that acquire their terminal functions, such as car-
diomyocytes and neurons. These cells, as well as many others in the 
body, activate precise genetic programs that allow them to become 
highly specialized, de facto losing the possibility to proliferate  (  4,   5  ) . 
Quiescence is the state of cells that temporarily exit the cell cycle in 
response to speci fi c stimuli, but do not loose the possibility to enter 
it again and resume proliferation. An example of this behavior is 
provided by hematopoietic stem cells, which massively proliferate 
when the need for mature hematopoietic cells is elevated (such as in 
response to infections, or upon a consistent blood loss), but “rest” 
(at least part of them) if the requirements are lower  (  6  ) . Senescence, 
on the contrary, constitutes a permanent loss of proliferative poten-
tial that occurs in cells that have accumulated potentially mutagenic 
alterations, including DNA damage and oxidative modi fi cations of 
lipid and proteins  (  7,   8  ) . 

 In somatic cells, the cell cycle includes four sequential steps, or 
phases: the gap 1 phase (best known as G 1 , which was named as 
such because it appeared as a poorly characterized interval between 
mitosis and DNA replication, the  fi rst processes of the cell cycle to 
be clearly recognized); the DNA synthesis (S) phase, the gap 2 
(G 2 ) phase, and mitosis (M phase)  (  9  ) . In G 1 , newly generated cells 
increase in size and prepare for the subsequent S phase, in which 
DNA replication takes place. In G 2 , cell growth continues and 
multiple control mechanisms ensure that cells are ready to under-
take mitosis. The correct progression throughout the cell cycle is 
driven by the timely activation/inactivation of speci fi c serine/thre-
onine kinases including cyclin-dependent kinases (CDKs)  (  10  ) . In 
turn, the catalytic activity of CDKs is regulated by multiple mecha-
nisms: (1) upon their heterodimerization with cyclins, small pro-
teins that are expressed and degraded in a cell cycle-speci fi c fashion; 
(2) upon the binding of so-called CDK inhibitors, such as p21 WAF1  
and p27 KIP1 ; and (3) by posttranslational modi fi cations such as 
phosphorylation/dephosphorylation events  (  11–  13  ) . Additional 
serine/threonine kinases participate in the regulation of the cell 
cycle in a mitosis-restricted fashion. These factors include Aurora 
kinases (AURKs), Polo-like kinases (PLKs), and MPS1  (  14,   15  ) . 

 The transitions between G 1  and S as well as between G 2  and 
M are known as G 1  (or restriction) and G 2  checkpoint, respec-
tively. The G 1  checkpoint constitutes a point at which cells arrest 
if they do not receive appropriate stimuli for proliferation (which 
is de facto engaged when cells enter the S phase) or if their genetic 
material is damaged beyond a certain threshold  (  16,   17  ) . On the 
contrary, the G 2  checkpoint ensures that cells that bear defects 
such as partially unreplicated or highly damaged DNA as well as 
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unreplicated centrioles do not enter a potentially abortive or 
oncogenic mitosis  (  16,   18,   19  ) . Additional checkpoint mecha-
nisms that operate throughout the cell cycle include the intra-S 
checkpoint, blocking cell cycle progression in the presence of 
stalled replication forks or damaged DNA  (  20,   21  ) ; the spindle-
assembly checkpoint (SAC, also known as mitotic checkpoint), 
which ensures the metaphase-to-anaphase transition only when 
all chromosomes are properly aligned at the metaphase plate  (  22, 
  23  ) ; and the so-called tetraploidy (or post-mitotic) checkpoint, a 
hitherto debated process that would restrict the proliferation/
survival of illicitly generated non-diploid cells  (  24–  26  ) . Of note, 
multiple tumor suppressor proteins, including ATM, BRCA1, 
p53, and RB, have been shown to contribute to these control 
mechanisms  (  27–  30  ) . In line with this notion, cell cycle check-
points appear to be frequently deregulated in cancer, and this has 
been causally linked to increased aggressiveness, resistance to 
therapy and worsened prognosis  (  31,   32  ) . 

 Nevertheless, the tumor cell-speci fi c deregulation of cell cycle 
checkpoints might constitute a target for the design of new chemo-
therapeutic/chemopreventive strategies against cancer. Proof-of-
principle for this notion has already been provided in multiple 
preclinical tumor models. For instance, highly aggressive tetraploid 
tumor cells rely much more than their diploid counterparts on the 
SAC, and can be selectively eliminated by the depletion/inactiva-
tion of speci fi c SAC components/regulators  (  33,   34  ) . Along simi-
lar lines, inhibitors of mitotic kinases including PLK1, AURKs, 
and/or MPS1 preferentially kill cells harboring defects in the p53 
system, in spite of the fact that these cells are highly resistant to the 
induction of apoptosis by conventional chemotherapeutics  (  35–
  37  ) . Intriguingly, such a preferential toxicity appears to be linked 
to the incapacity of p53-de fi cient (but not p53-pro fi ceint) cells to 
undergo cell cycle arrest in response to tetraploidization, as induced 
by PLK1 and MPS1 inhibitors. 

 In this chapter, we outline a few protocols that can be rou-
tinely employed to assess proliferation and cell cycle distribution 
by cyto fl uorometry. We applied these techniques to compare the 
effects on cell cycle progression of commercially available drugs 
that perturb key phases of the cell cycle (such as DNA replication 
and mitotic entry/execution/completion) and/or activate cell 
cycle checkpoints. To this aim, we undertook a two-step approach. 
First, we demonstrated the cytostatic effects of these agents on an 
easily manageable human cancer cell line (human colon carci-
noma HCT 116 cells). Second, we characterized in a re fi ned fash-
ion how these agents affect cell cycle progression in the same 
cellular model. This procedure is amenable for precisely evaluat-
ing cell cycle perturbations as induced by known or novel phar-
macological agents.  
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  ●      0.22  m m  fi lters.  
  0.5, 1.5, and 2   ● m L microcentrifuge tubes.  
  15 and 50 mL conical centrifuge tubes.   ●

  25, 75, or 175 cm  ● 2   fl asks for cell culture.  
  5 mL, 12 × 75 mm FACS tubes.   ●

  6-, 12-, 24-, 96-well plates for cell culture.   ●

  Counting chamber: Improved Neubauer or Bürker  ●

hemocytometer.     

  ●     Cyto fl uorometer (see  Note 1 ):
   FACSVantage (BD, San José, USA), equipped with a UV  –
laser (argon ion laser emitting at 488 nm) and a 70  m m 
nozzle, and controlled by the operational/analytical soft-
ware CellQuest™ Pro (BD).  

  Gallios (Beckman Coulter, Miami, USA), equipped with  –
three solid-state lasers emitting at 488, 638, and 405 nm (ten 
colors), and controlled by the operational Gallios software.     

  Bright- fi eld inverted microscope: XDS-1R (Optika,  ●

Ponteranica, Italy), equipped with 10×, 25×, and 40× long 
working distance plan achromatic objectives.     

  ●     CellQuest™ Pro (BD).  
  Kaluza software (Beckman Coulter).   ●

  Win-MDI 2.9 (©1993–2000, Joe Trotter).      ●

  ●     Alignment beads: AlignFlow™ Plus  fl ow cytometry alignment 
beads, 6  m m, for 350–370 nm (UV) and 488 nm excitation, 
stock solution at ~1.2 × 10 8  beads/mL, stored at 4°C under 
protection from light (see  Notes 2  and  3 ).  
  Complete growth medium for HCT 116 human colon carci- ●

noma cells: McCoy’s 5A medium containing 4.5 g/L glucose 
and 4 mM  L -glutamine, supplemented with 1 mM sodium 
pyruvate, 100 mM HEPES buffer, 100 U/mL penicillin G 
sodium, 100  m g/mL streptomycin sulfate, and 10% fetal bovine 
serum (FBS); stored at 4°C (see  Notes 4  and  5 ).  
  Dimethylsulfoxide (DMSO) (Sigma-Aldrich, St Louis, MO,  ●

USA) (see  Note 6 ).  
  Phosphate buffered saline (PBS) 1×: 137 mM NaCl, 2.7 mM  ●

KCl, 4.3 mM Na 2 HPO 4 , 1.4 mM KH 2 PO 4  in deionized water 
(dH 2 O), adjust pH to 7.4 with 2 N NaOH; stored at room 
temperature (RT).  

  2.  Materials

  2.1.  Common 
Materials

  2.1.1.  Disposables

  2.1.2.  Equipment

  2.1.3.  Software

  2.1.4.  Reagents



976 FACS-Assisted Analysis of the Cell Cycle

  Sheath  fl uid: FACSFlow™ (BD) and IsoFlow™ Sheath Fluid  ●

(Beckman Coulter), stored at RT (see  Note 7 ).  
  Trypan blue (TB), stock solution in PBS, 0.4% (w/v), stored  ●

at RT (see  Notes 8  and  9 ).  
  Trypsin/EDTA: 0.25% trypsin, 0.38 g/L (1 mM) EDTA × 4  ●

Na +  in HBSS, stored at  – 20°C (see  Notes 10 – 12 ).  
  Chemicals (see  Note 13 ). ●

   AZD 1152-HQPA (Selleck Chemicals, Munich,  –
Germany), MW = 507.56 g/mol, stock solution in DMSO 
at 10 mM, stored at  – 20°C under protection from light 
(see  Notes 14 – 16 ).  
  Nocodazole (Sigma-Aldrich): MW = 301.3 g/mol, stock  –
solution in DMSO at 10 mM, stored at  – 20°C under pro-
tection from light (see  Notes 17 – 19 ).  
  Roscovitine (Sigma-Aldrich): MW = 354.5 g/mol, stock  –
solution in DMSO at 10 mM, stored at  – 20°C under pro-
tection from light (see  Notes 20 – 22 ).  
  SP600125 (Sigma-Aldrich): MW = 220 g/mol, stock solu- –
tion in DMSO at 30 mM, stored at  – 20°C under protec-
tion from light (see  Notes 23 – 25 ).  
  Thymidine (Sigma-Aldrich): MW = 242.23 g/mol, stock  –
solution in complete medium at 50 mM (see  Notes 26 – 28 ), 
stored at +4°C.         

  ●     5(6)-Carboxy fl uorescein diacetate  N -succinimidyl ester 
(CFSE) (Molecular Probes-Invitrogen), stock solution in 
DMSO at 5 mM, stored at −20°C under protection from light 
(see  Notes 29 – 32 ).     

  ●     Bovine serum albumin (BSA) (Sigma-Aldrich), stock solution 
10 mg/mL in dH 2 O, stored at 4°C (see  Note 33 ).  
  DNA dyes (Molecular Probes-Invitrogen) (see  Notes 34  and 35): ●

   4  – ¢ ,6-Diamidino-2-phenylindole, dihydrochloride (DAPI), 
stock solution in dH 2 O at 10 mM, stored at 4°C under 
protection from light (see  Notes 36 – 38 ).  
  7-Aminoactinomycin D (7-AAD), stock solution in DMSO  –
at 1 mg/mL, stored at −20°C under protection from light 
(see  Notes 39 – 41 ).  
  FxCycle™ far-red stain (FxCycle), stock solution in DMSO  –
at 200  m M, stored at −20°C under protection from light 
(see  Notes 42 – 44 ).  
  Hoechst 33342, stock solution in dH  – 2 O or DMSO at 
10 mg/mL, stored at 4°C under protection from light 
(see  Notes 45 – 48 ).  

  2.2.  Assessment 
of Cell Proliferation

  2.3.  Quanti fi cation of 
Cell Cycle Distribution
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  Propidium iodide (PI), stock solution in dH  – 2 O at 
1 mg/mL, stored at 4°C under protection from light 
(see  Notes 49 – 51 ).       

  ●     Fixative solution: Ice-cold 75% ethanol in dH 2 O, stored at 
−20°C (see  Note 52 ).  
  Staining solution: 20   ● m g/mL 7-AAD (see  Notes 39 – 41 ), 10  m M 
DAPI (see  Notes 36 – 38 ), 1  m M FxCycle (see  Notes 42 – 44 ) or 
50  m g/mL PI (see  Notes 49 – 51 ), in 0.1% (w/v)  D -glucose in 
PBS supplemented with 1  m g/mL (w/v) ribonuclease (RNase) 
A (Sigma-Aldrich) (see  Note 53 ), prepared extemporarily.     

  ●     Click-iT ®  EdU Flow Cytometry Assay Kit (Molecular Probes-
Invitrogen) (see  Note 54 ):

   5-Ethynyl-2  – ¢ -deoxyuridine (EdU), stock solution in 
DMSO at 10 mM, stored at −20°C in small aliquots (see 
 Notes 55  and  56 ).  
  Alexa Fluor  – ®  488 Azide, working solution made by adding 
260  m L DMSO, stored at −20°C in small aliquots (see 
 Note 57 ).  
  Click-iT  – ®  EdU buffer additive, 10× stock solution in 
dH 2 O, stored at −20°C (see  Note 58 ).  
  Click-iT  – ®  EdU reaction buffer, 10× solution containing 
TBS (see  Note 59 ).  
  Click-iT  – ®   fi xative: 4% paraformaldehyde in PBS (see  Notes 
60  and  61 ).  
  Click-iT  – ®  saponin-based permeabilization and wash 
reagent, 10× solution in 1% (w/v) BSA in PBS, stored at 
4°C (see  Notes 33  and  62 ).  
  Click-iT  – ®  Triton ®  X-100-based permeabilization reagent, 
1× solution in PBS, stored at 4°C (see  Note 63 ).  
  CuSO  – 4 , stock solution in dH 2 O at 100 mM stored at 4°C 
(see  Note 64 ).        

  ●     Primary antibodies (see  Note 65 ).
   Anti-cyclin B1 (mouse monoclonal IgG  – 1 , #554176, BD 
Biosciences), provided as a 250  m g/mL solution in aque-
ous buffer containing  £ 0.09% sodium azide (see  Note 2 ).  
  Anti-phosphorylated histone H3 (Ser28) (rabbit antise- –
rum, #07-145, Millipore-Chemicon International, 
Temecula, CA, USA), provided as a 1 mg/mL solution in 
buffer containing 0.1 M Tris-Glycine (pH 7.4), 150 mM 
NaCl, and 0.05% sodium azide (see  Note 2 ).     

  2.3.1.  Cell Cycle Pro fi ling

  2.3.2.  Quanti fi cation 
of Cells in the S Phase: 
EdU Incorporation Assay

  2.3.3.  Assessment 
of Histone H3 
Phosphorylation 
and Cyclin B1 Levels
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  Secondary antibodies (see  Notes 65  and  66 ): ●

   Alexa Fluor  – ®  488 Goat Anti-mouse IgG (H + L) (Molecular 
Probes-Invitrogen, #A1101), provided as a 1 mg/mL solu-
tion in 0.1 M sodium phosphate, 0.1 M NaCl, 2 mM EDTA, 
1% glycerol,  £ 0.05% sodium azide (pH 7.5) (see  Note 2 ).  
  Alexa Fluor  – ®  568 Goat Anti-rabbit IgG (H + L) (Molecular 
Probes-Invitrogen), provided as a 1 mg/mL solution in 
0.1 M sodium phosphate, 0.1 M NaCl, 2 mM EDTA, 1% 
glycerol,  £ 0.05% sodium azide (pH 7.5) (see  Note 2 ).     

  Tween 20 (see  Note 2 ).        ●

 

      1.    Upon thawing, maintain human colon carcinoma HCT 116 
cells in complete growth medium within 75 cm 2   fl asks (37°C, 
5% CO 2 ) (see  Note 67 ).  

    2.    When con fl uence approaches 80–90% (see  Note 68 ), remove 
and discard culture medium, gently rinse the cell layer with 
pre-warmed PBS (see  Note 69 ) and detach cells with 0.25% 
(w/v) Trypsin-EDTA solution or with TrypLE™ Express (see 
 Notes 70 – 72 ).  

    3.    Upon detachment, add complete growth medium (see 
 Note 73 ) and transfer aliquots of the cell suspension to new 75 
or 150 cm 2   fl asks, to constitute fresh maintenance cultures 
(see  Notes 68  and  74 ).  

    4.    Alternatively, for experimental determinations, seed cells in 
25 cm 2   fl asks or 12-well plates, depending on the speci fi c 
experimental setting (see below) (see  Note 75 ).  

    5.    Twenty-four hour after seeding (to allow cells to adhere, 
readapt and recover normal growth rates) (see  Note 76 ), 
chemicals can be administered at the concentration of choice 
in fresh, complete growth medium (see  Note 77 ).  

    6.    Cells treated with an equivalent volume of the solvent used for 
the reconstitution of drugs will provide appropriate negative 
control conditions (see  Note 78 ).      

       1.    Seed ~0.8 × 10 5  HCT 116 cells in 12-well plates (1 mL growth 
medium/well) and let adhere for 24 h.  

    2.    Treat adherent cells by substituting the culture medium with 
complete medium supplemented with the agent of choice (see 
Subheading  3.1 , steps 5 and  6  and  Notes 76 – 79 ).  

    3.    At the end of the stimulation period, collect culture supernatants 
in 5 mL FACS tubes ( see   Notes 80  and  81 ).  

  3.  Methods

  3.1.  Cell Culture 
and Treatment 
with Chemicals

  3.2.  Assessment 
of Cell Proliferation

  3.2.1.  Assessment of Cell 
Proliferation: Cell Counting 
with Beads
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    4.    Detach adherent cells with ~0.5 mL trypsin/EDTA per well 
( see   Notes 70 – 72 ).  

    5.    Upon detachment, add 1 mL of complete growth medium and 
transfer cells to the FACS tubes containing the corresponding 
supernatant ( see   Note 73 ).  

    6.    Dilute alignment beads in pre-warmed complete growth 
medium (1 drop/mL) ( see   Notes 2  and  3 ).  

    7.    Centrifuge samples at 300 ×  g , RT, for 5 min and discard 
supernatants.  

    8.    Resuspend cell pellets in 0.3 mL of the bead-containing solu-
tion ( see   Notes 82  and  83 ).  

    9.    Analyze samples by means of a classic cyto fl uorometer allowing 
for the acquisition of light scattering data, and  fl uorescence in 
(at least) two separate channels (e.g., green and red).  

    10.    Perform acquisition and analysis by  fi rst gating on events that 
are characterized by normal light scattering parameters (for-
ward scatter, FSC; and side scatter, SSC) (see  Notes 84  and 85) 
(Fig.  1a ).       

      1.    Seed 0.5–1 × 10 6  HCT 116 cells in 5–10 mL complete growth 
medium in 25 cm 2   fl asks and allow them to adhere for 24 h.  

    2.    Discard supernatant ( see   Notes 76 ,  80 , and  81 ), wash adher-
ent cells with 5 mL pre-warmed PBS ( see   Note 69 ), and detach 
them with 1–2 mL trypsin-EDTA ( see   Notes 70 – 72 ).  

    3.    Upon detachment, add 5 mL complete growth medium ( see  
 Note 73 ) and collect cells in 15 mL centrifuge tubes.  

    4.    Centrifuge samples at 300 ×  g , RT, for 5 min, remove superna-
tants and resuspend cell pellets in 1 mL cold PBS containing 
2.5  m M CFSE ( see   Notes 29  and  86 ).  

    5.    Incubate cells for 5 min at RT under protection from light.  
    6.    Thereafter, add 1 mL FBS to stop the CFSE labeling, centri-

fuge as above ( see   step 4 ) and wash cells twice with PBS.  
    7.    Check the staining quality by rapidly observing CFSE-labeled 

cells in  fl uorescence microscopy ( see also   Note 32 ).  
    8.    Seed CFSE-labeled cells in 12-well plates (~0.8 × 10 5  cells/well 

in 1 mL complete growth medium), let adhere for 24 h, and 
then treat them with the agents of choice ( see  Subheading  3.1 , 
 steps 5  and  6  and  Notes 76 – 79 ).  

    9.    After the appropriate time, collect cells as described above ( see  
Subheading  3.2.1 ,  steps 3 – 5 , and  7  and  Notes 70 – 73 ,  80 ,  81 , 
and  83 ), resuspend cell pellets in 0.3 mL cold PBS and per-
form cyto fl uorometric acquisition/analysis of the samples 
upon gating on events characterized by normal light scattering 
parameters ( see  Subheading  3.2.1 ,  steps 9  and  10  and  Notes 
84 ,  85 , and  87 ) (Fig.  1b ).       

  3.2.2.  Assessment 
of Cell Proliferation: 
CellTrace™ CFSE Staining
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       1.    Forty-eight hours upon seeding in 12-well plates, collect cells 
(together with the corresponding supernatants) in FACS tubes, 
as described Subheading  3.2.1 ,  steps 3 – 5  and  Notes 70 – 73 , 
 80 ,  81 , and  83 .  

    2.    Centrifuge cells as described in Subheading  3.2.1 ,  step 7  and 
discard supernatants.  

    3.    For live cell staining, resuspend pellets in 0.3 mL pre-warmed 
growth medium supplemented with 2  m M Hoechst 33342 ( see  
 Notes 34 ,  45 , and  83 ).  

    4.    Keep cells in staining conditions (37°C, 5% CO 2 , under pro-
tection from light) for 30 min and then proceed to 
cyto fl uorometric acquisition ( see  Subheading  3.2.1 ,  steps 9  
and  10  and  Notes 84 ,  85 ,  88 – 92 ) (Fig.  2 ).   

  3.3.  Cell Cycle Studies

  3.3.1.  Cell Cycle Pro fi ling

  Fig. 1.    Proliferation of colon carcinoma cells upon AZD 1152-HQPA, nocodazole, roscovitine, SP600125 or thymidine treat-
ment. ( a )  Beads-mediated cell counting.  Human colorectal carcinoma HCT 116 cells were left untreated or treated for the 
depicted time with 1  m M AZD 1152-HQPA, 100 nM nocodazole, 10  m M roscovitine, 30  m M SP600125 or 2 mM thymidine, 
then collected, resuspended in a bead-containing solution as detailed in Subheading  3.2.1  and analyzed by  fl ow cytometry. 
Cyto fl uorometric acquisition was interrupted after 5,000 beads and the corresponding number of events characterized by 
normal forward scatter (FSC) and side scatter (SSC) was determined. The  left panel  depicts the relative positioning of beads 
and cells on a FCS versus SSC  dot plot . On the right, quantitative data are reported. ( b ).  Assessment of cell proliferation by 
CellTrace™ CFSE staining.  Cells were stained with CFSE as detailed in Subheading  3.2.2 , then treated as in ( a ). Thereafter, 
 fl uorescence intensity (which diminishes with each cell division) was determined by cyto fl uorometry at the indicated time 
points. Histograms depict the overlay of subsequent acquisitions. Please note that control cells proliferate normally—as 
demonstrated by increased cell numbers ( a ) and decreased CFSE intensity ( b )—whereas cells exposed to AZD 1152-
HQPA, nocodazole, roscovitine, SP600125, or thymidine undergo a proliferative arrest. Data are representative of one out 
of three independent experiments yielding similar results.       

 



102 I. Vitale et al.

    5.    Alternatively, for  fi xed cell staining, add ice-cold 75% ethanol 
dropwise ( see   Note 93 ) and incubate samples at −20°C for at 
least 24 h.  

    6.    Centrifuge tubes at 300 ×  g  at 4°C for 5 min, discard ethanol 
and wash cells 2–3 times with cold PBS.  

    7.    Add 300  m L of the staining solution to cell pellets, incubate for 
30 min at 37°C, and then proceed to cyto fl uorometric acquisi-
tion ( see  Subheading  3.2.1 ,  steps 9  and  10  and  Notes 84 ,  85 , 
 88 ,  94 – 97 ) (Fig.  2 ).      

      1.    Seed HCT 116 cells in 12-well plates (0.8 × 10 5 /well), allow 
them to adhere for 24 h and then treat them with the agents of 
choice ( see  Subheading  3.1 ,  steps 5  and  6  and  Notes 76 – 79 ).  

    2.    After the appropriate incubation time, replace the culture 
medium with 1 mL pre-warmed growth medium supple-
mented with 10  m M EdU ( see   Notes 56  and  98 ). Cells incu-
bated with EdU-free complete growth medium constitute an 
appropriate negative control.  

  3.3.2.  Quanti fi cation 
of Cells in the S Phase: 
EdU Incorporation Assay

  Fig. 2.    Comparative analysis of the cell cycle pro fi ling obtained with different DNA dyes. Forty-eight hours after seeding, 
human colorectal carcinoma HCT 116 cells were collected and stained with Hoechst 33342, or—alternatively— fi xed with 
ethanol and stained with four different dyes: 7-aminoactinomycin D (7-AAD), 4 ¢ ,6-diamidino-2-phenylindole (DAPI), 
FxCycle™ far-red, or propidium iodide (PI), as detailed in Subheading  3.3.1 . After the appropriate staining time, samples 
were analyzed by cyto fl uorometry. In panel ( a ), the gating procedure to sequentially concentrate the analysis on events 
characterized by normal light scattering parameters ( left panel  ) and to exclude doublets ( central panel  ) is illustrated. In 
panel ( b ), representative cell cycle pro fi les are reported. Please note the high quality and resolution of the cell cycle pro fi le 
resulting upon PI staining (well de fi ned G 1  and G 2 /M peaks) as compared to those obtained with other DNA  fl uorochromes. 
Data are representative of one out of three independent experiments yielding similar results.       
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    3.    Maintain cells under optimal culture conditions for 
30–45 min ( see   Note 99 ), then collect them as described in 
Subheading  3.2.1 ,  steps 3 – 5 , and  7  ( see also   Notes 70 – 73 , 
 80 ,  81 , and  83 ).  

    4.    Wash once with 1% (w:v) BSA in PBS, discard supernatants, 
and resuspend pellets in 100  m L    Click-iT ®   fi xative solution 
( see   Note 60 ).  

    5.    Incubate cells for 15 min at RT under protection from light 
( see   Notes 60  and  99 ).  

    6.    After two additional washes with 1% (w:v) BSA in PBS, per-
meabilize cells with 100  m L Triton ®  X-100-based permeabili-
zation reagent ( see   Notes 63  and  100 ) and incubate for 30 min 
at RT under protection from light.  

    7.    In the meanwhile, prepare the Click-iT ®  reaction cocktail 
(500  m L for tube) by mixing ( see   Note 101 ): 438  m L Click-iT ®  
1× Reaction Buffer ( see   Note 59 ), 10  m L CuSO 4  ( see   Note 64 ), 
2.5  m L Alexa Fluor 488 Azide ( see   Note 57 ), 50  m L Reaction 
Buffer Additive ( see   Note 58 ).  

    8.    Wash samples once with 1% (w:v) BSA in PBS, remove super-
natants and resuspend pellets in 500  m L Click-iT ®  reaction 
cocktail ( see   Notes 83  and  102 ).  

    9.    Incubate for 30 min at RT under protection from light.  
    10.    Wash again with 1% (w:v) BSA in PBS then add to pellets 

500  m L DAPI solution ( see   Notes 34 ,  36 ,  83 , and  94 ).  
    11.    Incubate for 30 min at 37°C in a 5% CO 2  atmosphere and 

proceed to cyto fl uorometric acquisitions and analysis ( see  
Subheading  3.2.1 ,  steps 9  and  10  and Subheading  3.3.1 , 
 step 7  and  Notes 84 ,  85 ,  88 ,  95 – 96 , and  103 ) (Fig.  3 ).       

      1.    Seed HCT 116 cells in 12-well plates (0.8 × 10 5 /well), allow 
them to adhere for 24 h and then treat them with the agents of 
choice ( see  Subheading  3.1 ,  steps 5  and  6  and  Notes 76 – 79 ).  

    2.    After the appropriate incubation time, collect cells in FACS 
tubes as described in Subheading  3.2.1 ,  steps 3 – 5 , and  7  ( see 
also   Notes 70 – 73 ,  80 ,  81 , and  83 ).  

    3.    Fix cells with ice-cold ethanol as described in Subheading  3.3.1 , 
 step 5  ( see also   Note 93 ).  

    4.    Upon incubation at −20°C for at least 24 h, centrifuge samples 
at 300 ×  g , 4°C, for 5 min, to remove ethanol, then wash cells 
2–3 times with cold PBS.  

    5.    Add 1 mL 0.25% (v/v) Tween 20 in PBS to each tube 
( see    Note 2 ), then incubate samples at 4°C for 15 min.  

    6.    Wash twice with 1% (w/v) BSA in PBS, then block unspeci fi c 
binding by incubating samples in 3% (w/v) BSA in PBS for at 
4°C for 30 min ( see   Notes 104  and  105 ).  

  3.3.3.  Assessment 
of Histone H3 
Phosphorylation 
and Cyclin B1 Levels
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  Fig. 3.    Impact of AZD 1152-HQPA, nocodazole, roscovitine, SP600125 and thymidine on cell cycle distribution. ( a ) and ( b ). 
Human colorectal carcinoma HCT 116 cells were left untreated (control) or exposed either for 12 h to 100 nM nocodazole, 
10  m M roscovitine and 2 mM thymidine or for 24 h to 1  m M AZD 1152-HQPA and 30  m M SP600125. Thereafter, cells were 
either labeled with the thymidine analog EdU, as detailed in Subheading  3.3.2 , or co-immunostained for the detection of 
cyclin B1 and phosphorylated histone 3 (pH3), as detailed in Subheading  3.3.3 . In both cases, propidium iodide (PI) was 
employed to monitor DNA content. In panel ( a ), representative cell cycle pro fi les and quantitative data on DNA content are 
reported. In representative  dot plots  provided in panel ( b ), the percentage of EdU-incorporating ( upper panels ), cyclin B1 +  
( middle panels ) and pH3 +  ( lower panels ) cells with the indicated DNA content is reported. Data are representative of one 
out of three independent experiments yielding similar results.       
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    7.    In the meanwhile, dilute primary anti-cyclin B1 and anti- phopho-H3 
antibodies 1:100 in 1% (w/v) BSA in PBS ( see   Notes 65 , 
 106 – 108 ).  

    8.    Centrifuge samples at 300 ×  g , RT, for 5 min, discard superna-
tants, and resuspend each pellet in 200  m L primary antibody 
solution (see  Note 109 ).  

    9.    Cells incubated with 200  m L primary antibody-free 1% (w/v) 
BSA in PBS constitute an appropriate negative control.  

    10.    Incubate samples for 1 h at RT ( see  Note 110).  
    11.    In the meanwhile, dilute secondary Alexa Fluor ®  488 Goat 

Anti-mouse and Alexa Fluor ®  568 Goat Anti-rabbit antibodies 
1:300 in 1% (w/v) BSA in PBS ( see  Notes 65 and  66 ).  

    12.    Wash cells three times with of 1% (w/v) BSA in PBS ( see  Note 
111), add 200  m L secondary antibody solution to each tube, 
and incubate at 4°C for 30 min under protection from light 
( see  Note 112).  

    13.    Wash samples twice with 3 mL 1% (w/v) BSA in PBS and 
resuspend cells in 500  m L 10  m M DAPI in cold PBS ( see  Notes 
34,  36 ,  83 , and  94 ).  

    14.    Incubate for 30 min at 37°C in a 5% CO 2  atmosphere under 
protection from light.  

    15.    Store samples at 4°C for 1 h, then analyze them by means of a 
classic cyto fl uorometer allowing for UV excitation and acquisi-
tion of light scattering data as well as  fl uorescence in (at least) 
three separate channels (e.g., green, red, or orange, and blue) 
( see  Subheading  3.2.1 , steps 9 and 10—Subheading  3.3.1 , 
step 7 and Notes 84,  85 ,  88 ,  95 ,  96 ,  113 , and  114 ) (Fig.  3 ).       

  Here, we provide a short set of guidelines for researchers approach-
ing the study of drugs that (may) affect cell cycle progression.

    1.    First, the actual cytostatic potential of the compound(s) under 
investigation should be determined by cell counting with beads 
or CellTrace™ CFSE staining. This is important as it allows for 
the relatively straightforward discrimination between agents 
that exert bona  fi de cytostatic effects and agents that do not. 
As a note, at the concentration and time points tested here, the 
AURKB inhibitor AZD 1152-HQPA, the microtubular inhib-
itor nocodazole, the CDKs inhibitor roscovitine, the multi-
kinase inhibitor SP600125, and thymidine all inhibited the 
proliferation of HCT 116 cells (Fig.  1 ).  

    2.    Second, drugs that exert  bona  fi de  cytostatic effects should be 
more precisely characterized for their capability to alter cell 
cycle distribution. To this aim, we recommend to perform pre-
liminary cell cycle pro fi ling experiments on treated versus 
untreated cells, either upon  fi xation (PI staining) or not 

  3.4.  Guidelines 
for the Correct 
Interpretation 
of Cell Cycle 
Progression Data
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(Hoechst 33342 staining) (Fig.  2 ). By this approach, we were 
able to show that, when administered to HCT 116 cells, (1) 
thymidine induces a near-to-complete arrest at the G 1 /S transi-
tion or in early S, (2) nocodazole, SP600125 and roscovitine 
favor the accumulation of cells with ~4 n  DNA content, and (3) 
AZD 1152-HQPA causes an exquisite increase in the fraction 
of cells bearing an ~8 n  DNA content. It should be noted that, 
in this two latter instances, no information can be derived on 
the cell cycle distribution, as diploid cells in G 2  and M contain 
as much DNA as tetraploid cells in G 1  and tetraploid cells in G 2  
and M contain as much DNA as octaploid cells in G 1  (Fig.  3a ).  

    3.    Cell cycle pro fi ling, which is relatively inaccurate, should be fol-
lowed by a more re fi ned analysis of cell cycle progression. To 
this aim, we recommend to employ assays that allow for the 
quanti fi cation of cells that actively synthesize DNA such as the 
EdU incorporation Click-iT ®  test. In our setting, HCT 116 cells 
responding to AZD 1152-HQPA, and roscovitine (and at least 
partially SP600125), but not cells exposed to thymidine and 
nocodazole, preserved the ability to synthesize DNA (Fig.  3b ).  

    4.    Finally, the precise cell cycle distribution of cells responding to 
the stimuli of choice should be assessed by cyto fl uorometry 
upon co-immunostaining with antibodies that recognize cell 
cycle phase-restricted cyclins (such as cyclin B1, whose intrac-
ellular levels begin to raise in S to abruptly fall at the onset of 
anaphase) and/or cell cycle phase-speci fi c post-translational 
modi fi cations (such as the phosphorylation of histone H3, 
which is a mitotic marker). This analysis allows for the precise 
discrimination between cell cycle phases in mixed cell popula-
tions having the same DNA content. As an example, cells with 
an ~4 n  DNA content are in a diploid G 2  phase if they display 
elevated levels of cyclin B1 and low amounts of phosphory-
lated histone H3 (cyclin B1 + /pH3 − ), in a diploid metaphase 
when they stain positively for both cyclin B1 and pH3 (cyclin 
B1 + /pH3 + ), or in a tetraploid G 1  phase if they fail to stain for 
both markers (cyclin B1 − /pH3 − ). In our setting, (1) roscovi-
tine arrested HCT 116 cells in a diploid G 2  phase (~4 n , cyclin 
B1 + /pH3 − ); (2) nocodazole induced a mitotic arrest (~4 n , 
cyclin B1 + /pH3 + ) with a mild generation of tetraploid cells in 
G 1  (4 n , cyclin B1 − /pH3 − ); while (3) SP600125 and AZD 
1152-HQPA ef fi ciently generated polyploids in the absence of 
an evident mitotic blockage (~4 n , cyclin B1 − /pH3 −  and 
~4 n /~8 n  cyclin B1 − /pH3 −  for SP600125 and AZD 1152-
HQPA, respectively) (Fig.  3b ).  

    5.    The integration of the results obtained with the techniques 
described above is critical for correctly interpreting the impact of 
the agents under investigation on cell cycle progression. In addi-
tion, this set of techniques—when applied as we described—allows 
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for the internal validation of (at least part of the observations). 
To mention a standalone example out of the dataset presented 
here, the thymidine-induced arrest in G 1 /S preliminarily evi-
denced upon cell cycle pro fi ling (Fig.  3a ) is con fi rmed by the 
 fi ndings that thymidine-treated HCT 116 cells neither incorpo-
rate EdU nor stain positively for pH3 (Fig.  3b ).  

    6.    Finally, as chemicals that alter the cell cycle often also exert 
cytotoxic effects (under the same conditions or, more often, at 
higher concentrations and upon prolonged exposure)  (  38–  40  ) , 
it is strongly recommendable to have cell cycle determinations 
performed together with assays to monitor cell death  (  41  ) . 
High levels of cell death, indeed, have a dramatic biasing effect 
on cell cycle distributions and de facto preclude proper cell 
cycle studies. The detailed description of techniques for the 
quanti fi cation of cell death-associated parameters largely 
exceeds the scope of this chapter and can be found in refs. 
 42–  44 . This said, the sequential approach that we have detailed 
here allows for a precise characterization of the cytostatic and 
cell cycle-modulatory effects of chemical and physical stimuli 
in vitro, which in turn may constitute a basis for subsequent 
in vivo studies.       

 

     1.    In order to ensure optimal and long-lasting performances, it is 
strongly recommended to subject the cyto fl uorometer to 
maintenance procedures on a routine basis, following the man-
ufacturer’s recommendations. Of note, the  fl ow rate should be 
controlled—and the system aligned and calibrated with appro-
priate beads ( see also  Notes 2 and  3 )—on a daily basis, imme-
diately before use.  

    2.    AlignFlow™ Plus  fl ow cytometry alignment beads are provided 
as suspensions in water containing 2 mM sodium azide (NaN 3 ) 
and 0.05% (v/v) Tween 20. NaN 3  is extremely toxic by inges-
tion and under acidic conditions may release the highly toxic gas 
hydrazoic acid. Tween 20 is not currently listed as a carcinogen 
by the National Toxicology Program (NTP), the International 
Agency for Research on Cancer (IARC) or the Occupational 
Safety and Health Administration (OSHA), yet may behave as a 
mild irritant for the eyes, skin, and respiratory system.  

    3.    Under appropriate storage conditions (+4°C, under protection 
from light), AlignFlow™ Plus  fl ow cytometry alignment beads 
are stable for at least 1 year.  

    4.    Optimal growth conditions (e.g., medium composition and 
supplements) vary for different cell lines, and may in fl uence 

  4.  Notes
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not only growth rates but also the response to the agent(s) of 
choice. Unless changes in the composition of the growth 
medium are part of the experimental protocol, we suggest to 
use the medium recommended by the American Type Culture 
Collection (ATCC, Manassas, USA).  

    5.    Penicillin G and streptomycin are included in culture media to 
prevent bacterial contamination, 4-(2-hydroxyethyl)-1- 
piperazineethanesulfonic acid (HEPES) is a zwitterionic 
organic chemical buffering agent, whereas sodium pyruvate 
represents a readily accessible energy source for propagating 
cells and a carbon skeleton for their anabolic processes.  

    6.    DMSO may be harmful by inhalation or skin absorption and is 
in fl ammable. For these reasons, it should always be handled in a 
chemical fume hood and by wearing appropriate protective 
equipment (gloves, clothing, and eyewear). In addition, it should 
always be kept away from heat, sparks, and open  fl ames.  

    7.    FACSFlow™ and IsoFlow™ Sheath Fluid are a mixture of mul-
tiple substances, any of which, at their given concentration, is 
considered to be hazardous to health.  

    8.    TB is not currently listed as a carcinogen by the NTP, IARC, 
or OSHA, yet may behave as an irritant for the eyes, skin, gas-
trointestinal tract, and respiratory system.  

    9.    Undissolved TB appears as a dark purple-brown powder and is 
stable under ordinary conditions of use and storage (RT, sealed 
vials). TB is soluble in aqueous solvents (e.g., dH 2 O and PBS) 
but the solution tends to form precipitates with time, which 
are quickly dissolved by agitation.  

    10.    EDTA is not currently listed as a carcinogen by NTP, IARC, or 
OSHA, yet may behave as a mild irritant for the eyes, skin, and 
respiratory system.  

    11.    Under appropriate storage conditions (at −20°C, under protec-
tion from light), Trypsin/EDTA is stable for at least 18 months.  

    12.    TrypLE™ Express is a convenient replacement for trypsin, 
owing to its fully synthetic origin, its storage temperature 
(+4°C) and its elevated stability at RT.  

    13.    An appropriate exhaust ventilation system is required in rooms 
where drugs are reconstituted. The manufacturers recommend 
to avoid the formation of dust and the inhalation of vapors/
mists/gases. Containers should be kept tightly closed and 
stored under protection from light.  

    14.    AZD 1152-HQPA is a potent and speci fi c inhibitor of AURKB.  
    15.    AZD 1152-HQPA is highly toxic if swallowed (may impair 

fertility and be harmful for fetuses) and may behave as moder-
ate to severe irritant for the skin and the eyes. Therefore, it 
should always be handled with the maximal care and by wearing 
suitable protective equipment (gloves, clothing, and eyewear).  
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    16.    Undissolved AZD 1152-HQPA has a whitish crystalline 
 appearance. Under appropriate storage conditions (−20°C, 
under protection from light), AZD 1152-HQPA solutions are 
stable for at least 1 year.  

    17.    Nocodazole is a microtubule-depolymerizing agent that 
directly binds to tubulin.  

    18.    Nocodazole is not currently listed as a carcinogen by NTP, 
IARC, or OSHA, yet it may be harmful or fatal if inhaled, swal-
lowed, or absorbed through skin, and may cause eye irritation. 
Therefore, this substance should always be handled using suit-
able protective equipment (gloves, clothing, and eyewear).  

    19.    Undissolved nocodazole appears as a beige powder and has a 
minimum shelf life of 2–3 years (stored at 4°C, under protec-
tion from light). Under appropriate storage conditions (−20°C, 
under protection from light), nocodazole solutions are stable 
for several months. However, nocodazole solutions should be 
aliquoted to avoid repeated freeze-thawing. Nocodazole is 
stable in biological media for at least 7 days.  

    20.    Roscovitine is a purine analog that acts as CDK1, CDK2, and 
CDK5 inhibitor.  

    21.    Roscovitine is not currently listed as a carcinogen by NTP, 
IARC, or OSHA, yet it may be harmful or fatal if inhaled, swal-
lowed, or absorbed through skin, and may cause eye irritation. 
Therefore, this substance should always be handled using suit-
able protective equipment (gloves, clothing, and eyewear).  

    22.    Undissolved roscovitine appears as a white powder. It is rec-
ommendable to store roscovitine solutions in small aliquots to 
avoid repeated freeze-thawing.  

    23.    SP600125 is a broad-spectrum inhibitor of serine/threonine 
kinases including AURKA, AURKB, JNK1, JNK2, and 
MPS1.  

    24.    SP600125 is not currently listed as a carcinogen by NTP, 
IARC, or OSHA, yet causes skin and eye irritation and may be 
harmful by inhalation. Thus, this substance should always be 
handled by wearing suitable protective equipment (gloves, 
clothing, and eyewear).  

    25.    Undissolved SP600125, which is insoluble in water, appears as 
a yellow powder. It is recommendable to store SP600125 stock 
solutions in small aliquots to avoid repeated freeze-thawing.  

    26.    Thymidine is a pyrimidine deoxynucleoside.  
    27.    Thymidine is not identi fi ed as a carcinogen by NTP, IARC, or 

OSHA. However, as this compound is considered a possible 
mutagen and may be harmful if inhaled, swallowed or absorbed 
through skin, it should always be manipulated by wearing suit-
able protective equipment (gloves, clothing, and eyewear).  
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    28.    Undissolved thymidine appears as a white powder. Thymidine 
solutions are colorless and stable for some days, under appro-
priate storage conditions (+4°C, under protection from light). 
However, it is strongly recommended to dissolve thymidine 
and sterilize the solution by  fi ltration (using a 0.22  m m  fi lter) 
on the same day of use.  

    29.    CFSE is not currently listed as a carcinogen by NTP, IARC, or 
OSHA, yet may behave as mild irritants for the eyes, skin and 
the respiratory system and therefore should be handled by 
wearing suitable protective equipment (gloves, clothing, and 
eyewear).  

    30.    Lyophilized CFSE appears as an off-white, non fl uorescent 
crystalline substance and is stable for at least 6 months, under 
appropriate storage conditions (−20°C, under protection from 
light). The manufacturer recommends to avoid repeated 
freeze-thawing of CSFE solutions.  

    31.    Upon passive diffusion into cells, CFSE is hydrolyzed by intra-
cellular esterases and form  fl uorescent conjugates with intracel-
lular amines.  

    32.    Upon hydrolysis by intracellular esterases ( see also   Note 31 ), 
CFSE exhibits excitation/emission peaks at approximately 
492/517 nm, respectively. CFSE-labeled cells may also be 
visualized by  fl uorescence microscopy using the standard 
 fl uorescein  fi lter (excitation = 492 nm; emission = 517 nm) .  

    33.    Under appropriate storage conditions (4°C, under protection 
from light and humidity), undissolved BSA is stable for at least 
1 year. BSA stock solutions, on the contrary, should not be stored 
for more than 2 weeks, owing to problems of bacterial contami-
nation. To circumvent this issue, BSA solutions can be frozen or 
supplemented with 0.02% (w:v) sodium azide ( see also  Note 2).  

    34.    Although available information may be inadequate, DNA-
binding dyes are potential carcinogens/mutagens and hence 
should always be manipulated by wearing suitable protective 
equipment (gloves, clothing, and eyewear).  

    35.    It is strongly recommended to keep DNA-binding dyes in 
properly labeled and tightly sealed containers, under protec-
tion from light. In solution, such compounds almost invariably 
form precipitates with time. For this reasons, vials should 
always be properly agitated/vortexed/mixed prior to use.  

    36.    Although the available information is not adequate for making 
a satisfactory assessment, DAPI should be treated as a potential 
carcinogen/mutagen. This compound may cause skin, eye and 
respiratory irritation, and hence should always be manipulated 
by wearing suitable protective equipment (gloves, clothing, 
and eyewear).  
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    37.    Undissolved DAPI appears as a yellow powder and is soluble in 
water, but not in PBS. Under appropriate storage conditions 
(+4°C, under protection from light), DAPI stock solutions are 
stable for some months.  

    38.    DAPI is a cell-impermeant dye labeling double-stranded 
nucleic acids (with a binding speci fi city for AT clusters in the 
minor groove). DNA-bound DAPI exhibits excitation/emis-
sion peaks at ~350/~460 nm, respectively.  

    39.    7-AAD is considered as a possible carcinogen and as a sub-
stance which causes concern for man owing to possible muta-
genic effects, but for which the available information is not 
adequate for making a satisfactory assessment. This product 
may impair fertility, may harm fetuses and is toxic by inhala-
tion, swallowing and in contact with skin. Thus, 7-AAD should 
always be manipulated by wearing suitable protective equip-
ment (gloves, clothing, and eyewear).  

    40.    7-AAD has a moderate water solubility. 7-AAD solutions have 
a red to dark purple color and are stable for some months 
under appropriate storage conditions (4°C, under protection 
from light).  

    41.    7-AAD is a cell-impermeant  fl uorochrome that selectively 
binds GC-rich DNA regions. DNA-bound 7-AAD has an exci-
tation peak at 488 nm and can be detected in the far red range 
of the spectrum (650 nm long-pass  fi lter).  

    42.    Although the available information is not adequate for making 
a satisfactory assessment, the FxCycle™ far-red stain may 
behave as an irritant for the respiratory tract and the eyes, and 
hence should always be manipulated by wearing suitable pro-
tective equipment (gloves, clothing, and eyewear).  

    43.    FxCycle™ far-red stain solutions are stable for at least 1 year, 
under appropriate storage conditions (−20°C, under protec-
tion from light).  

    44.    The FxCycle™ far-red stain is a cell-impermeant dye with exci-
tation/emission peaks at 635/650 nm, respectively.  

    45.    Hoechst 33342 is currently listed among substances that may 
cause concern to man owing to possible mutagenic effects but 
for which the available information is inadequate for making 
satisfactory assessments. This product is harmful by inhalation 
or if swallowed, causes severe skin and eye burns and may pro-
voke respiratory irritation. Handling Hoechst 33342 with the 
maximal care by wearing protective equipment (gloves, cloth-
ing, and eyewear) is recommended.  

    46.    Undissolved Hoechst 33342 appears as a dark yellow powder. 
Under appropriate storage conditions (+4°C, under protec-
tion from light), Hoechst 33342 solutions are stable for at 
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least 6 months. Hoechst 33342 is particularly prone to 
photobleaching.  

    47.    Hoechst 33342 is a cell-permeant  fl uorochrome that preferen-
tially binds to AT-rich DNA regions. DNA-bound Hoechst 
33342 exhibits excitation/emission peaks at ~346/~500 nm, 
respectively.  

    48.    At appropriate dye dilutions, Hoechst 33342 staining is com-
patible with cell life. For this reasons, Hoechst 33342 should 
always be handled in sterile conditions, in particular in labora-
tories that use it routinely for the sorting/cloning of cells based 
on DNA content.  

    49.    PI is not currently listed as a carcinogen by NTP, IARC, or 
OSHA but should be treated as such. PI behaves as an irritant 
for the eyes, respiratory system and skin, and may be harmful if 
swallowed. Thus, PI should always be manipulated by wearing 
suitable protective equipment (gloves, clothing, and eyewear).  

    50.    PI solutions look red-and—under appropriate storage condi-
tions (+4°C, under protection from light)—are stable for at 
least 18 months.  

    51.    PI is a cell-impermeant  fl uorochrome that intercalate between 
DNA bases with little or no sequence speci fi city. DNA-bound 
PI exhibits excitation/emission peaks at ~535/~617 nm, 
respectively.  

    52.    Ethanol is highly in fl ammable and may be harmful if inhaled, 
swallowed or absorbed through skin. Therefore, ethanol should 
always be manipulated by wearing suitable protective equip-
ment (gloves, clothing, and eyewear). In addition, it should 
always be kept away from heat, sparks, and open  fl ames.  

    53.    RNase A is provided as a 20 mg/mL solution in 50 mM Tris–
HCl (pH 8.0) and 10 mM EDTA ( see also  Note 10). This 
solution is stable at RT and maintains appropriate enzymatic 
activity for at least 12 months. RNase A is not considered to be 
hazardous to health.  

    54.    Under appropriate storage conditions, Click-iT ®  EdU Flow 
Cytometry Assay Kit components are stable for up to 1 year. 
Components that are stored at −20°C should never be sub-
jected to steep temperature changes and should always be kept 
on ice during use.  

    55.    EdU is a nucleoside analog of thymidine that is incorporated 
into DNA during DNA replication, as occurring in the S phase 
of the cell cycle. Detection is based on a click chemistry, imply-
ing a copper-catalyzed reaction between an alkyne (contained 
in EdU itself) and an azide (provided by the detection reagent), 
generating a stable triazole ring.  

    56.    The toxicity data available for EdU is inadequate for making 
satisfactory safety assessments. However, due to its potential 
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hazard to health, EdU should always be manipulated by wearing 
suitable protective equipment (gloves, clothing, and eyewear).  

    57.    Please note that Alexa Fluor ®  488 azide is particularly prone to 
photobleaching. This product contains sodium azide ( see also  
Note 2).  

    58.    The Click-iT ®  EdU buffer additive contains no substances that, 
at their given concentration, are considered to be hazardous to 
health.  

    59.    The Click-iT ®  EdU reaction buffer contains no substances 
that, at their given concentration, are considered to be hazard-
ous to health.  

    60.    PFA is highly toxic by inhalation and should always be handled 
under an appropriate fume hood.  

    61.    As the stability of PFA in solution is limited, it should be either 
prepared shortly before use or kept on ice throughout the 
entire experiment. As an alternative, PFA solutions can be fro-
zen at preparation and thawed shortly before use. In this case, 
however, refreezing should be avoided.  

    62.    Saponin is not currently listed as a carcinogen by NTP, IARC, 
or OSHA, yet causes serious irritations of the respiratory sys-
tem and eyes. According to the manufacturer, this product 
contains 0.09% sodium azide ( see also  Note 2). Thus, saponin 
should always be manipulated by wearing suitable protective 
equipment (gloves, clothing, and eyewear).  

    63.    Triton X-100 is not currently listed as a carcinogen by NTP, 
IARC, or OSHA, yet is harmful if swallowed, causes serious 
damage to eyes and is toxic to aquatic organisms. Thus, Triton 
X-100 should always be handled by wearing suitable protective 
equipment (gloves, clothing, and eyewear). In addition, 
 adequate procedures should be established for Triton X-100 
disposal.  

    64.    Chronic exposure to copper can be dangerous for the liver and 
kidney. In addition, copper is harmful to aquatic organisms 
and may cause long-term effects to aquatic ecosystems. Hence, 
copper should always be handled by wearing suitable protec-
tive equipment (gloves, clothing, and eyewear). In addition, 
copper-containing solutions should be disposed according to 
adequate procedures.  

    65.    Primary and secondary antibodies should be handled and 
stored as instructed by the manufacturer. Antibodies are pro-
vided in sodium azide-containing buffers ( see also  Note 2). 
These products should never be subjected to steep tempera-
ture changes and should always be kept in an ice bath through-
out use.  

    66.    Secondary antibodies should be carefully protected from light 
to prevent photobleaching.  
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    67.    Depending on speci fi c requirements (e.g., physical space within 
incubators, need for very large amounts of cells), 75 cm 2   fl asks 
can be substituted with smaller (25 cm 2   fl asks) or larger 
(175 cm 2   fl asks) cell culture supports.  

    68.    The subculture of both under- and over-con fl uent  fl asks should 
be avoided, as it may result in a genetic drift of the cell popula-
tion or in overcrowding-dependent stress, respectively, both of 
which may negatively affect experimental assessments.  

    69.    At least one wash in PBS is recommended as it removes serum 
traces and salts that may inhibit trypsin. However, care should 
be taken with cell lines that are particularly prone to detach-
ment, as prolonged and/or violent washes may result in a con-
sistent loss of cells.  

    70.    Appropriate amounts of trypsin-EDTA (or TrypLE™ Express) 
are 0.5, 1.5, 3, and 5/6 mL for 1 well of 12-well plates and for 
25, 75, and 175 cm 2   fl asks, respectively ( see also  Notes 10– 12 ).  

    71.    While shaking cell culture supports facilitates detachment, it 
also promotes cell clumping and hence should be avoided ( see 
also  Note 83). Detachment occurs more readily if cell culture 
supports are maintained at 37°C.  

    72.    The trypsinization time varies as a function of cell type and culture 
density. For HCT 116 (and most adherent) cells, 3 min at 37°C 
are amply suf fi cient to fully detach a totally con fl uent, healthy 
population. To avoid a consistent loss of cells, it is recommend-
able to visualize complete detachment by light microscopy.  

    73.    The serum contained in the complete culture medium 
de fi nitively inactivates trypsin, rendering trypsinized cells com-
patible with reseeding. To completely remove trypsin and 
debris, however, it is recommendable to wash once cells in 
complete growth medium before seeding.  

    74.    For most human cancer cells, passaging ratios of 1:3–1:8 are 
appropriate. To avoid genetic drifts of the cell populations, 
cells should not be subcultured beyond a predetermined num-
ber of passages. For this reason, the generation of a large liquid 
nitrogen stock of cells at the beginning of the experiments, 
starting from a homogenous and healthy population, is strongly 
recommended.  

    75.    Upon thawing, allow cells to readapt for at least two passages 
before using them in experimental determinations.  

    76.    Suboptimal culture conditions (e.g., limited adherence, 
under-/over-con fl uence) may dramatically in fl uence the uptake 
of drugs and  fl uorochromes, as well as the cellular response to 
the former. It is therefore good practice to always check den-
sity and overall status of the cell cultures by light microscopy 
before any experimental procedure. As a guideline, cell density 
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at drug administration and staining should not exceed 40–50 
and 80–90%, respectively.  

    77.    To avoid cell detachment, the exhaust culture medium should 
be removed with the maximal care, and the fresh, drug-con-
taining medium added slowly, while keeping the pipette tip 
abetted on the plate wall.  

    78.    Organic solvents can be toxic to cells and promote speci fi c cel-
lular responses (e.g., differentiation) even at very low concen-
trations. It is therefore critical to ensure that, in the amounts 
employed as a vehicle for the agents under investigation, 
organic solvents do not in fl uence the biological outcomes 
studied (e.g., cell cycle distributions).  

    79.    For scarcely available and/or very expensive drugs, the total 
volume of medium per well can be reduced to 0.8 mL, pro-
vided that incubation times do not exceed 48 h. The combina-
tion of reduced culture volumes and prolonged incubation 
times is indeed particularly prone to result in high rates of 
evaporation, leading to cell stress.  

    80.    The appearance of cells should always be checked by light 
microscopy before experimental assessments.  

    81.    The supernatants of cultures subjected to chemical/physical 
stimuli contain the fraction of cells that underwent apoptosis-
dependent detachment from the substrate during the stimula-
tion period. Supernatants may be discarded if assays are 
supposed to include viable cells only.  

    82.    Supernatants must be removed completely, by aspiration, to 
avoid the unwarranted dilution of the bead-containing solu-
tion. Moreover, as beads tend to precipitate very rapidly, the 
bead-containing solution must be thoroughly mixed before 
every tube. Importantly, one single bead-containing solution 
must be employed for all the samples of a single experiment, to 
ensure internal comparability of the results.  

    83.    To ensure uniform labeling, it is critical to employ single-cell 
suspensions. If clumps have formed during detachment ( see also  
Note 71), they can normally be resolved by pipetting repeatedly 
the cell suspension through a 1 mL Gibson pipette tip.  

    84.    FSC depends on cell size while SSC re fl ects the refractive index, 
which in turn is in fl uenced by multiple parameters including 
cellular shape and intracellular complexity (i.e., presence of 
cytoplasmic organelles and granules).  

    85.    Cyto fl uorometers are provided with software for instrumental 
control and analysis. A number of analytical software packages 
(for both Mac and PC-based systems) are available online free 
of charge. For PC users, we recommend Win-MDI 2.9 (© 
1993–2000, Joe Trotter), (freely available at http://www.
cyto.purdue.edu/ fl owcyt/software.htm).  



116 I. Vitale et al.

    86.    This total amount of CFSE is usually appropriate for labeling 
10 5 –10 6  cells that are subsequently allowed to proliferate for 
72–96 h (3–4 rounds of mitosis). Prolonged follow-ups may 
require re-staining, as the increasing the initial amount of 
CFSE may result in (at least some extent of ) cytotoxicity 
( see also  Notes 30– 32 ).  

    87.    In our experimental setting, CFSE  fl uorescence is detected in 
channel FL1 ( see also  Note 32).  

    88.    For optimal cyto fl uorometric assessments of the DNA content, 
follow these general guidelines: (1) avoid excessive cell 
con fl uence, (2) eliminate cell clumps, (3) do not wash cells 
after staining, (4) keep a sample of diploid cells as a reference, 
(5) acquire samples at reduced  fl ow rates ( £ 100 events per sec-
ond), (6) use linear (rather than logarithmic) signal ampli fi cation, 
and (7) collect an adequate number of events for the intended 
application (at least 10,000 cells for cell cycle distributions).  

    89.    If the G 1  and G 2 /M peaks of the cell cycle distribution are rela-
tively broad, interrupt acquisition and incubate samples for 
additional 10–15 min at 37°C, 5% CO 2 , under protection from 
light. However, please note that exposure to Hoechst 33342 
for more than 45 min may per se affect cell viability.  

    90.    In our experimental settings, Hoechst 33342  fl uorescence is 
detected in channel FL4.  

    91.    Hoechst 33342 can be ef fi ciently excited also with non-UV 
wavelengths (>360 nm), for instance at ~405 nm. UV excita-
tion, however, is the gold standard for obtaining clear cell cycle 
distributions and hence reliable results.  

    92.    Unbound Hoechst 33342 has an emission peak at 510–540 nm 
(green). This  fl uorescence can be observed when excessive 
Hoechst 33342 concentrations are employed.  

    93.    The addition of ethanol dropwise is strictly required to con-
serve the integrity of cells during  fi xation. Gently vortexing 
tubes while ethanol is added further increases  fi xation quality 
( see also  Note 52).  

    94.    Fluorochromes including PI and the FxCycle™ far-red stain 
bind DNA as well as RNA, making the use of RNase A a strict 
requirement for proper DNA content studies. This is not the 
case for dyes that selectively bind chromatin-associated DNA, 
such as Hoechst 33342 and DAPI.  

    95.    If cell cycle pro fi les are of insuf fi cient quality, interrupt acquisi-
tion and incubate samples at +4°C, under protection from 
light, overnight. Generally, stained samples can be stored in 
this conditions for a few days. However, a time-dependent 
decrease in  fl uorescence (whose rapidity depends on the 
 fl uorochrome in use as well as on storage conditions) will result 
in the impossibility to analyze the samples. This occurs rela-
tively rapidly for Hoechst 33342 and DAPI.  
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    96.    Carefully vortex samples before acquisition.  
    97.    In our experimental setting, the following channels are 

employed for  fl uorescence detection: FL3 for PI, FL4 for 
DAPI and FL6 for 7-AAD and FxCycle.  

    98.    For longer incubations (>24 h), lower concentrations of EdU 
(e.g., 1–5  m M) are recommended ( see also   Notes  55 and 
 56 ).  

    99.    Fixed samples can be stored at 4°C under protection from 
light and conveniently sealed for at least 1 week.  

    100.    The Click-iT ®  saponin-based permeabilization reagent may be 
used as an alternative its Triton X-100-based counterpart ( see 
also  Note 62).  

    101.    The manufacturer recommends to mix thoroughly (to maxi-
mize homogeneity) and to protect the solution from pro-
longed exposure to light ( see also  Notes 57– 59 , and  64 ).  

    102.    The Click-iT™ reaction cocktail should be prepared no earlier 
than 15 min before use.  

    103.    In our experimental setting, the following channels are 
employed for  fl uorescence detection: FL1 for Alexa Fluor ®  
488 azide, and FL4 for DAPI. The  fl uorescent signal gener-
ated by Alexa Fluor ®  488 azide is best detected with logarith-
mic ampli fi cation.  

    104.    An alternative blocking buffer is provided by 10% (v/v) FBS 
in PBS.  

    105.    Blocking is recommendable (unless speci fi cally indicated in 
the antibody datasheet), as it generally results in reduced 
background signal.  

    106.    As an alternative, precise hybridization buffers, as described 
(or even provided) by antibody manufacturers, can be used. 
This is often recommendable as hybridization buffers charac-
terized by a strictly de fi ned molecular composition are less 
prone to interfere with the antibody/antigen interaction.  

    107.    Antibodies should always be agitated before the use in order 
to eliminate precipitates.  

    108.    To avoid degradation, primary antibody stock solutions should 
always be kept in near-to-storage conditions, in particular 
concerning temperature. This can be achieved by preparing 
hybridization solutions as rapidly as possible, and with the 
help of ice baths (for antibodies stored at 4°C) or precooled 
ice packs (for antibodies stored at −20°C). It is a good labora-
tory practice to split antibodies into aliquots at delivery.  

    109.    Depending on availability and/or price of the antibody, this 
volume can be reduced to 100/150  m L.  
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    110.    Incubation times for optimal immunostaining may slightly 
vary as a function of the antibody lot. Staining can also be 
performed at 37°C (30 min) or at 4°C (overnight).  

    111.    To reduce the intensity of the background signal, the number 
washes can be increased up to  fi ve.  

    112.    For secondary antibodies, incubation time should not exceed 1 h.  
    113.    Generally, stained cells can be stored at 4°C under protection 

from light for several days ( see also  Note 95).  
    114.    In our experimental setting, the following channels are 

employed for  fl uorescence detection: FL1 for Alexa Fluor ®  
488, FL2 for Alexa Fluor ®  568, and FL4 for DAPI.          
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  Abstract 

 Cellular senescence, which can be de fi ned as a stress response preventing the propagation of cells that have 
accumulated potentially oncogenic alterations, is invariably associated with a permanent cell cycle arrest. 
Such an irreversible blockage is mainly mediated by the persistent upregulation of one or more cyclin-
dependent kinase inhibitors (CKIs), including (though not limited to) p16  INK4A   and p21  CIP1   and p27  KIP1  . 
CKIs operate by binding to cyclin-dependent kinases (CDKs), de facto inhibiting their enzymatic activity. 
Here, we provide an immunoblotting-based method for the detection and quanti fi cation of CKIs in vitro 
and ex vivo, together with a set of guidelines for the interpretation of results.  

  Key words:   ARF ,  Cancer ,  DNA damage ,  INK ,  p14  ARF
 
   ,  p57  KIP2      

 

 The cell cycle is a tightly regulated and monodirectional process 
whereby cells acquire the ability to undergo division and give rise 
to an offspring. This entails (1) an (at least partial) increase in cell 
size, (2) the duplication of fundamental, numerically limited organ-
elles (e.g., centrioles), and (3) the replication of the cellular 
genome. Such requirements ensure that each daughter cell will be 
viable, provided with a copy of the genetic material and in turn 
able to replicate  (  1  ) . Depending on the balance between pro- and 
anti-mitogenic signals from the extracellular microenvironment as 
well as from the activation status of intracellular signaling path-
ways, newly formed cells can either promptly proceed through the 
cell cycle and undertake subsequent rounds of cell division or 
undergo one out of three non-proliferative fates: differentiation, 

  1.  Introduction
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quiescence and senescence. However, while quiescence is reversible 
(i.e., quiescent cells can resume proliferation in the presence of 
appropriate growth factors), both differentiation and senescence 
are permanent  (  2  ) . Differentiation refers to the process whereby 
highly specialized cells (e.g., neurons) acquire their terminal func-
tions, which is invariably accompanied by a permanent loss of pro-
liferative potential. On the contrary, senescence operates to prevent 
the propagation of cells that have accumulated potentially muta-
genic alterations, including DNA damage and oxidative 
modi fi cations of other macromolecules  (  3  ) . 

 In both physiological and pathological settings, progression 
through the cell cycle is tightly regulated by the interplay among 
three distinct classes of proteins: (1) cyclins, (2) cyclin-dependent 
kinases (CDKs), and (3) CDK inhibitors (CKIs). In particular, the 
catalytic activity of CDKs, which de facto controls cell cycle pro-
gression, requires their association with cyclins (small proteins 
that—contrarily to CDKs—are expressed in a cell cycle phase-
dependent fashion). Conversely, the binding of CKIs exerts potent 
cell cycle-inhibitory effects  (  4  ) . Similar to cyclins, the levels of CKIs 
normally oscillate, hence maintaining cells in a speci fi c phase of the 
cell cycle until all the associated process have been properly com-
pleted  (  5  ) . Moreover, cells upregulate CKIs in particular physio-
logical settings, such as during differentiation and development as 
well as in response to multiple insults, notably upon exposure to 
DNA-damaging agents. The cell cycle arrest that often accompa-
nies stress responses is crucial as it (1) prevents the proliferation of 
cells with potentially harmful alterations, and (2) allows repair 
mechanisms to attempt reestablishing homeostasis. If this can be 
achieved, CKI-mediated cell cycle inhibition, which is often associ-
ated with the induction of an anti-apoptotic state  (  6,   7  ) , gets 
relieved and cells resume proliferation. Otherwise, cells die  (  8–  12  )  
or the cell cycle blockage becomes permanent  (  13  ) . 

 There are two main classes of CKIs: the inhibitor of kinase 4/
alternative reading frame (INK4/ARF) class and the CDK-
interacting protein/kinase-inhibitory protein (Cip/Kip) class. The 
former includes p15  INK4B  , p16  INK4A  , p18  INK4C  , and p19  INK4D  , which 
speci fi cally bind to CDK4 and CDK6 (Fig.  1 ), thereby evoking an 
allosteric change that abrogates the binding of type D cyclins  (  5  ) . 
The latter encompasses p21  CIP1  , p27  KIP1  , and p57  KIP2  , which bind 
to preassembled cyclin E-CDK2, cyclin A-CDK2, and (to a lesser 
extent) cyclin D-CDK4/6 complexes (at their catalytic cleft) 
(Fig.  1 ), hence arresting cell cycle progression at the so-called G 1 -
to-S transition  (  5  ) . CKIs have been shown to operate in a context-
dependent manner. Thus, whereas p57  KIP2   exhibits a tissue-restricted 
expression pattern and seems to function exclusively during 
embryonic development  (  14  ) , p21  CIP1   is ubiquitously expressed 
and is transactivated by p53 in response to multiple type of 
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DNA damage, including the senescence-associated erosion 
of  telomeres  (  15  ) . Along similar lines, p27  KIP1   has a broad expres-
sion pattern and predominantly responds to growth factor 
 deprivation  (  16  ) .  

 Lost or reduced CKI function (resulting from primary genetic 
defects as well as from alterations involving upstream/downstream 
signaling modules) has been detected in multiple types of cancers. 
In line with these observations, the reintroduction of p16  INK4A   in 
human osteosarcoma U2OS cells as well as the ectopic expression 
of p21  CIP1   or p27  KIP1   in human osteosarcoma SAOS-2 cells have 
been shown to abrogate the tumorigenic phenotype, at least in vitro, 
by promoting senescence  (  17  ) . Moreover, multiple distinct chemo-
therapeutic agents that are currently used in the clinic exert bene fi cial 
effects, at least in part, by triggering the senescence of cancer cells 
 (  18  ) . Taken together, these observations highlight the key role 
exerted by CKIs in the regulation of tissue homeostasis. 

 Here, we provide an immunoblotting-based method for the 
detection and quanti fi cation of CKIs in vitro and ex vivo, together 
with a set of guidelines for interpreting results.  

  Fig. 1.     Cyclin-dependent kinase inhibitors in cell cycle progression.  Two 
classes of cyclin-dependent kinase (CDK) inhibitors (CKIs) regulate the cell cycle, either by 
interfering with the binding of cyclins to CDKs or by forming heteromeric complexes with 
preformed cyclin-CDK dimers, thereby limiting substrate phosphorylation. The inhibitor of 
kinase 4/alternative reading frame (INK4/ARF) class includes p15  INK4B  , p16  INK4A  , p18  INK4C  , 
and p19  INK4D  , which speci fi cally bind to CDK4 and CDK6, thus evoking an allosteric change 
that abrogates the engagement of type D cyclins. The CDK interacting protein/kinase 
inhibitory protein (CIP/KIP) class, on the contrary, inhibits the enzymatic functions of pre-
assembled cyclin-CDK complexes, by binding to the catalytic cleft of the dimer. The latter 
class of proteins includes p21  CIP1  , p27  KIP1  , and p57  KIP2  , which bind to cyclin E-CDK, cyclin 
A-CDK and—to a lesser extent—cyclin D-CDK complexes, hence inducing a cell cycle 
arrest in the G 1  phase.       
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   Disposables 

    1.    1.5 mL microcentrifuge tubes.  
    2.    15 and 50 mL conical centrifuge tubes.  
    3.    6-well plates for cell culture.  
    4.    75 or 175 cm 2   fl asks for cell culture.     

  Reagents 

    1.    Cisplatin (CDDP) (Sigma-Aldrich, Saint-Louis, MO, USA), 
stock solution in  N,N -dimethylformamide, at 50 mM, stored 
at room temperature (RT) ( see   Notes 1  and  2 ).  

    2.    Complete growth medium for HeLa cells: DMEM containing 
4.5 g/L glucose, 4 mM  L -glutamine, and 110 mg/L sodium 
pyruvate supplemented with 100 mM HEPES buffer and 10% 
fetal bovine serum (FBS) ( see   Note 3 ).  

    3.    Trypsin/EDTA: 0.25% trypsin—0.38 g/L (1 mM) EDTA × 4 
Na +  in HBSS.      

      1.    3 MM ®  Whatman paper.  
    2.    Antibodies employed are listed in Table  1  ( see   Note 4 ).   
    3.    Binding/blocking buffer: 0.1% Tween 20 in TBS (v/v) sup-

plemented with 3% (w/v) bovine serum albumin (BSA), stored 
at 4°C (see  Note 5 ).  

    4.    BSA, stock solution 10 mg/mL in dH 2 O, stored at 4°C 
( see    Note 5 ).  

    5.    Chemiluminescent substrate: SuperSignal West Pico 
Chemiluminescent Substrate (Pierce Biotechnology, Rockford, 
IL, USA), stored at RT ( see   Note 6 ).  

    6.     DC  Protein Assay (Bio-Rad, Hercules, CA, USA), stored at 
RT ( see   Notes 7  and  8 ).  

    7.    De-hybridization buffer: Restore Western Blot Stripping Buffer 
(Pierce Biotechnology), stored at 4°C ( see   Note 9 ).  

    8.    Detection system: ImageQuant LAS 4000 (GE Healthcare life 
Sciences, Upsala, Sweden).  

    9.    Electrophoresis apparatus: XCell4 SureLock™ Mini-Cell 
(Life Technologies-Invitrogen, Eugene, CA, USA).  

    10.    Electrophoresis power supply unit: PowerEase ®  500 
(Life Technologies-Invitrogen).  

    11.    Electrotransfer module: XCell II™ Blot Module 
(Life Technologies-Invitrogen).  

    12.    Electrotransfer sponges: XCell II™ blotting pads 
(Life Technologies-Invitrogen).  

  2.  Materials

  2.1.  Common Materials

  2.2.  Quanti fi cation 
of Cell Cycle-Arresting 
Proteins by 
Immunoblotting
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    13.    Methanol ( see   Notes 10  and  11 ).  
    14.    Nitrocellulose membrane.  
    15.    NP40 lysis buffer: 1% NP40, 20 mM HEPES, 10 mM potas-

sium chloride (KCl), 1 mM ethylenediaminetetraacetic acid 
(EDTA) (Sigma-Aldrich), 10% glycerol, 1 mM orthovanadate 
(Sigma-Aldrich), 1 mM phenylmethylsulfonyl  fl uoride (PMSF) 
(Sigma-Aldrich), 1 mM dithiothreitol (DTT) (Sigma-
Aldrich) + complete EDTA-free protease inhibitor cocktail 
(Roche Diagnostics GmbH, Mannheim, Germany, 1 tab-
let/10 mL), stored at −20°C ( see   Notes 12 – 15 ).  

    16.    NuPAGE ®  antioxidant (1×) (Life Technologies-Invitrogen), 
stored at 4°C ( see   Note 16 ).  

    17.    NuPAGE ®  LDS sample buffer (4×) (Life Technologies-
Invitrogen), stored at 4°C ( see   Note 17 ).  

    18.    NuPAGE ®  MES SDS running buffer (20×) (Life Technologies-
Invitrogen), stored at 4°C or RT ( see   Notes 17  and  18 ).  

    19.    NuPAGE ®  Novex 4–12% Bis–Tris precast gels (Life 
Technologies-Invitrogen), stored at 4°C or RT ( see   Notes 17  
and  19 ).  

    20.    NuPAGE ®  Novex gel knife (Life Technologies-Invitrogen).  

   Table 1 
     Antibodies for immunoblotting   

 Primary antibody  Speci fi city  Source organism   a Company  References 

 Anti-GAPDH (6C5)  Monoclonal IgG 1   Mouse  Chemicon 
International 

 mAB374 

 Anti-p14  ARF    Monoclonal IgG 2A   Mouse  Cell Signaling 
Technology 

 mAB2407 

 Anti-p16  INK4A    Monoclonal IgG 1   Mouse  Santa Cruz 
Biotechnology 

 sc-81613 

 Anti-p21  CIP1    Monoclonal IgG  Rabbit  Cell Signaling 
Technology 

 mAB2947 

 Anti-p27  KIP1    Monoclonal IgG  Rabbit  Cell Signaling 
Technology 

 mAB3688 

 Secondary antibody  Label  Source organism   a Company  References 

 Anti-mouse  Horseradish peroxidase  Goat  Southern Biotech  1010–05 

 Anti-rabbit  Horseradish peroxidase  Goat  Southern Biotech  4010–05 

   Notes :  a Cell Signaling Technology, Danvers, MA, USA; Chemicon International, Temecula, CA, USA; 
Santa Cruz Biotechnology, Santa Cruz, CA, USA; Southern Biotech, Birmingham, AL, USA  
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    21.    NuPAGE ®  sample reducing agent (Life Technologies-
Invitrogen), stored at 4°C or RT ( see   Notes 17  and  20 ).  

    22.    NuPAGE ®  transfer buffer (20×) (Life Technologies-
Invitrogen), stored at 4°C or RT ( see   Notes 17  and  19 ).  

    23.    Ponceau S staining solution: 0.1% (w/v) Ponceau S and 5.0% 
(w/v) acetic acid in dH 2 O (or ready-made, commercially 
available) ( see   Note 21 ).  

    24.    Protein molecular weight (MW) markers: Precision Plus 
Protein™ Standard (Bio-Rad).  

    25.    Rinsing buffer: 0.1% Tween 20 in TBS, stored at 4°C ( see  
 Note 22 ).  

    26.    TBS (1 ×): 150 mM NaCl, 50 mM    Tris in dH 2 O, adjust pH to 
7.4 with 1 N HCl.       

 

      1.    Human cervical adenocarcinoma HeLa cells are routinely cul-
tured in complete growth medium at 37°C in a humidi fi ed 5% 
CO 2 -enriched atmosphere using 75 cm 2  supports ( see   Notes 
23  and  24 ).  

    2.    Slightly undercon fl uent cells are subcultured regularly by 
trypsin/EDTA detachment ( see   Notes 25  and  26 ), dilution and 
reseeding. This generates maintenance cultures ( see   Note 27 ) 
and provides cells for experimental determinations.  

    3.    The latter are carried out in 6-well plates.  
    4.    Twenty-four hours after seeding (when cells have adhered to 

the matrix and have resumed proliferation) ( see   Note 28 ), culture 
supernatants are discarded and replaced by complete culture 
medium in which the compounds of interest have been pre-
diluted at the desired  fi nal concentration ( see   Notes 29 – 33 ).      

       1.    HeLa cells are seeded in 6-well plates ( see   Note 34 ), let adhere 
for 12–24 h and treated with the stimuli of interests ( see  
Subheading  3.1 ,  step 4  and  Notes 28 – 33 ).  

    2.    After the desired incubation time, supernatants are transferred 
into 15 mL conical tubes ( see   Note 35 ) and adherent cells are 
washed with PBS ( see   Note 36 ). The PBS is pooled with the 
corresponding supernatant and cells are detached with Trypsin-
EDTA ( see   Notes 37 – 39 ).  

    3.    Detached cells and supernatants are pooled and subsequently 
centrifuged at 300–500 ×  g  for 5 min (4°C) ( see   Note 40 ).  

    4.    Supernatants are removed and pellets are carefully lysed in 
30–50  μ L of cold (4°C) NP40 lysis buffer ( see   Notes 41 – 43 ).  

  3.  Methods

  3.1.  Cell Culture and 
Treatments

  3.2.  Quanti fi cation 
of Cell Cycle-Arresting 
Proteins by 
Immunoblotting

  3.2.1.  Preparation 
of Samples
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    5.    The protein concentration of each sample is determined by 
means of the  DC  Protein Assay, following the manufacturer’s 
instructions ( see   Note 44 ).  

    6.    20–80  μ g of proteins from each lysate ( see   Note 45 ) are mixed 
with 5–7.5  μ L NuPAGE ®  LDS sample buffer (4×) and the  fi nal 
volume is adjusted to 20–30  μ L with lysis buffer ( see   Notes 46  
and  47 ).  

    7.    Protein denaturation is achieved by the incubation of samples 
at 100°C for 5 min ( see   Notes 48  and  49 ). Normally, samples 
are allowed to cool down at RT or 4°C prior to loading on 
polyacrylamide gels ( see   Note 50 ).      

      1.    These instructions refer to an Invitrogen XCell4 SureLock™ 
Mini-Cell system for gel electrophoresis and NuPAGE ®  Novex 
4–12% Bis–Tris precast gels.  

    2.    For a single unit, which can accommodate two precast gels, use 
dH 2 O to prepare 500 mL 1× NuPAGE ®  MES SDS running 
buffer ( see   Notes 51  and  52 ).  

    3.    Unwrap the gel(s), peel off the tape covering the slot on the 
back of the gel cassette ( see   Note 53 ), and gently remove the 
disposable comb while paying particular attention at preserv-
ing the integrity of sample slots ( see   Note 54 ).  

    4.    Gently wash wells with 1× running buffer to remove possible 
polyacrylamide debris, and assemble the electrophoresis unit 
by following the manufacturer’s instructions ( see   Notes 55  
and  56 ).  

    5.    Fill the inner chamber of the unit with running buffer until 
sample slots are entirely submerged ( see   Note 57 ), add 500  μ L 
10× NuPAGE ®  antioxidant ( see   Note 58 ), and gently remove 
bubbles that may have formed.  

    6.    Fill the outer chamber of the unit with running buffer and 
proceed to load the gel with protein samples prepared as 
described above ( see  Subheading  3.2.1 ,  steps 6  and  7  and 
 Notes 45 – 50 ). 1–2 wells are loaded with Precision Plus 
Protein™ Standard MW markers ( see   Note 59 ).  

    7.    Following sample loading ( see   Note 59 ), connect the unit to 
the power supply and separate proteins in constant- fi eld mode 
( see   Notes 60  and  61 ) without further delay. Importantly, the 
electrophoresis should be stopped before the 15 kDa band of 
the MW marker reaches the bottom horizontal line that delin-
eates the zone of the gel that will be eliminated before the 
electrotransfer ( see   Note 62 ).      

      1.    For a single unit, which can accommodate up to two precast 
gels, prepare 1 L 1× NuPAGE ®  transfer buffer by mixing 
50 mL 20× NuPAGE ®  transfer buffer, 200 mL methanol, 

  3.2.2.  Electrophoresis

  3.2.3.  Electrotransfer
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1 mL 1× NuPAGE ®  antioxidant, and 749 mL dH 2 O 
( see    Note 52 ).  

    2.    5 XCell II™ blotting pads and 4 sheets of 3 MM ®  Whatman 
 fi lter paper of approximately the same size than the running gel 
(9 × 9 cm) are equilibrated in 1× transfer buffer for 1–2 min 
at RT.  

    3.    2 Nitrocellulose membranes of approximately the same size 
of the running gel (9 × 9 cm) are activated by incubation in 
dH 2 O for 2–5 min at RT, then equilibrated in transfer buffer 
( see   Note 63 ).  

    4.    The gel unit is disconnected from the power supply and disas-
sembled. With the help of a NuPAGE ®  Novex gel knife, pre-
cast gels are opened and the upper plastic shield is discarded 
( see   Note 64 ).  

    5.    The gel “foot” is displaced by means of the gel knife and each 
gel is deposited on a clean and  fl at surface previously wetted 
with transfer buffer. Wells and gel “feet” are cut and discarded 
( see   Notes 65  and  66 ).  

    6.    The transfer setup is prepared by overlaying the following 
components (pre wetted in transfer buffer) on top of the 
cathodic core (−) of the XCell II™ Blot Module (conditions 
for two gels): two blotting pads, one  fi lter paper, the  fi rst gel, 
the  fi rst nitrocellulose membrane, one  fi lter paper, one blot-
ting pad, one  fi lter paper, the second gel, the second nitrocel-
lulose membrane, one  fi lter paper, two blotting pads (as 
indicated by the manufacturer) ( see   Notes 67  and  68 ).  

    7.    The anodic core (+) of the blot module is then used to close 
the transfer sandwich, which is subsequently inserted into the 
XCell4 SureLock™ Mini-Cell system.  

    8.    Fill the blot module with 1× transfer buffer until the sandwich 
is entirely covered ( see   Note 69 ).  

    9.    Fill the outer chamber with ~650 mL dH 2 O until the water 
level reaches ~2 cm from the top of the unit ( see   Note 70 ).  

    10.    Place the lid on top of the unit, connect it to the power supply 
and electrotransfer proteins in constant- fi eld mode (30 V) for 
1 h, as recommended by the manufacturer ( see   Notes 71 – 73 ).  

    11.    Once the transfer is complete, disconnect the transfer unit 
from the power supply, disassemble the blot module and 
withdraw nitrocellulose membranes ( see   Note 74 ), on which 
colored MW markers should be clearly visible ( see   Notes 75  
and  76 ).  

    12.    At this stage, bound proteins can be visualized (as a preliminary 
indicator of an adequate electrotransfer as well as of the equal 
loading of lanes) by incubating membranes in Ponceau S staining 
solution for 2–5 min ( see   Notes 77  and  78 ).  
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    13.    After cutting the membrane at the adequate horizontal position 
estimated by MW markers (in order to detect multiple cell 
cycle-inhibitory proteins at the same time, if required) the 
Ponceau S staining solution should be removed by quickly 
rinsing membranes in rinsing buffer ( see   Notes 79 – 82 ).      

      1.    To block unspeci fi c binding sites, nitrocellulose membrane 
fragments are incubated on an orbital shaker in 10 mL of 
blocking buffer for 30–60 min at RT.  

    2.    Blocking buffer is discarded, membrane fragments are rapidly 
washed in rinsing buffer and incubated with the corresponding 
primary antibodies ( see  Table  1 ). The following conditions 
should be employed: anti-CKI, 1/500–1/1,000 in blocking 
or binding buffer, as recommended by the manufacturers 
(overnight at 4°C), anti-GAPDH, 1/10,000 in rinsing, block-
ing, or binding buffer (1 h at RT) ( see   Notes 83 – 86 ).  

    3.    Primary antibodies are removed ( see   Note 87 ) and membrane 
fragments are washed three times in rinsing buffer (10 min, RT).  

    4.    Upon washing, membranes are incubated for 45–60 min at RT 
(by means of an orbital shaker) with freshly prepared 1/5,000–
1/1,000 dilutions (in blocking buffer) of goat anti-rabbit or 
goat-anti-mouse horseradish peroxidase (HRP)-coupled sec-
ondary antisera.  

    5.    Secondary antibodies are discarded ( see   Note 88 ), and mem-
brane fragments are again washed three times in rinsing buffer 
(10 min, RT).  

    6.    Each membrane fragment is overlaid for 2–5 min with 500–
1,000  μ L SuperSignal West Pico Maximum Sensitivity chemi-
luminescent substrate, prepared ex tempore according to the 
manufacturer’s instruction ( see   Note 89 ).  

    7.    Finally chemiluminescence is detected by cumulative acquisition 
in an ImageQuant LAS 4000 equipped with a light-sensitive 
CCD camera until the signal reaches saturation. Adequately 
exposed images ( see   Notes 90 – 94 ) are then selected and 
further analyzed for densitometry with the help of the open-
source software ImageJ (NIH, Bethesda, MD, USA; freely 
available at   http://rsb.info.nih.gov/ij/    ).       

  Depending on both cell-intrinsic and cell-extrinsic variables, the 
administration of potentially cytotoxic conditions (with CDDP as 
a model drug for cell cycle arrest) can elicit a number of biochemi-
cal cascades whose outcomes are as diverse as adaptation to stress 
(survival) and cell death. In some cases, various signaling pathways 
are activated by CDDP in a near-to-simultaneous fashion, which 
sometimes renders the effects of CDDP on the cell cycle dif fi cult 
to estimate. As a general rule, CDDP concentrations higher than 

  3.2.4.  Immunoblotting 
for the Detection of CKI 
Expression Levels

  3.3.  Guidelines for the 
Correct Evaluation of 
Cell Cycle Arrest and 
Cellular Senescence

http://rsb.info.nih.gov/ij/
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50  μ M are likely to promote rapid cell death in most cell lines, 
while in the low micromolar range (1–10  μ M) CDDP mainly leads 
to cell cycle arrest. With these considerations in mind, we propose 
the following guidelines aimed at providing researchers with a 
practical tool to approach the study of CDDP-triggered cell cycle 
arrest.

    1.    In the experimental settings of choice, the occurrence of  bona 
 fi de  cell death should be assessed by a broad range of concen-
trations. Sublethal conditions should then be applied for the 
correct assessment of cell cycle-arresting mechanisms.  

    2.    When an idea has been obtained about these basic parameters, 
a more precise quantitative and qualitative evaluation of the 
molecular pathways activated in the experimental setting of 
choice should be attempted. In particular, the investigator 
should aim at answering the following questions:
   (a)    By which mechanism is the cell cycle arrested and can this 

be overcome by removing the treatment and restoring 
normal cell growth conditions?  

   (b)    In case of an irreversible cell cycle arrest, biochemical 
markers of cellular senescence (such as senescence associ-
ated beta-galactosidase activity) should be evaluated for 
further insights.  

   (c)    The long-term stability of the cell cycle arrest should be 
evaluated by clonogenic assays.         

 The elucidation of these issues will undoubtedly help research-
ers to  fi nely characterize cell cycle arrests as induced by a wide array 
of distinct stimuli.   

 

     1.    When stored sealed at −20°C, undissolved CDDP (powder) is 
stable for at least 2 years. It is recommendable to prepare stock 
solutions of CDDP in small aliquots (10–50  μ L), which should 
be used within 6–8 months from preparation.  

    2.    DMF, which is readily absorbed by inhalation/through the 
skin, can act as an irritant for the eyes, skin, gastrointestinal 
tract and respiratory system.  

    3.    Optimal growth conditions (e.g., medium composition, 
supplements) vary according to the cell line of choice, and may 
quite dramatically in fl uence not only growth rates but also 
the response to senescence-inducing stimuli. In particular, 
suboptimal growth conditions can per se trigger a cell cycle 

  4.  Notes
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arrest due to lack of appropriate growth factors or cell-to-cell 
signaling. Unless changes in the composition of the growth 
medium are part of the experimental protocol, we suggest to 
use the medium that is most suitable for the cell line of choice, 
as recommended by the American Type Culture Collection 
(ATCC, Manassas, USA).  

    4.    Each antibody should be handled and stored as indicated by 
the manufacturer. Moreover, antibodies should never be sub-
jected to steep temperature changes and should always be kept 
on ice when solutions for immunoblotting are prepared.  

    5.    Storage at 4°C of binding and blocking buffers should not 
exceed 2 weeks, unless 0.02% NaN 3  is added as a preservative 
to prevent microbial contamination ( see also   Note 16 ). The 
same applies to rehydrated BSA (lyophilized BSA has a shelf 
life of 1 year at 4°C).  

    6.    This material is considered hazardous by the Occupational 
Safety and Health Administration (OSHA) Hazard 
Communication Standard, and may behave as an irritant for 
the eyes, skin, and respiratory system.  

    7.    The  DC  Protein Assay kit contains sodium hydroxide (NaOH), 
which is corrosive and might cause severe burns of the skin, 
eyes and gastrointestinal system upon contact/ingestion.  

    8.    Under appropriate storage conditions, the  DC  Protein Assay 
kit has a shelf life of at least 6 months.  

    9.    This material is considered hazardous by the OSHA Hazard 
Communication Standard, is corrosive and may cause severe 
burns of the skin, eyes and gastrointestinal system upon con-
tact/ingestion.  

    10.    Methanol is volatile and highly toxic due to the formation of 
formaldehyde and formic acid (an inhibitor of mitochondrial 
respiration causing hypoxia and lactate accumulation) by 
hepatic alcohol dehydrogenases.  

    11.    Methanol is highly in fl ammable and should therefore kept 
away from heat,  fi res, sparkling sources, and oxidizers. As a 
note, methanol  fl ames are almost invisible in normal light con-
ditions, but may be detected by the heat generated or the 
burning of other materials.  

    12.    EDTA is not currently listed as a carcinogen by the National 
Toxicology Program (NTP), the International Agency for 
Research on Cancer (IARC) or OSHA, yet may behave as a 
mild irritant for the eyes, skin, and respiratory system.  

    13.    PMSF is toxic by inhalation, upon contact with skin and if 
swallowed, and should therefore always be manipulated with 
maximal care and preferably under an appropriate fume hood.  
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    14.    DTT is considered hazardous by the OSHA Hazard 
Communication Standard, as it can cause skin irritation and 
severe ocular damage.  

    15.    Before the addition of the protease inhibitor cocktail, lysis buf-
fer can be stored at 4°C for up to 6 months. Once protease 
inhibitor tablets have been added, it is recommendable either 
to use lysis buffer within 24 h (storage at 4°C), or to store 
small aliquots at −20°C. These are stable for at least 6 months, 
but should not be refrozen upon  fi rst use.  

    16.    This reagent contains sodium bisulfate and DMF ( see also  
 Note 2 ).  

    17.    These products are stable for at least 12 months under ordi-
nary conditions of use and storage (4°C or RT, close bottles or 
sealed packages).  

    18.    This reagent contains sodium dodecylsulfate (SDS), which can 
irritate the eyes and the skin, and hence should be handled 
using protective gloves, clothing, and eyewear.  

    19.    This product contains no substances that, at their given con-
centration, are considered to be hazardous to health.  

    20.    This reagent contains 500 mM DTT ( see also   Note 14 ).  
    21.    Information on the effects on human health deriving from 

exposure to Ponceau S is limited. It should therefore be han-
dled with the maximal care, by using protective gloves, cloth-
ing, and eyewear.  

    22.    Tween 20 is not currently listed as a carcinogen by NTP, IARC, 
or OSHA, yet may behave as a mild irritant for the eyes, skin, 
and respiratory system.  

    23.    Depending on speci fi c requirements (e.g., physical room 
within incubators, need for very large amounts of cells), smaller 
or larger supports for cell culture can be used in substitution of 
75 cm 2   fl asks.  

    24.    While HeLa cells conveniently grow on untreated supports, 
pretreated (e.g., collagen-coated, gelatin-coated)  fl asks may be 
required for other cell types.  

    25.    In these conditions, a 75 cm 2   fl ask contains 5–10 × 10 6  HeLa 
cells. This may considerably vary for other cell lines, mainly 
depending on cell size.  

    26.    The subculture of both excessively undercon fl uent and 
overcon fl uent  fl asks should be avoided as it may result in a 
genetic drift and in the overcrowding-dependent stress of the 
cell population, respectively, both of which negatively affect 
experimental determinations.  

    27.    It is recommendable to allow freshly thawed cells to readapt 
for 2–3 passages before using them in experimental assessments. 
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Similarly, it is good practice to de fi ne a maximal number of 
passages and to discard maintenance cultures once this limit 
has been reached, to avoid genetic population drifts. This strat-
egy requires an appropriate liquid nitrogen stock of cells, which 
should be generated from an homogenous and healthy popula-
tion prior to the beginning of the experiments.  

    28.    Quickly adhering cells (e.g., HeLa) can be treated after 12 h, 
whereas at least 24–36 h are necessary for cells with longer 
adaptation times (e.g., HCT 116). Premature treatment may 
result in excessive toxicity due to suboptimal culture condi-
tions. Light microscopy-assisted observation of the cell mor-
phology normally suf fi ces to determine the adherence/
adaptation status.  

    29.    This is particularly important when stock solutions involve very 
lipophilic agents (e.g., DMF and dimethylsulfoxide, DMSO), 
which can results in overt cytotoxicity if directly administered 
to the cell layer ( see also   Note 30 ).  

    30.    Also at very low concentrations, organic solvents like DMF 
and DMSO may be toxic per se or may promote speci fi c cel-
lular responses (e.g., differentiation). Such effects and the con-
centration of DMF at which they appear should be carefully 
determined at a preliminary stage, and should be taken into 
careful consideration for the de fi nition of the experimental plan.  

    31.    Whenever possible, we recommend to treat cells with (at least) 
three different concentrations of the compounds of interest 
(ideally EC 50  × 10 −1 , EC 50  × 10 0 , EC 50  × 10 +1 ), in order to avoid 
insuf fi cient or excessive biological effects.  

    32.    As a positive control for senescence induction, sub-apoptotic 
doses of a DNA-damaging agent like CDDP can be employed 
( see also   Note 33 ).  

    33.    Please keep in mind that the  fi nal concentration of CDDP and 
the incubation time required to induce detectable levels of cell 
cycle arrest and/or cellular senescence may vary signi fi cantly 
with cell type ( see also   Note 32 ), and might depend on cell-
extrinsic variables (e.g., medium composition and cell density). 
As a guideline, HeLa cells treated with 1  μ M CDDP for 72 h 
in complete growth medium usually contain 40% cells charac-
terized by morphological traits of cellular senescence.  

    34.    Cell density at seeding depends on cell size, proliferation rate, 
well surface, and total assay duration. To avoid the appearance 
of overcrowding-dependent toxicity, control cultures at the 
end of the assay should exhibit con fl uence levels that never 
exceed 85%. For assays lasting no more than 72 h, 100–
200 × 10 3  (50–100 × 10 3 ) HeLa cells in 1 (0.5) mL complete 
growth medium can indicatively be seeded in 12-(24-)well 
plates.  
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    35.    Since they contain the fraction of cells that underwent 
 apoptosis-dependent detachment from the substrate during 
the stimulation period, supernatants from treated cultures 
should be discarded if the analysis is planned to focus on viable 
cells only.  

    36.    This is particularly important for detachment-resistant cells, as 
serum and salt traces inhibit the enzymatic activity of Trypsin-
EDTA ( see also   Note 38 ).  

    37.    Trypsinization time is a function of cell type, viability, and 
culture density. For HeLa cells (and most cell lines), 5 min at 
37°C are amply suf fi cient to fully detach a totally con fl uent, 
healthy population. It is however recommendable to check for 
complete cell detachment by visual inspection or by rapid 
observation in light microscopy.  

    38.    The detachment of some cell types may require slightly pro-
longed trypsinization. This may also be necessary if traces of 
medium remain in the wells after the collection of supernatants 
( see also   Note 36 ).  

    39.    As a general guideline, excessive trypsinization (>10 min) 
should be prevented, since it may result per se in some extent 
of cell sufferance. However, at least initially, this should not 
affect the expression of cell cycle-inhibitory proteins. 
Trypsinization can be replaced by mechanical scraping, 
although this may also promote sufferance in sensible cells.  

    40.    FBS contained in supernatants de fi nitely inactivates trypsin at 
this stage. Should supernatants be scarce (<500  μ L), derive 
from FBS-free culture conditions, or have been discarded 
( see also   Note 35 ), complete trypsin inactivation may be guar-
anteed by adding 3–5 mL pre-warmed complete growth 
medium to each sample.  

    41.    To minimize proteolytic degradation, from this step onward 
samples should always be kept on ice (until the addition of 
loading buffer and denaturation or storage).  

    42.    Lysis should be performed in the minimal volume of lysis buffer 
that allows for the complete dissolution of cell pellets (30  μ L 
normally suf fi ce for samples derived from 6-well plates). Lysis 
may be facilitated by thorough pipetting, vortexing, or sonica-
tion. If some particulate debris remains undissolved, 5–20  μ L 
supplemental lysis buffer can be added, followed by another 
round of pipetting, vortexing, or sonication. Keeping the lysate 
volume to a minimum is important to avoid an excessive dilu-
tion of the protein content of samples, which may turn out to 
be problematic at gel loading.  

    43.    Lysates can be stored at −80°C for prolonged periods (several 
months) without any signi fi cant degradation of their protein 
content.  
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    44.    Protein quanti fi cation is performed by interpolating a calibration 
curve built from a serial dilution of BSA. BSA standards are 
rarely (if ever) included in protein quanti fi cation kits and 
should be prepared shortly before use. Either dH 2 O or (more 
properly) lysis buffer can be used as solvent.  

    45.    The amount of total proteins that should be loaded onto the 
polyacrylamide gel for separation depends on multiple variables, 
including size and expression levels of the protein of interest as 
well as the performance of the antibodies used at detection. 
Although CKIs are usually small (most often between 10 and 
20 kDa), in our experimental conditions 30–50  μ g total 
proteins normally suf fi ce to visualize the corresponding bands 
upon immunoblotting.  

    46.    When the amount of total proteins for loading has been deter-
mined, lysates that will be separated on the same polyacrylam-
ide gel are diluted in the minimal volume that allows for the 
loading of the same quantity of proteins and the addition of 4× 
loading buffer (to a  fi nal 1× concentration). Keeping the loading 
volume to a minimum facilitates the loading procedure.  

    47.    According to the manufacturer, these are the maximal loading 
volumes for 1 mm-thick NuPAGE ®  Novex 4–12% Bis–Tris 
precast gels (Invitrogen): 1-well gel: 700  μ L/well; 9-well gel: 
28  μ L/well; 10-well gel: 25  μ L/well; 15-well gel: 18  μ L/well; 
17-well gel: 15  μ L/well. The volume that actually  fi ts into 
such wells is 10–15% higher if loading is performed very slowly 
while keeping the pipette tip at the upper limit of wells.  

    48.    Boiling is intended to integrate the denaturing activity of lysis 
and loading buffers (which contain SDS, reducing agents and 
calcium chelators), thereby fully resolving inter- and intramo-
lecular bonds that are responsible for tertiary and quaternary 
protein structures. This step ensures that the subsequent elec-
trophoretic separation is based on the MW of protein subunits 
with no (or little) in fl uence from protein-to-protein interac-
tions and native structural features.  

    49.    Incomplete denaturation may have either of the following con-
sequences at electrophoresis. (Partially) folded polypeptides 
often migrate with an apparently lower MW (as compared to the 
predicted value), as they retain (at least in part) some structural 
compactness that favors their progression through the molecu-
lar sieve provided by the gel. Conversely, proteins that are 
engaged in unresolved protein-to-protein interactions migrate 
with an apparently higher MW, which (at least theoretically) 
re fl ects the sum of the MW of all interacting polypeptides.  

    50.    Alternatively, samples can be stored at −80°C for prolonged 
periods (several months) without signi fi cant degradation.  

    51.    Running buffer is stable when stored at 4°C.  
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    52.    Used 1× NuPAGE ®  MES SDS running buffer and 1× NuPAGE ®  
transfer buffer can be recycled for at least 2–3 additional 
electrophoretic runs and electrotransfers, respectively.  

    53.    Failure to do so will result in low or no current during the 
electrophoretic run, due to failing electric circuitry within the 
unit.  

    54.    If slots get seriously damaged during gel preparation, adjacent 
samples may mix at loading. In this case, the use of a new gel 
is recommended.  

    55.    Polyacrylamide debris may impede correct sample loading, 
result in the mix up of adjacent samples and/or affect the entry 
of proteins in gel, and hence should be carefully avoided.  

    56.    If only one polyacrylamide gel is used, replace the second gel 
cassette with the plastic dummy provided with the XCell4 
SureLock™ Mini-Cell unit to confer integrity of the upper and 
lower chambers of the electrophoresis unit.  

    57.    The running buffer has to completely cover all slots to allow 
for an homogeneous electrophoresis, yet it should though not 
create a bypass between the upper and lower chamber, as this 
would compromise the correct electrical  fl ow within the unit.  

    58.    The reducing agents that are contained in the NuPAGE ®  LDS 
sample buffer do not co-migrate with proteins through the 
gel in a neutral pH environment. Although disul fi de bonds 
are poorly reactive at neutral pH and hence poorly prone to 
oxidize, some oxidation may occur during electrophoresis in 
the absence of an antioxidant. The NuPAGE ®  Antioxidant 
migrates with the proteins during electrophoresis, thereby 
fully preventing reoxidization.  

    59.    Pre-stained markers that cover various MW ranges and allow 
for the visual follow-up of migration are available from distinct 
commercial provider. For practical reasons, we routinely use 
the large-range Precision Plus Protein™ Standard MW markers 
(Bio-Rad), covering from 10 to 250 kDa or low-range Natural 
Pre-stained SDS-PAGE Standards (Bio-Rad), covering from 
14.4 to 97.4 kDa.  

    60.    As a good practice, in order to avoid the diffusion of samples 
within the gel (in particular of those that were loaded  fi rst) and 
hence maximize resolution, it is recommended to perform 
loading as quickly as possible (though very carefully) and to 
start the electrophoresis immediately thereafter.  

    61.    According to the manufacturer, protein samples loaded on 
NuPAGE ®  Novex 4–12% Bis–Tris precast gels in NuPAGE ®  
MES SDS running buffer should be separated at 200 V, result-
ing in a runtime of ~35 min and in expected currents at the 
start and at the end of the run of 110–125 and 70–80 mA/gel, 
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respectively. Although it results in increased runtimes, we 
 normally perform separation at 150–180 V, as this relevantly 
ameliorates resolution.  

    62.    In most cases in which the 15 kDa MW marker trespasses this 
limit, low molecular weight proteins cannot be detected. This 
occurs either due to the fact that the corresponding band(s) 
has (have) run out of the gel at electrophoresis and hence has 
(have) been lost in the running buffer, or because the band(s) 
is (are) too close to the gel “foot” and therefore is (are) cut 
away for the electrotransfer.  

    63.    As an alternative, polyvinylidene  fl uoride (PVDF) membranes 
can be employed. In this case, activation should be performed 
by incubating membranes for 30–60 s in methanol, ethanol or 
isopropanol, followed by brief rinsing in dH 2 O and equilibra-
tion in transfer buffer.  

    64.    Use caution while inserting the gel knife between the two plas-
tic shields to avoid excessive pressure toward the gel. While 
removing the upper plastic shield, to minimize the risk of gel 
rupture, proceeds slowly and ensure that the gel remains 
entirely adherent to the lower plastic plate.  

    65.    Alternatively, wells and gel “feet” can be cut away when gels 
still lay on the lower plastic shield, followed by assembly of 
the transfer “sandwich.”  

    66.    Cutting the gel “feet” is required for the correct assembly of the 
transfer “sandwich.” For this reason, any protein that may have 
migrated down to this level of the gel is irremediably lost.  

    67.    During assembly, the formation of bubbles between the various 
layers of the “sandwich” should be carefully avoided, as this 
will locally interfere with protein transfer and result in the gen-
eration of protein-free zones on membranes (which are easily 
visualized by subsequent Ponceau S staining). To remove bub-
bles, a common 5 mL pipette can be gently rolled on top of 
each component before the addition of the next one.  

    68.    During assembly, attention should be made at respecting the 
reciprocal order among the anodic core (+) of the blot module 
(attracting proteins that are negatively charged by SDS), mem-
branes, gels and the cathodic core (−) of the blot module. 
Although this may seem trivial, the loss of proteins due to a 
“reverse” electrotransfer occurs relatively frequently.  

    69.    Do not  fi ll all the way to the top of the blot module as this will 
only generate extra conductivity and heat.  

    70.    This serves to dissipate part of the heat produced during 
the run.  

    71.    Expected currents at the start and at the end of the run are 170 
and 110 mA, respectively.  
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    72.    These settings are appropriate for both nitrocellulose and 
PVDF membranes.  

    73.    The ef fi cient electrotransfer of high MW proteins (>100 kDa) 
may require more than 1 h. In this case, the temperature of the 
electrotransfer unit might increase excessively, if not con-
trolled, due to the intense current. To avoid this problem, the 
entire electrotransfer procedure can be performed in a cold 
room (4°C).  

    74.    Upon careful rinsing in PBS or dH 2 O, sponges can be reused. 
Filter papers are discarded.  

    75.    “Sandwiches” should be removed from the transfer module 
with the maximal care and the correct transfer of MW markers 
should be checked prior to their dismantling (by slightly opening 
the layers of the “sandwich” at one corner). This is very impor-
tant as it allows for the proper reconstitution of “sandwiches” 
and for another electrotransfer run if the ef fi ciency of the  fi rst 
one has been suboptimal ( see also   Note 76 ).  

    76.    If MW markers are still (partially) visible on the gels (but poorly 
on membranes), the electrotransfer has occurred with subop-
timal ef fi ciency. If an obvious reason for this can be identi fi ed, 
and if “sandwiches” have not been completely dismantled 
( see also   Note 75 ), the transfer module can be reassembled 
and another electrotransfer run can be started.  

    77.    Ponceau S staining allows for the identi fi cation of gross trans-
fer problems (e.g., bubbles, as well as of highly unequal lane 
loading). Stained membranes can be wrapped in transparent 
plastic  fi lm and photocopied or scanned, to keep track of the 
correct transfer.  

    78.    As it contains 5.0% acetic acid, the Ponceau S staining solution 
favors the  fi xation of electrotransferred proteins onto nitrocel-
lulose membranes. For this reason, it is advisable to incubate 
nitrocellulose membranes in Ponceau S staining solution for 
at least 5 min, whereas 1–2 min normally suf fi ce for PDVF 
membranes (for which the staining only serves visualization 
purposes).  

    79.    Cutting should be avoided if—for any reason—the electropho-
retic run has not proceeded to completion (as witnessed by 
the incomplete resolution of MW marker bands along the 
membrane). In this case, intact membranes should be sub-
jected to one round of immunoblotting for each antibody, 
separated from each other by multiple washes and de-hybrid-
ization ( see also   Note 93 ).  

    80.    It is advisable to cut membranes before washing away the 
Ponceau S staining solution. In this case, colored protein bands 
provide indeed a valuable guide for cutting membranes along 
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an approximately straight line that spans a MW range as nar-
row as possible.  

    81.    Used Ponceau S solutions retain nearly all their staining power, 
and hence can be reused several times over prolonged periods 
(several months). Precipitates and polyacrylamide leftovers 
that may accumulate should be removed every now and then 
by  fi ltering the solution with a 0.22  μ m  fi lter.  

    82.    Alternatively, binding buffer can be used. Binding buffer is rec-
ommended for both blocking and hybridization by the major-
ity of antibody suppliers, as it is characterized by a strictly 
de fi ned molecular composition (and hence is less prone to 
interfere with the antibody/antigen interaction). Nevertheless, 
the use of blocking buffer should be preferred (unless speci fi cally 
indicated in the antibody datasheet) as it generally results in 
reduced unspeci fi c background signal at revelation.  

    83.    To avoid degradation, primary antibody stocks should always 
be kept in near-to-storage conditions, in particular concerning 
temperature. This can be achieved by preparing hybridization 
solutions as rapidly as possible, and with the help of ice baths 
(for antibodies stored at 4°C) or pre-cooled ice packs (for anti-
bodies stored at −20°C). It is a good laboratory practice to 
split antibodies at delivery into aliquots that are suf fi cient for 
1–2 membranes only.  

    84.    Equal lane loading should be performed with an antibody that 
recognizes a highly expressed protein, whose amount is stable 
in most experimental settings. As an alternative to GAPDH, 
 α -tubulin (MW = ~52 kDa) or  β -actin (MW = ~45 kDa) levels 
can be monitored to this aim.  

    85.    The primary antibodies that we routinely employ ( see also  
Table  1 ) are perfectly compatible with blocking buffer. This 
may not apply to other antibodies. In this case, please refer to 
the speci fi c manufacturer’s recommendations.  

    86.    As an alternative, hybridization with primary antibodies can be 
achieved by incubating membranes with the antibody solu-
tions for 2 h at RT.  

    87.    Used anti-GAPDH hybridization solutions can be reemployed, 
if properly stored at −20°C, for at least ten times. Normally, 
anti-CKI antibodies diluted in hybridization solutions can also 
be reemployed, if stored at 4°C for no more than 1 week, once 
or twice more.  

    88.    As secondary antibodies are coupled to an enzymatic activity, it 
is not recommendable to store them for long periods upon  fi rst 
usage. In exceptional cases, however, they can be stored at 4°C 
for no more than 24 h and reused once (usually with suboptimal, 
yet acceptable, results).  
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    89.    Attention should be paid to ensure that membranes are entirely 
covered by the chemiluminescent substrate.  

    90.    Optimal exposure time for the correct visualization of protein 
bands varies according to the intensity of the HRP-catalyzed 
chemiluminescent reaction. In turn, this is in fl uenced by sev-
eral factors including the amount of protein in the band, the 
af fi nity of primary and secondary antibodies, the presence of 
contaminants that inhibit HRP, and the time passed since the 
addition of the chemiluminescent substrate. Exposure times 
between 1 and 5 min provide acceptable results for a majority 
of proteins. When proteins are small or scarcely expressed (or 
when the antibodies display reduced af fi nity), however, longer 
exposures (up to 10–12 h) are required for optimal results. On 
the contrary, when proteins are large or well represented in the 
sample (or when the antibodies exhibit high af fi nity), a few 
seconds may be suf fi cient. Of note, the signal from the anti-
GAPDH antibody is usually very strong and an exposure in the 
range of seconds is largely suf fi cient ( see also   Note 90 ).  

    91.    Revelation of the anti-GAPDH antibody is often associated 
with overexposure ( see also   Note 90 ). To circumvent this issue, 
image acquisition time should be decreased. As an alternative, 
the anti-GAPDH antibody can be detected 30–120 min after 
the addition of the chemiluminescent substrate, when the 
ef fi ciency of the enzymatic reaction has decreased enough to 
allow for standard exposure times.  

    92.    If the desired bands cannot be detected upon overnight expo-
sure, membranes can be collected and washed three times in rins-
ing buffer (10 min, RT), followed by re-hybridization with 
freshly prepared secondary antibodies, washing and revelation 
with the SuperSignal West Femto Chemiluminescent Substrate 
(Pierce Biotechnology), as recommended by the manufacturer.  

    93.    If cutting could not be performed (and hence hybridization 
involved a single primary antibody,  see also   Note 79 ), after 
revelation membranes are washed three times in rinsing buffer 
(10 min, RT) and antibodies are removed by incubating them 
in de-hybridization buffer for 30–60 min (RT or 37°C), as rec-
ommended by the manufacturer, followed by extensive wash-
ing with dH 2 O. Membranes processed as such can be re-probed 
with another primary antibody starting from the saturation of 
unspeci fi c binding sites onward. In this case, as the anti-
GAPDH antibody has a very strong af fi nity for GAPDH and 
provides a very high signal (which may be hardly de-hybrid-
ized) immunoblotting to monitor the equal loading of lanes 
should be performed as the  fi nal round.  

    94.    Upon revelation, membranes are washed three times in rinsing 
buffer (10 min, RT) and can be stored at 4°C (in rinsing 
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buffer) for up to 6 months. If additional immunoblotting 
rounds become required within this period, stored membranes 
can be normally processed starting from the saturation of 
unspeci fi c binding sites onward.          
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    Chapter 8   

 Colorimetric Detection of Senescence-Associated 
 b  Galactosidase       

     Koji   Itahana   ,    Yoko   Itahana   , and    Goberdhan   P.   Dimri        

  Abstract 

 Most normal human cells have a  fi nite replicative capacity and eventually undergo cellular senescence, 
whereby cells cease to proliferate. Cellular senescence is also induced by various stress signals, such as those 
generated by oncogenes, DNA damage, hyperproliferation, and an oxidative environment. Cellular senes-
cence is well established as an intrinsic tumor suppressive mechanism. Recent progress concerning senes-
cence research has revealed that cellular senescence occurs in vivo and that, unexpectedly, it has a very 
complex role in tissue repair, promoting tumor progression and aging via the secretion of various cytok-
ines, growth factors, and enzymes. Therefore, the importance of biomarkers for cellular senescence has 
greatly increased. In 1995, we described the “senescence-associated  β  galactosidase” (SA- β gal) biomarker, 
which conveniently identi fi es individual senescent cells in vitro and in vivo. Here, we describe an updated 
protocol for the detection of cell senescence based on this widely used biomarker, which contributed to 
recent advances in senescence, aging and cancer research. We provide an example of detecting SA- β gal 
together with other senescence markers and a proliferation marker, EdU, in single cells.  

  Key words:   Aging ,  Biomarker ,  Cellular senescence ,  EdU labeling ,  SA- β gal ,  Immunostaining    

 

 In contrast to germ cells, stem cells and cancer cells, most normal 
human somatic cells do not express a detectable level of telomerase 
and have a  fi nite replicative capacity, due to the progressive erosion 
of telomeres that protect the ends of the chromosome  (  1,   2  ) . This 
 fi nite replicative lifespan of human cells was originally described by 
Hay fl ick and colleagues in cultured human  fi broblasts  (  3  ) . 
Telomeres become shortened at each round of cell division and, 
when they reach the critical length for replication, cells are 
permanently arrested with a G1 DNA content in a state called 
replicative senescence or cellular senescence  (  4,   5  ) . Subsequent 
studies showed that cellular senescence also occurs prematurely in 

  1.  Introduction
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a telomere-independent manner in response to various kinds of 
stress such as oncogenic insults mediated by RAS  (  6  )  or RAF  (  7  ) , 
hyperproliferative signals mediated by E2F1  (  8  )  or ETS2  (  9  ) , oxi-
dative stress  (  10,   11  ) , DNA damage  (  12,   13  ) , or induction of 
tumor suppressor proteins such as ARF  (  8  ) , p16 INK4A   (  14  ) , and 
PML  (  15,   16  ) . In addition, we have previously shown that the 
replicative senescence of human  fi broblasts as described by Hay fl ick 
is in fact mediated by a mosaic of cells that undergo either telom-
ere-dependent or - independent senescence in culture  (  17  ) . Cellular 
senescence has been well established as an intrinsic tumor suppres-
sive mechanism that prevents cells from dividing with faulty short 
telomeres that may cause genomic instability  (  1,   18  ) . Cellular 
senescence is also a protective mechanism against oncogene-
induced DNA replication stress, and other cellular stresses such as 
DNA damage and oxidative stress, to prevent cells with irreparable 
damage from undergoing further replication. Several studies have 
suggested that cellular senescence also occurs in vivo. For example, 
senescent cells were detected in a mouse model of liver  fi brosis 
 (  19  ) . Additionally, dysfunctional telomeres in mice lacking the 
RNA component of telomerase have been shown to activate a cel-
lular senescence pathway to suppress tumorigenesis in the absence 
of apoptosis  (  20,   21  ) . The existence of senescent cells in vivo was 
also demonstrated in mouse models of induction of oncogenes 
such as  E μ -NRAS   (  22  ) ,  KRAS   V12    (  23  )  or  BRAF   (  24  )  as well as of 
loss of tumor suppressor genes such as  PTEN   (  25  ) . Importantly, 
the in vivo connection between aging and cellular senescence in 
tissues was recently demonstrated using a mouse model in which 
the removal of senescent cells can prevent or delay tissue dysfunc-
tion and extend health span  (  26  ) . Several laboratories have recently 
shown that senescent cells also secrete many kinds of growth fac-
tors, proteases, and cytokines that can promote cancer progression 
and aging to cause detrimental effects  (  27  ) , suggesting very com-
plex roles for senescent cells in vivo  (  2  ) . 

 To understand the role of cellular senescence in cancer and 
aging, developing reliable biomarkers of cellular senescence is very 
important. Senescent cells show a  fl at and enlarged morphology 
with increased cytoplasmic and nuclear volume. Senescent cells do 
not respond to mitogens. Therefore, senescent cells can be 
identi fi ed by their lack of DNA synthesis, or by genes that are dif-
ferentially expressed. However, many somatic cells in our body 
consist of quiescent or terminally differentiated cells, and the DNA 
synthesis measurement does not distinguish these cells from senes-
cent cells. In addition, downregulation of proliferation-associated 
genes and upregulation of growth inhibitory genes are common 
features among senescent, quiescent, and terminally differentiated 
cells. In 1995, we discovered that senescent cells expressed a 
 β -galactosidase activity, which is histochemically detectable at 
pH 6.0  (  28  ) . We termed this activity “senescence-associated 
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 β   galactosidase” (SA- β gal). This biomarker was expressed in 
senescent, but not in pre-senescent or quiescent  fi broblasts, nor in 
terminally differentiated keratinocytes  (  28  ) . SA- β gal also showed 
an age-dependent increase in dermal  fi broblasts and epidermal 
keratinocytes in skin samples from human donors of different ages, 
suggesting that it could be a good biomarker to identify senescent 
cells in vivo  (  28  ) . Although we described that this marker can be 
detected in a senescent-independent manner, for instance in cells 
cultured in con fl uence conditions for long periods of time or in 
tissue structures such as hair follicles and the lumens of eccrine 
glands, we showed that SA- β gal activity is tightly associated with 
the senescent phenotype and increases in frequency in aged tis-
sues, consistent with accumulation of senescent cells with age 
in vivo  (  28  ) . Several subsequent studies have reinforced the idea 
that SA- β gal is a useful biomarker for the detection of senescent 
cells in culture as well as in vivo, in rodents and primates  (  5,   29–
  37  ) . To date, by virtue of the simplicity and its reliability, the 
SA- β gal assay method is cited in more than 2,400 publications and 
has been the most extensively utilized biomarker for senescent 
cells in vitro and in vivo  (  5,   21–  26,   29–  37  ) . Interestingly, the 
SA- β gal assay has also been used with other model organisms such 
as zebra fi sh  (  38  )  and  Caenorhabditis elegans   (  39  ) . The SA- β gal 
activity has been shown to partly re fl ect the increase in lysosomal 
mass  (  40  ) . Increased expression of the  GLB1  gene, encoding a 
lysosomal enzyme, contributes to SA- β gal activity  (  41  ) . Increased 
levels of lysosomal enzymes and an increased lysosomal activity are 
known to be one of the hallmarks of cellular senescence  (  42,   43  ) . 
Several other senescent biomarkers have also been described such 
as p16 overexpression, senescence-associated heterochromatic foci 
(SAHF), which are nuclear DNA domains densely stained by 
DAPI  (  44  ) , DNA segments with chromatin alterations reinforcing 
senescence (DNA-SCARS)  (  45  ) , and the senescence-associated 
in fl ammatory transcriptome  (  46  ) . However, compared to SA- β gal, 
these additional markers are not nearly as universal or convenient 
to use. 

 As in some exceptional cases the SA- β gal assay can stain non-
senescent cells, showing that SA- β gal-positive cells are indeed not 
cycling is helpful. We have reported the SA- β gal staining proto-
col with thymidine labeling several years ago  (  47  ) . BrdU labeling 
has been widely used to determine the percentage of proliferating 
cells in culture and tissues. However, BrdU labeling require cells 
and tissue samples to be subjected to strong denaturing conditions 
such as concentrated hydrochloric acid or mixtures of methanol 
and acetic acid. These harsh staining conditions degrade the struc-
ture of the specimen and cause poor retention of the cell morphol-
ogy. Thus, BrdU labeling is not quite suitable for co-staining with 
SA- β gal. Recently, 5-ethynyl-2 ¢ -deoxyuridine (EdU), a thymidine 
analog, has been developed for labeling DNA  (  48  ) . EdU labeling 
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does not require a denaturing step because the  fl uorescent azide 
to detect EdU is 1/500 the size of the BrdU antibody. It diffuses 
and penetrates cells rapidly without denaturation. Therefore, EdU 
labeling coupled to SA- β gal staining may constitute a convenient 
method for both in vitro and in vivo assays. 

 In this chapter, we update the previous SA- β gal assay protocol 
in detail and describe the protocol for SA- β gal assay together 
with EdU labeling (marker for cell proliferation), DAPI staining 
(marker for SAHF), and immunostaining (various protein markers 
for senescence) to detect cellular senescence in single cells in 
multiple ways.  

 

      1.    Dulbecco’s modi fi ed Eagle’s medium (DMEM) supplemented 
with 10% fetal bovine serum.  

    2.    100× penicillin–streptomycin.  
    3.    35-mm plates or 6-well plates (see  Note 1 ).  
    4.    WI-38 fetal lung normal human  fi broblasts (Coriell Cell 

Repositories, Camden, NJ, USA) or any other types of cells.      

      1.    Phosphate-buffered saline (PBS) (137 mM NaCl, 2.7 mM 
KCl, 10 mM Na 2 HPO 4 , 1.8 mM KH 2 PO 4 ; adjust to pH 7.4 
with HCl if necessary).  

    2.    Fixing solution: 4% formaldehyde, neutral buffered (Sigma-
Aldrich, Saint-Louis, MO, USA,  see   Note 2 ).  

    3.    Staining solution: 1 mg/mL 5-bromo-4-chloro-3-indolyl-
beta- d -galactopyranoside (X-gal, Invitrogen, Eugene, CA, 
USA) ( see   Note 3 ), 1× citric acid/sodium phosphate buffer 
(pH 6.0,  see  below) ( see   Note 4 ), 5 mM potassium ferricya-
nide, 5 mM potassium ferrocyanide, ( see   Note 5 ), 150 mM 
NaCl, and 2 mM MgCl 2  (Table  1 ).   

    4.    Mounting medium (Dako, Carpinteria, CA, USA) ( see   Note 6 ).  
    5.    22 × 22 mm cover glasses ( see   Note 6 ).      

      1.    Fixing solution: 1% formaldehyde either freshly prepared or 
diluted from 4% formaldehyde, neutral buffered (Sigma-
Aldrich, see  Note 2 ) with PBS.  

    2.    Staining solution: As indicated in Subheading  2.2 .  
    3.    Counter staining solution: Eosin (Sigma-Aldrich).      

  2.  Materials

  2.1.  Cell Culture

  2.2.  Fixation and 
SA- b gal Staining 
of Cultured Cells

  2.3.  Fixation and 
SA- b gal Staining 
for Tissue Samples
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      1.    Fixing solution: 4% formaldehyde, neutral buffered 
( see    Note 2 ).  

    2.    Permeabilizing solution: 0.5% Triton X-100 in PBS.  
    3.    Click-iT ®  EdU Alexa Fluor ®  594 Imaging Kit (red  fl uorescence, 

Invitrogen) or Click-iT ®  EdU Alexa Fluor ®  488 Imaging Kit 
(green  fl uorescence, Invitrogen).  

    4.    Hoechst 33342 solution (included in the Click-iT® kit).  
    5.    DAPI (Sigma-Aldrich) 1 mg/mL solution in distilled water is 

placed at 4°C for short-term or at −20°C for long-term stor-
age. The solution has to be protected from light.  

    6.    Mounting medium (Dako, see  Note 6 ).  
    7.    22 × 22 mm cover glasses ( see   Note 6 ).      

      1.    Fixing solution: 4% formaldehyde, neutral buffered (Sigma-
Aldrich,  see   Note 2 ).  

    2.    Permeabilizing solution: 0.5% Triton X-100 in PBS.  
    3.    Blocking solution: 0.5% BSA in PBS ( see   Note 7 ).  
    4.    Antibody dilution buffer: 0.5% BSA in PBS ( see   Note 7 ).  
    5.    Secondary antibody (Jackson ImmunoResearch, West Grove, 

PA, USA).  
    6.    1 mg/mL DAPI (Sigma-Aldrich), stored as described above 

( see  Subheading  2.4 ).  
    7.    Mounting medium (Dako) ( see   Note 6 ).  
    8.    22 × 22 mm cover glasses ( see   Note 6 ).       

  2.4.  EdU Labeling

  2.5.  Immunostaining

   Table 1 
  SA- b gal staining solution   

 Component  Stock solution  Amount for 10 mL  Final concentration 

 Citric acid/sodium 
phosphate buffer (pH 6.0) 

 5×  2 mL  1× 

 Potassium ferricyanide  50 mM  1 mL  5 mM 

 Potassium ferrocyanide  50 mM  1 mL  5 mM 

 NaCl  5 M  0.33 mL  150 mM 

 MgCl 2   1 M  20  μ L  2 mM 

 X-gal  20 mg/mL  0.5 mL  1 mg/mL 

 H 2 O  –  5.2 mL  – 
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      1.    Seed 2–5 × 10 4  cells in either a 35-mm plate or 6-well plate, 
and culture for 2–3 days or more ( see   Note 1 ).  

    2.    Wash cells twice with PBS.  
    3.    Fix cells with neutral buffered 4% formaldehyde for 3 min at 

room temperature ( see   Note 8) .  
    4.    Wash cells twice with PBS.  
    5.    Add SA- β gal staining solution (2 mL per 35-mm plate).  
    6.    Incubate cells with staining solution at 37°C ( NOT  in a CO 2  

incubator).  
    7.    Blue color is detectable in some cells within 2 h, but staining is 

generally maximal in 12–16 h ( see   Note 9 ).  
    8.    After blue color is fully developed wash cells twice with PBS. 

Add one drop of mounting medium, and place cover glasses 
either on a 35-mm plate or 6-well plate.  

    9.    Count the blue SA- β gal-positive cells under a microscope ( see  
 Note 10 ). In general, human normal  fi broblast cultures are con-
sidered to be senescent if >80% of cells are SA- β gal positive.      

      1.    Obtain biopsy specimens and rinse brie fl y in PBS to remove 
any blood.  

    2.    Place in OCT compound (Miles Scienti fi c, Princeton, MN, 
USA) in a Tissue-Tek Cryomold and  fl ash freeze in liquid 
nitrogen containing 2-methylbutane ( see   Note 11 ).  

    3.    Unused samples can be stored at −80°C, but the enzyme is not 
stable after freezing. In general, samples should be processed 
immediately or within a few hours after freezing.  

    4.    Cut 4- μ m sections of the samples.  
    5.    Place sections onto slides that have been treated with silane to 

make them adhesive.  
    6.    Fix sections in 1% formaldehyde in PBS for 1 min at room 

temperature.  
    7.    Wash with PBS three times.  
    8.    Immerse sections in SA- β gal staining solution overnight.  
    9.    Counterstain with eosin.  
    10.    View by bright- fi eld microscopy (see  Note 12 ).      

      1.    Seed 2–5 × 10 4  cells in either a 35-mm plate or 6-well plate, 
and culture for 2–3 days or more (see  Note 1 ).  

  3.  Methods

  3.1.  SA- b gal Staining 
for Cultured Cells

  3.2.  SA- b gal Staining 
for Tissue Samples

  3.3.  EdU Labeling 
for Cultured Cells
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    2.    Aspirate culture media and add 1 mL of DMEM containing 
10% serum and 3  μ M EdU provided as Click-iT ®  EdU Alexa 
Fluor ®  (594 or 488) Imaging Kit for 24 h ( see   Note 13 ).  

    3.    Wash cells with PBS once.  
    4.    Fix cells with neutral buffered 4% formaldehyde for 5 min at 

room temperature.  
    5.    Wash cells twice with PBS.  
    6.    Add 1 mL of 0.5% Triton ®  X-100 in PBS and incubate for 

5 min at room temperature for permeabilization.  
    7.    Wash cells twice with PBS.  
    8.    Add 0.5 mL of Click-iT ®  reaction cocktail prepared according 

to the manufacturer’s instructions (Invitrogen).  
    9.    Incubate the plate for 30 min at room temperature, protected 

from light.  
    10.    Remove the reaction cocktail and then wash each well once 

with PBS.  
    11.    Add 1 mL of diluted DAPI solution in PBS (1  μ g/mL) to 

label nuclei for 5 min at room temperature, protected 
from light.  

    12.    Wash cells twice with PBS, add one drop of mounting medium, 
and place a cover glass on a plate.  

    13.    Observe cells under an inverted  fl uorescent microscope ( see  
 Note 14 ).  

    14.    Determine the percent of labeled nuclei (%LN) by counting 
the number of total (DAPI stained) and labeled (green or red 
 fl uorescent) nuclei in several randomly chosen  fi elds (generally 
200–500 total nuclei). %LN = (labeled nuclei/total 
nuclei) × 100. In general, human  fi broblast cultures are consid-
ered to be senescent if <10% of cells incorporate EdU over a 
1-day interval.      

      1.    Incubate cells with 10  μ M EdU for 24 h ( see  Subheading  3.3 , 
 steps 1  and  2 ).  

    2.    Wash,  fi x, and stain for SA- β gal activity as described above ( see  
Subheading  3.1 ,  steps 2 – 7  and  Note 15 ).  

    3.    After blue color develops, wash, permeabilize, and add 
Click-iT ®  reaction cocktail and DAPI as described above ( see  
Subheading  3.3 ,  steps 5 – 11 ).  

    4.    Wash cells twice with PBS, add one drop of mounting medium, 
and place a cover glass on a plate. Observe cells under an 
inverted  fl uorescent microscope ( see   Note 14 ).  

  3.4.  SA- b gal Staining 
with EdU Labeling for 
Cultured Cells
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    5.    Count cells with blue-colored staining for SA- β gal activity (% 
of SA- β gal-positive cells) under a bright  fi eld and with EdU 
labeled (%LN) under green or red  fl uorescence. Count DAPI-
stained cells as the total number of cells.      

      1.    Culture cells in 35-mm or 6-well plates.  
    2.    Wash,  fi x, and stain for SA- β gal activity as described above ( see  

Subheading  3.1 ,  steps 2 – 7  and  Note 15 ).  
    3.    Wash with PBS twice after blue color is developed.  
    4.    Permeabilize cells with 0.5% of Triton X-100 in PBS for 5 min 

at room temperature.  
    5.    Block plates with 0.5% BSA in PBS for 20 min ( see   Note 7 ).  
    6.    Incubate plates with a primary antibody in 0.5% BSA either for 

2 h at room temperature or overnight at 4°C ( see   Note 7 ).  
    7.    Wash three times with PBS, 10 min each.  
    8.    Incubate slides with secondary antibody in 0.5% BSA for 1 h at 

room temperature.  
    9.    Wash three times with PBS, 10 min each.  
    10.    Add 1 mL of diluted DAPI solution in PBS (1  μ g/mL) to 

label nuclei for 5 min at room temperature.  
    11.    Wash cells twice with PBS, add one drop of mounting medium, 

and place a cover glass on a plate. Observe cells under an 
inverted  fl uorescent microscope ( see   Note 14 ).  

    12.    Count cells with blue-colored staining for SA- β gal activity 
under a bright  fi eld and with immunostaining under green or 
red  fl uorescence. Count DAPI-stained cells as the total number 
of cells.      

      1.    Culture cells in 35-mm or 6-well plates.  
    2.    Add EdU, stain for SA- β gal activity, and detect EdU labeling 

as described above except for DAPI staining ( see  Subheading  3.4 , 
 steps 1 – 3 ).  

    3.    Wash cells twice with PBS.  
    4.    Follow the immunostaining procedure after the permeabiliza-

tion step as described above ( see  Subheading  3.5 ,  steps 5 – 11  
and  Note 16 ).  

    5.    Count cells with blue-colored staining for SA- β gal activity 
under a bright  fi eld microscope and with either EdU or immu-
nostaining under green or red  fl uorescence. Count DAPI-
stained cells as the total number of cells. An example of 
SA- β gal staining with EdU Labeling and immunostaining is 
shown in Fig.  1 .        

  3.5.  SA- b gal Staining 
with Immunostaining 
for Cultured Cells

  3.6.  SA- b gal Staining 
with EdU Labeling and 
Immunostaining for 
Cultured Cells
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     1.    For EdU labeling and immunostaining, Lab-Tek II Chamber 
Slide II (Nunc, Rochester, NY) can be used, although cell 
morphology and cell attachment are better either on a 35-mm 
plate or 6-well plate after EdU labeling and immunostaining. 
Cells should be at or less than 50–80% con fl uence at the time 
of assay. SA- β gal staining tends to increase in cells that have 
been plated for several days. SA- β gal staining of non-adherent 
cells such as lymphocytes requires a Cytospin centrifuge 
(Thermo Scienti fi c, Asheville, NY, USA) to deposit cells onto 
glass slides.  

    2.    For convenience, small aliquots of neutral buffered 4% formal-
dehyde solution are commercially available. The solution is 
stored at room temperature and each small container can be 
used up to a month after opening. For some cells or tissues, 
freshly prepared 2% formaldehyde plus 0.2% glutaraldehyde in 
PBS preserves the cell morphology somewhat better. The 25% 
glutaraldehyde solution can be obtained in small aliquots from 
Sigma and stored at −20°C. Formaldehyde and glutaraldehyde 
are toxic and emit toxic vapors. Use a chemical fume hood to 
avoid inhalation. Wear gloves, safety glasses, and protective 
clothing to avoid skin contact.  

    3.    20 mg/mL X-gal solution: X-gal is dissolved at 20 mg/mL in 
dimethylformamide (DMF) and stored in dark-colored or 
aluminum foil-wrapped tubes to protect from light. The solution 

  4.  Notes

  Fig. 1.    SA- β gal staining with 5-ethynyl-2 ¢ -deoxyuridine (EdU) labeling, DAPI staining, and immunostaining of cultured cells. 
Early passage WI-38  fi broblasts (passage 25;  upper panel ) were cultured until near-to-senescence (passage 40;  lower 
panel ). Co-staining was performed as described in Subheading  3.6 . SA- β gal staining was visualized and photographed 
under phase contrast and bright  fi eld microscopy as indicated. EdU labeling, DAPI, and immunostaining of p16 INK4a  were 
visualized and photographed by  fl uorescence microscopy. Mouse monoclonal antibody against p16 (Santa Cruz) was used 
for immunostaining. Note that the strong p16 INK4a  staining is correlated well with SA- β gal staining and the lack of EdU 
labeling in both early passage proliferating and senescent cultures (shown with  arrows ). PR and SEN indicate proliferating 
and senescent culture respectively.       
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can be stored at −20°C for a few days. DMF is toxic and emits 
toxic vapors. Use a chemical fume hood to avoid inhalation. 
Wear gloves, safety glasses, and protective clothing to avoid 
skin contact.  

    4.    0.1 M citric acid solution: citric acid monohydrate 
(C 6 H 8 O 7 ·H 2 O) is dissolved at 0.1 M in water. The solution can 
be kept at room temperature for several months. 0.2 M sodium 
phosphate solution: sodium dibasic phosphate (Na 2 HPO 4 ) or 
sodium dibasic phosphate dehydrate (Na 2 HPO 4 ·H 2 O) is 
dissolved in water at 0.2 M. The solution can be stored at 
room temperature for several months. 5× citric acid/sodium 
phosphate buffer (pH 6.0): mix 36.85 mL of 0.1 M citric acid 
solution with 63.15 mL of 0.2 M sodium phosphate (dibasic) 
solution. Verify that the pH is 6.0. If the pH of the buffer is 
not 6.0, add either citric acid buffer or sodium phosphate 
buffer to adjust to pH 6.0. Some cell types, such as mouse 
 fi broblasts or human epithelial cells, stain less intensely for 
SA- β gal. The staining intensity can sometimes be improved by 
slightly decreasing the pH. Try several pH ranges from 5.0 to 
6.0 to optimize the staining conditions, making sure to include 
positive and negative controls. Most, if not all, cells stain positive 
at pH 4.0 because of endogenous lysosomal  β  galactosidase 
activity regardless of senescence status; therefore, caution 
should be exercised when lowering the pH of the staining 
solution. The buffer can be kept at room temperature for 
several months.  

    5.    50 mM potassium ferricyanide solution: potassium ferricyanide 
is dissolved in water at 50 mM concentration and stored at 4°C 
in a tube covered with aluminum foil to protect from light. 
50 mM potassium ferrocyanide solution: potassium ferrocya-
nide is dissolved in water at 50 mM concentration and stored 
at 4°C in a tube covered with aluminum foil to protect from 
light. Both can be stored for several months. Avoid heating or 
adding acidic solution to prevent release of highly toxic hydro-
gen cyanide gas. Mixing the staining solution with other chem-
ical waste by aspirating or dumping is not advisable because 
waste may contain acidic solutions. Autoclaving waste solution 
should be avoided.  

    6.    These mounting mediums and cover glasses are suitable for 
SA- β gal staining, EdU labeling, and immunostaining on either 
a 35-mm or 6-well plate.  

    7.    The success in co-staining for SA- β gal with immunostaining 
depends on the antigen and antibody. Senescent cells tend to 
have high background problems for immunostaining depend-
ing on the primary and secondary antibody. If this is the case, 
blocking with 5% nonfat milk in PBS or diluting the primary 
and/or secondary antibodies may help.  
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    8.    Longer  fi xation time such as 15 min destroys enzyme activity and 
signi fi cantly decreases the SA- β gal staining. 3–5 min of  fi xation is 
enough for SA- β gal staining, EdU labeling, and immunostaining.  

    9.    If cultured  fi broblasts are con fl uent for long period of times, 
density-induced SA- β gal staining, independent of senescence, 
may occur  (  28  ) . Such staining is generally less intense than that 
observed in senescent cells and disappears within 2 days after 
the con fl uent cells are replated.  

    10.    Blue staining is easier to be recognized under a bright  fi eld 
rather than with phase contrast.  

    11.    Direct freezing in liquid nitrogen may fracture the specimen. 
Thus, placing samples in OCT on top of dry ice is best. Avoid 
repeated freeze thawing of the samples, which will affect 
morphology and destroy the SA- β gal enzymatic activity.  

    12.    Some tissues structures, such as hair follicles and the lumens of 
eccrine glands, show strong age-independent staining  (  28  ) .  

    13.    EdU labeling is more convenient and less labor intensive 
compared with traditional thymidine labeling for cultured 
cells. We described protocols for thymidine labeling and co-
staining SA- β gal with thymidine labeling previously  (  47  ) . The 
protocol for EdU labeling and detection is slightly modi fi ed 
from manufacturer’s instructions (Invitrogen). The best con-
centration of EdU should be determined according to each 
cell line and the type of experiment. A high concentration of 
EdU may lead to excess signals of EdU labeling that may be 
detected in microscope  fi lters used for monitoring subsequent 
DAPI staining and immunostaining.  

    14.    If cells are on chamber slides, use a regular (not an inverted) 
 fl uorescent microscope.  

    15.    Because enzyme activity for SA- β gal activity is not stable, the 
SA- β gal assay must be performed before EdU detection. 
3–5 min is adequate for  fi xation and permeabilization for 
SA- β gal staining with EdU Labeling, respectively. Avoid longer 
 fi xation times.  

    16.    The intensity of SA- β gal staining and EdU labeling do not 
decrease even if plates are kept with primary antibody at 4°C 
overnight. EdU labeling does not require a denaturation step 
like BrdU labeling and has been used for tissue samples. 
Therefore, staining of SA- β gal, EdU-labeled DNA, antigen, 
and SAHF can be done for tissue samples in a similar order 
shown for cultured cells. If the intensity of EdU labeling (green 
 fl uorescence) is too high, emission from a green  fl uorophore 
may be detected through a red emission  fi lter and DAPI  fi lter. 
Therefore, we recommend to use Click-iT ®  EdU Alexa Fluor ®  
594 Imaging Kit (red  fl uorescence) for EdU labeling together 
with immunostaining since red  fl uorophore is dif fi cult to detect 
through green emission  fi lter and DAPI  fi lter.          
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    Chapter 9   

 Chemiluminescent Detection of Senescence-Associated 
 b  Galactosidase       

     Vinicius   Bassaneze   ,    Ayumi   Aurea   Miyakawa   , and    José   Eduardo   Krieger        

  Abstract 

 Identifying molecules that serve as markers for cell aging is a goal that has been pursued by several groups. 
Senescence-associated  β  galactosidase (SA- β gal) staining is broadly used and very easily detected.  β -gal is 
a lysosomal enzyme strongly correlated to the progression of cell senescence. Here, we describe a simple, 
fast, and quantitative protocol to quantify SA- β gal activity in cell lysate extracts by a chemiluminescent 
method using galacton as substrate.  

  Key words:   Cell senescence ,  Chemiluminescence ,  Quantitative method ,  SA- β gal    

 

 Despite the fact that senescence-associated  β  galactosidase (SA- β gal) 
is not a causative element to cell senescence  (  1  ) , its accumulation is 
irreversibly augmented in senescent cells and it is reliable and easy 
to detect. Moreover, there is no truly speci fi c marker of senescence 
nor does each senescent cell express all possible senescence markers 
 (  2  ) . Generally, SA- β gal activity is quanti fi ed by the X-gal staining 
procedure, a semiquantitative and subjective procedure that 
demands a laborious counting process of cells stained in variable 
intensities, even in a homogeneous cell culture. The distinction 
between faint and negative staining is often dif fi cult to observe, 
making the methodology inaccurate. To overcome these limita-
tions, new methodologies to detect and quantify  β -gal activity 
using speci fi c substrates and claiming to be more quantitative and 
less time consuming have been proposed (Table  1 ).  

 The methodology described in this chapter uses galacton ®  
(Fig.  1 ), a 1,2-dioxetane substrate, that is non-isotopic and it is 
known to provide high signal intensity, low background, and high 

  1.  Introduction
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sensitivity, and it is compatible with multiple assay formats (tubes, 
microwell plates, or X-ray  fi lms) when used to detect prokaryotic 
 β -galactosidase. It was originally designed for the detection of 
prokaryotic  β -gal enzyme (pH 7.8) used as a reporter in transfec-
tion studies  (  3  ) . The methodology was adapted to detect and 
quantify SA- β gal activity in mammalian cell culture by modifying 
the pH 7.8 to pH 6.0. In fact, chemiluminescent substrates usually 
provide a more sensitive result than  fl uorescent or colorimetric 
probes, particularly when the amount of samples is limited  (  4  ) . 
Therefore, we present methods in detail for the detection and 
quanti fi cation of SA- β gal using the galacton ®  chemiluminescent 
substrate.   

 

  ●     Tissue culture dishes and  fl asks and cell scrappers.  
  Speci fi c plastic tubes for Monolight 2010 chemiluminometer  ●

(Analytical Luninescence, San Diego, CA, USA).     

  ●     Chemiluminometer (Monolight 2010, Analytical Luminescence).  
  Spectrophotometer (Victor Wallac 1420, Perking Elmer,  ●

Wellesley, MA, USA).     

  2.  Materials

  2.1.  Disposables

  2.2.  Equipment

   Table 1 
  Different methods for SA- b gal detection   

 Substrate type  Application  References 

 Chromogenic  X-gal  Adherent cell cultures 
and tissue samples 

  (  5,   6  )  

 Fluorescent  C 12 FDG  Cell culture supernatant 
or  fl ow cytometry 

  (  7–  10  )  

 MUG  Cell culture extracts   (  11  )  

 Chemiluminescent  Galacton ®   Cell culture extracts   (  12  )  

  Fig. 1.     Galacton   ®    structure.  (3-(4-methoxyspiro(1,2-dioxetane-3,20-(50-chloro)-tricy-
clo-(3.3.1.13,7)decan)-4-yl)phenyl-b- D -galactopyranoside)) structural formula.       
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  ●     Human saphenous vein smooth muscle cells ( see   Note 1 ).  
  Dulbecco’s modi fi ed Eagle’s medium (DMEM) with 4.5 g/L  ●

glucose.  
  Fetal bovine serum (FBS).   ●

  Penicillin and streptomycin, 100×.   ●

  Phosphate buffer saline (PBS): 0.8% w/v sodium chloride,  ●

0.02% KCl, 1.14% sodium phosphate dibasic heptahydrate, 
and 0.024% potassium phosphate dibasic (pH 7.4).  
  0.25% trypsin/1 mM EDTA (w/v).   ●

  Magnesium chloride salt.   ●

  Potassium ferricyanide.   ●

  Citric acid.   ●

  Monobasic sodium phosphate salts.   ●

  Dibasic sodium phosphate salts.   ●

  Gelatin from porcine skin (Sigma-Aldrich, St. Louis, MO,  ●

USA).  
  X-gal (Invitrogen, Eugene, CA, USA).   ●

  100× Galacton  ● ®  chemiluminescent substrate (3-(4-metho-
xyspiro(1,2-dioxetane-3,20-(50-chloro)-tricyclo-(3.3.1.13,7)
decan)-4-yl)phenyl-b- D -galactopyranoside) (Applied Biosystems, 
Carlsbad, CA, USA).  
  10× Emerald Luminescence Enhancer for Solution Assays  ●

(Applied Biosystems).  
  Cell culture lysis buffer (Promega, Madison, WI, USA).   ●

  Bradford protein determination (Bio-Rad, Hercules, CA,  ●

USA).      

 

  ●     Prepare 6-well plates coated with gelatin. Therefore add a thin 
layer of 1% gelatin from porcine skin in each well. Incubate the 
plates (without cover) at room temperature inside a laminar 
 fl ow and let water completely evaporate.  
  Plates can be wrapped with plastic  fi lm, stored in the refrigera- ●

tor, and used on the next day.  
  Inside a laminar  fl ow, rinse the veins with PBS in order to  ●

remove the remaining blood. Open it longitudinally and cut it 
in small pieces (1–4 mm 2 ) using sterile scissors, on a plastic 
petri dish.  
  Place six pieces (explants), with the lumen face down, inside of  ●

each well and a small drop (approximately 50  μ L) of cell culture 

  2.3.  Reagents

  3.  Methods

  3.1.  Preparation of 
Smooth Muscle Cell 
Cultures
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medium supplemented with 1% penicillin/streptomycin and 
20% FBS on each explant and maintain the culture in 5% CO 2  
atmosphere at 37°C for at least 24 h.  
  The following day the explants should have attached to the  ●

support; therefore carefully add 1 mL of cell culture medium 
to (the border of) each well.  
  Cell culture medium should be replaced every 2–3 days and  ●

the proliferations should be observed under a light microscope. 
It usually takes at least 2 weeks to observe a considerable cell 
proliferation, which is the moment when the explant must be 
removed.  
  After 25–30 days cell cultures should have reached con fl uence.  ●

At this moment the cells can be frozen for later usage, or 
replated and expanded, for experimentation or comparisons 
with earlier passages.     

  ●     Discard the cell culture medium and wash the cells twice with 
PBS, 1 mL per well.  
  Aspirate PBS, add 500   ● μ L per well of 0.25% trypsin/1 mM 
EDTA, and incubate for at most 3 min at the incubator.  
  Check under microscope if the cells detached.   ●

  Add 1.5 mL per well of cell culture medium and transfer all  ●

content to a 15 mL plastic tube.  
  Count the number of cells and note the period between pas- ●

sages for further population doubling accountability.  
  Transfer 8 × 10  ● 4  cells per well and maintain in a 37°C incubator 
with 5% CO 2 .  
  For expansion, transfer from 0.8 × 10  ● 4  to 1.2 × 10 4  cells/cm 2 , 
depending on cell yield and  fl ask size.     

  ●     Discard the cell culture medium and wash the cells twice with 
PBS, 1 mL per well.  
  Aspirate PBS completely, add 500   ● μ L per well of 0.25% 
trypsin/1 mM EDTA, and incubate for at most 3 min at the 
incubator, checking under microscope if the cells detached.  
  Add 1.5 mL per well of cell culture medium and transfer all  ●

content to a 15 mL plastic tube.  
  Count the number of cells and spin the cells at 500 ×   ● g  for 
3 min.  
  Discard the supernatant and resuspend the cells with cell cul- ●

ture medium to a concentration of 1 × 10 6  cells/mL.  

  3.2.  Passaging Smooth 
Muscle Cells

  3.3.  Stock Preparation
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  Transfer 900   ● μ L of cell culture medium to a cryovial and add 
100  μ L of DMSO. Mix gently.  
  Put the vials in −80°C freezer for no more than 1 month. For  ●

long-term storage, cells should be transferred to liquid nitro-
gen containers.     

  ●     Perform all experiment in duplicate at room temperature.  
  Two days after platting the cells, lyse the cells using 300   ● μ L cell 
culture lysis buffer. Use a cell scraper to facilitate detaching and 
transfer the content to 1.5 mL tubes ( see   Note 2 ).  
  Prepare the reaction solution by diluting galacton  ● ®  substrate 
1:100 in 100 mM sodium phosphate buffer (pH 6.0), supple-
mented with 20  μ M magnesium chloride. The reaction solution 
must be prepared upon use. Prepare enough for immediate use.  
  Incubate 5   ● μ L of cell culture lysate in 200  μ L reaction solution 
inside a plastic tube suitable for analysis by means of a lumi-
nometer. Incubate at room temperature for 45 min.  
  Prepare the Emerald Luminescence Ampli fi er Solution by add- ●

ing 600  μ L of 5 N NaOH and 300  μ L of 10× Emerald Enhancer 
to a  fi nal volume of 2.1 mL milli-Q water. Prepare enough for 
immediate use.  
  After 45 min of reaction, add 300   ● μ L of Emerald Luminescence 
Ampli fi er Solution to the tube and immediately perform the 
reading on luminometer, for 10 s (Fig.  2 ). The result should 
be normalized by total protein content ( see   Note 3 ).      

  3.4.  SA- b gal Activity 
Determination

  Fig. 2.    Reaction steps.       
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  ●     Perform a 1:10 dilution of the cell lysate with milli-Q water. 
Pipet 10  μ L of diluted sample in a 96-well plate. It is recom-
mended to do this in triplicate.  
  Create a standard curve using bovine serum albumin (BSA)  ●

ranging from 0.05 to 0.4  μ g/ μ L. Add 10  μ L of each on a 
96-well plate, also in triplicate.  
  Prepare the diluted Bradford dye reagent (1:5) and add 200   ● μ L of 
the diluted to each well if possible using a multichannel pipet.  
  Incubate at room temperature for at least 5 min.   ●

  Measure absorbance at 595 nm on a spectrophotometer at no  ●

more than 1 h.  
  Multiply the concentration obtained by 5   ● μ L (volume used to 
react the samples on SA- β gal activity determination). Use the 
corresponding values to normalize the luminescence measurement, 
obtaining  fi nal data as a.u./ μ g protein ( see   Notes 4  and     5 ).      

 

     1.    Experiments involving human materials must be carried out 
conforming to institutional regulations for biosafety and ethics.  

    2.    Material can be stored at −80°C for future assay. It is strongly 
recommended to perform the SA- β gal activity of all samples 
you want to compare in the same assay.  

    3.    This protocol is adjusted for smooth muscle cell. The assay 
may need to be standardized for each cell type. The basal 
SA- β gal varies between cell lines.  

    4.    As mentioned before, the basal SA- β gal varies between cell 
lines. For that reason, the comparison of SA- β gal content 
between different cell types is not suitable for determining 
which one is more senescent.  

    5.    To avoid confounding factors, different experiments should be 
performed with the same con fl uence (preferably not fully 
con fl uent) and without serum deprivation.          
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    Chapter 10   

 Detection of the Senescence-Associated Secretory 
Phenotype (SASP)       

     Francis   Rodier        

  Abstract 

 Cellular senescence suppresses cancer by eliminating potentially oncogenic cells, participates in tissue 
repair, contributes to cancer therapy, and promotes organismal aging. Numerous activities of senescent 
cells depend on the aptitude of these cells to secrete myriads of bioactive molecules, a behavior termed the 
senescence-associated secretory phenotype (SASP). The SASP supports cell-autonomous functions like the 
senescence-associated growth arrest, and mediates paracrine interactions between senescent cells and their 
surrounding microenvironment. The biological functions and the regulation of the SASP are beginning to 
emerge, and current SASP assessment techniques include the analysis of SASP factors at the mRNA level, 
the direct measurement of factors inside or outside the cell (i.e., secreted), and the detection of SASP-
provoked cellular responses. Here, we focus on a simple approach to collect SASP-conditioned media in 
order to directly measure secreted SASP factors using sandwich enzyme-linked immunosorbent assay. As 
an example, we discuss the assessment of the major SASP factor interleukin-6 in senescent human 
 fi broblasts. Supplemental notes are provided to easily adapt this procedure to other SASP factors, change 
cell types, or scale the techniques for different volumes or high-throughput measurements. These tech-
niques should facilitate the discovery of novel functions and regulators of the SASP.  

  Key words:   Aging ,  Cancer ,  Cytokines ,  Growth factors ,  In fl ammation ,  Interleukin ,  Proteases , 
 Sandwich enzyme-linked immunosorbent assay ,  Secretion    

 

 Cellular senescence induces a permanent growth arrest in cells at 
risk of oncogenic transformation, contributes to normal tissue 
repair, and plays a role in age-associated pathologies or diseases 
 (  1  ) . Many cancer cells retain the ability to undergo cellular senes-
cence in response to damage, suggesting that cell senescence also 
plays a critical role during cancer therapy  (  2  ) . Until recently, the 
cellular senescence response was almost exclusively associated with 
a state of permanent growth arrest; we now know that cellular 
senescence comprises an extracellular program that modulates 
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interactions between senescent cells and their microenvironments 
 (  3,   4  ) . The ability of senescent cells to modulate their microenvi-
ronment mostly resides in the senescence-associated secretory phe-
notype (SASP)  (  5–  7  ) . A variety of secreted factors comprise the 
SASP and their multiplicities of actions in fl uence cell growth, 
survival, motility, in fl ammation, and extracellular matrix (ECM) 
remodeling  (  8,   9  ) . Importantly, and one more reason to assess it 
properly, senescent cells do not always develop a SASP  (  10  ) . 
Recently, some of the signaling pathways regulating the SASP were 
identi fi ed, including the DNA damage response (DDR), p38MAPK, 
JAK/STAT signaling pathway, and transcription factors such as 
NF- κ B and C/EBPbeta  (  5,   6,   8,   11–  13  ) . Despite this early push, 
much remains unknown about the constituents, effects, and regu-
lation of the SASP; thus effective tools to dissect this important 
phenotype are required. 

  Originally, the secretion of biologically active SASP factors by 
senescent cells was identi fi ed through the ability of senescent cells 
to in fl uence the biology of other cells using soluble factors  (  14  ) . 
Subsequently, mRNA pro fi ling, proteomics, and genome-wide 
RNA interference screens were involved in re fi ning a basic list of 
SASP factors  (  5–  7,   15,   16  ) . Several candidate SASP factors have 
been directly validated for their ability to modulate the biology of 
senescent cells, or that of surrounding cells  (  1,   3,   4  ) . The process 
of identifying, validating, and characterizing new SASP factors is 
summarized below:

    1.    Identi fi cation of factors speci fi cally secreted (or upregulated) 
by senescent cells.  

    2.    Demonstration that these factors in fl uence particular cellular 
phenotypes (either in senescent cells themselves, such as rein-
forcement of the growth arrest  (  5,   6  ) , or in target cells, such as 
promotion of cancer cell growth or invasion  (  7,   16  ) ).  

    3.    Characterization of the molecular mechanisms responsible for 
the biological regulation and the effects of the new SASP fac-
tors (in senescent cells themselves, in the extracellular environ-
ment, or in target cells).      

  Sandwich enzyme-linked immunosorbent assay (ELISA), a varia-
tion of the ELISA assay, is a powerful antibody-based technique 
highly sensitive and quantitative to detect individual soluble fac-
tors. However, Sandwich ELISA also has technical limitations, 
including a requirement for two separate speci fi c antibodies recog-
nizing the selected target. Because of this, and given the intrinsic 
limitation of sandwich ELISA to quantify only one soluble factor 
per experimental reaction, new SASP factors are most effectively 
discovered using large-scale molecular biology techniques such as 
mRNA pro fi ling, antibody arrays, proteomics, or multiplex assays 
 (  5–  7,   15,   16  ) . The discovery strength of these large-scale assays 

  1.1.  Studying the SASP

  1.2.  Enzyme-Linked 
Immunosorbent Assay 
and the SASP
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relies on their ability to simultaneously analyze several potential 
SASP factors (from tens to thousands). However, under some con-
ditions and particularly with protein samples, the limited linear 
detection range of these large-scale techniques precludes the dis-
covery of rare factors, and these assays often suffer the drawback of 
being limited to a smaller number of experimental samples given 
the relatively high “per sample” cost. 

 Almost to the opposite, the strength of the sandwich ELISA 
technique relies on its ability to analyze a lot of experimental sam-
ples simultaneously for one selected, potential, or con fi rmed SASP 
factor. Sandwich ELISA can do this with high sensitivity over a 
large linear range of target concentrations and at a much reduced 
“per sample” cost. Sandwich ELISA is therefore the technique of 
choice for follow-up con fi rmation analysis of SASP factors and 
their regulatory pathways. For example, sandwich ELISA was used 
to con fi rm the previously suspected SASP factors interleukin-6 
(IL-6), IL-8, and MMP-3  (  7,   17  ) , or to study the molecular regu-
lation of the validated SASP factor IL-6, which comprises multiple 
signaling molecules including ATM, H2AX, p38MAPK, and tran-
scription factors NF- κ B and C/EBPbeta  (  5,   6,   12,   13,   18  ) .   

 

 The material described below is used to trigger DNA damage-
induced premature cellular senescence in cultures of normal human 
diploid  fi broblasts (HDF), to collect and process the normal (con-
trol) and senescent (SASP) conditioned media (CM) from 100 mm 
cell culture petri dishes, and to perform ELISA analysis of the CM 
samples for human IL-6. 

  ●     Low passage or actively growing HDF strains are suitable for 
these experiments. Cell populations should have a doubling 
time of 48 h or less and DNA synthesis indices of at least 70 % 
over a period of 24 h  (  13  ) . Suggested human  fi broblast strains 
are BJ or HCA2 (foreskin) and WI-38 or IMR-90 (fetal lung) 
 (  7  ) . The population doubling (PD) for the suggested cells at 
the beginning of the experiment should be below PD 25 to 
avoid the presence of replicatively senescent cells.  
  Cells should be cultured at 37°C in 5–10 % CO  ●

2  using DMEM 
supplemented with 9 % fetal bovine serum and 100 U/mL 
streptomycin/penicillin. The use of low O 2  levels (less than 
5 %) is suggested but optional  (  19  ) .  
  Basic cell culture apparatus and reagents.      ●

  ●     Calibrated Gamma ray or X-ray source in a setup that permits 
the irradiation of cell culture tubes or  fl asks/dishes  (  13  ) .  

  2.  Materials

  2.1.  Cell Culture

  2.2.  Senescence 
Induction
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  Alternatively, bleomycin stock solution of 10 mg/mL in  ●

DMSO (radiomimetic drug causing DNA double-strand breaks 
 (  20  ) ).     

  ●     Sterile plastic collection tubes (15 mL, suitable for freezing at 
−80°C).  
  Sterile low protein-binding 0.45   ● μ m syringe  fi lters (example: 
Millex-HV PVDF Millipore SLHV033RS).  
  Syringes suitable to  fi lter the expected CM volume (10 mL or  ●

bigger).     

  ●     Pre-coated quality controlled kits. We suggest using R&D 
Systems (Minneapolis, MN, USA) but any other human IL-6 
ELISA kit should do.  
  Extra 96-well plates to use as “loading plates.”   ●

  Multichannel (8 or 12) pipettes.       ●

 

 This protocol highlights how to collect a SASP and discusses a 
direct way to measure prede fi ned SASP factors using ELISA. This 
protocol can be used as a SASP discovery tool to detect suspected 
new SASP components, as a SASP assessment tool to test the pres-
ence of SASP factors in different cells, or to identify/ascertain 
pathways regulating the secretion of selected SASP factors. 

  The characteristics of cellular senescence develop over a period of 
about 10 days following a senescence-inducing dose of DNA dam-
age  (  1  ) . The following cell culture timelines are given in order to 
synchronize control and senescent cell population for CM collec-
tion on the same day. Senescence should be clearly assessed in 
experimental cell populations ( see   Notes 1 – 5 ).

    1.    DNA damage-induced prematurely senescent cell population:
   Day −1: Seed 750,000 cells in one 100 mm cell culture petri dish.  
  Day 0:  Induce senescence ; cells roughly at 60 % con fl uence 

(change media).  
  Day 2: Cells roughly at 75 % con fl uence (change media).  
  Day 5: Cells roughly at 90 % con fl uence (change media).  
  Day 8: Cells roughly at 95 % con fl uence (change media).  
  Day 10: Cells roughly at 100 % con fl uence (prepare CM).     

  2.3.  CM Collection

  2.4.  ELISA

  3.  Methods

  3.1.  Cell Culture
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    2.    Control cell population:
   Day 7: Seed 750,000 cells in one 100 mm cell culture petri 

dish.  
  Day 8: Cells roughly at 60 % con fl uence (change media).  
  Day 10: Cells roughly at 90 % con fl uence (prepare CM).     

    3.    Replicatively senescent cell population:
   Day 5: Seed 1,500,000 senescent cells in one 100 mm cell cul-

ture petri dish.  
  Day 6: Cells roughly 80 % con fl uent (change media).  
  Day 8:  Cells should expand in size ; cells roughly 90 % con fl uent 

(change media).  
  Day 10: Cells roughly at 90 % con fl uence (prepare CM).         

      1.    Cells from DNA damage-induced premature senescence popu-
lations can be X-irradiated on day 0 at rates equal to or above 
0.75 Gy/min for a total dose of 10 Gy or treated with bleomy-
cin at 20  μ g/mL for 2 h. Either treatment should be followed 
by a media change.  

    2.    Alternatively, cells can be grown to replicative senescence until 
the cell population has a DNA synthesis labeling index of <5 % 
over 24 h and >75 % of cells express SA- β gal activity.      

      1.    On day 10, gently wash three times with 12 mL warm PBS mak-
ing sure to remove as much PBS as possible at every wash.  

    2.    Apply 6 mL serum-free CM (DMEM + Antibiotics,  without 
serum ,  for  fi broblast ).  

    3.    On day 11 (24 h later), collect CM in a tube and reserve for 
later on ice (4°C).  

    4.    Following CM collection, Trypsinize and count cells in origi-
nal vessel ( important to adjust CM concentration in cells/mL ).  

    5.    Optional: Pellet cells and freeze at −80°C if intracellular extracts 
needed (remember that these cells were starved for 24 h).  

    6.    Return to CM and process immediately as follows:  
    7.    Spin down cell debris (5 min at 300 ×  g  in cell culture 

centrifuge).  
    8.    Filter CM supernatant through 0.45  μ M syringe  fi lter.  
    9.    Aliquot if necessary and freeze at −80°C.  
    10.    Calculate CM cells/mL concentration (total cell number per 

dish divided by volume of CM collected).  
    11.    The expected cell concentrations for this protocol is around 

200–300 thousand cells per mL of CM.  

  3.2.  Senescence 
Induction

  3.3.  CM Collection
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    12.    This conditioned media is stable for months at −80°C when 
planning to measure IL-6 levels. The stability of other SASP 
factors could vary.      

  We suggest to use the R&D Systems IL-6 kit and to follow the 
user’s manual. Protocols for other ELISA kits may be slightly 
different, but the general principle remains the same. However, to 
successfully detect SASP components, CM concentrations may 
need to be adjusted to match the linear range and sensitivity of the 
selected kit. CM-SASP samples have higher concentrations of SASP 
factors; therefore, they will require a greater dilution compared to 
CM-control. Alternatively, SASP factors may not be detectable at 
all in CM-control samples, even without dilutions. Because of the 
need to think about different dilution ratios for CM-control and 
CM-SASP samples, we prepare a “loading 96-well plate” prior to 
starting the true ELISA protocol. This loading plate is an extra 
96-well plate, it is  NOT THE ELISA PLATE FROM THE KIT . 
For R&D Systems IL-6, proceed as follows:

    1.    The expected cell concentration for the collection protocol 
above is around 200–300 thousand cells per mL of CM.  

    2.    Thaw the CM samples that you plan to use and keep them on 
ice.  

    3.    To effectively detect IL-6, you should use a  fi nal concentration 
of 5,000 cells/mL or less for senescent cells, and 50,000 cells/
mL or more for control cells. When trying for the  fi rst time, we 
suggest using multiple dilutions.  

    4.    Once you have selected and made your dilutions, prepare the 
“loading 96-well plate” as follows:  

    5.    Keep the loading 96-well plate on ice.  
    6.    Pipet 150  μ L from your IL-6 standards from the ELISA kit 

into the wells A1-H1.  
    7.    Pipet 150  μ L from the  fi rst of your diluted CM samples into 

wells A2, followed by 150  μ L of your second sample into A3, 
and so forth for up to 88 samples if you wish to run a full 
ELISA plate.  

    8.    When the loading plate is  fi nally completed, you can use it at 
the right step in the ELISA protocol to rapidly transfer 100  μ L 
per well from this plate to  the real ELISA plate from the kit 
(which at that point in the ELISA protocol already contains the 
assay diluent ). Use a multichannel pipettor.  

    9.    Follow the ELISA protocol from the kit.     

 Once you get IL-6 concentration data from the ELISA, you 
need to normalize the concentration of IL-6 detected in every well 
using the volume and cell concentration of the diluted  sample. 

  3.4.  ELISA
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You will then obtain a  fi nal value of secreted pg of IL-6 per cell per 
day or IL-6 pg/cell/day (since the CM collection was performed 
over a 24-h period). For each of the samples, use the following 
formula: 

 (Detected IL-6 concentration in pg) divided by (diluted cell 
concentration per mL) = IL-6 pg/cell/day. 

    For this formula,  do not use the original cell concentration of 
the sample ; use the value after dilution that was used to load the 
ELISA well.   

 

     1.    It is important to validate the state of cellular senescence. In 
addition to growth arrest and enlargement  (  21  ) , cellular senes-
cence is characterized by multiple phenotypes  (  1  ) . Following 
growth and visual analysis of cells, we suggest testing your 
senescent cell cultures for at least two out of the four following 
phenotypes: (1) Senescent cells express an enzymatic SA- β gal 
 (  22  ) ; (2) most senescent cells express the gene p16INK4a, which 
is not commonly expressed by quiescent or proliferating cells 
 (  23–  26  ) ; (3) in some senescent cells, p16INK4a causes formation 
of senescence-associated heterochromatin foci (SAHF), which 
can be simply tested using a DAPI DNA staining  (  27  ) ; and (4) 
cells that senesce with persistent DDR signaling harbor persis-
tent DNA damage nuclear foci, termed DNA segments with 
chromatin alterations reinforcing senescence (DNA-SCARS) 
 (  13  ) . These foci can be detected using immuno fl uorescence 
and contain activated DDR proteins, including phospho-ATM 
and phosphorylated ATM/ATR substrates  (  12,   28–  30  ) .  

    2.    In general, avoid cell con fl uence since this could decrease the 
accuracy of cell counts following CM collection or induce 
senescence-independent cellular stresses.  

    3.    The CM does not necessarily need to be centrifuged or  fi ltered, 
although these steps rule out detection of targets inside  fl oating 
cells.  

    4.    The techniques described here can be applied to any other cell 
type or SASP factor. Different SASP factors may need very dif-
ferent dilutions prior to ELISA detection. Different cell types 
may need the CM to be collected in the presence of serum to 
avoid cell death or stress.  

    5.    The protocol described here can be scaled up for proteomic 
studies or down for high-throughput experiments. This scaling 
can be performed based on the surface area of the target cell 
culture vessels. For example, to prepare CM from a 96-well 

  4.  Notes
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plate (hypothetic well surface area of 0.32 cm 2  versus 56.5 cm 2  
for a 100 mm petri dish), you can divide cell numbers from the 
described protocol by the corresponding ratio of 176 (between 
the hypothetic 100 mm petri and one well from a 96-well 
plate). Thus, you can seed (750,000/176), or 4,200 control 
cells, in one well of a 96-well plate on day 7. You will then col-
lect CM samples from roughly 10,000 cells on days 10–11 
(control cells will more than double in 3 days). Since the vol-
ume of CM in one well from a 96-well plate will also be reduced 
accordingly, a similar  fi nal concentration of 200–300 thousand 
cells per mL is expected. This strategy was used successfully to 
identify small molecules regulating IL-6 secretion by senescent 
cells  (  31  ) .          
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    Chapter 11   

 Unbiased Characterization of the Senescence-Associated 
Secretome Using SILAC-Based Quantitative Proteomics       

     Juan   Carlos   Acosta   ,    Ambrosius   P.   Snijders   , and    Jesús   Gil         

  Abstract 

 Approaches based on the combination of mass spectrometry (MS) and quantitative methods have the 
potential to generate unbiased, thorough proteomic catalogues. In particular, stable isotope labeling with 
amino acid in cell culture (SILAC) has been used to perform highly accurate quantitative comparisons 
between the proteomes of different cell lines, treatments, or even animal models. Here, we describe how 
we have taken advantage of SILAC-based quantitative proteomics and inducible cell systems of oncogene-
induced senescence to make an unbiased characterization of the senescence-associated secretome. This 
approach could be used to analyze the effect of diverse molecules on the senescence secretome or to cata-
logue unrelated secretomes.  

  Key words:   Mass spectrometry ,  SILAC ,  Proteomics ,  Secreted factors ,  Conditioned media ,  Senescence 
secretome ,  SASP ,  SMS  

    

 Senescence is a highly stable form of cell cycle arrest that is engaged 
in response to replicative exhaustion and a number of other cellular 
stresses  (  1  ) . These include DNA damage, treatment with chemo-
therapeutic agents, or aberrant oncogenic signaling  (  2  ) . Senescence, 
and in particular oncogene-induced senescence (OIS), acts as a 
barrier for tumorigenesis  (  3  ) . In addition, senescent cells are 
observed during aging and in multiple pathological stages  (  1  ) . 
While most of the effects exerted by senescent cells are cell intrinsic 
and related to their strict implementation of cell cycle arrest, senes-
cent cells secrete a complex collection of factors. This is often 
referred to as the senescence-associated secretory phenotype 

  1.  Introduction

 These authors equally contributed. 
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(SASP) or the senescence-messaging secretome (SMS)  (  4,   5  ) . 
This senescence secretome has been involved in the ability of senes-
cent cells to induce in fl ammation, cause tissue damage, or promote 
tumorigenesis, but also can reinforce senescence and exert tumor-
suppressive actions  (  4,   5  ) . 

 Given all the potential effects that the senescence secretome 
can mediate, a lot of interest has been focused on identifying its 
components. Different methods for identifying the composition of 
the senescence secretome include mRNA expression analysis or the 
use of antibody arrays  (  6–  8  ) . In recent years, several approaches 
have been used to perform quantitative analysis of complex mix of 
proteins. For example, stable isotope labeling with amino acids in 
culture (SILAC) has been used to catalogue quantitative proteomic 
changes in cell culture  (  9  )  and even in whole mice  (  10  ) . For SILAC, 
stable isotope-labeled amino acids are actively incorporated into 
cells while they are in culture. Cells kept at the two conditions to 
be compared are grown in different isotope mix (often referred as 
heavy and light). Samples from the two conditions are then com-
bined and subjected to one-dimensional gel electrophoresis, fol-
lowed by trypsin digestion. The resulting tryptic peptides can be 
analyzed by mass spectrometry (MS). The ratio of the heavy versus 
light-labeled peptide peak intensities in the spectrum mirrors the 
relative expression levels of the proteins they represent between the 
compared samples. We explain here a powerful, unbiased method 
to identify components of the secretome of senescent cells by tak-
ing advantage of SILAC-based quantitative proteomics to compare 
the conditioned media of senescent versus normal cells.  

 

  All the tissue culture is done in standard conditions in humidity at 
37°C with 5% CO 2 .

    1.    IMR90 human diploid  fi broblast (ATCC).  
    2.    HEK293T cells (ATCC).  
    3.    IMR90 ER:RAS and vector were produced from IMR90 cells 

by retroviral infection with pLNC-ER:RAS and pLXSN retro-
viral vectors  (  11  ) .  

    4.    Tissue culture media for IMR90 and HEK 293T cell growth: 
Dulbecco’s Modi fi ed Eagle Medium (DMEM) supplemented 
with 10% fetal bovine serum (FBS) and Antibiotic–Antimycotic 
   (Invitrogen-Gibco 15240).      

      1.    pLNC-ER:RAS has been previously described  (  11  ) .  
    2.    25 kDa linear polyethylenimine (PEI) reagent (Polysciences) 

was prepared at a concentration of 1 mg/mL (w/v).  

  2.  Materials

  2.1.  Cells and Tissue 
Culture

  2.2.  Transfection 
and Retroviral 
Infection Reagents
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    3.    Hexadimethrine bromide (Polybrene) (Sigma) is prepared in 
stocks of 8 mg/mL.  

    4.    50 mg/mL G418 solution.  
    5.    4-Hydroxytamoxifen (4OHT, Sigma) was prepared in DMSO 

at a concentration of 200 mM.      

      1.    DMEM Media for SILAC (Pierce).  
    2.    10 kDa dialyzed FBS (Biosera).  
    3.    Heavy amino acids  13 C 6 ,  15 N 2   L -Lysine-2HCl and  13 C 6 ,  15 N 4  

 L -Arginine-HCl were from CKGas.  
    4.    Cell culture grade light amino acids.  
    5.    Light SILAC media (L SILAC): DMEM media for SILAC 

(Pierce) was complemented with 0.1 mg/mL of  L -Lysine-
2HCl and  L -Arginine-HCl, 10% dialyzed FBS and Antibiotic–
Antimicotic (Invitrogen-Gibco).  

    6.    Heavy SILAC media (H SILAC): DMEM media for SILAC 
(Pierce) was complemented with 0.1 mg/mL of  13 C 6 ,  

15 N 2   L -Lysine-
2HCl and  13 C 6 ,  

15 N 4   L -Arginine-HCl and 10% dialyzed FBS and 
Antibiotic–Antimicotic (Invitrogen-Gibco) (see  Note 1 ).  

    7.    Experimental SILAC media (H or L). It refers to the media used 
to produce CM from normal and senescence cells for the analy-
sis of the secretome. The composition is like the SILAC labeling 
media heavy and light but without the addition of FBS.      

      1.    20 MWCO 5000 Vivaspin  fi lters (GE Healthcare).  
    2.    Proteomics grade trypsin.  
    3.    LC-MS grade water (ThermoFisher).  
    4.    Acetonitrile (ThermoFisher).  
    5.    Formic acid (FA) (ThermoFisher).  
    6.    Tri fl uoroacetic acid (TFA) (ThermoFisher).      

      1.    Ultimate 3000 Rapid Separations nano LC system (Thermo-
Fisher).  

    2.    LTQ-Orbitrap-Velos Mass Spectrometer (ThermoFisher).  
    3.    100 × 2 cm Trapcolumn with 5 mm c18 particles (Thermo-

Fisher).  
    4.    Acclaim Pepmap column (75 × 50 cm column, 2 mm c18 

particles, ThermoFisher).      

      1.    Xcalibur software.  
    2.    DCMS Link software.  
    3.    MaxQuant and embedded Andromeda search engine  (  12,   13  ) .       

  2.3.  Stable Isotope 
Labeling with Amino 
Acids in Cell Culture

  2.4.  Reagents 
for Processing 
Conditioned Media

  2.5.  Mass 
Spectrometry

  2.6.  Data-Dependant 
Acquisition
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         1.    The day before transfection, HEK293T cells are seeded so that 
they reach 50–80% con fl uence the next day.  

    2.    Mix 20 mg of the pLNC-ER:RAS or LXSN retroviral vectors 
with 7.5 mg of plasmid encoding the VSV-G envelope protein 
and 2.5 mg of a vector expressing the gag and pol retroviral 
proteins in HEK293T cells (see  Note 2 ).  

    3.    Mix 30  μ g of DNA with 1 mL of DMEM and 75  μ L of PEI at 
a concentration of 1 mg/mL (w/v).  

    4.    Vortex and incubate for 10 min.  
    5.    Following incubation, add the DNA–PEI mix drop-wise over 

a 70–80% con fl uent 10 cm dish of HEK293T cells containing 
10 mL of DMEM supplemented with 10% FBS (see  Note 3 ).  

    6.    After 16 h replace the media by DMEM 10% FBS.  
    7.    Thirty-two hours after transfection seed IMR90 cells so that 

they will be around 50–80% con fl uency at the moment of 
infection.  

    8.    Forty-eight hours after transfection, the media enriched in 
retroviral particles from the transfected HEK-293T cells is 
collected and  fi ltered using 0.2 mM pore size  fi lters 
(Anachem). 10 mL of fresh growth media is added to the 
HEK-293T cells.  

    9.    Complement the  fi ltered media containing retroviral particles 
with polybrene to a  fi nal concentration of 4 mg/mL.  

  3.  Methods (   Fig.  1 )

  3.1.  Generation 
of IMR90 ER:RAS Cells

  Fig. 1.    Flowchart summarizing the protocol for SILAC-based identi fi cation of the secretome of senescent cells. Cells are 
generated by retroviral infection, and grown in SILAC media for at least four population doublings to ensure proper labeling 
of all proteins. At this stage, they are switched to medium lacking FBS and senescence is induced (by adding 200 nM 
4OHT). Conditioned medium is collected at appropriate time, processed, mixed, concentrated, and subjected to Mass 
spectrometry analysis. Spectra are generated that identi fi es the peptides by their mass/charge ratio and by comparing the 
peaks corresponding to the Heavy and Light forms of a given peptide. By plotting the Intensity versus the Heavy/Light ratio 
a global view of the secreted factors changing during senescence is obtained.       
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    10.    Change the media of the IMR90 cells for 6 mL of this 
supernatant.  

    11.    After 3 h, repeat the infection (from step 8), adding the viral 
supernatant to IMR-90 cells without aspiration.  

    12.    Repeat the infection process 3 h later.  
    13.    Three hours after the last infection round, change the retrovi-

ral enriched media from the IMR90 cells for fresh media to 
decrease VSVG-induced toxicity.  

    14.    Forty-eight hours after infection, IMR90 cells are split (1:4) 
and selected with G418 at a  fi nal concentration of 400 mg/
mL during 1 week (see  Note 4 ).      

      1.    After selection the IMR90-ER:RAS cells or IMR-90-vector 
cells are incubated with the H or L SILAC labeling media for 
a minimum of four population doublings (see  Note 5 ).  

    2.    At this stage, a small number of cells (~10 5 ) are lysed and the 
heavy label incorporation is assessed by mass spectrometry.      

      1.    Split a 10 cm dish of con fl uent IMR90-RAS:ER H- or L-labeled 
cells in two 10 cm dishes (around two million cells per plate) 
using the corresponding SILAC labeling H or L media.  

    2.    Split IMR90-vector cells similarly to produce non-senescence 
conditioned media.  

    3.    The next day, wash the cells thoroughly four times with 10 mL 
of PBS to remove FBS ( see   Note 6 ).  

    4.    Add 10 mL of H or L experimental SILAC media (devoid of 
FBS), containing 200 nM of 4OHT to induce Ras activity.  

    5.    After 3 days, 1 mL of SILAC experimental media containing 
2 mM 4OHT is added to the 10 cm dish.  

    6.    Incubate the cells for an additional 4 days ( see   Note 7 ).      

      1.    Collect the conditioned media and centrifuge at 5,000 ×  g  to 
remove cellular debris.  

    2.    Filter the supernatant through a 0.2 mm pore size  fi lter 
( see   Note 8 ).  

    3.    After  fi ltration, 10 mL each of the H and L “senescence” and 
“control” conditioned media are mixed in a 1/1 volume pro-
portion. A reciprocal sample and adequate controls are also 
prepared.  

    4.    The 20 mL H and L mix CM is concentrated by ultra fi ltration 
using vivaspin 20 with 5,000 kDa cutoff by means of centrifu-
gation at 5,000 ×  g . The centrifugation time is variable, and 
progress should be observed every 10 min ( see   Note 9 ). 
Concentrate the sample about 100–200 times, i.e., until the 

  3.2.  Isotope Labeling 
of the IMR90 ER:RAS 
and IMR90 LXSN Cells

  3.3.  Induction 
of Oncogene-Induced 
Senescence

  3.4.  Processing 
of Conditioned Media 
for Analysis
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sample in the top end of the vivaspin  fi lter is around 200–
100  μ L. At this stage, the protein concentration can be deter-
mined by Pierce 660 nm Protein Assay Reagent (Pierce) and 
the sample can be stored at −80°C until further analysis ( see  
 Note 10 ).  

    5.    Prior to Liquid Chromatography Mass Spectrometry (LCMS) 
analysis a protein or peptide pre-fractionation step is highly 
recommended to reduce the sample complexity. This can be 
done by liquid chromatography or through gel-based meth-
ods. We have successfully applied both approaches to analyze 
the secretome of OIS cells. When combined with LTQ-
Orbitrap mass spectrometry the gel-based method is robust 
and easy to standardize and therefore discussed here.  

    6.    Load approximately 50–75 mg on a 10–12% SDS-PAGE gel. 
Stop the gel when the running front has traveled for approxi-
mately 4–5 cm (1/3 of the gel) ( see   Notes 11 – 13 ).  

    7.    Stain the gel with Coomasie Blue to con fi rm that the protein 
bands are well resolved and vertical streaking is minimized.  

    8.    Cut the gel in 6–10 pieces containing approximately the same 
amount of protein. Ideally the gel pieces are equally sized. 
Collect the gel pieces in low-binding 1.5 mL Eppendorf tubes 
( see   Note 14 ).  

    9.    Reduce and alkylate cysteine residues to make the proteins 
more accessible to trypsin digestion. Dehydrate and shrink 
the gel pieces by adding 250–500 mL of acetonitrile (ACN). 
The gel pieces should shrink in less than 5 min. The process 
can be speeded up by shaking the tubes at 37°C or by adding 
additional ACN.  

    10.    Remove the ACN and let air-dry for 5 min.  
    11.    Incubate the gel pieces for 30 min at 55°C in a heating block 

in 40–80 mL reduction buffer containing 10 mM DTT in 
100 mM ammonium bicarbonate.  

    12.    Remove the reduction buffer and shrink gel pieces with ACN 
as described before.  

    13.    Add alkylation buffer containing 55 mM iodoacetamide in 
100 mM ammonium bicarbonate and incubate at room tem-
perature in the dark for 20 min.  

    14.    Carefully remove all liquid and shrink the gel with ACN as 
described before ( see   Note 15 ).  

    15.    Destain the gel pieces with 200–500 mL of 200 mM ammo-
nium bicarbonate in 40% ACN for 30 min at 37°C. Refreshing 
the solution and vortexing may speed up the process.  

    16.    Add 40–50 mL of trypsin solution (10 nL/mL trypsin in 
10 mM ammonium bicarbonate). The gel pieces will swell with 
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the trypsin solution. This step is best performed on ice for 
30 min. Con fi rm that all pieces are covered in solution and add 
more trypsin solution when appropriate. Incubate the gel 
pieces overnight or at least for 6 h at 37°C ( see   Note 16 ).  

    17.    Collect the liquid in new low-binding Eppendorf tubes. 
Perform further peptide extraction by incubating the gel pieces 
with 50 mL, 5% formic acid in 50% ACN for 20 min. Finally, 
shrink the gel pieces in 50 mL ACN and pool all extractions 
per gel piece. Dry down the extracts to completeness using a 
vacuum centrifuge. Dried extracts may be stored at −20°C for 
up to several months.  

    18.    Resuspend the peptide mixtures in 10–14 mL of 0.1% TFA 
using a sonicator water bath. Spin down the samples at 
10,000 × g for 5 min to remove particulates from the solution. 
When transferring the liquid to HPLC vials take care not to 
disturb the pellet and check visually whether the sample is clear.      

      1.    Peptide mixtures are separated using a 50 cm analytical column 
on a 3-h gradient from 3 to 50% ACN (0.1% FA) taking the 
total LC-MS analysis time to approximately 24 h per lane. 
Shorter gradients can be used if time is limited but some 
identi fi cations might be missed.  

    2.    On the LTQ-Orbitrap Mass spectrometry the data was acquired 
using a top six MSMS collision-induced dissociation (CID) 
method to ensure that each 3D peak is sampled multiple times, 
thereby facilitating quanti fi cation. The number of MSMS 
per cycle can be extended up to 20 to increase the number of 
peptide identi fi cations.  

    3.    All raw data is analyzed through MaxQuant (typically 1.5 GB 
per sample). Carbamidomethyl of cysteines is used as a  fi xed 
modi fi cation whereas oxidation of methionine is used as a vari-
able modi fi cation. The minimum H/L count is set to 1.  

    4.    The table for protein groups contains the protein heavy/light 
ratios and can be imported to Perseus or R for further statistical 
analysis ( see   Note 17 ).       

 

     1.    SILAC labeling is performed with lysine and arginine to ensure 
that all peptides contain at least one labeled amino acid residue 
upon proteolytic digestion with trypsin. It is best to use iso-
topes that introduce a different  Δ mass for arginine and lysine 
(e.g.,  3 C 6 ,  

15 N 2   L -Lysine-2HCl and  13 C 6 ,  
15 N 4   L -Arginine-HCl 

rather than  13 C 6   L -Lysine-2HCl and  13 C 6   L -Arginine-HCl).  

  3.5.  Mass 
Spectrometry Analysis 
and Data Processing

  4.  Notes
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    2.    High retroviral titer can be also achieved with classical 
 amphotropic packaging cells like LinxA or PhoenixA. However, 
we obtained higher retroviral titer cotransfecting the retroviral 
vector with the VSVG/gag-pol helper plasmid combination. 
The use of  fi rst-generation amphotropic helper for cotransfec-
tion should be avoided because of the risk of production of 
recombinant helper virus production.  

    3.    A key point in retroviral transduction is the state of the packag-
ing cells (HEK293T). The cells have to be frequently passed, 
avoiding prolonged periods of con fl uency. HEK293T cells 
with a tendency to acidify the culture media turning it yellow 
and to grow in clumps or with a high proportion of big and 
polynucleated cells should be discarded.  

    4.    It is strongly recommended to use early passage IMR90 to 
develop the inducible OIS system. We infect IMR90 at passage 
8 to produce a stock of frozen IMR90-ER:RAS and IMR90-
vector at passage 12.  

    5.    Once the cells are cultured in the SILAC DMEM with the 
dialyzed FBS, the IMR90 change slightly the morphology to a 
more spindle shape and they slightly slow down their growth 
rate. Otherwise, the culture behaves normally. We initiate the 
SILAC labeling from the stock of IMR90-ER:RAS or vector at 
passage 12 to produce a stock of frozen H- and L-labeled 
IMR90-ER:RAS or vector at passage 14 that will be used later 
to perform the OIS induction.  

    6.    This step is very important to remove FBS as much as possible 
to avoid contamination during the mass spectrometry. 
Contaminating proteins such as keratins and components of 
the FBS can reduce the number of peptides identi fi ed from the 
CM and might interfere with the quanti fi cation.  

    7.    It is recommended to prepare cell plates in excess to counteract 
the loss of CM volume by evaporation and subsequent manip-
ulation ( fi ltering, etc.).  

    8.    The conditioned media from senescent cells is very viscous, so 
higher pressure should be applied during the  fi ltration and a 
change of the  fi lter due to saturation could be required.  

    9.    The sample containing the senescence–control mix conditioned 
media should require more spinning time than the control–
control mix again due to its higher viscosity.  

    10.    Note that some protein quanti fi cation methods like Lowry 
cannot be used because of the presence of phenol red from the 
tissue culture media. Precise protein quanti fi cation is not nec-
essary since the SILAC method provides a relative measure.  

    11.    In our setup, the typical yield of secreted proteins is in the 
order of 4–8 mg/mL, which vastly exceeds the amount 
required for mass spectrometry analysis.  
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    12.    For most standard gel con fi gurations this amount of protein 
gives an intense signal with most Coomassie blue-based stains 
and keeps vertical streaking due to in-gel protein precipitation 
to a minimum. Furthermore, these amounts lead to a desirable 
TIC signal on the mass spectrometer (10 9  or higher) without 
compromising the chromatography.  

    13.    Essentially, the function of the gel is twofold. Firstly, it pro-
vides a protein pre-fractionation step that reduces the com-
plexity of the sample. Secondly, it provides a robust and 
reproducible matrix in which the trypsin digestion is per-
formed. It is not necessary to use the whole length of the gel. 
If more separation is required it is recommended to run a lon-
ger gradient during the LC-MS run. A shorter SDS-PAGE run 
keeps the volume of the gel and thus the processing time down. 
Furthermore, any contamination and particulates from the gel 
matrix that can interfere with the LC-MS run are kept to a 
minimum.  

    14.    To save time, the reduction–alkylation step can be omitted but 
for secreted proteins it is highly recommended because of the 
expected large proportion of disul fi de bonds in this class of 
proteins. An optional deglycosylation step (e.g., with PNGase F) 
could be considered to further facilitate trypsin digestion.  

    15.    Alternatively the reduction–alkylation step can be performed 
in solution before the SDS-PAGE step.  

    16.    For more detail regarding the in-gel trypsinization protocol 
refer to     (  14  ) .  

    17.    Maxquant and Perseus software are freely available from 
  http://maxquant.org/    . Further information on the Maxquant 
algorithm can be found at  (  12,   13  ) .          
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    Chapter 12   

 Detection of Senescence-Associated Heterochromatin 
Foci (SAHF)       

     Katherine   M.   Aird    and    Rugang   Zhang        

  Abstract 

 One of the most prominent features of cellular senescence, a stress response that prevents the propagation 
of cells that have accumulated potentially oncogenic alterations, is a permanent loss of proliferative potential. 
Thus, at odds with quiescent cells, which resume proliferation when stimulated to do so, senescent cells 
cannot proceed through the cell cycle even in the presence of mitogenic factors. Here, we describe a set of 
cyto fl uorometric techniques for studying how chemical and/or physical stimuli alter the cell cycle in vitro, 
in both qualitative and quantitative terms. Taken together, these methods allow for the identi fi cation of 
 bona  fi de  cytostatic effects as well as for a re fi ned characterization of cell cycle distributions, providing 
information on proliferation, DNA content, as well as the presence of cell cycle phase-speci fi c markers. At 
the end of the chapter, a set of guidelines is offered to assist researchers that approach the study of the cell 
cycle with the interpretation of results.  

  Key words:   Cancer ,  Cyclin B1 ,  HCT 116 ,  Histone H3 ,  Mitosis    

 

 Cellular senescence is a state of irreversible cell growth arrest. Cellular 
senescence can be triggered by a variety of stimuli such as critically 
shortened telomeres, which occur after extensive cell division, or 
activation of certain oncogenes (such as H-RAS G12V  or BRAF V600E ) 
 (  1–  3  ) . By de fi nition, senescent cells are irreversibly growth arrested, 
and one of the necessary steps towards this irreversible cell cycle exit 
is the suppression of E2F target genes  (  4  ) , which are mainly involved 
in promoting cell proliferation and S phase cell cycle progression 
 (  5  ) . Promoters of E2F target genes typically acquire heterochro-
matic features during senescence  (  4  ) . The heterochromatin associ-
ated with this process is specialized domains of facultative 
heterochromatin that often form in senescent human cells, senescence-
associated heterochromatin foci (SAHF)  (  4,   6–  12  ) . 

  1.  Introduction
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 SAHF were  fi rst described in 2003 by Narita et al. who 
observed that the nuclei of senescent cells contain 30–50 bright, 
punctate DNA-stained dense foci that can be readily distinguished 
from chromatin in normal cells  (  4  ) . Importantly, SAHF are not 
associated with cells undergoing quiescence, indicating that SAHF 
formation is not associated with reversible cell cycle exit  (  4  ) . In 
addition, SAHF have also been shown to be distinct from constitu-
tive heterochromatin because centromeres, telomeres, and other 
constitutive heterochromatin regions are not included in SAHF  (  4, 
  12,   13  ) . Further, SAHF are also different from other facultative 
heterochromatin such as inactivated X chromosomes (Xi) in female 
human cells. For example, histone modi fi cations such as lysine 27 
trimethylated histone H3 (H3K27Me3) are associated with Xi but 
not SAHF  (  4  ) . 

 SAHF play a role in sequestering proliferation-promoting 
genes  (  4  ) , including E2F target genes such as cyclin A  (  12  ) , which 
is required for the progression through S phase of the cell cycle 
 (  14  ) . Indeed, SAHF do not contain any active transcription sites 
 (  4  ) , demonstrating their role in contributing to the senescence-
associated cell cycle exit. Signi fi cantly, disruption of SAHF forma-
tion can cause cell transformation  (  15  ) , which infers that SAHF 
contribute to the tumor-suppressive function of senescence. 
Recently, there is evidence to suggest that SAHF may limit the 
extent of DNA damage signaling which may prevent senescent 
cells from undergoing apoptosis induced by high DNA damage 
signaling, thereby maintaining the viability of senescent cells  (  11  ) . 
Finally, there is emerging evidence to suggest that SAHF may play 
a role in the senescence phenotype in vivo  (  16–  19  ) . 

 A number of different inducers of senescence cause the forma-
tion of SAHF, including activated oncogenes such as H-RAS G12V  
and BRAF V600E   (  4,   20,   21  ) , extensive passaging  (  4  ) , chemothera-
peutics such as etoposide  (  4  )  and hydroxyurea  (  9  ) , and bacterial 
toxins  (  9  ) . However, SAHF formation and senescence are not 
always coupled. Indeed, a number of studies have shown that 
senescence can occur in the absence of SAHF formation. For 
instance, activation of AKT and knockdown of PTEN do not cause 
SAHF formation  (  22,   23  ) . It is also important to note that SAHF 
formation is cell-line dependent  (  9  ) . For example, senescence 
induced by extensive passaging in the primary human embryonic 
 fi broblast cell lines IMR90 and WI38 cells is associated with SAHF, 
while senescence triggered by extensive passaging in BJ cells 
(primary human foreskin  fi broblasts) is not associated with SAHF 
formation  (  4  ) . The difference between these cell lines correlates 
with a variation in activation of the p16/pRb pathway after exten-
sive passaging  (  9  ) . Indeed, senescence induced by activated onco-
genes (such as H-RAS G12V  and BRAF V600E ) in BJ cells triggers 
SAHF formation, which is associated with activation of the p16/
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pRb pathway  (  24,   25  ) . Notably, mouse cells do not form robust 
SAHF, although they do display a marked increase in staining of 
certain components of SAHF such as macroH2A  (  26  ) . 

 To date, a number of molecular markers of SAHF have been 
described (reviewed in ref.  6,   10,   27 ) including macroH2A  (  8  ) , a 
histone variant known to contribute to X chromosome inactivation 
and gene silencing  (  28  ) ; high mobility group A (HMGA) proteins, 
which coordinate with p16 INK4a  to induce SAHF formation and are 
required for maintaining SAHF  (  15  ) ; and di- or tri-methylated 
lysine 9 histone H3 (H3K9Me2/3) and bound HP1 proteins  (  4,   12  ) , 
two common markers of heterochromatin  (  29  ) . Together with 
DAPI, co-staining for these markers is a simple and reliable method 
to determine the presence of SAHF in senescent cells. Here, using 
oncogenic-RAS (H-RAS G12V ) as an inducer of senescence and 
SAHF, we describe a method for the immuno fl uorescent detection 
of SAHF using DAPI and speci fi c antibodies to components of 
SAHF such as macroH2A, H3K9Me2/3, and HP1 proteins.  

 

  ●     pBABE-puro and pBABE-puro-H-RAS G12V  constructs 
(Addgene) (see  Note 1 ).  
  2.5 M CaCl  ●

2 .  
  2× BBS: 50 mM   ● N , N - bis (2-hydroxyethyl)-2-aminoethanesulfonic 
acid (BES), 280 mM NaCl, 1.5 mM Na 2 HPO 4 , pH 6.95 
( see    Note 2 ).  
  Laemmli sample buffer: 50 mM Tris–HCl, 2% (w/v) sodium  ●

dodecyl sulfate (SDS), 100 mM dithiothreitol, 10% (v/v) glyc-
erol, and 0.05% (w/v) bromophenol blue (pH 6.8).  
  Equipment and reagents for SDS-polyacrylamide gel electro- ●

phoresis (PAGE).  
  Bradford reagent (Bio-Rad) and 1 mg/mL bovine serum albu- ●

min (BSA) as standard.  
  PVDF transfer membrane.   ●

  Towbin transfer buffer: 170 mM glycine, 22 mM Tris–HCl,  ●

and 0.01% (w/v) SDS (pH 8.3).  
  Anti-RAS antibody (BD Transduction Laboratories).   ●

  0.45   ● μ m  fi lter.  
  Sterile- fi ltered ddH  ●

2 O.  
  Phoenix cells (a gift from Gary Nolan) growing in Dulbecco’s  ●

modi fi ed Eagle’s medium supplemented with 10% (v/v) fetal 
bovine serum, 1% (w/v) penicillin–streptomycin, and 1% (w/v) 

  2.  Materials

  2.1.  Cell Culture 
for Expression 
of Oncogenic RAS
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 L -glutamine in a humidi fi ed 37°C, 5% (v/v) CO 2  incubator 
( see   Note 3 ).  
  IMR90 cells (ATCC) growing in DMEM supplemented with  ●

20% (v/v) FBS, 1% (w/v)  L -glutamine, 1% (v/v) nonessential 
amino acid solution, 2% (v/v) essential amino acids, 1% (v/v) 
vitamins, and 1% (w/v) penicillin–streptomycin in a humidi fi ed 
37°C, 5% (v/v) CO 2  incubator ( see   Notes 4  and  5 ).  
  0.25% (w/v) Trypsin + 1 mM EDTA.   ●

  Sterile- fi ltered Dulbecco’s phosphate-buffered saline (PBS),  ●

pH 7.3.  
  Sterile- fi ltered, 1 mg/mL puromycin in PBS, pH 7.3.   ●

  Sterile- fi ltered, 8 mg/mL (w/v) polybrene in ddH  ●

2 O (Sigma-
Aldrich, St. Louis, MO, USA).  
  10-cm cell culture dishes and 6-well cell culture plates.   ●

  Clean and sterile glass coverslips.      ●

  ●     4% (w/v) paraformaldehyde ( see   Note 6 ).  
  PBS, pH 7.3.   ●

  0.2% (v/v) and 1% (v/v) Triton-X in PBS, pH 7.3.   ●

  3% (w/v) BSA in PBS, pH 7.3 ( see   Note 7 ).   ●

  Primary antibodies to macroH2A, H3K9Me2, H3K9Me3,  ●

HP-1 α , HP-1 β , or HP-1 γ  (Table  1 ) ( see   Note 8 ).   
  Appropriate secondary antibodies (Table   ● 2 ) ( see   Note 9 ).   
  5 mg/mL 4  ● ¢ ,6-diamidino-2-phenylindole dihydrochloride 
(DAPI) in ddH 2 O.  
  Clean microscope slides.   ●

  2.2.  Fluorescent 
Staining of SAHF 
and Microscopic 
Examination of SAHF

   Table 1 
  Primary antibodies used to identify SAHF by immuno fl uorescence   

 Protein  Source  Dilution  References 

 MacroH2A  Drs. Rugang Zhang (The Wistar 
Institute) and Peter D. Adams 
(University of Glasgow) 

 1:2,000   (  7  )  

 HP-1 α   Dr. William Earnshaw (University 
of Edinburgh) 

 1:200   (  8  )  

 HP-1 β   Millipore (MAB3448)  1:20,000   (  9  )  

 HP-1 γ   Millipore (MAB3450)  1:2,000   (  7  )  

 H3K9Me3  Abcam (ab8898)  1:500–1:1,000   (  9  )  

 H3K9Me2  Abcam (ab7312)  1:500–1:1,000   (  9  )  
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  Anti-fade  fl uorescence mounting media: 0.25 g   ● p -phenylene-
diamine (Sigma-Aldrich) dissolved in 25 mL 1× PBS (pH 9.0) 
mixed with 225 mL glycerol ( see   Note 10 ).  
  Fluorescent microscope with the ability to view blue, green,  ●

and red channels (e.g., Nikon 80 i ).      

 

  The infectious retrovirus is generated by transfecting the plasmid 
DNA into a packaging cell line, for example, Phoenix cells (  http://
www.standford.edu/group/nolan/protocols/pro_helper_dep.
html    ). Transfection-quality DNA of the retrovirus plasmid is made 
using a Qia fi lter Plasmid Maxi kit, according to the manufacturer’s 
instructions. After transfection, the Phoenix cells reverse transcribe 
the plasmid DNA into an RNA that is packaged into infectious 
virus and expelled from the cells. Then, the tissue culture superna-
tant containing the virus is applied to the cells of interest to deliver 
the activated oncogenes (e.g., H-RAS G12V ) to the target cells. The 
infected cells can be selected in puromycin to enrich for cells that 
have been infected. To assess the ef fi ciency of puromycin to kill 
uninfected cells, perform a mock virus infection. To assess the 
ef fi ciency of infection, infect one plate with a virus known to have 
a high titer (e.g., pBABE-puro vector, Addgene).

    1.    Split the Phoenix cells to 5 × 10 6  cells per 10-cm dish in 10 mL 
medium 24 h before transfection ( see   Note 11 ). Culture in a 
37°C, 5% (v/v) CO 2  incubator overnight.  

    2.    Twenty-four hours later, and 4 h prior to transfection, change 
the medium to 9 mL of pre-warmed, fresh growth media.  

    3.    Dilute the required amount of 2.5 M CaCl 2  to 250 mM in 
sterile ddH 2 O and aliquot 0.5 mL per transfection to separate, 
sterile 15 mL polystyrene tubes.  

    4.    Add 30  μ g of the supercoiled plasmid DNA of the intended 
virus to each tube.  

  3.  Methods

  3.1.  Cell Culture 
for Expression 
of Oncogenic RAS

   Table 2 
  Fluorescent secondary antibodies used to visualize SAHF 
components   

 Antibody  Catalog numbers  Dilution 

 Cy3 goat anti-mouse  115-165-003  1:5,000 

 FITC goat anti-rabbit  111-095-003  1:1,000 

http://www.standford.edu/group/nolan/protocols/pro_helper_dep.html
http://www.standford.edu/group/nolan/protocols/pro_helper_dep.html
http://www.standford.edu/group/nolan/protocols/pro_helper_dep.html
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    5.    Add 0.5 mL of 2× BBS by dripping slowly from a 1 mL pipette 
vertically down the center of the tube (1–2 drops per second). 
Do not mix. Incubate the mixture for 15 min. At this time, the 
precipitate should be barely visible to the naked eye.  

    6.    Use a 1 mL pipette to blow air bubbles through the solution 
to mix the precipitate. Evenly distribute the mixture drop-wise 
into the medium of the plate of Phoenix cells.  

    7.    Rock the plates back and forth very gently to mix the calcium 
phosphate precipitate and then place in a humidi fi ed 37°C 
incubator with 5% (v/v) CO 2  overnight.  

    8.    Change the medium to 6 mL fresh, pre-warmed growth media 
approximately 24 h later ( see   Note 12 ).  

    9.    On the same day as  step 8 , prepare the target IMR90 primary 
human embryonic  fi broblast cells for infection. A con fl uent 
10 cm dish of cells should be split 1:4 in regular growth media 
so that cells are 50–60% con fl uent on the next day (i.e., the 
 fi rst day of infection).  

    10.    Twenty-four hours later, collect the supernatant from the 
Phoenix cells after  step 8  and put through a 0.45  μ m  fi lter. 
Add 6 mL of fresh, pre-warmed growth media to the Phoenix 
cells ( see   Note 12 ).  

    11.    Infect the target cells. Aspirate the IMR90 media from the 
dish. For a 10 cm dish of target cells, add 3 mL fresh media 
and 3 mL of virus-containing supernatant harvested from the 
Phoenix cells drop-wise onto the IMR90 cells.  

    12.    Add 6  μ L of 8 mg/mL (w/v) polybrene to make a  fi nal con-
centration of 8  μ g/mL, and swirl the dishes to mix. Put the 
cell dish back into a 5% (v/v) CO 2 -containing incubator.  

    13.    Culture the infected cells for 24 h. Repeat the infection 
(Subheading  3.1 ,  steps 10 – 12 ) to increase ef fi ciency.  

    14.    Remove the medium from the IMR90 cells 24 h post infection 
and replace with 10 mL of fresh, pre-warmed IMR90 growth 
media that contains puromycin at a  fi nal concentration of 
1  μ g/mL.  

    15.    Typically, 3 days after addition of puromycin, all of the nonin-
fected cells should be dead. At this time, there should be no 
surviving cells left in the mock virus-infected dish.  

    16.    At the desired time point ( see   Note 13 ), split the IMR90 cells 
into 6-well plates containing clean, sterile glass coverslips.  

    17.    At the same time, harvest an aliquot of the infected cells for 
Western blot analysis ( see   Note 14 ).      

  To visualize SAHF, DAPI is used to stain for DNA, while speci fi c anti-
bodies to components of SAHF (e.g., macroH2A, H3K9Me2/3, and 
HP1 proteins) should be used for indirect immuno fl uorescence 

  3.2.  Fluorescent 
Staining of SAHF
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 staining. To assess the speci fi city of the antibody staining pattern, 
an  isotype-matched control primary antibody and/or omission of 
the primary antibody should be included as negative controls for 
immunofluorescence staining. In addition, IMR90 cells infected 
with vector control-encoding retrovirus should be included as a 
negative control.

    1.    Gently wash the coverslips three times with PBS, pH 7.3 to 
remove all culture media ( see   Note 15 ).  

    2.    Fix cells in freshly prepared 4% (w/v) paraformaldehyde for 
10 min at room temperature ( see   Note 16 ).  

    3.    Wash the coverslips three times with PBS, pH 7.3 to remove 
 fi xing solution ( see   Note 17 ).  

    4.    Permeabilize the cells by incubating the coverslips in 0.2% 
(v/v) Triton X-100 in PBS (pH 7.3) for 5 min at room 
temperature.  

    5.    Block the coverslips with 3% (w/v) BSA in PBS, pH 7.3 for 
5 min at room temperature.  

    6.    Incubate the coverslips with the primary antibodies diluted in 
3% (w/v) BSA in PBS, pH 7.3 by inverting the coverslip onto 
200  μ L of diluted antibody spotted on para fi lm. Incubate for 
1–2 h at room temperature.  

    7.    Put the coverslips back into the 6-well plates with the cell side 
face up. Wash the coverslips three times with 1% (v/v) Triton 
X-100 in PBS, pH 7.3.  

    8.    Dilute the appropriate secondary antibodies (Table  2 ) in 3% 
(w/v) BSA in PBS, pH 7.3. Incubate the coverslips with 2 mL 
secondary antibody solution in each well for 1 h at room tem-
perature in the dark.  

    9.    Stain SAHF by incubating the coverslips with 0.15  μ g/mL 
 fi nal concentration of DAPI diluted in 3% (w/v) BSA in PBS, 
pH 7.3 for 3 min at room temperature ( see   Note 18 ).  

    10.    Wash the slide three times with PBS, pH 7.3.  
    11.    Mount the inverted coverslips (cells facing the microscope 

slide) into one drop of mounting media (approximately 20  μ L). 
Aspirate the excess liquid, and seal the coverslips using nail 
polish ( see   Note 19 ).  

    12.    After the slides have dried, observe SAHF using a  fl uorescent 
microscope ( see   Notes 20  and  21 ).      

      1.    After immuno fl uorescence staining, the processed slides can be 
examined under a  fl uorescent microscope.  

    2.    DAPI staining should reveal punctate staining in oncogenic 
H-RAS G12V -infected cells, while vector control cells should 
display diffuse staining across the cell nuclei (Fig.  1 ).   

  3.3.  Microscopic 
Examination of SAHF
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    3.    The number of cells with SAHF staining depends upon the 
duration of RAS expression. For example, ~50% of RAS-
infected cells display SAHF by DAPI staining 7–9 days post 
drug selection.  

    4.    Components of SAHF such as macroH2A, HP1 proteins, and 
H3K9Me2/3 form foci that co-localize with DAPI-stained 
SAHF in RAS-infected cells. In vector control cells, HP1 pro-
tein and H3K9Me2/3 staining is largely diffuse. MacroH2A 
staining marks the single foci in female mammalian cells (such 
as IMR90 and WI38 primary human  fi broblast cells) that is the 
inactivated X chromosome (Fig .1 ).  

    5.    As negative controls, staining using isotype-matched IgG con-
trols as the primary antibody or using the secondary antibody 
only (without the primary antibody) should not show foci that 
co-localize with DAPI-stained SAHF. The controls herein will 
obviously be speci fi c to each component of SAHF.  

    6.    Importantly, regardless of the speci fi c components, not all cells 
with DAPI-stained SAHF-positive cells will display foci for 
components of SAHF. This is because relocalization of compo-
nents of SAHF into DAPI-stained foci is typically a later event 
compared with formation of DAPI foci  (  8  ) .       

  Fig. 1.    IMR90 cells were infected with a puromycin-resistant retrovirus encoding oncogenic H-RAS G12V  or vector control. 
Drug-selected cells were stained with antibodies to H3K9Me2 and histone H2A variant macroH2A. DAPI counterstaining 
was used to visualize SAHF. Note the robust punctate DAPI foci in the H-RAS G12V -infected cells, which co-localize with both 
macroH2A and H3K9Me2.  Arrows  point to inactivated X chromosome in control IMR90 female  fi broblast cells. Chicken 
anti-macroH2A1.2 primary antibody was obtained from Dr. John R. Pehrson (University of Pennsylvania)  (  28  ) . Rabbit anti-
H3K9Me3 is from AbCam (ab8898) and was used at 1:500. Secondary antibodies were FITC-labeled goat anti-chicken 
(1:2,500) and Cy3-labeled goat anti-rabbit (1:5,000), which were both obtained from Jackson Immunolabs.       
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     1.    As discussed in the introduction, other oncogenes (BRAF/
MEK/ERK) and other cellular stressors can cause the forma-
tion of SAHF. We recommend using H-RAS G12V  as a positive 
control because activation of RAS induces distinct SAHF for-
mation in a variety of cell types.  

    2.    Correct pH of the 2× BBS solution is necessary for ef fi cient 
plasmid transfection using this method.  

    3.    Never let cells reach con fl uence as this may decrease transfec-
tion ef fi ciency. Passage Phoenix cells in 300  μ g/mL hygromy-
cin (Roche) and 1  μ g/mL diptheria toxin (Sigma) for 1 week 
every month to maintain transfection ef fi ciency. For more 
information, please visit Gary Nolan’s Web site (  http://www.
stanford.edu/group/nolan/retroviral_systems/retsys.html    ).  

    4.    For oncogene-induced SAHF formation (or to study other 
types of stressors), low population doubling (PD) IMR90 cells 
should be used (PD < 35). However, if you wish to study repli-
cative senescence-induced SAHF, high PD IMR90 cells (e.g., 
PD65) should be used instead.  

    5.    Other cell lines and cell types form SAHF  (  9  ) ; however, this must 
be determined on a cell type-by-cell type basis. It is important to 
note that mouse cells do not form distinct SAHF structures that 
are visible by DAPI staining alone. Instead, macroH2A may 
server as a marker for SAHF in senescent mouse cells  (  26  ) .  

    6.    To make 4% paraformaldehyde, weigh 2 g of paraformalde-
hyde (Sigma) and add 25 mL of ddH 2 O, 25 mL 2× PBS, pH 
7.3, and 100  μ L 1 N NaOH. Vortex and incubate this mixture 
at 65°C for 10–15 min to dissolve the paraformaldehyde (vor-
tex the tube every 5 min). Cool the solution to room tempera-
ture before use.  

    7.    Adding 0.02% (w/v) sodium azide to the 3% (w/v) BSA in PBS 
will decrease potential contamination and increase the shelf life.  

    8.    Any of these markers can be used in addition to DAPI staining 
to identify SAHF.  See  Table  11  for antibody catalog numbers, 
dilutions, and references.  

    9.    Secondary antibodies to the appropriate species can be pur-
chased from Jackson Immunolabs.  See  Table  2  for details.  

    10.    Mounting media should be aliquoted and stored at −80°C. 
Once the media changes to an orange color, replace with a 
fresh batch.  

    11.    Although the Phoenix cells are easy to remove from the plate, 
use 0.25% (w/v) trypsin + 1 mM EDTA to fully separate the 
cells and avoid cell aggregation.  

  4.  Notes

http://www.stanford.edu/group/nolan/retroviral_systems/retsys.html
http://www.stanford.edu/group/nolan/retroviral_systems/retsys.html
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    12.    Be very gentle when adding fresh media as Phoenix cells do 
not adhere very well to the plate. It is typical that Phoenix cells 
change shape after changing them into fresh medium. They 
will fully recover after 6–8 h of culture in the newly changed 
medium.  

    13.    SAHF should start to appear approximately 3–4 days after 
starting selection and typically reach the highest percentage 
with ~50% RAS-infected cells positive for DAPI-stained SAHF 
around 7–9 days after staring drug selection.  

    14.    Protein lysates can be made by directly adding 1× Laemmli 
sample buffer followed by boiling for 5 min. Samples can be 
stored at −80°C. Ectopically expressed oncogenic-RAS should 
be con fi rmed by Western blotting. Cell extracts should be frac-
tionated by SDS-PAGE, transferred to a PVDF membrane, 
and then Western blotted with antibody to RAS (BD 
Biosciences, 610001). An antibody to a housekeeping gene 
(e.g.,  β  actin) should be used as a loading control.  

    15.    Senescent cells do not adhere very well to coverslips; therefore, 
rinsing coverslips with PBS before  fi xation should be done very 
carefully. In instances where rinsing coverslips with PBS may lead 
to loss of cells, this step can be skipped, and coverslips can be 
directly immersed in 4% (w/v) paraformaldehyde for 10 min.  

    16.    At this step, soluble proteins can be removed to only retain 
tightly bound chromatin proteins. To do so, cells can be pre-
extracted with 5 mM MgCl 2  in 0.2% (v/v) Triton-X in PBS for 
5 min to preserve SAHF while removing the soluble proteins. 
Extra care should be taken when performing pre-extraction 
and the following steps of washing and  fi xation as these pre-
extracted cells can be easily washed off the coverslips.  

    17.    After  fi xation, coverslips can be washed 3× with PBS and stored 
at 4°C for up to 2 weeks before processing.  

    18.    Higher DAPI concentrations and longer incubation periods 
will make it harder to distinguish DAPI-stained SAHF.  

    19.    Avoid air bubbles when mounting coverslips.  
    20.    Slides can be stored at −20°C for up to a month. However, it 

is important to note that the  fl uorescent signal may fade over 
time.  

    21.    The same methods can be applied to other cell lines/cell types 
to determine SAHF formation. As not all cell lines or all 
causes of cellular senescence induce SAHF formation (see 
Subheading  1  for details), we recommend the use of IMR90 
cells expressing oncogenic H-RAS G12V  as a positive control.          
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    Chapter 13   

 Monitoring DNA Damage During Cell Senescence       

     Glyn   Nelson    and    Thomas   von   Zglinicki         

  Abstract 

 Cellular senescence is a state of irreversible cell cycle arrest, accompanied by and in most cases driven by a 
persistent DNA damage response (DDR), which may be activated by uncapped telomeres or other forms 
of DNA damage. DNA damage foci, therefore, are an important part of the signaling pathway that induces 
cell senescence. However, similar foci can also be observed in proliferating cells, for instance as a result 
of replicative stress. Identifying the phenotypic differences between the DDR of young, proliferation-
competent cells and senescent cells is therefore important for establishing the cellular DDR as a marker of 
senescence. Here, we describe various methods by which the DDR can be used as a robust marker of 
cellular senescence, and how to utilize a DDR marker to investigate the induction and stabilization of the 
senescent phenotype.  

  Key words:   53BP1 ,  DNA damage ,   g H2A.X ,  Microscopy ,  Senescence    

 

 The senescent phenotype is much more complex than a simple growth 
arrest, involving a major reprogramming of cellular gene expression 
and metabolism that can signi fi cantly modify the interaction of a 
senescent cell with its environment  (  1,   2  ) . For instance, a sustained 
DNA damage response (DDR) leads to activation of p38MAPK 
(MAPK14), which in turn triggers mitochondrial dysfunction and 
enhanced ROS production  (  1,   3  )  as well as release of a wide variety of 
pro-in fl ammatory cytokines, chemokines, and growth factors  (  4  ) . 
The DDR involves the balance of damage induction, recognition, 
and repair, both at single-strand and double-strand breaks (DSBs). 
A detailed description of these processes is beyond the scope of this 
chapter, and has been covered recently by others  (  5,   6  ) . 

 There is evidence that frequencies of cells bearing senescence 
markers increase with age in various tissues  (  7–  10  ) . Furthermore, 

  1.  Introduction
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dietary restriction, an intervention that slows down aging, decreases 
frequencies of senescent cells in the hematopoietic system  (  11  )  and 
in multiple solid tissues  (  12  ) . Development of a simple assay for 
determination of the frequency of senescence within heteroge-
neous cultures/organs is therefore of importance for tracking the 
development of aging in vivo and in vitro. 

  The DDR in senescent cells differs from their young, replication-
competent counterparts in various aspects: (1) senescent cells display 
a larger number of DNA damage foci. In senescent primary human 
 fi broblasts, this amounts to an average of 4–5 DSBs at any one 
time within the population, compared to a maximum of 1–2 foci in 
proliferating cells  (  13  ) ; (2) senescent cells contain long-lived, 
potentially persistent foci. A quantitative kinetic analysis showed 
that the fraction of foci with lifespans >15 h was about 40–50% in 
senescent cells versus <20% in proliferation-competent  fi broblasts 
 (  1  ) ; (3) senescent cells contain large DNA damage foci  (  14  ) ; (4) 
nuclear co-localization of DNA damage foci with PML bodies has 
been suggested as another marker of cell senescence  (  14  ) . 

 Therefore, either observation of  a ; foci number, size, and PML 
body co-localization or  b ; the DNA damage foci frequency and 
their longevity would be expected to robustly identify senescent 
cells. The  fi rst method is comparatively simple, requiring only 
 fi xation to allow for labeling of DNA damage foci and PML bod-
ies. The second requires monitoring formation and repair of DNA 
damage in live cells, for which design and expression of a suitable 
 fl uorescent fusion protein is needed. Whilst more complex and 
time consuming, the data are far more rich, plus the cells are kept 
alive throughout and can therefore be used for other parameter 
readouts. This is especially useful in replicative senescence, where 
cellular heterogeneity is a known factor, and one that is not fully 
understood. However, the method needs careful validation with 
data from  fi xed cells to ascertain whether ectopic expression of the 
fusion protein affects the results obtained. Such problems can be 
minimized by careful fusion protein choice and design, for which 
we describe one such possibility.   

 

 All chemicals were purchased from Sigma-Aldrich unless stated 
otherwise. 

  ●     Human full-length 53BP1 cDNA (Genbank accession 
NM_001141980.1), cloned from the plasmid pCMH-
6k53BP1, which was a gift from K. Iwabuchi, Kanazawa 
Medical University  (  15  ) , but it is also available as an MGC 
clone (accession BU596747).  

  1.1.  Senescence-
Associated Changes 
in the DNA Damage 
Phenotype

  2.  Materials

  2.1.  Plasmids 
and cDNA
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  pAcGFP-C2, a vector expressing AcGFP from a CMV promoter  ●

(Clontech).  
  Clonase recombination vectors pLenti6/UbC/V5-DEST,  ●

pENTR2B, Gateway destination cassettes, and lentiviral pack-
aging plasmid mix (all from Invitrogen).     

  ●      Rabbit anti-human PML antibody (Abcam, ab53773); used at 
a 1:250 dilution.  
  Mouse anti-human   ● g H2A.X (Upstate, clone JBW103); used at 
a 1:1,250 dilution.  
  Rabbit anti-53BP1 antibody (Cell Signalling, #4937) recog- ●

nizing an epitope in the C terminal of 53BP1; used at a 1:200 
dilution.  
  Secondary antibodies: Goat Alexa  fl uor conjugated (Alexa 488,  ●

Alexa 555, and Alexa 647, Invitrogen); used at a 1:2,000 
dilution.     

  ●     Paraformaldehyde, 4%.  
  1× TBS: 20 mM Tris–HCl, 0.8% (w/v) NaCl; pH adjusted to  ●

7.6 with HCl.  
  Blocking buffer: ●

   1× TBS with 5% (v/v) normal goat serum.   –
  1× TBS/Triton: 1× TBS with 0.3% (w/v) Triton X-100.      –

  Mounting medium: Vectashield with DAPI (Vector labs).       ●

  ●      Complete medium: DMEM, 10% fetal bovine serum, 1% 
penicillin/streptomycin, and 1% L-glutamine.  
  Trypsin/EDTA.   ●

  1× PBS, made from 10× PBS diluted with distilled water and  ●

autoclaved.  
  Blasticidin (Life Technologies-Invitrogen). A killing curve  ●

determined a concentration of 2–4  m g/mL for MRC-5 cells.  
  G418 (Geneticin). A killing curve determined a concentration  ●

of 400  m g/mL.     

  ●     MRC-5 human embryonic lung  fi broblasts (ECACC). For 
stable transformation or transduction the cells were used at as 
low a population doubling (PD) as possible (usually around 
PD  x  + ~12, where  x  is an unknown PD number due to pur-
chasing the cells from ECACC; empirically, we determined it 
to be ~10 for our cells, since they reach replicative senescence 
around PD  x  + 45, and should theoretically reach PD ~55). For 
controls, young cells were considered young when the PD was 
less than  x  + ~33. Cells were classed as replicatively senescent 
when the culture grew less than 0.1 PD per month (usually 

  2.2.  Immuno-
 fl uorescence

  2.2.1.  Antibodies

  2.2.2.  Solutions

  2.3.  Cell Culture

  2.3.1.  Solutions

  2.3.2.  Cells
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around PD  x  + ~45). Cells were grown to approximately 95% 
con fl uence before trypsinizing, counting, and replating at no 
less than 25% con fl uence. Senescent and almost senescent cells 
not yet requiring passage were fed once per week with com-
plete medium.  
  Lentiviral packaging cell line HEK293FT (Life Technologies- ●

Invitrogen), grown following the manufacturer’s instructions. 
Medium with antibiotic selection was replaced every 3 days.     

  ●     For immuno fl uorescence, #1.5 16 mm Ø glass coverslips in 
12-well plates.  
  For live cell microscopy, glass coverslip-bottomed dishes   ●

(Iwaki).      

  We employ two systems for live cell imaging (see Note 1), both of 
which work well for long-term imaging (tested up to 60 h, but there 
is no reason not to image longer if your cells are nondividing):

   Zeiss LSM 510 laser scanning microscope ( see      Note   2 ).   ●

  Zeiss spinning disk system ( see   Note 3 ).       ●

 

  For in vitro analysis of cellular senescence, use of normal diploid 
cells, with intact DDR machinery and which will reach replicative 
senescence, is essential. However, we  fi nd that such cells are quite 
dif fi cult to use with transient transfection (<1% transfection after 
attempting to optimize conditions), possibly owing to their long 
cell cycle (MRC-5 take approximately 50–55 h per cycle when 
young). Additionally, transient transfection generates a very het-
erogeneous population in terms of plasmid copy number trans-
fected and the protein expression level, which can complicate 
analysis of cellular responses  (  16  ) . Furthermore, when interested 
in investigating DNA damage, there is also a high probability of 
extraneous plasmid DNA within the nucleus degrading over time, 
and so becoming a target for the DDR machinery, which would 
skew our results. Therefore it is in our interest to invest the effort 
to produce stably integrated expression cassettes for analysis of 
DNA damage formation and repair. 

  Choosing a suitable protein to tag to follow any signaling pathway 
is the critical step. Other considerations include the terminus to 
attach the tag, as well as the choice of reporter:

    1.    We found that the adapter protein TP53BP1 (53BP1)  fi tted 
the criteria required as a suitable protein to tag and express 
ectopically ( see   Note 4 ).  

  2.3.3.  Plates/Dishes

  2.4.  Live Cell Imaging

  3.  Methods

  3.1.  Production 
of Fluorescent 
Reporter Cells

  3.1.1.  Fusion Protein 
Design
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    2.    53BP1 is a large protein (2,231 amino acids), and to create a 
fusion which is packable into virions required creating a trun-
cated version. Analysis of the literature and Uniprot on struc-
ture and function of 53BP1 suggested that the essential part 
of the protein was the C terminal half. Therefore, we removed 
the protein’s N terminal end, ensuring that we kept the 
TUDOR and BRCT domains, and replaced it with a  fl uorescent 
protein.  

    3.    We opted for a relatively fast-maturing, monomeric  fl uorescent 
protein, AcGFP, a human codon optimized green  fl uorescent 
protein derived from  Aequorea coerulescens  (Clontech); how-
ever there are many other suitable alternatives ( see   Note 5 ). 
It is not the most photostable green monomeric  fl uorescent 
protein, but for live cell imaging, this is not a problem, more of 
a potential bene fi t (for FRAP studies and determining excitation 
levels suitable for normal physiology).      

      1.    To create an AcGFP-53BP1 C terminal fragment fusion 
(AcGFP-53BP1c), we internally digested 53BP1 cDNA at a 
BamHI site and a 3 ¢  XhoI site introduced from the original 
vector (pCMH6k53BP1) to obtain a truncated 2.77 kb C ter-
minal fragment of 53BP1.  

    2.    This was ligated into the BamHI/XhoI sites of the polylinker 
of PENTR2A, a Gateway cloning Entry vector with an ampi-
cillin resistance cassette replacing the kanamycin cassette in the 
original vector, pENTR2B.  

    3.    A mammalian expression vector was then produced using 
recombination with pG-AcGFP-A, which was created by insert-
ing a Gateway destination cassette “a” into Ecl136II, in the 
polylinker of pAcGFP-C2, to produce the vector pG-AcGFP-
53BP1c. This could also be performed using more standard 
cloning techniques, ensuring that the C terminal amino acid of 
the  fl uorescent protein is in frame with the truncated 53BP1.  

    4.    This vector allowed us to create stable clones expressing 
AcGFP-53BP1c from a CMV promoter using standard tech-
niques ( see  Subheading  3.1.4 ). However, isolating a single clone 
and generating a stable isogenic cell line would have meant that 
our cells were practically senescent once we had enough to use. 
Using a heterogeneous population for analysis worked  (  17  ) , but 
we had to discard cells which expressed too much AcGFP-
53BP1c, as we were unable to visualize sites of DNA damage 
against the bright nuclear background  fl uorescence.  

    5.    Therefore, we also generated stably integrated cells using len-
tivirus. This method has the bene fi t of creating a far more 
homogeneous expression level at low MOI by integrating a 
more  fi xed number of copies of the cassette, albeit in random 
genomic sites.  

  3.1.2.  Creating a Standard 
Fusion Protein Expression 
Plasmid
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    6.    Furthermore, selection is also quicker, as all transduced cells 
appear to integrate the virus, plus transduction produces a far 
higher proportion of positive cells than transfection.      

      1.    The 3.9 kb AcGFP-53BP1c fusion construct was excised from 
pG-AcGFP-53BP1c using NheI and SmaI, blunted, and 
inserted into the EheI and EcoRV sites of pENTR2B 
(Invitrogen).  

    2.    The resulting plasmid, pE2B-AcGFP-53BP1c, was then recom-
bined in a Clonase reaction with pLenti6/UbC/V5-DEST 
(Invitrogen) to create pLenti-AcGFP-53BP1c, which drives 
expression of AcGFP-53BP1c from a human UbC promoter, 
and the blasticidin selection gene from an SV40 promoter.      

      1.    1 × 10 5  MRC-5 cells, at ~50% con fl uence, were trypsinized and 
then transfected with 1  m g pG-AcGFP-53BP1c DNA using an 
Amaxa electroporator (Amaxa) with the manufacturer’s V-20 
protocol ( see   Note 6 ).  

    2.    Cells were replated into one well of a 6-well tissue culture 
dish.  

    3.    Two days after electroporation, stably integrated cells were 
selected with 400  m g/mL G418 for 10 days and subsequently 
maintained in medium supplemented with 50  m g/mL G418.      

      1.    Virions carrying copies of pLenti-AcGFP-53BP1 were created in 
HEK293FT cells using transfection of pLenti-AcGFP-53BP1c 
alongside a plasmid packaging kit following the manufacturer’s 
protocol (Invitrogen).  

    2.    Lentiviral transduction of young MRC-5 was carried out using 
pLenti-AcGFP-53BP1c virions following the manufacturer’s 
protocol with a target MOI of 2.  

    3.    Cells were subsequently maintained in selection medium con-
taining 4  m g/mL blasticidin.       

  Here we will  fi rst describe different sample preparations, for either 
 fi xed cells or live cell imaging. In the case of  fi xed cells, we can 
either use the  fl uorescent protein expression and/or use indirect 
immuno fl uorescence. 

      1.    AcGFP-53BP1c-expressing cells were grown on coverslips for 
at least 1 day prior to  fi xation ( see  Subheading  2.3.3 ).  

    2.    For  fi xation, cells were washed once in PBS, and then incu-
bated in 4% paraformaldehyde at 37°C for 2 min ( see   Note 7 ).  

    3.    The coverslips were then washed three times with PBS before 
mounting in Vectashield (~10  m L per coverslip).      

  3.1.3.  Creating a Lentivirus 
Expression Cassette

  3.1.4.  Production of Stably 
Integrated Cells Using 
Standard Transfection

  3.1.5.  Fluorescent Reporter 
Production Using Lentivirus

  3.2.  Sample 
Preparation

  3.2.1.  Using Fixed Cells 
Directly
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  Cells were harvested and  fi xed as described in Subheading  3.2.1 , 
except that TBS was used instead of PBS for washing after  fi xation 
( see   Note 8 ). Antibody staining was then performed:

    1.    Coverslips were blocked with 220  m L blocking buffer for 1 h 
at room temperature.  

    2.    Cells were then incubated with the choice of primary antibod-
ies in TBS/Triton (200  m L volume per coverslip/12-well plate 
well) overnight, gently rocking at 4°C.  

    3.    Wash cells with 3 × 1 mL washes of TBS for 5 min each with 
gentle rocking.  

    4.    Apply suitable  fl uorochrome-conjugated secondary antibodies 
in TBS/Triton (200  m L per well/coverslip) for 1–2 h at room 
temperature in the dark, with gentle rocking.  

    5.    Wash cells with 3 × 1 mL washes of TBS for 5 min each with 
gentle rocking.  

    6.    Coverslips were then lifted from the multi-well dish, excess 
TBS wicked away with a piece of tissue, and then mounted 
with a small volume (~10  m L) of Vectashield.      

  AcGFP-53BP1c-expressing cells are plated 1–2 days prior to begin-
ning imaging in 35 mm petri dishes with a glass coverslip base 
(a 12 mm Ø coverslip base is suf fi cient to image hundreds of  fi elds), 
and kept growing in complete medium supplemented with the 
appropriate antibiotic.   

       1.    Imaging with any epi fl uorescence microscope with suitable 
 fi lter cubes, ideally equipped with a camera, allows one to 
image  fl uorescent protein expression and immuno fl uorescence 
in  fi xed cells. To obtain accurate counts of DNA damage foci, 
a high-power, high-NA objective is essential. We use a Leica 
upright DM5500B equipped with a 63× 1.4 NA oil immersion 
objective and the following  fi lter sets:  

 Fluorophore 

 Excitation and 
bandwidth 
(nm) 

 Emission and 
bandwidth 
(nm) 

 Dichroic 
mirror cutoff 
(nm) 

 AcGFP, Alexa 488  470/40  525/50  500 

 Alexa 555  543/22  593/40  562 

 Alexa 647  620/60  700/75  660 

 DAPI  360/40  470/40  400 

    2.    For imaging DNA damage foci with immuno fl uorescence, we 
always use either red or green secondary antibodies, as they are 
far brighter than their far red counterparts. Also of note is that 
the far red  fl uorophore listed here (Alexa 647) is not visible to 

  3.2.2.  Using 
Immuno fl uorescence

  3.2.3.  Using Live Cells 
to Monitor DNA Damage 
Foci Kinetics

  3.3.  Analysis 
of Fluorescently 
Labeled DNA Damage 
Foci

  3.3.1.  Fixed Cell Imaging
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the naked eye, so a camera capable of imaging far red light is 
essential for its use. Using these single  fi lter sets, we capture 
sequential images of the cells with a monochrome camera 
(a Leica DFC360FX) using the software supplied with the 
camera and microscope, LAS-AF.  

    3.    In general, we  fi nd that MRC-5  fi broblasts lie relatively  fl at on 
the coverslip, and even the nucleus is no more than ~3–3.5  m m 
deep. Given that we are interested in the steady-state levels of 
DNA damage in young and senescent cells, we are never 
expecting too many foci in a nucleus. We therefore  fi nd that 
taking a single plane image in most cases captures all of the visible 
foci. In cell lines and/or experiments where this is not the case, 
we instead use the motorized objective turret to capture  z  
stacks encompassing the entire nuclear volume with at least 2× 
Nyquist sampling, and then deconvolute the resulting  z  stacks 
using a theoretical point spread function in Huygens (SVI). 
Whilst this method takes longer, we can be sure that we have 
counted all possible foci, which are resolvable by standard 
microscopy. An in-depth explanation of the bene fi ts of decon-
volution is beyond the scope of this chapter, but a good acces-
sible review is given by Ref.  (  18  ) .  

    4.    Using two or more probes, we can use immuno fl uorescence to 
verify that the localization of our fusion protein is what we 
expect. 53BP1 should show a diffuse nuclear  fl uorescence, and 
any sites of DNA damage are visible by bright clustering of the 
fusion protein. We can show that the reporter faithfully shows 
the same localization as endogenous 53BP1 using an anti-
53BP1 antibody and labeling it with an alternative colored 
 fl uorophore. In this case, there should be very high colocaliza-
tion of the fusion protein and immuno fl uorescence ( see   Note 9 ). 
Alternatively, we can stain with anti- g H2A.X, which only stains 
the phosphorylated form present at sites of DNA damage, giving 
sharp colocalization at the DNA damage foci (Fig.  1 ).   

    5.    Alternatively, one can correlate the number of DNA damage 
foci per nucleus with other markers, such as PML bodies or 
speci fi c signaling pathway activation (e.g., phospho p38MAPK 
or nuclear translocation of transcription factors).  

    6.    For analysis of  fi xed cells, we either count the number of foci 
per nucleus manually or use a macro in ImageJ. For this we 
capture a DAPI nuclear counterstain image, which is used to 
identify the number of nuclei per  fi eld, and then count bright 
DNA damage foci, the combination of which gives us an aver-
age number of foci per nucleus per  fi eld. Both counts require 
transforming the two  fl uorescent images into binary images, 
thresholding at the cutoff of nuclear staining for DAPI, and 
thresholding at the cutoff for bright nuclear foci for the DNA 
damage marker (Fig.  2 ), and as an extra precaution, limiting the 
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size of identi fi ed objects for each channel and removing nuclei 
on the edge of  fi eld when using ImageJ’s “Analyse particles” 
command. Within an experiment we always keep our imaging 
parameters the same; so this method is possible with only one 
pre-calculation of background levels per experiment.       

  As described in Materials, we use confocal microscopes for live cell 
imaging. It is feasible to use wide fi eld systems, as long as it is pos-
sible to minimize the input of excitation light, which also requires 
a very sensitive camera. Confocal systems are ideally suited for  fi ne 
adjustment of light intensities and, coupled with sensitive detectors, 

  3.3.2.  Live Cell Imaging

  Fig. 1.    Immuno fl uorescence colocalization demonstrates accumulation of AcGFP-53BP1c with sites of DNA damage. 
AcGFP-53BP1-expressing cells were  fi xed and then stained for  g H2A.X as described in Subheading  3.2.2 . Images were 
captured as epi fl uorescent  z  stacks (63× 1.4 NA) and deconvoluted as described in Subheading  3.3.1 , before representing 
here as MIPs for each channel. The pixel-by-pixel colocalization between GFP  fl uorescence and indirectly labeled Alexa555 
 g H2A.X is shown in the lower right quadrant—a linear regression of best  fi t is shown ( dashed line ) against the individual 
pixels with values above background (scatter plot). A regression gradient of 0.5 would describe two colocalizing channels 
with the same intensity—here it is skewed by the noncolocalizing basal AcGFP-53BP1c  fl uorescence present in the 
nucleus. Such methods can generate correlation coef fi cients (i.e., goodness of  fi t of the data to the line of regression) on a 
per nuclear basis, and from  z  stack data without  fl attening, as was performed for simpli fi cation here. Scale bar shown 
represents 10  m m.       
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make ideal systems for live cell imaging, where phototoxicity is the 
main concern.

    1.    For imaging, the glass-bottomed cell culture dish is placed in the 
pre-warmed incubation chamber on the inverted stage. To best 
maintain normal culture conditions, the cells are kept in nor-
mal complete medium for imaging (2.5 mL/35 mm dish); 

  Fig. 2.    Automated analysis of DNA damage foci per nucleus using binary images in ImageJ. AcGFP-53BP1-expressing cells 
were  fi xed and then mounted in DAPI-containing medium before imaging using single plane wide fi eld epi fl uorescence 
(20× 0.7 NA). The steps performed by an ImageJ macro are shown. Firstly the DAPI channel ( a ) is converted to a binary 
image ( b ), which is used to detect nuclear shapes, specifying the size range of nuclei for the particular cell line (determined 
a priori), and to ignore any nuclei cut by the edges of the image ( c ). The AcGFP  fl uorescent channel ( d ) is thresholded to 
remove any  fl uorescence that is not in  bright spots  (i.e., DNA damage sites or single bright pixels) ( e ). So that foci of any 
partial nuclei on the edge of  fi eld are not counted, a mask is created by subtraction of ( c ) from ( b ), which is then subtracted 
from ( e ) to generate ( f ) which contains all the foci of the identi fi ed nuclei shown in ( c ). The  fi nal row of this Figure displays 
the output from the “Analyse particles” measurement in ImageJ. Panel ( g ) shows the outlines of the detected nuclei in 
( c ). DNA damage foci were detected using image ( f ), stipulating a minimum size of positive signal (~>4 pixels area for this 
magni fi cation, C mount, and camera pixel size), generating ( h ). An overlay image of the detected nuclei and foci is  fi nally 
shown in ( i ). Normally, we do not generate these images, as once we are convinced the method works, we are only inter-
ested in the counts of foci and nuclei. Per  fi eld, we then obtain a measurement of mean foci per nucleus, for which it is very 
little work to obtain counts from multiple  fi elds, replicates, and treatments.       
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an advantage of confocal systems is an automatic removal of any 
auto fl uorescence from the medium by using a narrow pinhole.  

    2.    We use an automatic stage that enables multiple  fi eld imaging 
throughout the time course in combination with a Zeiss mul-
titime macro ( see   Note 10 ). MRC-5 cells grown on glass move 
around quite a lot when subcon fl uent, and therefore, to maxi-
mize the amount of time we can track an individual cell, we 
capture multi fi eld images as a tiled area. At each  fi eld, we per-
form an autofocus check prior to capturing a three-slice  z  stack 
around the optimal focal plane, using a  z  step size 100 nm 
larger than our pinhole (1.7  m m).  

    3.    To determine a suitable interval for capturing foci formation 
and removal, we have performed several experiments with dif-
ferent time intervals to ascertain the minimal focus lifespan we 
could expect to record. The results of this work suggested that 
foci are hardly ever shorter than 20 min (with the exception of 
S phase, when many short-lived foci can be observed, presum-
ably as a result of repair between Okazaki fragments).  

    4.    Based on this, we settled on an imaging interval of 10 min—
this meant that (a) we should observe almost all foci for at least 
two consecutive frames and (b) there was a large break between 
images at each  fi eld, minimizing the chances of phototoxicity. 
Typically, we can easily obtain a 3 × 3 tiled image  z  stack (GFP 
and phase transmission image) within 10 min. Using the Zeiss 
multitime macro, we capture these as individual  fi les for each 
time point and  fi eld, and then concatenate each  fi eld. Due to 
the constraints of using a 32-bit operating system for image 
concatenation, we ensure that each  fi le is at a max ~2 GB, 
which equates to approximately 330 time points (~55 h).  

    5.    Subsequent data manipulation is performed using servers and 
high-speci fi cation desktop PCs. We deconvoluted the 
 fl uorescence channel using a server and Huygens software in 
batch mode. This immediately reduces background from pho-
tomultiplier tube (PMT) shot noise and increases our capabil-
ity to ascertain whether two close  fl uorescent spots are distinct 
foci or not. As mentioned in Subheading  3.3.1 , given the 
nuclear depth in MRC-5 cells and the foci frequency, the 
chances of two foci appearing in the same axial plane are very 
slim. Consequently we create maximum intensity projection 
(MIP) images of the deconvoluted  fl uorescent channel; this 
greatly speeds up our analysis, as we only need to track foci 
over time, not time and z.  

    6.    For analysis, we have not found a suitable program for tracking 
both an individual nucleus and then the individual foci within 
that nucleus. Theoretically, it is not an insurmountable task, 
but to our knowledge no software exists to perform this task. 
Therefore, we determine foci lifespans by tracking nuclei and 
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foci manually. If a cell divides, the bright fi eld image can be useful 
to verify it is dividing rather than dying, but otherwise we gen-
erally work with the  fl uorescence image only, as there is enough 
basal expression within the nucleus to make following an indi-
vidual cell easy.  

    7.    The task of following foci over time requires patience, but once 
it has been performed a few times, the user is able to track 
several at once, noting their time of appearance and disappear-
ance. In cells with several foci, it is usually easy to follow 
individual foci, as their positions within the nucleus are main-
tained, even when the nucleus rotates or shifts suddenly, simi-
lar to constellations wheeling around the sky (Fig.  3 ). We 
disregard anything that appears for only one frame (i.e., less 
than 20 min), and if a focus appears to be missing for one frame 
and back again the next, we treat it as one contiguous site of 
damage (Fig.  3 ). Based on the lifespan data we obtained from 
young and senescent cells, we were able to determine a size 
limit cutoff for large foci (which are long-lived, associated with 
senescence, very probably critically short telomeres), which 
corresponded to 0.45  m m 2   (  13  ) . Based on such analyses, it is 
possible to obtain foci frequencies per cell, per time point, foci 
lifespans per cell, frequencies and lifespans of small and large 
foci, as well as their correlation to other cellular parameters, 
such as timing of the cell cycle and their neighborhood to other 
cells (e.g., senescent or dying neighbors).         

 

     1.    Successful performance of  fl uorescent live cell imaging requires 
maintaining the cells in a viable, healthy state. A good indica-
tor of this is if the cells divide during the time course—this 
demonstrates that the incubation conditions are optimal and 
that the light intensity added for  fl uorescence capture is not 
damaging the cells. Therefore, the equipment required is based 
on these criteria. The microscope must be equipped with an 
incubator, which accurately maintains the desired temperature, 
gas mixture, and humidity around the cells. Since the incuba-
tor and cells are directly attached to the microscope, the per-
formance of the incubator is also dependent on the maintenance 
of a steady-state room temperature. For high-magni fi cation 
work (required for imaging DNA damage foci), an inverted 
microscope is necessary to allow a high-powered objective to 
work close enough to the cells growing on a glass coverslip 
( see  Subheading  2.3.3 ). The alternative of using an upright 
body is not very desirable, even for lower powered work, since 

  4.     Notes
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  Fig. 3.    Manual tracking of foci in live cell time-lapse images. Example MIP images taken from a 55-h time-series captured 
using line scanning confocal microscopy as described in Subheadings  2.4 . and  3.3.2 . Scale bar shown represents 10  m m, 
each frame is time stamped in hh:mm from the start of the experiment. The images show one cell tracked over the time 
frames shown, and  arrows  indicate examples of foci behavior. Note that the nuclear shape can be traced by eye over time, 
even with translocation across frames and rotation. Within this shape, the layout/mapping of each focus does not notice-
ably move any large distance, re fl ecting the stable nuclear architecture.  Arrow  ( a ) highlights a focus which is just disap-
pearing and no longer visible from that frame, indicating a repaired site.  Arrow  ( b ) points to a focus which appears to 
almost disappear, but is clearly visible in both the preceding and succeeding frame. In such cases, we assume that the site 
of DNA damage was not repaired, and the partial disappearance of the focus is more due to imperfections in our imaging 
(e.g., if the cell has moved slightly so that the site is slightly out of focus in our  z  stacks). Finally, the two open-headed 
 arrows  describe the same focus—even though the nuclear shape rapidly changes in the  fi nal frame shown (10:30), it is 
clear by its position that this is the same site of DNA damage as highlighted in the preceding frame.       
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it generally requires using dipping objectives, which makes 
aseptic technique dif fi cult, and the objective is often mis-
matched to the refractive index of the cell medium. Finally, 
suitable excitation and detection systems are required to allow 
for the minimum amount of light to illuminate the sample—
therefore we ideally require brief exposures, which require a 
sensitive detector.  

    2.    The  fi rst is a Zeiss LSM510META on a Zeiss Axiovert 200 M 
body. Whilst a laser is a very powerful light source, we mini-
mize the light input by dropping the laser output to the lowest 
possible level, and maximizing our acquisition speed and sensi-
tivity by scanning at a relatively fast rate and keeping the PMT 
gain high. For our low-expressing AcGFP-53BP1c cells, we 
use the following parameters: 40× 1.3 NA oil immersion objec-
tive on 1× zoom, excitation via 488 nm Argon line, set at 5.9 
A power output, and using 0.9% through a 488 nm dichroic 
mirror. Fluorescence image acquisition is through a 
BP525/50 nm  fi lter to a standard Zeiss LSM 510 PMT, using 
no averaging for a 1,024 × 1,024 × 3 ( xyz ) scan with a pixel 
dwell time of 0.8  m s whilst also capturing a transmission image 
via the ChD PMT situated above the condenser. Cells are 
maintained at normal incubation conditions with the use of a 
Solent incubator at 37°C, pumping humidi fi ed 95% air/5% 
CO 2  mix into the cell chamber on the stage.  

    3.    This rig is a Zeiss Cellobserver SD, equipped with a Zeiss XL 
incubator and a Yokagowa CSU-X1 spinning disk head for 
excitation and emission to an EMCCD camera (Photometrix 
QuantEM:512C). For long-term live cell imaging of AcGFP-
53BP1c-expressing cells, we use a 63× 1.4 NA oil objective, 
excite with 3% of the 488 nm Argon (set at ~6.5 A), and cap-
ture GFP  fl uorescence through a 520/30 nm  fi lter to the 
EMCCD set at a gain of 1, EM gain 250, 98-ms exposure, and 
no binning. The higher laser input does not correspond to a 
higher laser intensity at the objective due to the spinning disk 
blocking a high proportion of the light. As with the point scan-
ning confocal, we capture images as  z  stacks to visualize the 
entire nuclear volume, and maintain cell health using the XL 
incubation chamber to replicate normal culture conditions. 
This system will not be referred to in Methods, as it will com-
plicate the descriptions; we mention it here to make the reader 
aware of the feasibility of using such a system, and give an 
insight into workable parameters for live cell imaging using 
spinning disk systems.  

    4.    For following the DDR, we required a protein which is 
recruited to the site of damage and removed once it is repaired. 
Since we wished to follow this in live cells, a  fl uorescent pro-
tein fusion was the ideal choice, requiring no other substrates 
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to be added. However, all  fl uorescent proteins have a lag after 
protein translation before the  fl uorophore has matured  (  19  ) ; 
so the tagged protein also had to be one which resides within 
the cell at a basal level of expression, not transcribed/trans-
lated after damage induction. Additionally, as best as we could 
determine, the protein had to be one which, if expressed at 
higher levels than normally found endogenously, would not 
alter/break any downstream signaling/processes, since build-
ing a targeted insertion would take so long that we would have 
an almost senescent cell line before we could use it. We found 
that the adapter protein TP53BP1 (53BP1)  fi tted these crite-
ria, as its expression appears stable, and is recruited to sites of 
DNA damage for as long as histone H2A.X is phosphorylated 
and ubiquitinated  (  20  ) . Ubiquitinated  g H2A.X appears to 
increase binding af fi nity for 53BP1, which binds at DSBs based 
upon exposure of constitutively methylated lysine residues of 
histones 3 and 4, which are only visible when a break alters 
chromatin structure, exposing the nucleosome core  (  20–  22  ) .  

    5.     (  19  )  gives a succinct overview of  fl uorescent protein choices, 
which, whilst quite an old article, is still relevant. A lot of the 
more recent  fl uorescent protein design has been focused towards 
improved FRET, photoactivation, and conversion, especially 
regarding super-resolution microscopy techniques  (  23  ) .  

    6.    Amaxa lipid/electroporation protocol in our hands produced 
a lot of cell death (~50% cells), but did produce a reasonably 
high transfection level compared to what we would normally 
obtain from using lipid only-based systems such as Lipofectamine 
or Fugene. We removed the unattached/dead cells the day 
after electroporation. However, we still found that the surviv-
ing cells took a long time to reenter the cell cycle afterwards, 
possibly due to the combination of stress and antibiotic addi-
tion. For MRC-5, we optimized the cell number and DNA 
quantity, but did not try an alternative electroporation proto-
col than that suggested by Amaxa for this cell line. Ensuring 
that most cells are growing (i.e., at sub-con fl uence) is essential 
for higher transfection ef fi ciency.  

    7.    To preserve the maximum amount of  fl uorescence from 
 fl uorescent proteins, paraformaldehyde is the preferred  fi xation 
method. Methanol desiccates the sample too much, which 
quenches  fl uorescent protein  fl uorescence. Glutaraldehyde 
should work, but is a comparatively slow  fi xation method. The 
 fi xation can be performed for longer (10 min) at room tem-
perature if preferred, with no noticeable effect upon AcGFP 
localization or  fl uorescence intensity.  

    8.    We attempt to minimize the amount of free phosphate when 
using anti-phosphoepitope antibodies, such as  g H2A.X. For 
nonphosphorylation-speci fi c antibodies, this is unnecessary.  
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    9.    For colocalization analysis, we use an ImageJ plug-in called 
Colocalisation Test (  http://www.uhnresearch.ca/facilities/
wcif/software/Plugins/colocalisation_test.html    ), which 
allows one to determine Pearson’s correlation between the two 
channels of interest and compare them to randomized pixel 
intensity images ( see    http://www.macbiophotonics.ca/
imagej/     for an in-depth description). We use the Costes 
approximation to design the random images from the second 
channel, and at least ten iterations to test for the chances of 
random colocalization.  

    10.    We employ a quite old point scanning microscope—newer vari-
ants allow multiple position image capture as part of the stan-
dard software. Some newer models also employ an automatic 
autofocus correction: for instance, we have had very good expe-
rience with Nikon’s PFS system on their A1R confocal.          
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    Chapter 14   

 Assessment and Quanti fi cation of Telomerase 
Enzyme Activity       

     Michelle   F.   Maritz   ,    Laura   A.   Richards   , and    Karen   L.   MacKenzie         

  Abstract 

 The enzyme telomerase is activated in 80–90% of all human malignancies and immortal cell lines, where it 
functions to maintain the integrity of chromosomal-end structures called telomeres. Telomerase enzyme 
activity can be detected in whole cell lysates by a polymerase chain reaction (PCR)-based method referred to 
as the telomeric repeat ampli fi cation protocol (TRAP). The TRAP assay involves extension of an oligonucle-
otide through telomerase-mediated enzymatic addition of telomeric DNA repeats and subsequent PCR 
ampli fi cation of the extension products. While the TRAP assay as originally developed utilizes radioactively 
labelled nucleotides, protocols are provided herein for nonradioactive versions of the TRAP assay, with 
options for either qualitative assessment of TRAP products by polyacrylamide gel electrophoresis (standard 
TRAP), or quantitative analysis by real-time PCR (Q-TRAP). The Q-TRAP method poses the additional 
advantages of exquisite sensitivity, rapidity, and potential for adoption to a high-throughput format.  

  Key words:   Real-time PCR ,  Q-TRAP ,  Telomeric repeat ampli fi cation protocol ,  Telomerase , 
 TERT ,  TRAP    

 

 The onset of replicative senescence is attributed (at least in part) to 
the shortening of specialized chromosomal-end structures referred 
to as telomeres  (  1–  3  ) . Telomeres are composed of TTAGGG DNA 
repeat sequence and function to protect the 3 ¢  end of linear chro-
mosomes from erosion and recombination  (  4–  6  ) . Telomeres in 
normal somatic cells progressively shorten with each round of cell 
replication and upon reaching a critically short length elicit a DNA 
damage signal that induces cell cycle arrest and senescence  (  1,   2, 
  7  ) . The activation of telomerase during carcinogenesis provides a 
mechanism for telomere length maintenance, thereby circumvent-
ing senescence and promoting unlimited proliferation (cellular 
immortality). 

  1.  Introduction
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 Telomerase is a ribonuclear protein complex that includes a 
reverse transcriptase as its catalytic domain (TERT), an RNA com-
ponent that includes a template for the synthesis of telomeric 
repeats (TERC), and the RNA binding and modifying protein dys-
kerin, which stabilizes the RNA template  (  8–  12  ) . Telomerase 
enzyme activity was  fi rst detected in cell-free extracts isolated from 
the ciliate  Tetrahymena   (  13  ) . The reaction employed in those stud-
ies involved catalysis of  g - 32 P-labelled deoxynucleoside triphos-
phates onto the 3 ¢  end of a synthetic telomeric oligonucleotide. 
The elongation products were then precipitated and subject to 
polyacrylamide gel electrophoresis (PAGE) and autoradiography 
to reveal products with a characteristic six base repeating pattern. 

 The adoption of the primer extension assay to a PCR-based 
assay, referred to as the telomeric repeat ampli fi cation protocol 
(TRAP), enabled detection of telomerase with 10,000-fold 
increased sensitivity  (  14,   15  ) . In the TRAP assay, telomerase activ-
ity within a cell lysate catalyzes addition of varying numbers of 
TTAGGG hexameric repeats onto the 3 ¢  end of a telomeric primer 
(TS). Following primer extension at 30°C, the temperature of the 
reaction is increased to 95°C to inactivate telomerase activity. The 
extension product is then ampli fi ed by PCR using a reverse primer 
that is complementary to telomere repeat sequence. 

 The original TRAP assay involved PCR ampli fi cation in the 
presence of  g - 32 P-labelled dCTP, followed by resolution of the 
radiolabelled PCR products by PAGE. This method was utilized to 
de fi ne the association between telomerase activity and human can-
cer cells, and then to demonstrate telomerase activity in progenitor 
populations, stimulated lymphoid cells, germ cells, and embryonic 
tissue  (  14,   16–  19  ) . The PCR step in the TRAP assay was subse-
quently modi fi ed by replacement of the reverse primer with an 
alternate primer, ACX. The ACX primer is complementary to four 
telomeric repeats, but has a single mismatched base at the third 
position in three of the telomeric repeats. ACX also has a six base 
pair anchor at the 5 ¢  end that is neither telomeric nor complemen-
tary to telomeric repeats. These features of the ACX primer mini-
mize primer dimer artifacts and ensure that the length of the 
products re fl ect the processivity of telomerase enzyme activity  (  15,   20  ) . 
An additional oligonucleotide (TSNT) was also incorporated into 
the PCR reaction to function as internal control and to enable 
identi fi cation of samples containing inhibitors of  Taq  DNA poly-
merase, which can cause false negative results. The TSNT primer 
may also be used for semi-quantitation of TRAP products. 

 Currently, the most broadly used assays for detection and 
quantitation of telomerase activity are nonradioactive versions of 
the TRAP assay. Non-radioactive TRAP protocols include those 
that utilize the DNA-binding SYBR green dye to stain the gel, or 
incorporation of a TS primer labelled with the  fl uorescent dye, 
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Cy-5  (  21  ) . For quantitative detection of telomerase, a real-time 
PCR-based TRAP method (Q-TRAP) has also been developed 
 (  22,   23  ) . The Q-TRAP method makes use of SYBR green in the 
PCR reaction mix for quantitative detection of ampli fi ed telom-
erase extension products. It is an exquisitely sensitive method that 
allows rapid, high-throughput quantitation of telomerase activity. 
In contrast to the post-PCR steps involved in PAGE visualization 
of TRAP products, real-time PCR analysis also poses the advantage 
of presenting minimal opportunity for contamination of reagents 
and equipment with PCR products. 

 This chapter describes a non-radioactive TRAP method for 
qualitative assessment of telomerase activity on PAGE gels, as well 
as the highly quantitative Q-TRAP method.  

 

  ●     Thermocycler or heat block at 85°C.  
  Sterile ART pipette tips ( see   Note 1 ).   ●

  1.5 mL sterile Eppendorf tubes.   ●

  96-well Plate Reader Bio-Rad (595 nm) for Bradford Assay  ●

Quanti fi cation.  
  Tabletop microcentrifuge.   ●

  Chilled PCR rack for 96-well plates.   ●

  PCR rack for 0.2 mL PCR tubes.      ●

  ●     7500 Real-Time PCR System (Applied Biosystems; Carlsbad, 
CA, USA).  
  96-well plate for PCR ampli fi cation and detection (Applied  ●

Biosystems).  
  96-well optical adhesive  fi lm cover.   ●

  Tabletop centrifuge with plate holders.      ●

  ●     iCycler Thermal Cycler (Bio-Rad, Hercules, CA, USA).  
  Optically clear 0.2 mL PCR tubes.   ●

  Gel electrophoresis apparatus (for a large format acrylamide  ●

gel, e.g., 16 × 20 cm), including gel tank, power pack, glass 
plates, gel pouring apparatus, and gel comb.  
  Gel imaging system for detection of SYBR green or Cy-5, e.g.,  ●

Typhoon (Applied Biosystems), or Versadoc (Bio-Rad) with a 
UV transluminator and appropriate  fi lters for detection of 
SYBR green (254 nm or 302 nm).     

  2.  Materials

  2.1.  General 
Equipment

  2.2.  Equipment 
for Q-TRAP

  2.3.  Equipment 
for Standard TRAP
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  ●     1× CHAPS lysis buffer: 10 mM Tris–HCl pH 7.5, 1 mM 
MgCl 2 , 1 mM EGTA pH 8.5, 0.5% CHAPS, 10% Glycerol, 
made in DEPC-treated H 2 O ( see   Notes 2 – 6 ).  
  Protease inhibitor cocktail (Roche) ( see   Note 7 ) and 0.1 M  ●

PMSF (Sigma-Aldrich, St-Louis, MI, USA) ( see   Note 8 ), to be 
added to 1× CHAPS or TRAPeze lysis buffer on the day the 
cells are lysed.     

  ●     Coomassie Blue Bradford Reagent (Bio-Rad) ( see   Notes 
9 – 11 ).  
  Molecular grade bovine serum albumin (BSA).      ●

  ●     0.1  m g/ m L HPLC puri fi ed TS primer: 5 ¢ -AATCCGTCGA
GCAGAGTT-3 ¢  in sterile RNAse- and DNAse-free dH 2 O.  
  0.1   ● m g/ m L HPLC puri fi ed ACX primer: 5 ¢ -GCGCGG(CTTA
CC) 3 CTAACC-3 ¢  in sterile RNAse- and DNAse-free dH 2 O.     

  ●     0.1  m g/ m L HPLC puri fi ed NT primer: 5 ¢ -ATCGCTTCT
CGGCCTTTT-3 ¢  in sterile RNAse- and DNAse-free dH 2 O.  
  0.1   ● m g/ m L HPLC puri fi ed TSNT primer: 5 ¢ -AATCCGTCGAGC
AGAGTTAAAAGGCCGAGAAGCGAT-3 ¢ , in sterile RNAse- 
and DNAse-free dH 2 O ( see   Note 12 ).     

  ●     0.1  m g/ m L HPLC puri fi ed, Cy-5 labelled TS primer: 5 ¢ -AAT
CCGTCGAGCAGAGTT-3 ¢  in sterile RNAse- and DNAse-
free dH 2 O.     

  ●     Q-TRAP Master Mix ( see   Note 13 ) For each of the duplicates 
add to the mastermix: 12.5  m L SYBR Green Master Mix 
(Applied Biosystems), 2.5  m L 10 mM EGTA pH 8.5, 1.0  m L 
10 ng/ m L ACX primer, 1.0  m L 100 ng/ m L TS primer, 6.0  m L 
sterile, RNAse-free, DNAse-free PCR H 2 O.     

  ●     10× TRAP buffer: 200 mM Tris–HCl pH 8.0, 15 mM MgCl 2  
(Sigma-Aldrich), 630 mM KCl, 10 mM EGTA pH 8.5, 0.5% 
Tween-20 (Sigma-Aldrich) in sterile nuclease-free dH 2 O ( see  
 Note 14 ).  
  Standard TRAP PCR reaction mix ( see   Note 15 ): 2.5   ● m L 10× 
TRAP buffer, 0.5  m L dNTPs (2.5 mM of each for total 10  m M 
of the four dNTPs), 0.5  m L 100 ng/ m L TS primer, 0.5  m L 
100 ng/ m L NT primer, 0.5  m L 100 ng/ m L ACX primer, 
0.25  m L 100 ng/ m L TSNT primer, 0.25  m L (5 U/ m L) 
Ampli Taq  DNA Polymerase (Applied Biosystems), 19  m L ster-
ile, nuclease-free H 2 O.     

  2.4.  Reagents and 
Solutions for Sample 
Preparation

  2.5.  Protein 
Determination

  2.6.  Primers

  2.7.  Additional Primers 
for Standard TRAP

  2.8.  Alternate Primer 
for the Cy-5-Labeling 
Method of Standard 
TRAP

  2.9.  Q-TRAP Solutions

  2.10.  Standard TRAP 
Solutions
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  ●     40% Polyacrylamide 19:1 ( see   Note 16 ).  
  50× Tris-Acetate EDTA (TAE) buffer: 2 M Tris.Cl (pH 8.0),  ●

1 M acetic acid, 50 mM EDTA.  
    ● N , N , N  ¢ , N  ¢ -Tetramethylethylenediamine (TEMED).  
  10% (w/v) ammonium persulphate (APS) solution (freshly  ●

prepared).  
  10× sample loading buffer (0.25% xylene cyanol, 0.25% bro- ●

mophenol blue, 50% glycerol, 50 mM EDTA).  
  25 bp DNA Marker Ladder (Invitrogen, Eugene, CA, USA).   ●

  SYBR  ● ®  Green I Nucleic Acid Gel Stain (Invitrogen) ( see  
 Note 17 ).      

 

      1.    Both the Standard TRAP and Q-TRAP are highly sensitive 
PCR-based techniques that are able to detect telomerase activity 
in a very small number of cells. Hence, a special laboratory setup 
and signi fi cant precautions are required to prevent PCR carry-
over contamination or cross contamination from other samples. 
It is therefore strongly advised to designate separate areas for (a) 
sample extraction, (b) reagent preparation and TRAP assay 
setup, and (c) PCR ampli fi cation and post-PCR analysis.  

    2.    To maintain sample and reagent integrity, the reaction should 
be set up on ice or a cooling rack in an RNAse-free area.  

    3.    Since telomerase is a ribonucleoprotein complex, it is sensitive 
to heat, proteases and RNAse. It is therefore crucial that sam-
ples are kept on ice at all times, stored at −80°C and not frozen 
and thawed multiple times.  

    4.    Keep the assay solutions (TRAP buffer, CHAPS lysis buffer,  Taq  
DNA Polymerase, etc.) separate from other reagents in the lab.  

    5.    It is advisable to use fresh aliquots of reagents as “working” 
stocks that are discarded after a single use.      

      1.    A known telomerase-positive cell line should be used as a posi-
tive control for the standard TRAP and to generate a standard 
curve for quantitation in the Q-TRAP ( see   Note 18 ). We use 
the SK-N-SH neuroblastoma cell line; however, any other 
telomerase-positive cell line may be used, e.g., MCF-7, HeLa, 
or HEK293. Cell pellets and lysates to be used as positive con-
trols and standards should be prepared seperately from other 
samples. Prepare several stock cell pellets, each with 1 × 10 6  
cells and store at −80°C.  

  2.11.   Reagents for 
PAGE for Standard 
TRAP

  3.  Methods

  3.1.  Laboratory Set Up

  3.2.  Assay Controls
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    2.    Negative controls should be prepared in a dedicated PCR 
“clean-area” ( see   Note 19 ). We use UV-treated biological 
safety hoods. There are several options for negative controls. 
Since the TRAP method is highly sensitive and vulnerable to 
contamination, we typically use at least two of the following 
for each assay: heat-inactivated SK-N-SH standard stock lysate 
(10 ng for Q-TRAP or 1  m g for Standard TRAP). The lysate is 
heated to 85°C for 10 min ( see   Note 20 ); 10 ng of a lysate 
prepared from cells with negligible telomerase activity, e.g., an 
ALT-immortalized cell line or normal human  fi broblasts; 1× 
CHAPS lysis buffer only; H 2 O only or an RNAse A-treated 
standard lysate, e.g., SK-N-SH.      

      1.    Detach adherent cells (1–2 × 10 5 ) from tissue culture  fl asks by 
trypsinization. Neutralize trypsin with media containing fetal 
bovine serum according to standard tissue culture procedures. 
Transfer trypsinized cells or cells grown in suspension culture 
to 15 mL centrifuge tubes. Pellet the cells by centrifugation at 
490 ×  g  for 8 min at 4°C. Aspirate supernatant and  fl ick the 
tube to resuspend the pellet in the residual volume.  

    2.    Wash the cells with 10 mL ice-cold phosphate-buffered saline 
(PBS) and centrifuge at 490 ×  g  for 8 min at 4°C.  

    3.    Remove the supernatant and wash the cells in 1 mL of cold 
PBS, then transfer to a 1.5 mL Eppendorf tube. Centrifuge at 
12,000 ×  g  for 1 min at 4°C, then carefully remove all of the 
supernatant and either store the pellet at −80°C, or proceed 
immediately to  step 4 .  

    4.    Resuspend the cell pellet in ice-cold 1× CHAPS lysis buffer or 
TRAPeze with 1× protease inhibitors. Add 50  m L cold 1× CHAPS 
lysis buffer to 2 × 10 5  cells or 20  m L to a cell pellet of less than 
2 × 10 5  cells. Pipette the pellet several times to ensure thorough 
resuspension. Vortex brie fl y and incubate on ice for 30 min.  

    5.    Centrifuge the cell lysate at 12,000 ×  g  for 15 min at 4°C. 
Without disturbing the pelleted debris, carefully transfer the 
supernatant to a sterile 1.5 mL Eppendorf tube on ice. Aliquot 
the remaining lysate to a separate sterile PCR tube and use to 
determine protein concentration. Aliquot 20  m L of superna-
tant into Eppendorf tubes and freeze at −80°C for storage, or 
keep on ice if performing the TRAP assay on the same day.  

    6.    Quantify protein concentrations using the Bradford assay 
according to the manufacturer’s protocol using BSA as a stan-
dard ( see   Notes 9  and  10 ).  

    7.    The positive control stock lysate should be prepared separately 
from sample preparation. In a biological safety cabinet, lyse one 
stock pellet in 200  m L 1× CHAPS or TRAPeze lysis buffer plus 
protease inhibitors as described above. Prepare a 1  m g/mL 

  3.3.  Preparation 
of Samples 
( See   Note 21 )
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stock of this standard control lysate and store in 5  m L aliquots 
at a concentration of 100 ng/ m L at −80°C ( see   Note 22 ).      

      1.    Prepare the Q-TRAP master mix in a 1.5 mL Eppendorf tube. 
Carefully pipette 23  m L Q-TRAP master mix per well into a 
96-well plate.  

    2.    Thaw samples on ice and dilute to a concentration of 5 ng/ m L 
in 1× CHAPS lysis buffer.  

    3.    Prepare dilutions of a positive control to be used for the stan-
dard curve (e.g., SK-N-SH) starting from a 100 ng/ m L aliquot 
in 1× CHAPS lysis buffer and diluting to concentrations of 12.5, 
5, 2.5, 0.5, 0.25, and 0.05 ng/ m L. Use these diluted samples a 
maximum of two times before discarding ( see   Note 23 ).  

    4.    Add 2  m L of sample (5 ng/ m L), control or standard to each 
well, starting with negative controls  fi rst, then samples and 
dilutions of the standard last, working from low concentration 
to high. Set up duplicates of each sample and use a new tip for 
every well. Keep samples on ice at all times and return the 
samples to −80°C at the  fi rst opportunity. Avoid multiple 
freeze–thaw cycles.  

    5.    Cover the 96-well plate with the optical adhesive  fi lm cover 
and press it down using the provided tool. Centrifuge the 
96-well plate for 30 s in the centrifuge with plate holder. 
Perform a four-step PCR in an ABI 7500 Real-Time Cycler 
with the following program: 30°C for 12 min, 95°C for 10 min, 
followed by 40 cycles of 95°C for 30 s, 60°C for 1 min. This is 
followed by a dissociaton stage of 95°C for 15 s, 60°C for 
1 min, 95°C for 15 s, and 60°C for 15 s ( see   Note 24) . The 
 fi nal step is an in fi nite hold at 4°C. After the PCR is complete, 
collect the 96-well plate and save the data  fi le      

      1.    Collect and evaluate real-time PCR data using the ABI sequence 
detection system and analysis software. Data collected using 
this software is displayed in an ampli fi cation plot and a melting 
or dissociation curve (Fig.  1a, b ). Use these curves to con fi rm 
that ampli fi cation has taken place and that the dissociation 
curves have uniform peaks ( see   Note 25 ).   

    2.    Eliminate background signal by setting the  baseline   fl uorescence 
according to the instructions for the instrument. For the ABI 
Prism, it is recommended that a baseline is set two cycles below 
the  fi rst cycle that PCR ampli fi cation is evident.  

    3.    Once the baseline is set, the software calculates a  threshold  value 
for  fl uorescence that is 10 standard deviations above the base-
line  fl uorescence. Alternatively, the threshold can be manually 
adjusted and set within the linear region of the logarithmic 
ampli fi cation curve ( see   Notes 26  and  27 ) (Fig.  1a ).  

  3.4.  TRAP Reaction 
and Analysis 
(Q-TRAP Reaction)

  3.5.  Q-TRAP Data 
Analysis
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    4.    The threshold cycle ( C   t   value) is the cycle number at which the 
 fl uorescence signal reaches the threshold. It re fl ects the point 
at which amplicons have accumulated to a statistically signi fi cant 
point above the baseline (s ee   Notes 26  and  27 ) (Fig.  1a ). 
Retrieve the  C   t   value for each sample and export the data to 
Microsoft Excel or similar software with statistical capabilities 
( see   Note 27 ). Plot a standard curve using the duplicate  C   t   
values for the telomerase-positive standard dilution series (e.g., 
SK-N-SH) versus log10 of protein amount (Fig.  1c ). Display 
 r  2  and the linear regression equation by right clicking the for-
mat trend line button.  r  2  should be >0.98 and the slope should 
be close to −1.4 ( see   Notes 28  and  29 ) (Fig.  1b ).  

    5.    Convert unknown test sample data to Relative Telomerase 
Activity (RTA) using the linear equation of your standard curve 
(Table  1 ) (Fig.  1d ).   

    6.    To ensure that the data is both reproducible and quantitative, 
we routinely perform the assay three times, with duplicate 
samples in each assay. Values are expressed as means from the 
three assays.      
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  Fig. 1.     Analysis of Q-TRAP data.  ( a ) Ampli fi cation curve showing the accumulation of  fl uorescent PCR products ( y -axis) 
ampli fi ed from each sample over 40 PCR cycles ( x -axis). A threshold is set at the  fl uorescence reading where all products 
are in a linear phase of ampli fi cation ( green line ). The cycle number at the threshold ( C   t   value) is used to calculate relative 
telomerase activity (RTA) for each sample. ( b ) The dissociation curve showing uniform melting temperature of the PCR 
products generated by each sample. ( c ) Standard curve generated by graphing  C   t   values of SK-N-SH standards against log 
of protein (ng). ( d)  Graph of RTA calculated using the linear equation from the standard curve shown in  c.        
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      1.    In a PCR clean room designated for TRAP assay setup, label 
sterile 0.2 mL PCR tubes for the samples and controls.  

    2.    Keep all reagents and samples on ice unless otherwise stated. 
Prepare the PCR reaction mix and dispense 24  m L of PCR 
reaction mix into the labelled tubes.  

    3.    Thaw samples on ice and adjust the concentration to 0.5  m g/ m L 
in 1× CHAPS lysis buffer with 1× protease inhibitors.  

    4.    Add 1  m L of sample or control to each tube. Start with nega-
tive controls, then samples and positive controls last ( see   Note 
30 ). Spin down samples in tabletop microcentrifuge and place 
them in the thermocycler, which should be located in a sepa-
rate room to the TRAP assay setup room.  

    5.    Run the PCR on the following four-step program  without  a 
hot start, which will inactivate the telomerase activity: 30°C for 

  3.6.  Standard TRAP 
(Primer Extension and 
PCR Ampli fi cation)

   Table 1 
  Quanti fi cation of relative telomerase activity (RTA)   

 Sample   C   t  -1   C   t  -2  Average  C   t   

 RTA a  
 EXP((33.59-
Ave  C   t  )/1.33) 

 SK-N-SH 25 ng  29.11  29.37  29.24  26.31 

 SK-N-SH 10 ng  30.95  30.39  30.67  8.98 

 SK-N-SH 5 ng  31.04  31.19  31.115  6.42 

 SK-N-SH 1 ng  34.05  33.43  33.74  0.89 

 SK-N-SH 0.5 ng  34.9  34.91  34.905  0.37 

 SK-N-SH 0.1 ng  36.18  36.54  36.36  0.12 

 HPC A  32.87  32.76  32.819  1.78 

 HPC A stimulated  30.08  29.73  29.919  15.79 

 HPC B  30.97  31.14  31.058  6.71 

 HPC B stimulated  30.03  30.06  30.046  14.35 

 MRC-5  36.29  40  38.145  0.03 

 HeLa  32.08  31.02  31.55  4.63 

 TF-1  28.7  29.51  29.105  29.12 

 Heat Tx  40  39.62  39.81  0.01 

 Lysis buffer  >40  >40  >40  0.00 

 Water  >40  >40  >40  0.00 

   a Equation derived from trend line for SK-H-SH standards as shown in Fig.  1c  
and plotted in Fig.  1d  
  Heat Tx  heat treatment,  HPC  hematopoietic progenitor cells  
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30 min, 94°C for 2 min, followed by 25 cycles of 94°C for 
30 s, 60°C for 30 s and 72°C for 30 s, with a  fi nal elongation 
step of 72°C for 5 min ( see   Note 24 ). Conclude with an in fi nite 
hold at 4°C. After the PCR ampli fi cation is complete, samples 
can be stored at 4°C for several days.      

      1.    Clean glass plates for a 16 × 20 cm gel apparatus with ethanol. 
Assemble the gel apparatus using 1 cm spacers and clamps as 
described by the manufacturer.  

    2.    Prepare a 12.5% polyacrylamide gel solution as follows: 0.8 mL 
50× TAE buffer, 26 mL dH 2 O, 12.5 mL 40% Polyacrylamide 
19:1, 0.5 mL APS (10%), 50  m L TEMED.  

    3.    Pour the gel solution between the glass plates of the gel appa-
ratus and carefully insert the gel comb so as not to create bub-
bles in the wells. Allow the gel to set in the fume hood and 
once set, carefully place it into the electrophoresis tank and  fi ll 
the tank with 1× TAE buffer. Remove the gel comb and rinse 
the wells of the gel thoroughly with 1× TAE buffer to remove 
any residual TEMED and APS, which can degrade telomerase 
products. Fill the middle chamber with buffer so that wells are 
completely immersed. Make sure that there are no leaks.  

    4.    Add 5  m L 10× loading dye to each PCR reactions. Load the 
entire PCR mixture (25  m L) from the samples and controls, as 
well as a 25 bp DNA molecular weight marker into the wells 
( see   Note 32 ).  

    5.    Run the gel at 60 V overnight, or at 250–300 V for 4–5 h or 
until the dye front reaches the bottom of the gel.  

    6.    Carefully remove the glass plates and disassemble in a tray with 
suf fi cient 1× TAE buffer to completely immerse. To stain the 
gel with SYBR green (not required if using Cy5-labelled 
primer), prepare a 1:10,000 dilution of SYBR green in 1× TAE 
and dispense in another tray. Carefully transfer the gel into the 
SYBR green stain and incubate for 20 min at room tempera-
ture with gentle rocking.  

    7.    After staining with SYBR green, the gel is ready for imaging on 
a Versa Doc (Bio-Rad), Typhoon (Amersham, Biosciences) or 
similar gel imaging equipment. If using Cy-5 labelled primers, 
gels are imaged immediately after running (without staining) 
using the Typhoon with settings on Cy-5 Red 633 nm/670 nm, 
600 V with medium sensitivity ( see   Note 33 ).  

    8.    The ampli fi ed telomerase products are of heterogeneous length 
and create a typical pattern of laddered PCR products with 6 bp 
increments starting at a length of 50 bp (Fig.  2 ). However, the 
furthest migrated band should be the internal TSNT control 
band at 36 bp (Fig.  2 , lane 3). Each of the laddered telomerase 
PCR products represents the addition of a hexanucleotide 

  3.7.  PAGE Analysis of 
Standard TRAP PCR 
Products ( See   Note 31 )
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(TTAGGG) telomeric repeat by endogenous telomerase in the 
cell lysate. Negative controls should have only the internal TSNT 
band, while samples with high telomerase activity may have a 
weaker TSNT band due to competitive ampli fi cation of the TS 
extension products ( see   Notes 34  and  35 ) (Fig.  2 , lanes 4–7).   

    9.    For semi-quantitation of TRAP products, densitometric read-
ings of the 6 bp increment ladder may be normalized to the 
TSNT signal. It is recommended that the assay is performed 
three times and mean values calculated from the three gels.       

 

     1.    Make sure that all working areas are kept cleared, clean, and 
stocked with the required equipment. It is also recommended 
to have a dedicated set of pipettes for each area and to use 
aerosol  fi lter pipette tips (ART).  

    2.    Prepare all solutions in a PCR “clean room” using ART tips, 
sterile nuclease-free Eppendorf tubes and RNAse/DNase free 
H 2 O.  

    3.    It is also critical to ensure that all reagents and equipment are 
free of RNase and DNAse. Use sterile, nuclease-free H 2 O for 
all buffers and solutions.  

  4.  Notes

1 2 3 4 5 6 7 8

25bp

50bp

TSNT

  Fig. 2.     Standard TRAP products separated   by polyacrylamide gel electrophoresis.  25  m L of 
PCR from the standard TRAP separated by polyacrylamide gel electrophoresis, stained 
with SYBR Green and imaged on a Versadoc.  Lane 1 ; 25 bp DNA Marker,  Lane 2 ; CHAPS 
lysis buffer only, no TSNT,  Lane 3 ; CHAPS lysis buffer with TSNT,  Lane 4 ; TERT-transduced 
endothelial cells grown,  Lanes 5–6 ; SK-N-SH neuroblastoma cell line,  Lanes 7 ; HeLa cer-
vical cancer cell line,  Lane 8 ; MRC-5 normal fetal lung  fi broblasts.       
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    4.    Molecular grade MgCl 2  (Sigma-Aldrich) is recommended for 
optimal PCR ef fi ciency.  

    5.    You can use commercially available TRAPeze ®  1× CHAPS 
Lysis Buffer (Millipore), or you can make your own 1× CHAPS 
lysis buffer.  

    6.    Sterilize by  fi ltration through a 0.22  m m  fi lter and store in 1 mL 
aliquots at 4°C for up to 6 months or longer periods at −20°C. 
 b -mercaptoethanol is added to the 1× CHAPS lysis buffer to a 
 fi nal concentration of 5 mM on the day the buffer is used.  

    7.    Store 100× stock at −20°C.  
    8.    Make stock in ethanol and store at −20°C.  
    9.    The Bradford assay is our preferred method for determination 

of the concentration of proteins in CHAPS lysis buffer. In our 
hands, the BCA protein assay produced a more substantial and 
variable background, which was possibly due to a reaction 
involving the  b -mercaptoethanol in the CHAPS buffer. A high 
background reading may result in inaccurate protein determi-
nations and misleading results in the TRAP assay.  

    10.    When using the commercially bought TRAPeze ®  1× CHAPS 
Lysis Buffer, we routinely test the reagent upon arrival using 
the Bradford assay for possible stock variations, which may 
become apparent as a high background reading in the 
Bradford assay).  

    11.    Accurate determination of the amount of starting material is 
crucial for both the Q-TRAP and the Standard TRAP meth-
ods. In the protocols above, the amount of starting material is 
based on protein concentrations; however, it is also valid to 
base starting material on cell number equivalents.  

    12.    The TSNT internal control primer may be used for semi-quan-
titation of samples analyzed by the Standard TRAP method. 
TSNT should be ordered at a different time or from a different 
company to avoid potential cross contamination with other 
primers. The TSNT stock should be prepared away from other 
PCR regents in a separate room with a dedicated pipette.  

    13.    Prepare the Q-TRAP master mix on ice with enough reagents 
for the samples, standards and controls in duplicate, plus 
enough for an extra duplicate to allow for pipetting excess.  

    14.    The 10× TRAP buffer should be prepared in the PCR clean 
area in advance and stored at −20°C in 100  m L aliquots until 
used. The buffer is stable for at least 6 months at −20°C.  

    15.    Prepared from stock solutions just prior to performing the 
PCR ampli fi cation step. Prepare suf fi cient master mix for the 
number of samples and controls plus one.  

    16.    Store at 4°C in the dark.  
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    17.    Prepare 20  m L aliquots of 10,000× SYBR ®  Green concentrate 
in DMSO and store at −20°C. Not needed if using Cy-5 
labelled TS primer.  

    18.    The use of positive controls is crucial for identi fi cation of false-
negatives and for trouble-shooting purposes. False-negatives 
may result from protein degradation during processing or con-
tamination with nucleases. In these cases, TRAP reagents 
should be remade.  

    19.    The use of negative controls is essential to rule out false posi-
tive results. Negative controls in the Standard TRAP should 
produce no bands except the internal control band (TSNT), 
which is 36 bp. False positive artifacts in the standard TRAP 
may be recognized by variation in band migration and/or 
intensity. The smallest hexanucleotide band in the 6 bp incre-
mental TRAP ladder is 50 bp and should be the most intense 
band (Fig.  2 ). The theoretical size of the ACX and TS dimers 
is 40 bp. In Q-TRAP,  C   t   values for negative controls should be 
outside the linear range of the standard curve.  

    20.    It is possible to determine whether PCR product generated 
from a negative control is a PCR artifact (e.g., primer dimer) 
or the result of contaminating telomerase activity by analyzing 
a heat-treated aliquot of the sample. Heat treatment will 
remove contaminating telomerase activity but will not impact 
on artifacts caused by contaminating DNA and/or extraneous 
primer interactions (Fig.  3b , lane 10).   

    21.    We prepare samples in a biological safety cabinet that is steril-
ized with a UV light between uses.  

    22.    Gloves should be worn during all steps of the assay and changed 
after handling positive controls, samples and PCR products.  

    23.    Change your gloves after handling SK-N-SH lysates.  
    24.    Due to inherent variability among different PCR machines, 

the PCR cycling programs recommended above may need to 
be tested and optimal conditions empirically determined.  

    25.    Dissociation curves of ampli fi ed products should align and have 
uniform peaks. Alignment of the dissociation curves at a speci fi c 
melting temperature indicates a consistent DNA base content 
for the bulk of the PCR products. Dissociation curves that have 
deviating peaks may be indicative of PCR artifacts or contami-
nation (Fig.  3b ). To distinguish telomerase ampli fi cation prod-
ucts from artifacts and/or contamination, Q-TRAP ampli fi ed 
products may be resolved by PAGE (Fig.  3b ) and/or samples 
may be analyzed using the conventional TRAP method.  

    26.    During the real-time PCR steps of the Q-TRAP assay, the 
 fl uorescent SYBR green dye binds to double-stranded ampli-
cons to generate  fl uorescent signal that accumulates in parallel 
with the ampli fi cation products. For quanti fi cation of the 
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telomerase extension product (indicative of telomerase enzyme 
activity), a threshold is set for  fl uorescence intensity within the 
exponential phase of the ampli fi cation reaction. The cycle 
number at the threshold ( C   t  ) is indicative of the starting mate-
rial and hence the amount of telomerase enzyme activity in the 
cell lysate  (  22,   24  ) .  

    27.    An accurate threshold setting will ensure maximum sensitivity 
and reproducibility. We  fi nd the baseline and threshold auto-
matically set by the ABI software allow reproducible quantita-
tion of qTRAP data; however, these settings may be adjusted. 
To determine whether the automatic baseline setting is appro-
priate, view the ampli fi cation curves on the linear scale and 
check whether the earliest ampli fi cation emerges two cycles 
after the baseline stop value. If so, no adjustments need to be 
made, otherwise set the baseline limit to two cycles before the 
earliest ampli fi cation.  

    28.    A standard curve with a slope of −1.4 has a dynamic linear 
range where the  C   t   values correlate linearly with the log10 
of the standard protein concentrations. We do not use data 
from experiments when the slope of the regression line for 
standards is greater than −1.1 or less than −1.5. 
Re-quantitation of standard control lysate and/or additional 
replicates may address pipetting errors or inaccurate protein 
quanti fi cation, which may compromise the linearity of the 

7 8 9 101 2 3 4 5 6
40 cycles

*

30 cycles25 cycles
1 2 3 4 5 61 2 3 4 5 6

ba

D
er

iv
at

iv
e

60 65 70 75 80 85 90 95

Artifacts

Temperature (8C)

1.800e+004

1.600e+004

1.400e+004

1.200e+004

1.000e+004

8.000e+003

6.000e+003

4.000e+003

2.000e+003

−2.000e+003
0.000e+003

  Fig. 3.     TRAP and Q-TRAP artifacts.  ( a ) Absence of high molecular weight bands following 25 cycles of standard TRAP in 
 lanes 1–2  suggest the presence of an inhibitor that restricts telomerase enzyme processivity.  Lanes 1–3 ; ex vivo expanded 
myeloid cells grown under three alternate conditions.  Lane 4 ; SK-N-SH neuroblastoma cell line,  Lane 5 ; HeLa cervical 
cancer cell line,  Lane 6 ; MRC-5 normal fetal lung  fi broblasts. ( b )  Left panel ; PCR artifacts evident as a shift in the peaks of 
the dissociation curves from Q-TRAP ( left panel ).  Right panel ; resolution of Q-TRAP products by PAGE con fi rmed extrane-
ous ampli fi cation products.  Lanes 1–6 ; ex vivo expanded myeloid cells grown under various conditions. Artifacts indicated 
by the  arrow  in  lanes 3 ,  4 ,  5  correspond with the shifted dissociation curves ( left panel ).  Lane 7 ; HeLa cervical cancer cell 
line,  Lane 8 ; SK-N-SH neuroblastoma cell line,  Lane 9 . MRC-5 normal fetal lung  fi broblasts,  Lane 10 . Heat-treated SK-N-SH 
(primer artifact indicated by  asterisk ).       
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readings. Optimization of the PCR conditions may also be 
required to improve the standard curve.  

    29.    Threshold cycle ( C   t  ) values of telomerase-positive samples 
should fall within the range of the standard curve. We rou-
tinely use 10 ng of cell lysate for tumor-derived cell lines and 
25 ng for primary hematopoietic cells. However, the amount 
of your unknown/test sample may need to be adjusted to 
obtain  C   t   values within the range of the standard curve. Other 
reports indicate that  C   t   values generally increase linearly up to 
1  m g of input material, while signals are inhibited when more 
than 2  m g of sample is added to the reaction  (  22  ) .  

    30.    Change gloves after handling positive controls.  
    31.    Caution should be taken when handling polyacrylamide as it is 

neurotoxic. Contact with the skin should be avoided. Handle 
acrylamide, TEMED and APS with care in the fumehood. 
Gel(s) should be prepared just before use.  

    32.    Change gloves after handling PCR products.  
    33.    Loading dye may be detected under  fi lters used for Cy-5, 

thereby interfering with the image of the TRAP products. 
Washing the gel for 3–4 h in 1× TAE will remove the loading 
dye and enable acquisition of a clearer gel image.  

    34.    In the standard TRAP assay, the TSNT internal control band 
may not be visible in samples with high telomerase activity 
because ampli fi cation of the TS extension products is competi-
tive with TSNT ampli fi cation (Fig.  2 , lanes 5 and 7; Fig.  3a , lane 
4). Absence of both the TSNT internal control and the 6 bp 
increment ladder may indicate the presence of polymerase inhib-
itors or may be the result of suboptimal thermocycling. Inhibitors 
of the telomerase enzyme reaction may be evidenced by discon-
tinuation of the TRAP ladder and absence of high molecular 
weight bands (Fig.  3a , lanes 1–2). The presence of enzyme 
inhibitors may be tested by repeating the assay on a dilution 
series. Detection of TRAP products in the diluted samples, but 
not the undiluted sample would be indicative of an inhibitor.  

    35.    Primer slippage may occur during the PCR reaction as a result 
of the repeat sequence in the template. It may be evident as 
double/faint bands approximately two bases below the evenly 
spaced bands produced by the genuine telomerase signal.          
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    Chapter 15   

 Methods for the Assessment of Telomere Status       

     Asako   J.   Nakamura         

  Abstract 

 Most methods for examining telomere functionality have relied on measurements of telomeric DNA by 
hybridization or quantitative PCR. While these techniques yield measures of telomeric DNA length, they 
generate whole-population results. However, telomeric DNA lengths on different chromatids even in the 
same cell are usually heterogeneous. Also, these measurements do not reveal whether a particular telomere 
contains the critical minimum DNA length to be functional. Therefore, in order to gain a more complete 
knowledge of cellular health, an alternative method that reveals the functional status of each individual 
telomere is needed. Based on  the fact that a dysfunctional telomere induces a DNA damage response, we 
developed a novel technique which combines a DNA damage marker with  fl uorescence in situ hybridiza-
tion (FISH) of telomeric DNA on metaphase chromosomes to assess the functional status of individual 
telomeres. This technique reveals not only whether the telomeric DNA in each chromatid is signi fi cantly 
shortened, but also whether the telomere has induced a DNA damage response, i.e., has become dysfunc-
tional. We describe here in detail the protocols for simultaneous assessment of telomere length and 
functionality.  

  Key words:    γ H2AX ,  DNA damage ,  Fluorescence in situ hybridization ,  Immuno fl uorescence , 
 Telomere    

 

 The DNA double strand break (DSB) is one of the most poten-
tially lethal DNA lesions, increasing cellular risk for both genomic 
instability and carcinogenic transformation if not repaired properly 
 (  1  ) . To ensure proper repair, the cell contains multiple cellular 
pathways for DSB repair. A key factor in the recognition and sub-
sequent repair of DNA DSBs is histone H2AX  (  1  ) . Immediately 
after DSB induction, hundreds of H2AX molecules surrounding 
the DNA break site are phosphorylated by phosphoinositide 
3-kinases (PI 3-kinases)  (  2–  6  ) . These phosphorylated H2AX, 

  1.  Introduction
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called  γ H2AX, molecules form foci at individual DSB sites, foci, 
which can be easily visualized by immunocytochemistry with 
speci fi c antibodies against  γ H2AX. It is for these reasons that the 
use of  γ H2AX in the detection and quanti fi cation of DNA DSBs is 
expanding  (  7,   8  ) . 

 Both normal cellular processes and exogenous genotoxic 
stresses induce DNA DSBs in cells  (  1  ) . One normal cellular process 
is senescence, often associated with telomere shortening. Because 
DNA polymerases do not replicate the DNA double helix com-
pletely, telomerases are needed to maintain telomere length. 
However, since most differentiated cells lack telomerase, telomeric 
DNA shortens during each round of DNA replication  (  9,   10  ) . 
At some point, the shortened telomeric DNA results in an unpro-
tected chromatid end with DNA double strand ends (DSEs) that 
activate a DNA damage response  (  11  ) . Many studies have demon-
strated the association between the increased number of  γ H2AX 
foci and telomere shortening during both cellular senescence and 
mammalian aging, indicating that cellular senescence-associated 
shortened telomeres are also marked by the presence of DNA DSB 
repair proteins  (  12–  16  ) . In addition, telomeres may also become 
dysfunctional under exogenous stress, such as when the binding of 
telomere binding protein, telomere repeats factor 2 (TRF2), is 
inhibited.  γ H2AX forms in the telomeric chromatin, which serves 
to recruit other DNA DSB repair proteins  (  11  ) . These  fi ndings 
bring attention to the idea that monitoring of DNA DSB repair 
proteins via  γ H2AX could be useful in the detection of dysfunc-
tional telomeres. Recently, we developed a new technique to evalu-
ate the telomere status using  γ H2AX immunostaining on metaphase 
chromosomes  (  16,   17  )  (Fig.  1 ). This technique permits localiza-
tion of  γ H2AX foci to either the chromatid arms, scored as non-
telomeric DNA damage, or to chromatid ends, scored as telomeric 
DNA damage (Fig.  2 ). Additionally, telomere-FISH carried out 
simultaneously with  γ H2AX immunostaining provides an indepen-
dent indication of the length of telomeric DNA in these chroma-
tids. Thus, telomeric DNA damage may be further classi fi ed by 
 fl uorescence in situ hybridization (FISH) status into (1)  γ H2AX 
positive/FISH-positive telomeres due to opened telomeric loops 
(Fig.  2b ), and (2)  γ H2AX positive/FISH-negative telomeres due 
to shortened telomeric DNA (Fig.  2c ). With these methods to 
characterize the status of each telomere in a cell, researchers could 
better evaluate telomere maintenance, cellular senescence, and 
organismal aging. Importantly, such methods might help measure 
the ef fi cacy of telomere maintenance-targeted cancer therapy.   

 Below is a detailed methodological description for the assess-
ment of dysfunctional telomeres using  γ H2AX immunostaining 
combined with telomere-FISH on metaphase chromosomes.  
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  Fig. 1.    Representative image of a metaphase spread with  γ H2AX immunostaining and telomere-FISH. Metaphase chromo-
somes are prepared from telomerase (hTERT) expressing- fi broblast cells (WI38). Green,  γ H2AX;  red , telomere-FISH;  blue , 
DNA stained with DAPI.       

  Fig. 2.    Representative images of chromatids with various telomere statuses based on  γ H2AX staining and telomere-FISH. 
( a )  γ H2AX focus localizes in the chromatid arm, corresponding to non-telomeric DNA damage. ( b )  γ H2AX focus localizes at 
chromatid end with telomere-FISH, corresponding to opened-telomeric loops. ( c ) H2AX focus localizes at chromatid end 
without telomere-FISH, corresponding to extremely shortened telomeres.  Green ,  γ H2AX;  red , telomere-FISH;  blue , DNA 
stained with DAPI.       
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      1.    T-25 cell culture  fl ask.  
    2.    Colcemid, 10  μ g/mL (Invitrogen, Carlsbad, CA, USA) 

( see   Note 1 ).  
    3.    Hypotonic buffer: 40 mM glycerol, 10 mM Tris–HCl (pH 

7.4), 20 mM NaCl, 20 mM KCl, 1.0 mM CaCl 2 , and 0.5 mM 
MgCl 2  ( see   Note 2 ).  

    4.    15 mL conical centrifuge tubes.  
    5.    Microscopic superfrost plus slides (Thermo Fisher Scienti fi c, 

Waltham, MA, USA) ( see   Note 3 ).  
    6.    Coplin glass jars (Electron Microscopy Sciences, Hat fi eld, PA, 

USA).  
    7.    Cytocentrifuge and supplies.  
    8.    80% Ethanol (EtOH) ( see   Note 4 ).  
    9.    Acetone ( see   Note 5 ).      

      1.    PBS-TT: (0.5% Tween-20 and 0.1% Triton X-100 in PBS) ( see  
 Note 6 ).  

    2.    5% Bovine serum albumin (BSA) in PBS ( see   Notes 7  and  8 ).  
    3.    Liquid-repellent slide marker pen (Pap Pen) (Daido Sangyo, 

Tokyo, Japan).  
    4.    Primary antibodies: mouse monoclonal anti- γ H2AX (Abcam, 

Cambridge, MA, USA) ( see   Notes 9  and  10 ).  
    5.    Secondary antibodies: goat anti-mouse Alexa Fluor 488-con-

jugated IgG (Invitrogen) ( see   Note 11 ).  
    6.    EtOH solutions: 70, 85, and 99% EtOH ( see   Note 12 ).      

      1.    Telomere PNA FISH kit/Cy3 (DAKO, Glostrup, Denmark).  
    2.     N , N -Dimethylformamide (DMF).  
    3.    250 mM Ethylene glycol- bis  (succinic acid  N -hydroxy-

succinimide ester) (EGS) (Sigma-Aldrich) ( see   Notes 13  and  14 ).  
    4.    Heat block.  
    5.    EtOH solutions: 70, 85, and 99% EtOH ( see   Note 12 ).  
    6.    Slide mounting medium (Electron Microscopy Science) with 

50 ng/mL DAPI. ( see   Note 15 ).  
    7.    Nail polish.  
    8.    Epi- fl uorescence inverted microscope Olympus IX70 (Olympus 

America, Center Valley, PA).       

  2.  Materials

  2.1.  Preparation 
of Metaphase Spreads

  2.2.  Immuno-
cytochemistry

  2.3.  Telomere-FISH
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      1.    Proliferating cell cultures grown at 37°C in T-25  fl ask to 80% 
con fl uence are treated with 50 ng/mL colcemid for 1.5 h. The 
concentration of colcemid and incubation time should be opti-
mized for each cell type ( see   Note 16 ).  

    2.    Gently aspirate the medium from the  fl ask.  
    3.    Gently add 3 mL of hypotonic buffer and rinse cells ( see  

 Note 17 ).  
    4.    Gently aspirate the hypotonic buffer from the  fl ask.  
    5.    Add hypotonic buffer to the culture and incubate for 15 min 

at 37°C to swell the cells ( see   Notes 18  and  19 ).  
    6.    After 15 min, pipet the hypotonic buffer over the surface sev-

eral times to loosen the mitotic cells ( see   Note 20 ).  
    7.    Adjust the volume of hypotonic buffer to optimize the concen-

tration of mitotic cells to 50,000 cells/mL.  
    8.    Prepare slides by cytospining 200  μ L of cell suspension for 

8 min at 366 × g.  
    9.    Air-dry the specimens.  
    10.    Incubate the slides with −20°C pre-chilled 80% EtOH at 

−20°C for at least 30 min.  
    11.    Rinse the slides with −20°C pre-chilled acetone at RT for 10 s 

and dry ( see   Notes 21  and  22 ) (Fig.  3 ).       

  3.  Methods

  3.1.  Preparation 
of Metaphase Spreads

  Fig. 3.    Representative image of suitable metaphase spread for  γ H2AX staining and telomere-
FISH. Metaphase chromosomes are stained by DAPI.       
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      1.    Mark a circle around the specimen area using a liquid-repellent 
slide marker pen.  

    2.    Rehydrate specimens with PBS at RT for 5 min.  
    3.    Incubate the specimens in PBS-TT containing 5% BSA for 1 h 

at RT.  
    4.    Wash the specimens in PBS once for 5 min.  
    5.    Incubate the specimens with the primary antibody at a 500× 

dilution in PBS containing 1% BSA for 2 h at RT.  
    6.    Wash in PBS twice for 5 min each.  
    7.    Incubate the specimens with secondary antibody at a 400× 

dilution in PBS containing 1% BSA for 1 h at RT. After this 
step, the specimen should be protected from lights.  

    8.    Wash in PBS three times for 5 min each.      

      1.    Incubate the specimens with 50 mM EGS for 2.5 min at RT 
( see   Note 23 ).  

    2.    Wash in TBS three times for 5 min each.  
    3.    Incubate the specimens with Pretreatment Solution from the 

DAKO FISH kit for 10 min at RT ( see   Note 24 ).  
    4.    Wash in TBS three times for 5 min each.  
    5.    Dehydrate the specimens with 70% pre-chilled EtOH, 85% 

pre-chilled EtOH and 99% pre-chilled EtOH for 2 min each at 
RT and air-dry ( see   Note 25 ).  

    6.    Apply 7.5  μ L of Telomere Probe solution from the DAKO 
FISH kit onto the specimens.  

    7.    Place a cover slip on the specimen (18 × 18 mm).  
    8.    Denature the specimen on a heat block for 3 min at 85°C 

( see   Note 24 ).  
    9.    Hybridize in a humid chamber for 30 min at RT. This can be a 

closed plastic box with damp paper towels placed in the bot-
tom ( see   Note 26 ).  

    10.    Immerse the slide in Rinse Solution from the DAKO FISH kit 
to remove the cover slip.  

    11.    Incubate the specimen in Wash Solution from the DAKO 
FISH kit for 5 min at 65°C.  

    12.    Dehydrate the specimen with 70% pre-chilled EtOH, 85% 
pre-chilled EtOH, and 99% pre-chilled EtOH for 2 min each 
in this order at RT and air-dry.  

    13.    Add mounting medium containing DAPI and apply a cover 
slip. Seal the edges of the cover slip with nail polish ( see  
 Note 27 ).  

    14.    Perform imaging and image analysis ( see   Note 28 ).      

  3.2.  Immunocyto-
chemistry

  3.3.  Telomere-FISH
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      1.    Using a  fl uorescent microscope, select metaphase spreads with 
nonoverlapping chromosomes.  

    2.    Capture images of the whole metaphase spread.  
    3.    Capture images of at least ten metaphase spreads from each 

slide.  
    4.    Evaluate telomere status using  γ H2AX foci position and telomere-

FISH signal by eye in images opened in Adobe Photoshop or 
Corel Paint Shop Pro software ( see   Note 29 ) (Fig.  2 ).       

 

     1.    This colcemid solution is stored at 4°C and is ready to use, but 
the expiration date can differ with different manufacturers. 
Several other companies also sell ready-to-use colcemid solution 
(Cat #D1925 from Sigma-Aldrich).  

    2.    The hypotonic solution is stored at RT and is stable at least for 
1 year.  

    3.    These slides have a positively charged-surface for better speci-
men attachment, and are preferred to those with silane or poly-
 L -Lysine coatings. MAS-GP type A slides from MATSUMAMI 
(Cat #S9901) are also compatible.  

    4.    80% EtOH should be stored at −20°C and be cold at the time 
of application.  

    5.    Acetone should be stored at −20°C and be cold at the time of 
application.  

    6.    PBS-TT is stored at RT. It is stable at least for 6 months.  
    7.    5% of BSA in PBS-TT is used for blocking.  
    8.    5% of BSA in PBS-TT should be prepared at the time of use.  
    9.    This antibody is now discontinued. Several antibodies from 

Abcam (ab26350) or other companies (ex. 05-636: Millipore) 
could work with the same quality.  

    10.    Primary antibody needs to be diluted before use with PBS con-
taining 1% BSA.  

    11.    Secondary antibody needs to be diluted before use with PBS 
containing 1% BSA.  

    12.    EtOH should be stored at −20°C and be cold at the time of 
application.  

    13.    Although several chemicals can be used for  fi xation, EGS is 
preferred for  fi xation in the combination of immunostaining 
and FISH.  

    14.    250 mM of EGS stock should be diluted in DMF. It is stable 
at RT for at least 6 months.  

  3.4.  Imaging 
and Image Analysis

  4.     Notes
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    15.    Mounting medium containing 50 ng/mL DAPI is stored at 
4°C before application.  

    16.    For an immortalized cell line, such as HeLa, we use 50 ng/mL 
of colcemid for 1–1.5 h. For primary human  fi broblast, we use 
100 ng/mL of colcemid for 3 h.  

    17.    Perform this step gently to not disturb the mitotic cells.  
    18.    The amount of hypotonic buffer added depends on the con-

centration of cells released into the buffer. For example, we use 
1.5 mL of hypotonic buffer for primary cell strains and 3 mL 
for immortalized cell lines.  

    19.    Optimize this incubation time by cell type. A longer incuba-
tion time creates metaphase chromosomes that are more swol-
len. The balance between time for colcemid treatment and 
time for hypotonic buffer incubation is important to obtain 
optimally condensed chromosomes.  

    20.    Pipet the buffer over the growth surface forcefully enough to 
dislodge mitotic cells, but not so forcefully as to dislodge non-
mitotic cells.   

   21.    Although the dried slides can be stored at 4°C for up to a few 
days, better results are obtained if the immunostaining step is 
performed immediately or after overnight storage at the 
latest.   

   22.    The quality of the preparations is checked by staining the spec-
imens with DAPI and observing them under a  fl uorescent 
microscope before starting the immunostaining. If there are 
too few metaphase spreads or the quality of the metaphase 
chromosomes is poor, it is better to re-prepare the metaphase 
spreads. A representative image of an optimal metaphase spread 
is shown in Fig.  3 .  

    23.    To obtain optimum results with the combination of immuno-
cytochemistry and FISH, it is necessary to balance the  fi xation 
and denaturing steps. Too long a  fi xation time will interfere 
with the denaturation step and degrade the FISH signal, while 
too long a denaturation time will degrade the immunocy-
tochemistry signal. For human cells, a  fi xation time of 2.5 min 
and a denaturing time of 3 min works well, but for mouse cells 
with longer telomeric DNA, a  fi xation time of 3 min and a 
denaturing time of 5 min is better.  

    24.    This pretreatment solution can be replaced by proteinase K 
solution. The concentration of proteinase K should be modi fi ed 
depending on the samples.  

    25.    However, the kit’s protocol mentions that the slide can be 
stored in 99% EtOH before conducting the telomere-FISH; 
this is not recommended for the combination of immunostaining 
with FISH. The immunostaining would be lost during storage. 
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Therefore, we highly recommend performing the telomere-
FISH without a break.  

    26.    For optimal results, it is essential to prevent the specimens 
from drying. Make sure that the chamber has suf fi cient 
humidity.  

    27.    Before sealing with nail polish, slides should be stored at RT at 
least for 15 min to make sure the mounting medium spreads 
over the whole specimen.  

    28.    Slides can be stored at 4°C overnight. If slides need to be 
stored more than a day, they should be stored at −20°C.  

    29.    Classi fi cation is performed based on the  γ H2AX foci position. 
As mentioned above,  γ H2AX foci indicate both DSB and DSE. 
 γ H2AX focus localizing at chromatid arm is corresponding to 
non-telomeric damage (Fig.  2a ).  γ H2AX focus localizing at 
chromatid ends is corresponding to telomeric damage (Fig.  2b, c ) 
and can be further classi fi ed in to two statuses.  γ H2AX posi-
tive/FISH-positive telomere which is corresponding to opened 
telomeric loops and recognized as DSE with long telomere 
length (Fig.  2b ).  γ H2AX positive/FISH-negative telomere, 
which is corresponding to critically short telomere and recog-
nized as DSE (Fig.  2c ).          
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    Chapter 16   

 Detection of Nuclear Envelope Alterations in Senescence       

     Clea   Bárcena   ,    Fernando   G.   Osorio   , and    José   Maria Pérez   Freije         

  Abstract 

 Gene mutations that cause defects in the nuclear envelope are responsible for progeroid syndromes, 
characterized by exacerbated cell senescence and accelerated aging. Consequently, morphological abnor-
malities of the nucleus represent a cellular phenotype whose analysis allows for both the characterization 
of the consequences of particular mutations and the assessment of the impact of approaches aimed at 
reversing their pathological effects. To obtain reliable results, systematic and reproducible procedures are 
required. Here, we describe a simple  fl uorescence microscopy-based protocol to detect nuclear envelope 
alterations in the study of cellular senescence.  

  Key words:   Barrier to autointegration factor (BAF) ,  Chromatin ,  Confocal microscopy ,  HGPS , 
 Immuno fl uorescence ,  Laminopathy ,  Lamins ,  NGPS ,  Nuclear envelope ,  Progeria    

 

 Cellular senescence, the irreversible cell cycle arrest triggered by 
dysfunctional telomeres, genotoxic stress, and oncogenic signal-
ing, has been proposed to contribute to organismal aging since its 
discovery  (  1  ) . This view has been supported by  fi ndings such as the 
reduced proliferative capacity of primary cells from advanced-age 
donors and the age-associated increase in the number of senescent 
cells in normal tissues  (  2  ) . However, a causative role of cellular 
senescence in organismal aging has remained dif fi cult to demon-
strate conclusively  (  3  ) . In this regard, the recent report by Baker 
et al. demonstrating that the clearance of senescent cells delays 
age-related phenotypes in vivo provides substantial support to the 
relevance of senescence for aging biology  (  4  ) . 

 The understanding of the different cellular and molecular 
aspects of aging bene fi ts from the study of segmental accelerated 
aging syndromes, characterized by the early manifestation of 

  1.  Introduction
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physiological alterations normally associated to old age  (  5,   6  ) . 
Some human progeroid syndromes, such as Werner syndrome, are 
caused by defects in genomic maintenance systems  (  6,   7  ) . By con-
trast, other accelerated aging syndromes are due to alterations in 
the nuclear lamina, derived from mutations in genes encoding 
protein components of this structure or factors involved in their 
maturation or dynamics. These syndromes are known as progeroid 
laminopathies, being Hutchinson–Gilford progeria syndrome 
(HGPS)  (  8,   9  )  and Nestor-Guillermo progeria syndrome (NGPS) 
 (  10,   11  )  paradigmatic examples of this class of accelerated aging 
diseases. 

 The nuclear lamina is a complex meshwork of proteins that 
underlies the inner nuclear membrane  (  12  ) . The main protein 
components of this structure are the lamins A, C, B1, and B2, 
which are of high relevance to the maintenance of the nuclear 
shape among some other important functions including regulation 
of the gene expression, organization of the chromatin and signal 
transduction  (  13  ) . Lamins A and C are encoded by the same gene, 
 LMNA , through a process of alternative splicing. Lamins have a 
common structure consisting of an N-terminal domain, an  a -helical 
domain, and a globular C-terminal domain. The C-terminal 
domain of lamins A and B ends with a CaaX motif, which under-
goes farnesylation in the cysteine residue, the proteolytic removal 
of the –aaX peptide and the methylation of the carboxyl group of 
the prenylated cysteine residue  (  14  ) . Unlike Lamin B, prelamin A 
undergoes one last proteolytic step executed by the protease 
FACE-1/ZMPSTE24 that removes the last 15 amino acids of the 
protein, including the farnesylated residue  (  15  ) . HGPS is caused 
by a point mutation in exon 11 of  LMNA  that activates a cryptic 
splicing site, yielding a transcript without the last 150 bases of this 
exon. The resulting truncated protein, known as progerin or 
LA D 50, lacks the recognition site for the second proteolytic cleav-
age carried out by FACE1/ZMPSTE24 and in consequence it 
remains constitutively farnesylated  (  16,   17  ) . At the cellular level, the 
accumulation of this protein causes dramatic defects in the struc-
ture and function of the nuclear envelope which eventually cause 
accelerated cell senescence and organismal aging  (  18  ) . Interestingly, 
accumulation of progerin and alteration of nuclear morphology 
have also been described in human physiological aging  (  19  ) . 

 The investigation of the mechanisms underlying the develop-
ment of progeroid laminopathies has relied on the culture of 
 fi broblasts from patients and on the use of animal models carrying 
mutations in genes encoding lamina components or enzymes 
involved in their maturation  (  20  ) . In this regard, the generation of 
 Face1/Zmpste24 -def fi cient mice by our group yielded a murine 
model phenocopying most physiological alterations characteristic 
of HGPS. This murine model allowed to identify this protease as 
responsible for the proteolytic cleavage  (  15  )  and enabled to de fi ne 
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some essential characteristics of this syndrome such as exacerbated 
p53 signaling  (  21  ) , defects in the biology of stem cells  (  22  ) , hyper-
activation of autophagy  (  23  ) , defective IGF signaling  (  24  )  or 
 epigenetic alterations associated with accelerated aging  (  25  ) . 
Moreover, Zmpste24-de fi cient animals together with the more 
recently generated  Lmna   G609G   knock-in mice have facilitated the pre-
clinical in vivo testing of anti-progeria pharmacological approaches 
 (  24,   26–  28  ) . 

 All these studies rely largely on methods that allow testing at 
the cellular level the phenotypic alterations caused by particular 
mutations or, conversely, their reversal upon genetic of pharmaco-
logical interventions. The experimental approaches used to this 
end need to provide reproducible results and, at the same time, be 
simple enough to allow the researcher to carry out a number of 
experiments to obtain statistically signi fi cant results in a feasible 
time scale. In the context of progeroid laminopathy-related senes-
cence, the most commonly used methods are based on the 
quanti fi cation of structural abnormalities of cell nuclei, since alter-
ations in the nuclear lamina result in easily observable disruption of 
the normal nuclear shape. Thus, most normal cells present round 
or oval nuclei with a smooth surface, but in cells with nuclear enve-
lope defects it is common to observe nuclei with a “C” shape, 
blebs, and infoldings. By quantifying the amount of nuclei with 
aberrations we can estimate the amount of harm in this individual, 
tissue or cell type. Importantly, this effect can be found not only in 
diseases related to nuclear lamina defects but also in physiological 
aging and other disorders including cancer  (  5,   19,   29  ) . Here we 
describe a simple  fl uorescence microscopy-based protocol to detect 
nuclear envelope alterations in the study of cellular senescence.  

 

  ●     Human skin  fi broblasts from control subjects (AG10803) and 
from HGPS patients who carried the  LMNA  p.Gly608Gly 
mutation  (  16,   17  )  (Coriell Cell Repository, Camden, NJ, 
USA).  
  Human skin  fi broblasts from control subjects and from NGPS  ●

patients who carried the  BANF1  p.Ala12Thr mutation  (  10  ) .  
  Mouse skin  fi broblasts derived from control and   ● Lmna   G609G/G609G   
progeroid mice  (  18  ) .  
  Growth medium: Dulbecco’s modi fi ed Eagle’s medium supple- ●

mented with 10% fetal bovine serum (Gibco) and 1% antibiotic–
antimycotic; stored at 4°C.  
  1× Dulbecco’s Phosphate-Buffered Saline (DPBS) without  ●

Ca 2+  and Mg 2+ ; stored at room temperature (RT).  

  2.  Materials

  2.1.  Reagents 
and Solutions
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  0.1% Gelatin solution (w/v in distilled water); stored at 4°C.   ●

  4% Paraformaldehyde (PFA) solution (v/v in DPBS); stored  ●

at RT.  
  0.5% Triton X-100 (v/v in DPBS); stored at RT.   ●

  Immuno fl uorescence blocking solution: 15% goat serum solution  ●

(v/v) prepared in DPBS.  
  TBS-T buffer: 20 mM    Tris–HCl (pH 7.4), 150 mM NaCl, and  ●

0.05% Tween 20.  
  Antibodies: Manlac-1 mouse monoclonal antibody against  ●

Lamin A/C (provided by G. Morris) and AlexaFluor-488 goat 
anti-mouse IgG (molecular probes).  
  DAPI (4,6  ● ¢ -diamidino-2-phenylindole dihydrochloride, 
Roche) solution (1  m g/mL in mounting media for  fl uorescence 
Vectashield, Vector Labs); stored at 4°C.  
  Distilled water.      ●

  ●     Tissue culture 12-well plate (polystyrene  fl at bottom).  
  Cover glasses (18 × 18 mm).   ●

  Microscope slide glass.   ●

  Hemocytometer.   ●

  Tweezers.   ●

  Inverted phase contrast microscope.   ●

  Confocal or  fl uorescent microscope.       ●

 

  ●     Place sterilized 18 × 18 mm cover glasses in the corresponding 
wells of a 12-well plate.  
  Prepare gelatin-coated cover glasses by adding enough gelatin  ●

solution to cover the bottom of the dish. Incubate the plate for 
at least 30 min at 37°C, aspirate the excess of gelatin, and wash 
with DPBS.  
  Count the number of cells and plate an appropriate number to  ●

each well. The recommended cellular density in the well is 
approximately a 50–60% of con fl uency (i.e., 1.25–2.5 × 10 5  
cells per 12-well plate in the case of  fi broblasts) ( see   Note 1 ).  
  Allow for cell attachment overnight.   ●

  Remove growth medium, wash twice with DPBS and  fi x cells  ●

with 4% PFA for 10 min at room temperature.     

  2.2.  Equipment

  3.  Methods

  3.1.  Cell Growth 
and Attachment 
to the Cover Glasses
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     Wash twice with DPBS and then permeabilize cells with 0.5% 
Triton X-100 (v/v) prepared in DPBS for 5 min at RT.  

  Aspirate the permeabilization solution, wash twice with DPBS,  ●

and block nonspeci fi c antigen sites with 15% goat serum pre-
pared in DPBS (v/v) for 30 min at 37°C.  
  Aspirate blocking solution and incubate cells with the mouse  ●

monoclonal antibody against Lamin A/C (Manlac-1, dilution 
1:50 in 15% goat serum solution) for 1–3 h at room temperature.  
  Wash cells twice with TBS-T.   ●

  Incubate cells with secondary antibody AlexaFluor-488 goat  ●

anti-mouse IgG (dilution 1:500 in 15% goat serum solution) 
for 1 h in the dark.  
  Aspirate the antibody solution and wash twice with TBS-T.      ●

  ●     Prepare the microscope slides; in the place where the cover 
glass will be placed, add an appropriate volume of DAPI-
mounting media solution to completely cover it (10–20  m L for 
18 × 18 mm cover glasses) ( see   Note 2 ).  
  Take carefully the cover glasses out of their well by holding  ●

them with a pair of tweezers. Wash with distilled water and 
place it on the correspondent slide.  
  Put a piece of absorbent paper over the slide and press gently  ●

but  fi rmly the cover glass against the slide. After that, seal the 
edges with varnish or similar, and keep the slides in the dark at 
4°C until observation ( see   Note 3 ).     

  ●     An elevated number of nuclei should be analyzed in the micro-
scope for this analysis; we suggest counting at least 200 nuclei 
per sample. We usually make these experiments by using a 
blind approach and three or more data sets per sample are 
recorded for the statistical analysis.  
  Nuclei with a smooth oval surface are considered as normal,  ●

whereas nuclei with blebs, a vast irregular shape or multiple folds 
will be counted as abnormal nuclei ( see   Note 4 ) (Figs.  1  and  2 ).    
  The statistical differences between nuclear lines are analyzed  ●

with an unpaired Student’s  t  test.      

 

     1.    This same protocol could be used for any other type of adherent 
cells, taking into account that some aspects such as the number 
of cells for plating could be variable depending on the cellular 
characteristics of each cell line.  

  3.2.  Lamin A/C 
Immuno fl uorescence

  3.3.  DAPI Staining 
and Mounting of 
Fluorescence 
Preparations

  3.4.  Microscopic 
Analysis

  4.  Notes
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    2.    Permeabilization and blocking steps are not necessary for DAPI 
staining. If immuno fl uorescence is not going to be performed, 
go directly from Subheading  3.1 ,  step 5  to Subheading  3.3 , 
 step 1 .  

    3.    Slides can be stored in a dark place at room temperature for up 
to 1 year.  

    4.    Note that both wild-type cells and cells with a senescent 
phenotype derived from some sort of mutations increase the 
number of misshapen nuclei as they are passed in culture. This 
means that the number of misshapen nuclei in cells that are, for 
example, at passage 5 is smaller than the number of abnormal 
nuclei at passage 20. Thus, control cells and cells in study 
should be at the same passage.          

  Fig. 1.    Nuclear envelope alterations in progeroid laminopathies. Nuclei morphology was visualized by DAPI staining and 
confocal microscopy in human  fi broblasts from a patient with Hutchinson–Gilford Progeria Syndrome ( a ), mouse  fi broblasts 
carrying the mutation  Lmna   G609G/G609G   ( b ) and wild-type murine  fi broblasts as control ( c ). Three independent nuclei per geno-
type are shown. White  arrowheads  indicate representative examples of abnormal nuclei.       
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    Chapter 17   

 Measuring Reactive Oxygen Species in Senescent Cells       

     João   F.   Passos   ,    Satomi   Miwa   , and    Thomas   von   Zglinicki         

  Abstract 

 Countless studies have implicated reactive oxygen species (ROS) and mitochondrial dysfunction in the 
ageing process. During cellular senescence, the ultimate and irreversible loss of replicative capacity of 
somatic cells grown in culture, several studies have reported increased levels of ROS associated with mito-
chondrial dysfunction and metabolic inef fi ciency. Moreover, studies have revealed that interventions mod-
ulating intracellular ROS can impact on the replicative lifespan of cultured cells, suggesting that ROS play 
a central role in the process. In this chapter, we present several protocols used for detection of (intra- and 
extracellular) ROS in live cells.  

  Key words:   Amplex ®  Red ,  DHE ,  DHR123 ,  MitoSOX™ ,  ROS ,  ROS indicator dyes ,  Senescence    

 

 Accumulating data suggest a link between reactive oxygen species 
(ROS) and cellular senescence  (  1–  3  ) . Cells undergoing cellular 
senescence were found to accumulate oxidation products such as 
protein carbonyls, protein oxidative modi fi cations  (  4  ) , lipofuscin 
 (  5,   6  ) , and DNA damage  (  7  ) . Moreover, the development of 
 fl uorescent dyes able to detect ROS in live cells has shown that 
senescent cells have increased intracellular ROS levels when com-
pared to young proliferating cells  (  7,   8  ) . 

 The main source of ROS in cells is the mitochondrial electron 
transport chain and mitochondria have been implicated in cellular 
senescence. Changes in mitochondrial function have been reported 
during senescence  (  7,   9,   10  ) , as well as damage to mtDNA  (  7  ) . 

 It is still unclear if ROS and mitochondrial dysfunction con-
tribute to cellular senescence or are merely associated with it. On 
one hand, interventions known to reduce intracellular ROS and 
improve mitochondrial function have been shown to consistently 

  1.  Introduction
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extend the replicative lifespan of cells grown in culture  (  7,   11,   12  ) . 
These data suggest that ROS play an important causal role in cellular 
senescence, possibly by preventing single-stranded breaks at telom-
eres, which contribute to accelerated Telomere shortening  (  13  ) . 

 On the other hand, data suggests that ROS can be generated 
secondarily as cells reach senescence, as a result of activation of 
speci fi c signaling pathways known to be involved in cellular senes-
cence. Activation of Ras  (  14  ) , p53  (  15  ) , p21  (  10,   16  ) , and p16 
 (  17  )  has been shown to induce ROS generation, contributing to 
the initiation of the senescent phenotype. These observations 
could be explained by ROS acting as signaling molecules and 
therefore as outcomes of a tightly regulated signaling process 
 (  18,   19  ) . Mechanistically, it was shown that ROS produced in 
senescent cells contribute to a persistent activation of a DNA 
damage response and thus contribute to the maintenance of the 
phenotype  (  10  ) . 

 While evidence is clear in establishing ROS as major players in 
cellular senescence, there are still technical challenges to its detec-
tion in live cells. As discussed by others, many of the  fl uorescent 
dyes used for ROS detection are nonspeci fi c, can be misused and 
the interpretation of results should be met with caution  (  20  ) . 
Thus, while  fl uorescent dyes have been important in accessing 
intracellular ROS levels during senescence, we are still uncertain 
about the speci fi c ROS and the concentrations at which they are 
produced. 

 In this chapter, we present several protocols that allow us 
to characterize intracellular and extracellular ROS in live cells 
upon induction of cellular senescence. Although dichlorodi-
hydro fl uorescein diacetate (DCFH-DA) is commonly used for the 
 fl uorescent detection of ROS in cells, we have restrained from its 
use because (1) it is the least speci fi c  fl uorophore for ROS detec-
tion, being oxidized not only by various ROS and NOS decompo-
sition products but also by cytochrome c and other peroxidases, 
(2) it is prone to artifactual ampli fi cation of the  fl uorescence signal 
via redox cycling  (  20  ) , and (3) it is a good substrate for various 
membrane transporters including the multidrug resistance protein 
MDR1 that is active in stem cells, compromising cellular retention 
and leading to badly reproducible results.  

 

      1.    Dulbecco’s modi fi ed Eagle’s Medium (DMEM) with 10% fetal 
calf serum (FCS), 1% Penicillin/Streptomycin and 1% 
Glutamate.  

    2.    Solution of trypsin-EDTA (5 g of trypsin, 2 g of EDTA per 
liter of distilled water).      

  2.  Materials

  2.1.  Cell Culture
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  ●     Dihydrorhodamine 123 (DHR123) (Life Technologies-
Invitrogen), as a powder (10 mg vial, Life Technologies-
Invitrogen) or as ready-to-use 5 mM stock solution in DMSO 
( see   Note 1 ).     

  ●     MitoSOX™ Red (50  μ g vial, Life Technologies-Invitrogen), a 
mitochondrial superoxide indicator ( see   Note 2 ).     

  ●     Dihydroethidium (DHE) (hydroethidine) (Life Technologies-
Invitrogen), as a powder (25 mg vial or 10 vials of 1 mg) or as 
a stabilized 5 mM solution ( see   Note 3 ).     

  ●     The Amplex ®  Red reagent (Life Technologies-Molecular 
probes), either as in a standard Amplex ®  Red reagent or in the 
Amplex ®  UltraRed reagent, in vials containing 5 mg ( see   Note 4 ).  
  Horseradish peroxide (HRP) (Type VI, lyophilized powder,  ●

Sigma-Aldrich) ( see   Note 5 ).  
  Hydrogen peroxide solution, 30% (w/w) in H  ●

2 O, (Sigma-
Aldrich); it is approximately 9.8 M.  
  Fluorescence microplate reader (the one which can read from  ●

top; we use FLUOstar Omega, BMG Labtech).  
  Flat bottom, black microplates.       ●

 

      1.    Cells in exponential growth phase are trypsinized, collected in 
DMEM plus 10% FCS, counted, washed once with PBS and 
centrifuged for 5 min at 400 ×  g .  

    2.    Supernatant is discarded.  
    3.    Cell pellet is resuspended in 5 mL serum free DMEM containing 

15  μ L DHR123 stock solution ( fi nal DHR123 concentration 
30  μ M).  

    4.    Cells are incubated at 37°C for 30 min in the dark.  
    5.    After incubation, cells are centrifuged (400 ×  g , 5 min) and 

supernatant discarded.  
    6.    The pellet is resuspended in 3 mL of free serum DMEM and is 

immediately used for analysis ( see   Note 7 ).  
    7.    The population of live cells is de fi ned in a FSC/SSC dot plot 

and apoptotic cells and debris are excluded. Median  fl uorescence 
is determined in FL1 (logarithmic), conveniently in a FSC/
FL1 dot plot. Median auto fl uorescence of an unstained sample 
is also determined.      

  2.2.  Dihydrorhodamine 
123 (DHR123) Staining 
of Peroxides

  2.3.  MitoSOX™ Red 
Staining of 
Mitochondrial 
Superoxide

  2.4.  DHE Staining 
of Cellular Superoxide

  2.5.  Amplex ®  Red 
Reagent 
Measurements

  3.  Methods

  3.1.  DHR123 Staining 
( See   Note 6 )
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      1.    Cells in exponential growth phase are trypsinized, collected in 
DMEM plus 10% FCS, counted, washed once with PBS and 
centrifuged for 5 min at 400 ×  g .  

    2.    Supernatant is discarded.  
    3.    Cell pellet is resuspended in 1 mL serum free DMEM containing 

1  μ L MitoSOX™ stock solution ( see   Notes 9 – 12 ) ( fi nal 
MitoSOX concentration 5  μ M).  

    4.    Cells are incubated at 37°C for 10 min in the dark.  
    5.    After incubation, cells are centrifuged (400 ×  g , 5 min) and 

supernatant discarded.  
    6.    The pellet is resuspended in 3 mL of serum free DMEM and is 

immediately used for analysis.  
    7.    The population of live cells is de fi ned in a FSC/SSC dot plot 

and apoptotic cells and debris are excluded. Median  fl uorescence 
is determined in FL3 (logarithmic), conveniently in a FSC/
FL3 dot plot. Median auto fl uorescence of an unstained sample 
is also determined ( see   Note 13 ).  

    8.    Mitochondrial uptake of MitoSOX as a positively charged ion 
is membrane potential-dependent. A  fl uorescence increase 
might thus be caused by increased superoxide production, 
increased membrane potential, or both. To aid the interpreta-
tion of results, experiments should be complemented by mea-
suring membrane potential in parallel samples using TMRM or 
JC-1, for example  (  10  ) .  

    9.    As mitochondrial superoxide levels per cell can be affected by 
changes in mitochondrial density, we advice the use of 
Mitotracker green or NAO in a parallel sample to determine 
mitochondrial mass ( see   Note 14 ).  

    10.    Alternatively, one can visualize MitoSOX  fl uorescence in live 
cells by  fl uorescent microscopy. Cells (5 × 10 4 ) are grown in 
Iwaki glass bottomed dishes (Iwaki) and then incubated with 
the indicated MitoSOX concentration (the same as for  fl ow 
cytometry). Following 10 min incubation in the absence of 
light, staining solution is removed, 1 mL of free serum DMEM 
is added and cells are immediately visualized by  fl uorescence 
microscopy (Fig.  1 ).       

      1.    Cells in exponential growth phase are trypsinized, collected in 
DMEM plus 10% FCS, counted, washed once with PBS and 
centrifuged for 5 min at 400 ×  g .  

    2.    Supernatant is discarded.  
    3.    Cell pellet is resuspended in 1 mL serum free DMEM containing 

1  μ L DHE stock solution ( fi nal DHE concentration 5  μ M).  

  3.2.  MitoSOX™ Red 
Staining of 
Mitochondrial 
Superoxide 
( See   Note 8 )

  3.3.  DHE Staining 
of Cellular Superoxide 
( See   Notes 8  and  15 )
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    4.    Cells are incubated at 37°C for 10 min in the dark.  
    5.    After incubation, cells are centrifuged (400 ×  g , 5 min) and 

supernatant discarded.  
    6.    The pellet is resuspended in 3 mL of serum free DMEM and is 

immediately used for analysis.  
    7.    The population of live cells is de fi ned in a FSC/SSC dot plot 

and apoptotic cells and debris are excluded. Median  fl uorescence 
is determined in FL3 (logarithmic), conveniently in a FSC/
FL3 dot plot. Median auto fl uorescence of an unstained sample 
is also determined.      

  Fig. 1.    ( a ) Flow cytometry histograms showing MitoSOX  fl uorescence distributions of human MRC5  fi broblasts at different 
population doublings (PD). ( b ) Fluorescent microscope images of young and senescent MRC5  fi broblasts following MitoSOX 
( above ) and Hoechst ( below ) staining.       
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      1.    For preparing the working stocks for the Amplex ®  Red reagent 
(AR) (1 mM) and HRP (10 U/mL), 10 mM AR stock and 
100 U/mL HRP stock should be diluted in experimental 
media (for example DMEM plus 10% FCS but this can be assay 
dependent). The working stocks should be kept on ice, and the AR 
working stock should be protected from light ( see   Note 17 ).  

    2.    In order to construct the H 2 O 2  standard, a stock solution needs 
to be prepared beforehand. H 2 O 2  solution (30% w/w, which 
can be purchased from Sigma) should be diluted in distilled 
water 1,000,000 times ( see   Note 18 ).  

    3.    Cells are trypsinized, collected in DMEM plus 10% FCS, 
counted, resuspended at a  fi nal concentration at a 1 million 
cells/mL using the experimental media and kept at 37°C.  

    4.    Preparation of the microplate for the measurement: In a 96-well 
black bottom microplate, 40  μ L of HRP working stock (10 U/
mL) and 10  μ L of AR working stock (1 mM) are pipetted to 
each well together with 150  μ L of resuspended cells or experi-
mental media for the blank. At least three replicates per sample 
(i.e., 3-wells per sample or blank) should be carried out. The 
 fi nal concentration of the AR is 50  μ M and HRP 2 U/mL in a 
total of 200  μ L in each well ( see   Notes 19  and  20 ).  

    5.    Fluorescence is measured in a  fl uorescence microplate reader 
using excitation in the range of 530–560 nm and emission 
detection ~590 nm in a plate at 37°C. Two types of  fl uorescence 
measurements can be carried out:
   (a)    End-point reading: Plates are incubated in the dark for 

10 min and then measured.  
   (b)    Time-course reading: Fluorescence is measured kinetically 

for 10 min.      
    6.    Construction of the H 2 O 2  standard curve ( see   Note 21 ).

   (a)    End-point reading: 0, 49, 98, 196 pmol of H 2 O 2  are added 
to microplate (in triplicates). To do this, wells are prepared 
as above using the experimental media, and 5, 10, and 20  μ L 
of H 2 O 2  working stock are added corresponding to 49, 
98, 196 pmol of H 2 O 2  respectively. Procedure needs to be 
carried out fairly quickly under the protection of light.  

   (b)    Time course reading: This can be done either at the end of 
the sample reading by manually adding the H 2 O 2  working 
stocks to the wells that have been read, or in a separate 
reading. Wells are prepared as above using the experimental 
media, and the time course reading is initialised. Reading is 
paused; 10  μ L (for example) of the H 2 O 2  stock is added to 
wells in triplicates and reading is resumed. This procedure 
can be repeated a few times. The AR  fl uorescence signal 
should increase immediately after addition of H 2 O 2  and 

  3.4.  Amplex ®  Red 
Reagent 
Measurements 
( See   Note 16 )
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the difference of the  fl uorescence units before and after 
the addition corresponds to the amount of H 2 O 2  added to the 
wells (for instance if 10  μ L of the H 2 O 2  working stock is 
added to wells, this should correspond to 98 pmol of 
H 2 O 2 ) (Fig.  2 ).       

    7.    Following conversion of  fl uorescence increase to pmol of H 2 O 2  
it is possible to calculate pmol H 2 O 2  released from the 150,000 
cells per minute.       

 

     1.    A 10 mM stock solution of DHR123 is prepared by adding 
2.89 mL DMSO to the 10 mg vial. As DHR123 is readily oxi-
dized by air, the stock solution is immediately aliquoted under 
N 2  atmosphere in 100  μ L each and frozen at –20°C.  

    2.    A 5 mM stock solution is prepared by adding 13  μ L DMSO to 
the 50  μ g vial. It is advisable to divide the stock solution in 3  μ L 
aliquots under N 2  atmosphere and freeze them at −20°C.  

    3.    It is advisable to divide the stock solution in aliquots under N2 
atmosphere and freeze them at −20°C.  

    4.    A 10 mM stock solution can be prepared by adding 1.94 mL 
DMSO to each vial (containing 5 mg of the reagent), which 
should be aliquoted into small amounts (30–50  μ L), and frozen 
at −20°C. All the procedures should be carried out under the 
protection from light.  

  4.  Notes

  Fig. 2.    A representative time-course trace of Amplex ®  Red assay. The rates of increase in 
 fl uorescence arbitrary units (AU) report the rate of hydrogen peroxide release to the exper-
imental media; senescent cells have higher rates of increase than the young cells. At 
shortly after 8 min, a dose of hydrogen peroxide (98 pmol) is added to the well containing 
the media, and the increase in the AU due to the addition can be used to construct the 
hydrogen peroxide standard.       
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    5.    The activity listed on the Certi fi cate of Analysis of each batch 
can be used to convert from units to milligrams of solid. 
100 U/mL stock solution can be prepared in distilled water, 
aliquoted, and stored frozen at −20°C. The activity of the stock 
solution stored in this way is found to be stable at least for 
1 month.  

    6.    Inside live cells, the colorless dihydrorhodamine 123 is oxidized, 
e.g., by hydrogen peroxide in the presence of peroxidases, iron 
or cytochrome c to form rhodamine 123. Moreover, DHR 
reacts also with peroxynitrite. The  fl uorescent product accu-
mulates in mitochondria, even if the oxidation occurred in 
other organelles or the cytoplasm. Rhodamine 123  fl uoresces 
both in FL1 (green) and FL3 (red), but we  fi nd detection to 
be more sensitive in FL1.  

    7.    At room temperature and under ambient light, DHR123 
 fl uorescence of human  fi broblasts remains fairly constant for at 
least 1–2 h. If longer sorting times are necessary, cells should 
be protected from light and kept at 4°C.  

    8.    MitoSOX™ Red reagent permeates live cells and it is targeted 
speci fi cally and rapidly to mitochondria (this uptake by mito-
chondria is driven by the presence of a cationic triphenylphos-
phonium). It is a cationic derivative of DHE, which upon 
hydroxylation by superoxide anion emits red  fl uorescence 
(~590 nm). It becomes rapidly oxidized by superoxide but not by 
other ROS. However, DHE is also be oxidized by peroxynitrite 
or hydroxyl radicals to a product with very similar  fl uorescence 
characteristics, requiring caution in the interpretation of results 
as long as the superoxide-speci fi c end product is not detected 
by HPLC or other analytical techniques  (  20  ) . The oxidized 
product is highly  fl uorescent upon binding to nucleic acid.  

    9.    MitoSOX™ is a derivative of ethidium bromide and should be 
treated with the appropriate caution. Avoid skin contact.  

    10.    Cycles of freeze and thaw of MitoSOX™ stock solution should 
be avoided, and thus, storage at −20°C of aliquots of stock 
solution is advisable. After removal from the freezer MitoSOX™ 
vials and stock solutions should be allowed to warm to room 
temperature before use.  

    11.    MitoSOX™ stock solutions can be immediately aliquoted 
under N 2  atmosphere in 5  μ L each and frozen at –20°C. This 
allows them be stable for more than 6 months.  

    12.    MitoSOX™ concentrations should be kept as low as possible. 
DHE and MitoSOX™ bind DNA easily, which greatly enhances 
 fl uorescence intensity. If the MitoSOX™ concentration is 
higher than the binding capacity of mitochondrial DNA, no 
further enhancement of the mitochondrial signal will be seen, 
but unspeci fi c “spillage” into the nucleus will occur. This can 
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be checked by microscopy. Thus, pilot experiments should be 
carried out to establish dye concentration for each cell type 
in order to ensure that the experiments are conducted in the 
linear range of dye concentration.  

    13.    For some cell types such as human  fi broblasts, MitoSOX™ stain-
ing intensity is generally quite low. For that reason, when 
MitoSOX™ intensity is determined by  fl ow cytometry it is 
essential that auto fl uorescence from an unstained control is 
subtracted, as small changes in auto fl uorescence can affect 
signi fi cantly the overall values of MitoSOX™ intensity.  

    14.    For determination of mitochondrial mass by  fl ow cytometry 
one can use Mitotracker green (a green- fl uorescent mitochon-
drial stain which localizes to mitochondria regardless of mito-
chondrial membrane potential) or nonyl acridine orange 
(NAO) which is well retained in the mitochondria indepen-
dently of mitochondrial membrane potential and binds to 
mitochondrial cardiolipin. NAO strongly binds to plastic 
including tubings in the  fl ow cytometer and is only slowly 
released from these. Great care is needed not to contaminate 
the equipment, and unstained cells should be run as negative 
control after the  fi nal cleaning step.  

    15.    DHE, also known as hydroethidine can be used to detect cellular 
superoxide levels. Cytosolic dihydroethidium exhibits blue 
 fl uorescence and once it is oxidized to 2-hydroxyethidium, it 
intercalates within DNA, staining the cell nucleus with a bright 
 fl uorescent red.  

    16.    Amplex ®  Red reagent is a highly sensitive and stable probe for 
hydrogen peroxide (H 2 O 2 ). In the presence of horseradish per-
oxidase, the Amplex ®  Red reagent reacts in a 1:1 stoichiometry 
with H 2 O 2  to produce highly  fl uorescent resoru fi n; therefore it 
allows calculating the amount of H 2 O 2  molecules being pro-
duced in the experimental system by constructing the H 2 O 2  
standard in parallel. The method can be applied to measure the 
extracellular release of H 2 O 2  by cells. Advantages of the Amplex 
Red method are: (a) it is a direct and quantitative measure-
ment of extracellular release of H 2 O 2 , (b) it is not dependent 
on the dye accumulation within the cells in contrast with other 
 fl uorescent ROS probes, (c) it is highly reproducible, (d) it is 
not necessary to remove FCS from the experimental media at 
the measurements. Disadvantages include: (a) the method is 
less sensitive because H 2 O 2  is quickly degraded in most extra-
cellular media, (b) as the method measures extracellular H 2 O 2 , 
it may not always re fl ect the intracellular concentration of ROS 
if the cells have highly active plasma membrane oxidases which 
can produce a large quantity of extracellular H 2 O 2 .  

    17.    The working stocks of AR should be made fresh each day, and 
freeze–thaw cycles of the stocks should be avoided.  
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    18.    It is advisable to make a 1:1,000 dilution  fi rst, then dilute this 
1,000 times again. 1  μ L of this H 2 O 2  working stock contains 
9.8 pmol of H 2 O 2 .  

    19.    Procedure has to be conducted quickly and make sure to protect 
AR working stock and the plate from light at all times.  

    20.    The culture media whether containing FCS or not oxidized 
the AR reagent and produced a  fl uorescent signal in a time 
dependent manner, whereas PBS does not. Thus, a “blank” 
measurement containing AR, HRP, and media should always 
be conducted.  

    21.    H 2 O 2  is not stable in the culture media; we observe about half of 
the H 2 O 2  added (at least up to micromolar range) is decom-
posed within 10 s in the culture media, whereas it is stable in 
PBS at least for 10 min. Furthermore, cells also appear to 
quench/consume H 2 O 2 , because when H 2 O 2  is added to the 
wells with cell suspension, the  fl uorescence increase after H 2 O 2  
addition is lower than that of culture media only.          
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    Chapter 18   

 Quanti fi cation of Protein Carbonylation       

     Nancy   B.   Wehr    and    Rodney   L.   Levine        

  Abstract 

 Protein carbonylation is the most commonly used measure of oxidative modi fi cation of proteins. It is most 
often measured spectrophotometrically or immunochemically by derivatizing proteins with the classical 
carbonyl reagent 2,4 dinitrophenylhydrazine (DNPH). We present protocols for the derivatization and 
quanti fi cation of protein carbonylation with these two methods, including a newly described dot blot with 
greatly increased sensitivity.  

  Key words:   Carbonyl ,  2,4-Dinitrophenylhydrazine ,  Dot blot ,  Infrared  fl uorescence ,  Protein carbo-
nylation ,  Western blot    

 

 Oxidative modi fi cation of proteins, both reversible and irreversible, 
occurs during redox signaling and other cellular processes. It also 
occurs as a consequence of acute or chronic oxidative stress in 
many conditions. The list of diseases and processes in which oxida-
tive damage is implicated reads like a textbook of age-related dis-
eases and includes atherosclerosis, cancer, neurodegenerative 
diseases such as Alzheimers and Parkinsons, and the aging process 
itself  (  1  ) . As a consequence of the oxidative stress, cells carry an 
increased burden of oxidatively damaged macromolecules, includ-
ing nucleic acids, lipids, and proteins. A large number of the result-
ing modi fi cations of proteins have been characterized and studied 
 (  2  ) . Protein carbonylation occurs in many of these modi fi cations, 
providing an integrated assessment of oxidative damage. The 
National Library of Medicine’s Medical Subject Headings entry 
for protein carbonylation notes that, “It is a standard marker for 
oxidative stress.”  (  3  ) . 

 The steady state level of protein carbonylation increases slowly 
during the  fi rst 2/3 of lifespan and then increases dramatically in 

  1.  Introduction
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the last 1/3 of lifespan (Fig.  1 ). This phenomenon can be explained 
theoretically by several mechanisms, but the actual underlying 
mechanism has not been established experimentally. While well-
established to correlate with both in vivo aging and in vitro cell 
senescence, it remains controversial whether protein carbonylation 
plays a causative role in either process. However, the deleterious 
effects of carbonylation on protein function are well documented, 
providing a mechanistic basis by which protein carbonylation could 
have a causative role  (  4  ) .  

 The correlation between protein carbonylation and diminished 
function during aging has been reported in many studies. An 
intriguing, early example by Carney and colleagues  (  5  )  is illustra-
tive (Fig.  2 ). These investigators demonstrated that aging in ger-
bils was accompanied by increased protein carbonylation in the 
brain. The level of protein carbonylation correlated with the frac-
tional decrease in activity of the key metabolic enzyme glutamine 
synthetase. As expected, the older gerbils also performed poorly on 
tests of cognitive function. Treatment of these older animals for 
14 days with an antioxidant had the remarkable effect of reverting 
these three parameters to the values observed in younger animals: 
protein carbonylation decreased, glutamine synthetase activity 
increased, and cognitive function improved.  

 Detection and quanti fi cation of carbonylated proteins is 
accomplished after derivatization of the carbonyl groups. A variety 
of derivatizing reagents have been utilized for spectrophotometric, 
 fl uorometric, mass spectrometric, and immunochemical analysis. 
The most commonly employed is the classical carbonyl reagent, 
2,4 dinitrophenylhydrazine (DNPH) (see  Note 1 ), perhaps  fi rst 

  Fig. 1.    Protein carbonylation increases markedly during the last third of lifespan. The data 
were taken from published reports:  Δ , human lens  (  23  ) ; �, human dermal  fi broblasts in 
culture  (  24  ) ; ■, human brain at autopsy  (  25  ) ; ★,  Caenorhabditis elegans   (  26  ) ; ▼, rat liver 
 (  27  ) ; and ◊, house  fl y  (  28  ).        
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  Fig. 2.    Changes in the gerbil brain with aging and reversal by treatment with an antioxi-
dant. Redrawn from  (  5  ) . The gerbils were treated with an antioxidant,  N -tert-butyl- α -
phenylnitrone, for 14 days. This treatment reversed the age-related changes in the old 
animals and had no effect on the younger animals. Reversal required continued adminis-
tration of the antioxidant; 14 days off treatment returned each parameter to the value 
observed before treatment. Each panel displays the results for the old animals as a per-
centage of the young animals. The upper panel shows brain protein carbonylation, the 
middle panel plots brain glutamine synthetase activity, and the lower panel presents the 
average number of errors on a maze.       
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applied to proteins by Dixon  (  6  ) . Spectrophotometry was initially 
used for quanti fi cation of DNPH-derivatized proteins. 
Immunochemical detection is now more commonly utilized, either 
as an ELISA or as a Western blot of SDS-PAGE separated proteins. 
The Western blot is presently the method of choice to identify 
proteins that are differentially carbonylated, such as mitochondrial 
aconitase during aging  (  7  ) . Moreover, scanning an entire lane of 
the blot allows determination of the total carbonyl content of the 
sample. Because of its much greater sensitivity, this immunochemi-
cal method has replaced the spectrophotometric method. However, 
the latter remains the reference method for quanti fi cation, particu-
larly for determining the carbonyl content of standards used in 
other methods. 

 When detected with anti-DNPH antibodies carrying  fl uorescent 
labels, the Western blot is quantitative and fairly sensitive. Still, in 
our hands, 10–20  μ g protein per sample is needed to obtain dupli-
cate analyses. We recently developed a more sensitive dot blot 
method in which many samples of ~1  μ L volume can be applied to 
one PVDF membrane, allowing convenient quanti fi cation of multi-
ple samples with replicates  (  8  ) . DNPH has limited solubility in water 
and many common solvents. It has limited, but suf fi cient solubility 
in strong acids, and that is the reason stock solutions are usually 
made in 2 M HCl. Few proteins are soluble in HCl, which will not 
wet PVDF membranes. These problems were obviated by employ-
ing dimethyl sulfoxide (DMSO) as solvent. It readily dissolves 
DNPH, wets PVDF, and is an excellent protein solvent  (  9  ) . The 
resulting method for protein carbonylation requires ~60 ng protein 
for one analysis and as many samples as desired can be measured on 
a single PVDF membrane. It has suf fi cient sensitivity to allow at least 
triplicate determinations on individual  Drosophila   (  8  ) . 

 This article presents our current protocols for the spectropho-
tometric, Western blot, and dot blot methods. Previous publica-
tions include protocols for determination of DNPH-derivatized 
proteins by gel  fi ltration and  fi lter paper techniques and for boro-
tritide-labeled proteins  (  10,   11  ) . A number of recent reviews of 
proteomic methodology for determining carbonylated proteins are 
also available  (  12–  15  ) . 

 One should normally determine the  speci fi c  protein carbonyl 
content of a sample or its component proteins and not simply the 
total protein carbonyl ( see   Note 2 ). This requires measurement of 
both the carbonyl and protein content. The speci fi c protein carbo-
nyl content is usually expressed with units of “mol carbonyl/mol 
protein” or “nmol carbonyl/mg protein.” Quantitative immuno-
chemical detection is the most sensitive method for determining 
carbonyl content, but it is reliably quantitative only if the detected 
response is reproducible, preferably with a linear response and a 
wide dynamic range. Chemiluminescent detection does not have 
these characteristics. Fluorescent or radiochemically (I 125 ) tagged 
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secondary antibodies do have the desired linear response and wide 
dynamic range. Fluorescent-tagged secondary antibodies are read-
ily available commercially and avoid the dif fi culties of in-house 
labeling with radioactive gamma emitters. The protocol for immu-
nochemical detection thus employs  fl uorescent-tagged secondary 
antibodies. As explained below, we prefer use of  fl uorescent labels 
that emit in the near infrared over those that emit in the visible, but 
either can be used. The infrared  fl uorescent labels require an infra-
red-sensitive scanner. Our experience is limited to the Odyssey 
scanner (LI-COR, Lincoln, NE), but those from other manufac-
turers should also work.  

 

  ●     Derivatization solution: 0.2% DNPH in 2 M HCl ( see   Note 3 ).  
  Derivatization blank solution: 2 M HCl.   ●

  20% w/v trichloroacetic acid.   ●

  50% absolute ethanol 50% ethyl acetate.   ●

  6.0 M guanidine HCl, 0.5 M potassium phosphate (pH 2.5).   ●

  50   ● μ L quartz cuvette.     

  ●     Derivatization solution: 20 mM DNPH in 10% tri fl uoroacetic 
acid (v/v) ( see   Note 3 ).  
  Derivatization blank solution: 10% tri fl uoroacetic acid (v/v).   ●

  Neutralization solution: 2 M    Tris base, 30% glycerol.   ●

  12% sodium dodecyl sulfate (SDS). Warming the water will  ●

speed dissolution.  
  Oxidized protein standards ( see   Note 4 ).   ●

  Electrophoresis supplies: SDS PAGE gels, SDS Tris-glycine  ●

running buffer, Tris-glycine transfer buffer, as desired.  
  Antibodies to the 2,4-dinitrophenyl moiety. These are avail- ●

able from several suppliers as monoclonal and polyclonal anti-
bodies. We have had good experience with the goat polyclonal 
from Bethyl (A150-117A, Montgomery, TX). Typically a 
1:10,000 dilution is used, but it is best to check the optimal 
dilution.  
  Labeled secondary antibody to the species chosen for the pri- ●

mary antibody to a 2,4-dinitrophenyl moiety ( see   Note 5 ).  
  0.01% Coomassie Brilliant Blue R-250 in 50% methanol and  ●

10% acetic acid or an equivalent stain.  
  Coomassie destaining solution 40% methanol and 7% acetic  ●

acid.  

  2.  Materials

  2.1.  Spectro-
photometric 
Determination After 
Reaction with 
2,4-Dinitro-
phenylhydrazine in 
2 M HCl

  2.2.  Immuno-
 fl uorescent Western 
Blotting After Reaction 
with 2,4-Dinitro-
phenylhydrazine in 
Sodium Dodecyl 
Sulfate
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  0.01% Fast Green FCF (Sigma-Aldrich, St. Louis, MO, USA)  ●

in 30% methanol and 7% acetic acid.  
  Blocking buffer tested for use in infrared  fl uorescence such as  ●

Odyssey blocking buffer (LI-COR, Lincoln, NE) ( see   Note 6 ).  
  PBS with 0.1% Tween 20 for washing blots.   ●

  PVDF (Immobilon-FL PVDF, Millipore, Billerica, MA) ( see   ●

 Note 7 ) or nitrocellulose membranes.     

  ●     Stock solution: 0.5 M DNPH in dimethyl sulfoxide (DMSO); 
stable several months at room temperature when protected 
from light.  
  Concentrated acetic acid and tri fl uoroacetic acid.   ●

  Derivatization solution: Prepared from the stock DNPH,  ●

tri fl uoroacetic acid, DMSO, and water to give  fi nal concentra-
tions of 20 mM DNPH and 0.5% tri fl uoroacetic acid in 92.5% 
DMSO. Prepare fresh daily.  
  Antibodies, blocking solution, and washing solution as in  ●

Subheading  2.2 .  
  Fast Green FGF stain as in Subheading   ● 2.2 .  
  PVDF membrane (Immobilon-FL PVDF, Millipore)  ●

( see   Note 7 ).  
  Membrane support system: 96-well polypropylene plate and a  ●

disposable plastic 96-hole grid from a Rainin tip rack to align 
spots above the wells.  
  Rainin P-2 or other accurate small volume pipette.       ●

 

       1.    Dissolve 2.0 g DNPH (dry weight) in 1,000 mL 2 M HCl.  
    2.    Stir several hours in the dark and  fi lter before use.  
    3.    Protect from light. Take into account the actual content of 

DNPH in the reagent as most manufacturers supply DNPH 
with at least 30% water content.      

      1.    Prepare the sample extract as desired ( see   Notes 8  and  9 ).  
    2.    If a derivatization blank is also being prepared as is generally 

recommended, split the sample in half, allowing at least 200  μ g 
protein in each 1.5 mL polypropylene tube. Concentrate by 
precipitation in 10% trichloroacetic acid using a slow speed 
centrifugation to form a loose, easily dispersed pellet. Two 
minutes at 2,000 ×  g  is adequate.  

  2.3.  Immuno-
 fl uorescent 
Dot Blotting After 
Reaction with 
2,4-Dinitro-
phenylhydrazine in 
DMSO

  3.  Methods

  3.1.  Spectro-
photometric 
Determination After 
Reaction with 
2,4-Dinitro-
phenylhydrazine in 
2 M HCl

  3.1.1.  Preparation of 
Derivatization Solution: 
0.2% DNPH in 2 M HCl, 
1,000 mL

  3.1.2.  Derivatization
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    3.    Add 0.5 mL derivatization solution and vortex to suspend the 
sample. Treat the blank with 0.5 mL 2 M HCl without DNPH. 
Samples will not dissolve.  

    4.    Allow tubes to stand 10 min at room temperature, vortexing 
occasionally ( see   Note 10 ).  

    5.    Precipitate in 10% TCA; pellet using a slow speed centrifuga-
tion, carefully pouring off supernatant and draining liquid resi-
due on a tissue.  

    6.    Extract free DNPH from the suspended pellet with three suc-
cessive 1 mL rinses with ethanol–ethyl acetate, vortexing to 
disperse the pellet, centrifuging for 2 min at no more than 
5,000 ×  g  to avoid compacting the pellet, pouring off superna-
tant, and draining well. Dry pellet thoroughly ( see   Note 11 ).  

    7.    Redissolve in 200  μ L 6.0 M guanidine 500 mM KCl pH 2.5, 
and centrifuge to remove insoluble material ( see   Note 12 ).  

    8.    Read spectra against a blank of the same 6 M guanidine solu-
tion, measuring carbonyl at 370 nm and protein at 276 nm, 
calculating the results as described in Subheading  3.4.1  
( see   Notes 13  and  14 ).       

       1.    Dissolve 39.6 mg DNPH (dry weight) in 1 mL pure 
tri fl uoroacetic acid (1.54 g) in a glass tube, and dilute with 
vortexing to 10 mL with water.  

    2.    Store the solution at room temperature protected from light.  
    3.    Precipitates that appear during storage can be removed by cen-

trifugation. Take into account the actual content of DNPH in 
the reagent as noted in Subheading  3.1.1 .      

  Prepare the sample as desired ( see   Notes 8  and  15 ) and if consider-
ing dot blot assays  see   Note 9 . Samples with protein concentra-
tions >10 mg/mL usually require dilution to assure solubility after 
addition of acid. Split the sample in half if a derivatization blank is 
also being prepared, as is recommended when analyzing any new 
sample type. Prepare suf fi cient sample to load two identical gels 
with 2–5  μ g total protein per lane for tissue extracts or about one-
tenth that amount or less for pure proteins. Prepare carbonyl stan-
dards with at least 1, 2, and 4 pmol carbonyl per lane. Include a 
lane with about 0.3  μ g non-oxidized protein standard to estimate 
protein load on the Coomassie stained gel. The volumes men-
tioned below always refer to the initial volume of the sample.

    1.    Add 1 volume of 12% SDS with mixing. Do this even if the 
sample contains some SDS, because it is important to have at 
least 6% SDS before adding the tri fl uoroacetic acid.  

    2.    Add 2 volumes of the DNPH solution and mix.  
    3.    If a blank is desired, treat it with 2 volumes of 10% tri fl uoroacetic 

acid alone.  

  3.2.  Immuno-
 fl uorescent Western 
Blotting After Reaction 
with 2,4-Dinitro-
phenylhydrazine in 
Sodium Dodecyl 
Sulfate

  3.2.1.  Preparation of 
Derivatization Solution: 
20 mM DNPH in 10% 
Tri fl uoroacetic Acid (v/v), 
10 mL

  3.2.2.  Derivatization



272 N.B. Wehr and R.L. Levine

    4.    Allow to stand 10 min at room temperature ( see   Note 10 ).  
    5.    Neutralize the sample by adding roughly 1.7 volumes 2 M 

Tris/30% glycerol. Samples should turn golden. If not, add a 
little more neutralizing solution ( see   Note 16 ). Centrifuge 
samples.  

    6.    Promptly load samples and standards onto duplicate gels and 
perform SDS gel electrophoresis ( see   Notes 17  and  18 ). 
Samples are not stable and should not be stored  (  16  ) .  

    7.    Transfer one gel to nitrocellulose or PVDF-FL and after trans-
fer stain residual protein on the gel with 0.01% Coomassie 
Brilliant Blue R-250 stain or equivalent ( see   Note 19 ). Scan by 
infrared  fl uorescence in the 700 nm channel to determine 
transfer ef fi ciency.  

    8.    Stain and scan the gel that has not been transferred similarly to 
determine protein load.  

    9.    Immunodetect the labeled proteins by infrared  fl uorescent 
Western blotting.      

      1.    Block the membrane 1 h.  
    2.    Incubate 2 h with primary antibody diluted 1:10,000 in block-

ing buffer with 0.1% Tween 20.  
    3.    Wash the membrane three times for 5 min with PBS con-

taining 0.1% Tween 20.  
    4.    Incubate 1 h with secondary antibody diluted 1:10,000 in 

blocking buffer with 0.1% Tween 20. Protect from light.  
    5.    Wash the membrane three times for 5 min with PBS contain-

ing 0.1% Tween 20 and then brie fl y two times with water. 
Protect from light.  

    6.    Detect the carbonyl signal by its infrared  fl uorescence in the 
800 nm channel. A second  fl uorescent signal may be detected in 
the 700 nm channel. We usually use that channel to determine 
protein content after staining with Fast Green. We generally stain 
after scanning for carbonyl content since the Fast Green 
 fl uorescence might spill into the 800 nm channel ( see   Note 21 ).       

       1.    Stock solution of 0.5 M w/v DNPH in DMSO, 1 mL. Dissolve 
99 mg DNPH (dry weight) in DMSO and bring to 1.0 mL 
 fi nal volume. This stock is stable at room temperature for sev-
eral months protected from light. As mentioned in 
Subheading  3.1.1 ; take into account the actual content of 
DNPH in the reagent.  

    2.    Derivatization solution, 5 mL: 20 mM DNPH and 0.5% 
tri fl uoroacetic acid in 92.5% DMSO. Combine 0.2 mL 0.5 M 
DNPH stock in DMSO, 4.4 mL DMSO, 0.025 mL 
tri fl uoroacetic acid, and 0.375 mL water in the order listed, 
vortexing between each addition ( see   Note 22 ).      

  3.2.3.  Immunological 
Detection ( See   Note 20 )

  3.3.  Immuno-
 fl uorescent Dot 
Blotting After Reaction 
with 2,4-Dinitro-
phenylhydrazine 
in DMSO

  3.3.1.  Preparation 
of Solutions
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      1.    Prepare the sample as desired ( see   Notes 8  and  15 ). The buffer 
for dot blots can contain potassium since SDS is not present. 
Dry aliquots of samples and standards in a vacuum centrifuge. 
Skip the drying step if a DMSO solution was used for sample 
homogenization ( see   Note 23 ).  

    2.    Add derivatization solution to dried proteins, including pro-
tein standards of ~150, 300, and 600 ng/ μ L and ~300 ng/ μ L 
for samples. Vortex vigorously. At least three carbonyl stan-
dards in the range of 0–1.0 pmol, should be included ( see  
 Note 24 ).  

    3.    Wait 15 min, vortexing occasionally.  
    4.    Set up duplicate dry PVDF membranes for protein and carbo-

nyl blots ( see   Note 25 ). The detection limit of the Fast Green 
dot blot protein assay is ~150 ng. Thus, the protein measure-
ment is done on a separate blot with more concentrated sam-
ples than those for the carbonyl blot.  

    5.    Vortex the samples immediately before dotting. Using a Rainin 
P-2 or pipette of equal precision, spot a 1  μ L volume of each 
sample and protein standard in triplicate onto PVDF and set it 
aside for Fast Green protein stain. Without delay, dilute the 
samples to approximately 60 ng/ μ L protein with additional 
derivatization solution. Vortex and spot in triplicate onto the 
second PVDF membrane that will be used for carbonyl deter-
mination ( see   Note 26 ).  

    6.    Allow membranes to air dry 15 min.  
    7.    Rinse both membranes in concentrated acetic acid twice for 

2 min. After removal of the second wash, add ~5 mL acetic 
acid to keep the membrane wet, then add water gradually to 
cover the membrane. Remove the solution and replace it with 
water. After 5 min in the water, the membrane is ready for 
protein ( see   Note 21 ) or carbonyl determination as described 
in Subheading  3.2.3 . If desired, the blots may be stored for at 
least 48 h before proceeding to those assays ( see   Note 27 ).       

       1.    Carbonyl content may be expressed either as mol carbonyl/
mol protein or as nmol carbonyl/mg protein. Carbonyl con-
centration in mol carbonyl/L is the sample absorbance at 
370 nm divided by the molar absorptivity of the hydrazone 
(22,000):

     

( )370Carbonyl,M
22,000

A
=

   

      2.    If the molar absorptivity of the protein is known, use it for the 
protein calculation. If not, use   ε   M276  = 50,000 as an estimate of 
the molar absorptivity of a protein with average amino acid 

  3.3.2.  Derivatization and 
Membrane Preparation

  3.4.  Calculations

  3.4.1.  Spectrophotometric 
Determination After 
Reaction with 
2,4-Dinitrophenylhydrazine 
in 2 M HCl  (  10  ) 
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composition and a molecular weight of 50,000  (  11  ) . The tail 
of the hydrazone peak absorbs in the protein region with 
  ε   M276  = 9,460. Thus, the protein concentration is calculated 
with a correction for that overlap:

     ( )276 370

M276protein

0.43
Protein,M .

A A−
=

ε

     

    3.    Dividing the carbonyl concentration by the protein concentra-
tion gives the speci fi c carbonyl content of the sample with units 
of mol carbonyl/mol protein.  

    4.    To summarize:

  
    ( )

( )
370 M276protein

276 370

Carbonyl, mol carbonyl/mol protein .
( 0.43 22,000)

A

A A
=

−
e     

    5.    If a blank was run, calculate it with the same equation and 
subtract the result from the DNPH reacted sample value.      

      1.    Although carbonyl can be expressed as mol carbonyl/mol 
protein, it is more common to use nmol carbonyl/mg protein 
for the Western. Using the imager software, integrate lanes in a 
uniform manner for all standards and samples ( see   Note 28 ).  

    2.    Construct a calibration curve from the standards included on 
the blot. It should be approximately linear up to 4 pmol carbo-
nyl/lane, so a linear regression may be  fi t. Do not force the 
regression line to include zero. Because the amount of oxi-
dized protein standard loaded is very low, we assume that all of 
the protein in standards was fully transferred. The protein mea-
surement must be accurate to obtain a valid measurement of 
the speci fi c carbonyl content. The amount of protein loaded in 
each lane is known if a protein measurement was made on the 
sample before DNPH derivatization. The fractional transfer 
ef fi ciency can be calculated from the protein scan of the gel 
before and after transfer. The protein content of each band or 
lane on the blot is simply:

     (Protein Loaded)(Transfer Efficiency)     

    3.    The speci fi c carbonyl content of the band or lane is then obtained 
by dividing the carbonyl content by the protein content:

     (Carbonyl, pmol)
Carbonyl,nmol/mgprotein .

(Protein, g)
=

m
     

    4.    Our preliminary investigations suggest that it is possible to 
determine both carbonyl and protein on a single western blot, 
obviating the need for duplicate gels to obtain the two 

  3.4.2.  Immuno fl uorescent 
Western Blotting After 
Reaction with 
2,4-Dinitrophenylhydrazine 
in Sodium Dodecyl Sulfate
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measurements. First scan the blot for the carbonyl signal in the 
800 nm channel, then stain the blot with the Fast Green 
protein stain and read it in the 700 nm channel ( see   Note 21 ). 
Use the known protein content of the carbonyl standards to 
generate the standard curve for protein content.      

      1.    Integrate the scanned dots using circles of uniform diameter 
for standards and samples ( see   Note 29 ). The calculation is 
then performed as for the Western blot, Subheading  3.4.2 , 
keeping in mind that the samples applied for carbonyl determi-
nation are more dilute than those for protein determination.        

 

     1.    DPNH is not recommended for mass spectrometric studies. 
Use a method that gives a nonreversible derivatization such as 
reaction with a hydrazide followed by reduction to give a stable 
amine. A commercially available kit (Oxyblot, S7250, Millipore, 
Billerica, MA) is widely used for derivatization with DNPH 
followed by immunochemical detection, but may not be reli-
able because the manufacturer has made undocumented 
changes in composition of the reagents and the accompanying 
protocol  (  17  ) .  

    2.    Total carbonyl content can be misleading. For example, albu-
min is the dominant protein in serum, but it generally carries a 
low speci fi c carbonyl content. The albumin band in a Western 
blot of serum will always be prominent because of the high 
content of albumin. In contrast, transferrin usually has a rela-
tively high speci fi c carbonyl content. Because the transferrin 
concentration in serum is much lower than that of albumin, 
one will miss its susceptibility to oxidative modi fi cation if the 
speci fi c carbonyl content is not measured.  

    3.    Solutions of DNPH in 2 M HCl or 10% tri fl uoroacetic acid 
develop precipitates during storage, and these can be removed 
by centrifugation before use. Solutions should be protected 
from light and are usable for months.  

    4.    An oxidized protein stock may be prepared by oxidizing bovine 
albumin with copper and ascorbate  (  18  )  or by irradiation. It 
should be standardized by determining its carbonyl content by 
the spectrophotometric method. Standards of varying carbo-
nyl content can be prepared by mixing the control and oxi-
dized stocks. Although we have not evaluated the approach, 
one might be able to substitute dinitrophenylated albumin 
(A23018, Life Technologies, Grand Island, NY), diluting as 
required with unlabeled albumin.  

  3.4.3.  Immuno fl uorescent 
Dot Blotting After Reaction 
with 2,4-Dinitro-
phenylhydrazine in DMSO

  4.  Notes
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    5.    We recommend using an antibody with a label, which  fl uoresces 
in the infrared region to reduce auto fl uorescence and increase 
sensitivity. If you do not have access to a scanner that operates 
in the infrared region, then use a label with visible region 
 fl uorescence. We do not recommend chemiluminescent detec-
tion because of the poor linear response and dif fi culty in cali-
bration. When the  fi rst antibody is goat, we have typically used 
donkey anti-goat IgG (H + L) conjugated to IRDye 800CW 
(926-32214, LI-COR, Lincoln, NE) at a 1:10,000 dilution. 
With this antibody,  fl uorescence is detected in the 800 nm 
region, avoiding interference that may come from pre-stained 
molecular weight markers, plasticware, and sometimes mem-
branes. Note that the dyes are light sensitive and care must be 
taken to protect such solutions and the prepared blot from 
light.  

    6.    Other blocking solutions may be used but should be tested 
empirically for possible high background. We also use the 
Odyssey blocker with 0.1% Tween 20 for antibody dilutions.  

    7.    PVDF membranes vary in their inherent infrared  fl uorescence, 
both among suppliers and from lot to lot. It is best to choose a 
product that is speci fi cally tested for infrared  fl uorescence, such 
as Millipore Immobilon-FL PVDF. If it has not been tested by 
the manufacturer, scan a dry piece of the PVDF to assess its 
background  fl uorescence. Nitrocellulose membranes typically 
do not have background  fl uorescence issues, but they are not 
appropriate for many applications, because they may be dam-
aged or even dissolved by solvents used in the application.  

    8.    Homogenization buffer should not contain reducing agents 
such as dithiothreitol unless a metal chelator such as diethylene 
triamine pentaacetic acid (DTPA) or EDTA is present. Omission 
of a chelator risks oxidation of protein by adventitious metals 
during sample preparation through Fenton chemistry reactions 
leading to artifactual increases in measured carbonyl.  

    9.    Nucleic acids are carbonyl positive, and nucleic acid contami-
nation of extracts in the spectrophotometric carbonyl assay can 
cause artifactual elevation in protein carbonyl measurements. 
If nucleic acid contamination is suspected, streptomycin sulfate 
precipitation or treatment with nucleases will take care of the 
problem  (  10,   16  ) . As a general rule, this should be done with 
extracts from microorganisms or cultured cells that have been 
transfected with vectors. It is usually is not required for extracts 
of higher organisms and, of course, is not needed with puri fi ed 
proteins.  

    10.    A very early version of our DNPH derivatization protocol rec-
ommended a derivatization time of 1 h  (  10  ) , but for many 
years we have recommended 10–15 min incubations to avoid 
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possible artifactual increases in protein-associated  chromophore. 
Long incubations promote a non-carbonyl-dependent reac-
tion with DNPH. Although we have not established the chem-
ical nature of the derivative, it is consistent with formation of a 
hydrazide. Regardless of the chemical details, inappropriately 
long incubations of proteins with the DNPH reagent can cause 
an artifactual increase in the apparent carbonyl content.  

    11.    Minimizing the contact time of the sample with ethanol–ethyl 
acetate and removing residual solvent by vacuum centrifuga-
tion has been observed to hasten dissolving of the sample in 
6 M guanidine.  

    12.    Centrifuging of the sample is recommended to avoid light scat-
ter. Occasionally centrifugation will not remove particulates, and 
a light scatter correction must be made on the spectra. Light 
scatter increases as a power function, so a small amount of light 
scatter at 800 nm can cause a large artifactual increase in the 
370 nm signal and thus in the calculated carbonyl values.  

    13.    The carbonyl measurements may be read in a plate reader 
capable of reading UV–VIS if the exact path length of the sam-
ple solution is known or if a series of oxidized protein stan-
dards is included on the plate. This should be attempted only 
with very soluble proteins such as those in plasma and only 
after carefully inspecting representative sample spectra for scat-
ter. UV transparent 96-well plates must be used if one wishes 
to measure protein in the plate reader (e.g., 3635, Corning 
Life Sciences, Corning, NY).  

    14.    As an alternative to measuring protein spectrophotometrically, a 
microplate BCA assay can be done on the samples in 6 M guani-
dine after measuring the 370 nm absorbance. Protein standards 
must also contain the same volume of 6 M guanidine.  

    15.    Protease inhibitor tablets should be avoided unless  fi rst tested 
in your immunochemical carbonyl assay. One popular tablet 
preparation we tested introduced smears and artifactually ele-
vated the carbonyl measurement of Western blots. However, 
neither commercial nor laboratory-prepared protease inhibitor 
cocktail solutions have caused the problems noted with tablets. 
Potassium dodecyl sulfate is less soluble than SDS so the 
Western blot sample should not contain more than ~50 mM 
potassium before addition of SDS.  

    16.    After derivatization and neutralization with the 2 M Tris 
base/30% glycerol, the samples may be loaded directly onto the 
gel and electrophoresed as usual because the sample is now in a 
solution similar to that used for electrophoresis by the method 
of Laemmli  (  19  ) . Samples are not heated before analysis because 
heating is generally not required for reduction of disul fi de 
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bonds, and we do not know the stability of protein-bound 
hydrazones to heating. When desired,  β -mercaptoethanol can 
be added to the sample solution after neutralization. Inclusion 
of  β -mercaptoethanol generally intensi fi es the bands in the 
chemiluminescent detection system so that it is best to either 
include or omit the thiol from all samples that are to be directly 
compared. We routinely include 2%  β -mercaptoethanol.  

    17.    The excess reagent from the sample does not interfere with gel 
electrophoresis or with Western blotting. This lack of interfer-
ence may result from poor accessibility of the antibody to 
reagent on membranes, a suggestion that follows from the 
observation that the monoclonal antibody (D8406, Sigma, St. 
Louis, MO) did not detect reagent spotted directly onto the 
nitrocellulose. DNPH labeling of carbonylated proteins also 
works with isoelectric focusing gels and two-dimensional blots. 
Use of anti-2,4-dinitrophenyl antibodies for immunocy-
tochemical localization of oxidized proteins and immunoaf fi nity 
puri fi cation is also feasible  (  20,   21  ) , and DNPH labeled pro-
teins immunopuri fi ed and separated on 2-D gels have been 
identi fi ed by MALDI-TOF analysis  (  21  ) .  

    18.    Since blot to blot variability occurs in any immunological 
detection, carbonyl standards must be included on each blot.  

    19.    Coomassie Brilliant Blue R-250 quick staining method  (  22  ) . 
Soak the gel in Coomassie Blue reagent for 10 min, destain in 
30% methanol 7% acetic for 10 min, and equilibrate in water 
for 10 min. Measure the infrared  fl uorescence of the Coomassie 
Blue–protein complex at 700 nm in the Odyssey Imager. 
Coomassie G-250 stains such as Simply Blue Safestain (LC6060, 
Life Technologies, Grand Island, NY) can be substituted. 
Coomassie Blue  fl uoresces when bound to protein, allowing 
protein bands to be visualized by scanning the gel, despite high 
residual free Coomassie Blue.  

    20.    The standard immunological detection protocol used in our 
laboratory for carbonyl Western imaging on the Odyssey 
Imager is provided as a guide. Incubation times have been 
selected for convenience and are given here because they are 
known to provide a linear carbonyl response. Longer incuba-
tion times with either antibody result in stronger signals, but 
the effect on linearity has not been studied. If desired, a second 
immunological target may be detected after completing the 
carbonyl detection. Selecting both secondary antibodies from 
the same species is likely to result in a lower background. 
Without prior testing it is not recommended to do simultane-
ous double detection on carbonyl blots as possible nonspeci fi c 
antibody reactions may increase error.  
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    21.    Fast Green staining for protein estimate: Once the PVDF 
membrane is scanned for carbonyl signal in the 800 nm chan-
nel, a protein measurement can be obtained by dipping the 
membrane in Fast Green stain for 45 s, destaining in water, and 
scanning in the 700 nm channel. If validated by additional 
studies, this approach obviates the need for preparation of 
duplicate gels to separately determine carbonyl and protein. 
Nitrocellulose blots also may be stained with Fast Green as 
described previously  (  22  ) .  

    22.    We suggest preparing the DMSO derivatization solution fresh 
each day, although preliminary tests indicate it is stable for sev-
eral days. The inclusion of 7.5% water in the derivatization 
mixture minimizes damage to PVDF caused by DMSO and 
should not be decreased.  

    23.    An alternate homogenization technique has been tested with 
liver and with individual Drosophila. If homogenizing cells or 
tissues, the solvent is neat DMSO with 0.5% tri fl uoroacetic 
acid. No water is added to the DMSO because it will be sup-
plied by the sample. If homogenizing a dried sample, then use 
92% DMSO in water with 0.5% tri fl uoroacetic acid. Homogenize 
in a 0.5 mL microfuge tube on ice for 30 s using a plastic pestle 
(KT749521-0500, Kimble Chase, Vineland, NJ) and a motor-
ized handheld homogenizer. This solvent rather effectively dis-
rupts cell components, giving a protein recovery greater than 
obtained with aqueous buffers. DNA does not interfere with 
this dot blot method, so disruption of nuclei is not a concern. 
After centrifuging at 21,000 ×  g  for 5 min, the supernatant can 
be mixed directly with DNPH derivatization solution, incu-
bated 15 min and spotted onto the membrane.  

    24.    We typically spot ~60 ng for samples and standards. However, 
the total protein content of the spot does not appear to affect 
the carbonyl measurement, at least when total protein is 
adjusted (by addition of bovine albumin) to be between 10 
and 300 ng. If addition of a carrier protein is desired, for exam-
ple, to avoid losses from samples of low protein content, you 
may add bovine albumin that is either reduced with borohy-
dride to remove residual carbonyl or taken from a lot of low 
inherent carbonyl content  (  8  ) . For the protein standard on the 
protein dot blot we use a bovine albumin solution from Pierce 
(23209, Rockford, IL), dried by vacuum centrifugation and 
diluted in derivatization solution as desired.  

    25.    Assembly of the dotting apparatus: Lay a dry piece of PVDF 
membrane on a 96-well polypropylene plate and top with an 
alignment grid. Typically we use a  fl at piece of plastic with 96 
holes such as that from a box of Rainin pipette tips. The 
 assembly is taped together to avoid slippage. No backing layer 



280 N.B. Wehr and R.L. Levine

should be used because sample wicking will occur, leading to 
variable results. The pipette should be held vertically and the 
entire tip contents expelled onto the PVDF, gently touching 
the tip to the membrane if wished.  

    26.    Because of the small sample volume some variation in the 
amount applied may occur, especially when attempting the 
procedure for the  fi rst time. Thus, at least triplicate dots of 
both protein and carbonyl samples are recommended.  

    27.    The rinsed blots are stable for at least 2 days whether stored at 
−80º, in dry ice, or at room temperature. This allows blots 
prepared in one laboratory to be shipped to another for detec-
tion and scanning.  

    28.    Oxidation of proteins may generate aggregates and fragments 
that contribute to the carbonyl content of the sample. For this 
reason, even when studying puri fi ed proteins, the entire lane 
on the gel should be integrated.  

    29.    The dotted sample may not spread evenly on the PVDF mem-
brane, resulting occasionally in a dense center surrounded by 
a more diffuse ring which should be included in the integrated 
area. Make sure that integration circles are large enough to 
accommodate the biggest dot on the blot including the dif-
fuse ring. Use this size circle for all samples. The regression 
line for the carbonyl calibration curve should not be forced 
through zero.          
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    Chapter 19   

 Assays for the Measurement of Lipid Peroxidation       

     Ana   Cipak   Gasparovic   ,    Morana   Jaganjac   ,    Branka   Mihaljevic   , 
   Suzana   Borovic   Sunjic      , and    Neven   Zarkovic         

  Abstract 

 Physical and emotional stress, metabolic alterations, carcinogenesis or in fl ammation are conditions that 
can trigger oxidative stress, which is de fi ned as a balance shift of redox reactions towards oxidation, result-
ing in the increase of reactive oxygen species (ROS). ROS are continuously formed in small quantities 
during the normal metabolism of cell, however the overproduction of ROS is cytotoxic and damages 
macromolecules (DNA, proteins, sugars and lipids). Polyunsaturated fatty acids (PUFAs) that are esteri fi ed 
in membrane or storage lipids are subject to ROS-induced peroxidation resulting in the destruction of 
biomembranes. Final products of lipid peroxidation (LPO) are reactive aldehydes that are relatively stable 
and may diffuse far from the initial site of oxidative injury and act as second messengers or free radicals. 
The difference between physiological and pathological oxidative stress is often the occurrence of LPO and 
its  fi nal toxic products. In this chapter, two classes of methods for measurement of LPO are described. 
The  fi rst include assays for detection of LPO at the organismal level, while the second include molecular 
and cellular assays that reveal the mechanistic effects of LPO on the function, morphology and viability of 
the cells.  

  Key words:   ELISA ,  HNE ,  HPLC ,  Immunocyto/histochemistry ,  Lipid–derived aldehydes ,  LOOH , 
 Oxidative stress    

 

  Our everyday exposure to stress, either psychological (e.g., stress 
at work) or environmental (e.g., pollution, cigarette smoke), pro-
vokes changes on the cellular level resulting in endogenous stress. 
Physical and emotional stress, infections or in fl ammation are con-
ditions that can trigger overproduction of reactive oxygen species 
(ROS). Increase of ROS and/or decreased antioxidant defense 
result in the misbalance in the cell redox reactions i.e., in the state 
termed oxidative stress. ROS are normally formed in small quantities 
during metabolic processes. However, overproduction of ROS is 

  1.  Introduction

  1.1.  Oxidative Stress
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cytotoxic and damages macromolecules (DNA, proteins, sugars, 
and lipids)  (  1  ) . It is well known that LPO is generally considered 
to be the major mechanism of cell injury in aerobic organisms sub-
jected to oxidative stress. LPO has a major impact on the pathol-
ogy of many diseases with an oxidative etiology, such as cancer, 
degenerative and in fl ammatory diseases  (  2  ) . This process proceeds 
through chain free radicals reactions of polyunsaturated fatty acids 
(PUFA). During its early stage, peroxidation of lipids results in 
formation of the  fi rst stabile products, lipid hydroperoxides 
(LOOH). The mechanism of LPO based on a radical chain reac-
tions, starts with the abstraction of hydrogen atom producing the 
bisallylic radical L •   (  1  ) . The propagation steps are illustrated in 
reactions  2  and  3 . 

  Initi ation 

     • •LH L H .→ +    (1)   

  Propagation steps 

     • •
2L O LOO .+ →    (2)  

     p• •LOO  LH  LOOH L .k+ ⎯⎯→ +    (3)   

  Termination steps 

     • •L L non radical products.+ → −    (4)  

     • •L  LOO non radical products.+ → −    (5)  

     t2• •LOO  LOO non radical products.k+ ⎯⎯⎯→ −    (6)   

 The reaction of L •  with oxygen is close to a diffusion-
controlled process, but is also reversible (reaction  2 ). Indeed, the 
peroxyl radical can undergo a very rapid fragmentation that can 
also serve as a useful clock for H-atom transfer from antioxidant 
molecules. Peroxyl radicals LOO •  can abstract a hydrogen atom to 
produce LOOH together with “fresh” L •  radicals to continue the 
chain (reaction  3 ). The termination steps occur either by radical–
radical combination (reactions  4 – 6 ), or by attacking other mole-
cules, such as an antioxidant or proteins. 

 The products of lipid degradation and decomposition are com-
monly expressed as conjugated dienes, as well as aldehyde end- products, 
which are used to assess the occurrence of oxidative stress  (  2  ) . 

 Damage of PUFA, induced by free radicals, leads primary to 
the destruction of biomembranes. This can lead to changes in the 
permeability and  fl uidity of the membrane lipid bilayer while severe 
membrane dysfunction is usually associated with loss of viability. 

 Although oxidative stress has been implicated in various and 
numerous pathological states (e.g., in fl ammation, neurodegenera-
tive diseases and cancer) LPO and oxidative stress are not only 
pathological but also physiological processes. Namely, oxidative 
stress triggers a cellular stress response thereby activating a number 
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of the redox-sensitive signaling cascades. At low levels oxidative 
stress induces protective effects but at high levels it may lead to 
more damaging effects. When cells are exposed to low oxidative 
stress levels they induce transcription factor Nrf2 that is known to 
regulate transcriptional activation of numerous antioxidant and 
detoxi fi cation enzymes (e.g., catalase). A further increase in ROS 
production, i.e., in oxidative stress level, can result in proin fl ammatory 
and cytotoxic effects. For example, redox-sensitive MAP kinase and 
NF- k B cascades are responsible for the proin fl ammatory effects by 
inducing the release of cytokines, chemokines, and adhesion mole-
cules. Finally, high oxidative stress levels are cytotoxic and involve 
mitochondrial perturbation, followed by the release of proapoptotic 
factors and inducing apoptosis  (  3  ) .  

  Final products of LPO are reactive aldehydes such as 4-hydroxyalke-
nals and other similar  a ,  b -unsaturated aldehydes. 4-Hydroxynonenal 
(HNE), malondialdehyde (MDA) and acrolein  (  4  )  are the most 
investigated aldehydes which cause increased membrane  fl uidity, 
cytosol ef fl ux, and loss of (membrane) protein activities. As 
expected, vast LPO results in membrane disintegration  (  5  )  and cell 
death, but it cannot be resolved if it is cause or consequence of cell 
death  (  6  ) . The  a ,  b -unsaturated aldehydes are shown to regulate 
signaling kinases through function modi fi cation and thus regulate 
in fl ammation, apoptosis, and other signaling pathways  (  7  ) . A great 
number of these aldehydes have been isolated from biological sam-
ples, where they may promote and reinforce cell damage induced 
by oxidative stress. Lipid-derived aldehydes are more stable than 
ROS and can therefore diffuse across membranes and reach the 
targets distant from the initial site of oxidative injury. Because of 
their stability and biological activity, some of them are also known 
as second messengers of free radicals  (  8,   9  ) .  

  Quanti fi cation of LPO is essential to assess to role of oxidative 
injury in pathophysiological disorders. We can distinguish two 
types of methods for the measurement of LPO. The  fi rst ones 
include assays for the detection of the LPO level in the system, i.e., 
measuring the concentrations of oxidation products of lipids, pro-
teins and DNA. The complementary methods to measurements of 
peroxidation are the ones measuring the concentrations of antioxi-
dants. The second type of methods includes assays that reveal the 
mechanistic effect of LPO on the morphology and pathology both 
in vivo and in vitro. Here it has to be emphasized that in the case 
of reactive aldehydes it should be taken into the consideration the 
form of these aldehydes that is measured. Namely, they can be 
either free or bound to biological molecules. When they are bound, 
aldehydes play a real powerful biological role in cell signaling, and 
for this reason they are considered as bioactive markers of oxidative 
stress  (  8  ) .   

  1.2.  Reactive 
Aldehydes

  1.3.  Assays for the 
Measurement of the 
Lipid Peroxidation 
Level
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  ●      1.5 mL microcentrifuge tubes.  
  UV-dedicated cuvettes.   ●

  Enzyme-linked immunosorbent assay (ELISA) microwell plates.   ●

  Ni grids.   ●

  0.2   ● m m cellulose membranes.     

  ●     UV/VIS spectrophotometer Varian Cary 4000.  
  High-performance liquid chromatographic (HPLC) system  ●

with  fl uorescence detector with HPLC column ODS2, 5  m m, 
4.6 × 150 mm.  
  Microcentrifuge.   ●

  Filtering system.   ●

  Water bath.   ●

  Vortex.   ●

  HPLC system with a UV detector with a column ODS, 5 mm,  ●

4.6 × 150 mm.  
  Centrifuge.   ●

  Microplate reader with  fi lters 620 and 450 nm.   ●

  System for electrophoresis.   ●

  Semidry or wet blotter.   ●

  Light microscope.   ●

  Transmission electron microscope.      ●

  ●     Phosphate buffered saline (PBS), pH 7.4: 8.08 mM Na 2 HPO 4,  
17.7 mM KH 2 PO 4 , 136.7 mM NaCl, 170 mM CaCl 2 , 123 mM 
MgCl 2 , 2.68 mM KCl.  
  HNE solution: Activate HNE-dimethyl acetal by adding 1 mM  ●

HCl and incubate for 1 h at RT ( see   Note 1 ).    

  ●     Extraction solution: A cold deaerated mixture CH 2 Cl 2 –MeOH 
(2:1, v/v) ( see   Note 2 ).  
  Reagent solution: Equal volumes of deaerated aqueous solu- ●

tion, 4.5 mM FeSO 4 ·7H 2 O in 0.2 M HCl, and 3% deaerated 
methanolic solution of KSCN ( see   Note 3 ).  
  1% solution of metaphosporic acid in MeOH.      ●

  ●     4.4 mM MDA standard solution: 10  m L tetraethoxy-propane 
(TEP) in 10 mL 40% ethanol.  
  0.44 M H  ●

3 PO 4 .  
  42 mM TBA.   ●

  2.  Materials

  2.1.  Common Materials

  2.1.1.  Disposables

  2.1.2.  Equipment

  2.1.3.  Common Reagents

   Ferric Thiocyanate Method 
Components

   Determination 
of Lipid Derived Aldehydes 
by HPLC
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  Alkaline methanol: Add 4.5 mL 1 M NaOH to 50 mL methanol.   ●

  Acetonitrile/acetic acid: Mix 24 mL acetonitrile and 1 mL  ●

acetic acid.  
  Mobile phase for HNE HPLC: 42% acetonitrile in distilled  ●

water.     

  ●     BSA standards: 1% (w/v) BSA in PBS.  
  Carbonate binding buffer, pH 9.6.   ●

  Blocking solution: 5% (w/v) fat-free dry milk in PBS.   ●

  ELISA washing buffer: 0.5 mL Tween 20/L of PBS.   ●

  Peroxidase blocking solution: 0.1% NaN  ●

3  and 1.5% H 2 O 2  in PBS.     

  ●     Nonreducing buffer for electrophoresis: 0.6055 g TRIS, 
0.8766 g NaCl in 100 mL ddH 2 O pH 7.5 with 1% (v/v) 
Triton X-100, 2% (w/v) sodium deoxycholate, and 2% (w/v) 
SDS. Add 1 mM PMSF immediately before use  
  10% polyacrilamide gel.   ●

  Blocking solution: 0.5% (w/v) fat-free dry milk in PBS.   ●

  Washing solution: 0.5 mL Tween 20/L of PBS.   ●

  Blocking solution for ICC/IHC and ImmunoGold: 3% H  ●

2 O 2  
in PBS.  
  DAB (Dako, Glostrup, Denmark).   ●

  Cacodylate buffer pH 7.2.   ●

  Fixative for electron microscopy: 2% glutaraldehyde in cacody- ●

late buffer.  
  Post- fi xative for electron microscopy: 1% osmium tetroxide in  ●

cacodylate buffer.  
  Uranyl acetate.   ●

  Reynolds lead nitrate solution.         ●

 

  Spectrophotometric quanti fi cation of LOOH is used to follow 
accurately the initial or early stages of the LPO process  (  10  ) . This 
method is a highly accepted and popular method of analysis, which 
has appeared applicable to different interdisciplinary LPO studies. 
At the same time, LOOH were earlier proposed as good indicators 
of the LPO low levels  (  11  ) . Quantitative analysis of LOOH is not 
a straightforward task. On the one hand, LOOH molecules are 
unstable unless special precautions are undertaken; on the other 
hand, due to the lack of the characteristic chromophores, LOOH 
molecules are mostly devoid of convenient spectroscopic features 

   ELISA

 Immunodetection of 
LPO-Modi fi ed Proteins

  3.  Methods

  3.1.  Quantitative 
Analysis of Lipid 
Hydroperoxides
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in the UV and VIS parts of the optical spectrum. The indirect 
method for determination of LOOH described here is reliable 
assay and does not dependent on laborious and expensive equip-
ment. The development of the response is fast and the method is 
suitable for multiple sample analysis. The spectrophotometric 
method is based on the oxidation of ferrous with LOOH to ferric 
ion and subsequent complexation of the latter by thiocyanate. The 
analysis is to be carried out in the same solvent that is used for the 
extraction of lipids from the sample (deoxygenated CHCl 3 –MeOH 
or a CH 2 Cl 2 –MeOH = 2:1, v/v mixture). In this solvent, total lipids 
up to 5 mg/mL do not interfere, and linear increase of the absor-
bance of ferric thiocyanate complex is obtained up to 20  m M 
LOOH. Molar absorptivity of the ferric thiocyanate complex 
expressed per mol of LOOH was determined as 58,440 M −1  cm −1 , 
based on the average of four ferric ions produced by each LOOH 
molecule. The estimated lowest detectable limit was about 
170 pmol LOOH/mL of analyzed solution, which corresponded 
to about 50 pmol LOOH/mg lipid in complex natural mixtures. 
Thus, here, a method providing an easy, rapid, sensitive, and com-
plete measure of hydroperoxidation of lipids is described.

    1.    Mix approximate amounts of deaerated solvent and deaerated 
extract in a volumetric  fl ask so that total amount of lipids does 
not exceed 5 mg/mL.  

    2.    Add a small amount of the deaerated reagent solution (0.04 mL 
of reagent solution per mL of total volume) and bring to the 
mark with solvent.  

    3.    Keep the deaerated solution in dark up to 20 min, to allow for 
the completion of the reaction ( see   Note 4 ).  

    4.    Measure the absorbance at 500 nm against the reagent blank 
( see   Note 5 ).  

    5.    Calculate the concentration of LOOH in the sample using 
molar absorptivity of the ferric thiocyanate complex 
58,440 M −1  cm −1  expressed per mol of LOOH ( see   Note 6 ).     

      1.    Take an aliquot of known volume of sample, e.g., 0.5 mL plasma.  
    2.    Add 0.5 mL 1% solution of metaphosporic acid in MeOH ( see  

 Note 7 ).  
    3.    Add 1 mL of ice-cold CHCl 3 , mix thoroughly and then the 

mixture centrifuge at 2,000 ×  g  for 5 min.  
    4.    Collect 0.5 mL the chloroform extract, add 0.45 mL deaerated 

solvent mixture CH 2 Cl 2 –MeOH (2:1, v/v) and 0.05 mL 
off freshly prepared reagent solution to produce the ferric 
thiocianate complex.  

    5.    After incubation for 20 min in dark and room temperature, 
measure the absorbance at 500 nm against a solvent mixture.  

    6.    Measure the absorbance at 500 nm against the reagent blank.  

  3.1.1.  Microprocedure 
for LOOH Measurement 
in Fresh Plasma Samples
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    7.    Calculate the concentration of LOOH in the sample using 
molar absorptivity of the ferric thiocyanate complex, 
58, 440M −1  cm −1 , expressed per mol of LOOH ( see   Note 8 ).       

  Here a rapid and sensitive HPLC method is described, with either 
spectro fl uorimetric detection for measurement of MDA-
tiobarbituric acid aduct (TBA) in biological samples such as plasma, 
urine, and tissue samples or with UV detector for HNE detection 
in serum free cell culture samples (Fig.  1 ).  

  3.2.  Determination 
of Lipid Derived 
Aldehydes by HPLC

  Fig. 1.    Systemic oxidative stress determined by MDA presence in plasma of tumor bearing 
animal measured by HPLC. MDA concentration is 0.77  m M determined by standard curve 
(not shown).       
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      1.    Prepare MDA standards by serial dilution of 4.4 mM MDA 
standard solution to concentrations: 0, 0.31, 0.63, 1.25, 2.5, 
5, and 10 mM.  

    2.    Take a 25  m L aliquot of samples and standards and mix with 
225  m L of twice distilled water, 375  m L of 0.44 M H 3 PO 4  and 
with 125  m L of 42 mM TBA.  

    3.    Heat all samples in boiling-water bath for 60 min and then 
cool them on ice ( see   Note 9 ).  

    4.    After cooling mix the samples 1:1 with alkaline methanol.  
    5.    Centrifuge the samples at 2,500 ×  g  for 3 min.  
    6.    Take clear supernatants and analyze by an HPLC method with 

 fl uorescence detection (excitation 527 nm, emission 550 nm) 
with  fl ow adjusted to 1 mL/min  (  12  ) .      

      1.    Prepare HNE standards by serial dilution from HNE stock 
solution.  

    2.    Take serum-free culture samples (1 × 10 6  cells) and mix with 
300  m L ice-cold acetonitrile–acetic acid (24:1, v:v).  

    3.    Incubate the mixture for 2 h on ice.  
    4.    After incubation, centrifuge the samples at 8,000 × g at +4°C 

for 30 min and the supernatant is then either stored in liquid 
nitrogen or analyzed.  

    5.    Inject 20  m L of each sample into the HPLC system with a UV 
detector. The mobile phase consisted of 42% (v/v) acetonitrile. 
Set the  fl ow to 1 mL/min and the absorbance at 223 nm  (  13  ) .       

  One of the most popular immunological methods for measure-
ment of speci fi c antigen is ELISA. ELISA is based on the absorp-
tion capacity of proteins to bind to the microplate walls. Once, the 
antigen is bound, the detection is accomplished by interaction with 
the antigen-speci fi c antibody, concentration of which is quanti fi ed 
by enzyme-linked to secondary antibody. In the case of aldehyde 
measurement, HNE-histidine adducts are measured by ELISA 
giving the population of this aldehyde bound to protein and 
thereby achieving its biological activity.

    1.    Prepare HNE standards by dissolving BSA in H 2 O for 24 h by 
magnetic stirring.  

    2.    Dilute HNE to the desired concentrations and mix with BSA 
solutions for 24 h at 4°C.  

    3.    Add 200  m L carbonate binding buffer, pH 9.6 into the wells 
followed by 20  m L of standards or samples.  

    4.    Incubate the plate overnight at +4°C.  
    5.    Wash once with 400  m L H 2 O.  

  3.2.1.  MDA Determination 
by HPLC

  3.2.2.  HNE Determination 
by HPLC

  3.3.  HNE-ELISA
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    6.    Add 400  m L the blocking solution and incubate for 3 h at 
room temperature.  

    7.    Wash once with 400  m L ELISA washing buffer.  
    8.    Add 200  m L anti-HNE-His antibody and incubate for 2 h at 

room temperature.  
    9.    Wash seven times with 400  m L ELISA washing buffer.  
    10.    Add 400  m L peroxidase blocking solution and incubate for 

30 min at room temperature.  
    11.    Wash seven times with 400  m L ELISA washing buffer.  
    12.    Add 200  m L the secondary antibody and incubate for 1 h at 

room temperature.  
    13.    Wash seven times with 400  m L ELISA washing buffer.  
    14.    Add 200  m L of TMB substrate (0.1 mg/mL) and stop the 

reaction after 5–10 min (ELISA Stress) or 30–60 min (ELISA 
Fine) by adding 2 M 50  m L H 2 SO 4 .  

    15.    The absorbance is read at 450 nm with the reference  fi lter set 
to 620 nm  (  13  ) .      

  The dot blot and western blot or a protein immunoblot are tech-
niques for detecting, analyzing, and identifying proteins (as shown 
in Fig.  2 ). The principle of these techniques is transfer of proteins 
to membrane, and identi fi cation of speci fi c protein by speci fi c 

  3.4.  Immunoblotting 
of LPO-Modi fi ed 
Proteins

  Fig. 2.    Detection of LPO derived aldehydes by immunoblotting.    Panel ( a )  Dot-blot  of 
acrolein-protein standards detected by anti-acrolein-lysine antibody. Panel ( b ) Western 
blot of yeast cell treated by HNE detected by anti-HNE-histidine antibody.       
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 antibodies. Western blot technique includes separation of proteins 
according to their size or 3-D structure by gel electrophoresis, 
while in dot-blot proteins are directly spotted onto a membrane 
and identi fi ed with speci fi c antibody.  

      1.    Prepare and treat cell cultures according to experimental pro-
tocol for analysis of LPO products.  

    2.    Decant the media and wash the cells with PBS.  
    3.    Add non-reducing buffer for electrophoresis and scrape the cells.  
    4.    Freeze and thaw the lysates for three times in order to obtain 

good cell disruption.  
    5.    Measure protein concentration according to Lowry ( see  

 Note 10 ).  
    6.    Apply the samples to 10% polyacrylamide gel, and separate in 

the electric  fi eld.  
    7.    After separation on the gel, proteins are to be transferred onto 

the membrane (pore diameter 0.2  m m) in the electric  fi eld.  
    8.    Systems for the transfer to the membrane can be either “wet,” 

in which the whole transfer block (gel, membrane and  fi lter 
papers) are merged into the transfer buffer, or “semi-dry” in 
which the transfer block is soaked in the buffer. After transfer 
to the membrane, proteins are analyzed by immunostaining, 
which is common to both Western blot and dot-blot analysis 
and is described below.      

  In order to perform analysis of HNE or acrolein bound to pro-
teins, cell protein lysates have to be prepared and proteins need to 
be quanti fi ed according to Lowry  (  14  ) . For dot-blot analysis pro-
tein extracts (20  m g) should be spotted onto nitrocellulose mem-
branes and analyzed as described below.  

      1.    After the samples are blotted onto the membrane, incubate the 
membrane in blocking solution (0.5% nonfat milk powder in 
PBS) at room temperature for 60 min.  

    2.    Decant the blocking solution and then incubate the membrane 
overnight with mouse monoclonal antibodies directed against 
HNE-His adducts (1:45 in 1% BSA in PBS)  (  15  ) , or against 
acrolein-Lys adducts (2  m g/mL in 5% BSA in PBS)  (  16  ) .  

    3.    Wash the blots four times for 5 min in washing solution.  
    4.    Incubate the blot for 2.5 h with rabbit anti-mouse alkaline 

phosphatase-conjugated antibody (dilution 1:10,000 in 
PBS/1%BSA).  

    5.    Visualize the immuno-complexes using the Enhanced AP 
Conjugate Substrate Kit (Bio-Rad)  (  17  ) . Furthermore, the 
staining with alkaline phosphatase can be replaced by applying 

  3.4.1.  Western Blot Analysis 
of HNE/Acrolein-Modi fi ed 
Proteins

  3.4.2.  Dot-Blot Analysis

  3.4.3.  Analysis of HNE/
Acrolein-Modi fi ed Proteins 
on the Membrane
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the Labelled StreptAvidin-Biotin (LSAB, Dako, Denmark) 
method  (  18  )  or EnVision technique followed by the 
3,3 ¢ -diamino-benzidine tetrahydrochloride (DAB) visualiza-
tion of the complexes  (  19  ) .  

    6.    Scan the obtained signals for quanti fi cation.       

  The presence of lipid derived aldehydes in cells and tissue can be 
determined by immunocyto/histochemistry (ICC/IHC) (Fig.  3 ). 
ICC/IHC offers simple and sensitive methods for the localization 
of certain antigens in cells and tissues and is a routine and essential 
tool in diagnostic and research laboratories. The antigen of interest 
is detected by speci fi c antibody-antigen interactions where the 
antibody has been tagged with a visible label. The complexes are 
visualized by a marker such as enzyme,  fl uorescent dye or colloidal 
gold. Depending on the method the samples are subsequently ana-
lyzed under light, confocal or electron microscope. Although many 
researchers commonly use confocal microscopy as a substitute for 
immunoelectron microscopy in cell biology research, confocal 
microscope is incapable of reliably discriminating most subcellular 
structures. Therefore electron microscopy represents the central tool 
for placing macromolecular functions within a cellular context  

      1.    Cut the samples which were  fi xed in formalin and then embedded 
in paraf fi n, to sections of 5  m m thickness.  

    2.    Rehydrate the section through decreasing gradient of alcohol 
(absolute ethanol, 96%, 70% ethanol, and water).  

    3.    Wash the section in PBS and incubate with primary antibody 
directed against HNE-His conjugates  (  20  ) .  

    4.    In order to block endogenous peroxidase activity, incubate the 
sections with 3% hydrogen peroxide in dark for 20 min.  

    5.    Wash the sections three times for 5 min in PBS.  

  3.5.  Detection of Lipid 
Derived Aldehydes in 
Cells and Tissues

  3.5.1.  Imunocyto/
Histochemistry of HNE

  Fig. 3.    Detection of LPO derived aldehydes in cells and tissues. Panel ( a ) immunohistochemical detection of HNE in 
kidney tissue of tumor bearing rat. Panel ( b ) Immuno fl uorescence detection of HNE-protein adducts in rat liver. Panel 
( c ) ImmunoGold (electron microscopy) detection of HNE-protein adducts in spleen cells.       
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    6.    Incubate with EnVision reagent (Dako, Denmark) according 
to the manufacturer’s instructions.  

    7.    Wash the sections three times for 5 min in PBS.  
    8.    Use DAB as chromogen.  
    9.    Counterstain the sections with hematoxylin ( see   Note 11 ).      

      10.    Fix the samples in 2% glutaraldehyde in cacodylate buffer 
(pH 7.2).  

    11.    Dehydrate the samples with serial dilutions of acetone 
( see   Note 12 ).  

    12.    Post- fi x the samples with 1% osmium tetraoxide and in fi ltrate 
with epoxy resin by the standard procedure  (  21  ) .  

    13.    Cut ultrathin sections of samples 130 Å and mount them 
directly on nickel grids.  

    14.    For immunostaining, block endogenous peroxidase activity 
with 3% hydrogen peroxide in PBS ( see   Note 13 ).  

    15.    Use murine monoclonal antibodies against HNE-His and 
incubated for 24 h at +4°C.  

    16.    Incubate the sections in rabbit anti-mouse (10 nm) gold probe 
(dilution 1:50 in PBS) ( see   Note 14 ).  

    17.    After immunolabeling, counterstain sections with uranyl ace-
tate and Reynolds lead nitrate solution.  

    18.    Analyze by transmission electron microscopy.        

 

     1.    Measure HNE concentration spectrophotometrically—measure 
the HNE maximal absorbance at 223 nm (  e   = 13,750 M −1  cm −1 ).  

    2.    We  fi nd the solution is stable for several days if protected from 
oxygen and light and kept in a refrigerator.  

    3.    We  fi nd that the use of a single solution containing both 
reagents, Fe 2+  and SCN − , makes the analysis faster and easier, 
and overcomes the non-reproducibility caused by the addition 
of the Fe 2+  reagent solution before the SCN −  reagent solution. 
Additionally, for developing the response, spectrophotometry 
of ferric thiocyanate is performed in the same solvent with 
which extraction of lipids is carried out, a deaerated mixture of 
CH 2 Cl 2 –MeOH (2:1, v/v).  

    4.    The buildup of the absorbance of the ferric thiocyanate com-
plex (the response) occurs at a rate which depends on the 
structure of LOOH. The composition of the ferric thiocyanate 
complex, [FeNCS] 2+  complex, in the solvent mixture CH 2 Cl 2 –
MeOH is well de fi ned over a range of concentrations, and the 

  3.5.2.  Subcellular 
Detection of HNE by 
Immunogold Method

  4.  Notes
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stability constant is high enough to make this complex a suitable 
means of visualizations of Fe 2+ -to-Fe 3+  transformations in non-
aqueous media  (  22  ) .  

    5.    If the sample extract is colored, which is often the case with 
natural samples, it is necessary to measure its absorbance 
against a different (sample) blank, which has the same compo-
sition, except for the reagent solution. In that case, the absor-
bance at 500 nm of the reagent blank has to be subtracted 
subsequently.  

    6.    We  fi nd total lipids up to 5 mg/mL do not interfere, and linear 
increase of the absorbance of ferric thiocyanate complex is 
obtained up to 20  m M LOOH.  

    7.    Aliquot of sample and metaphosphoric acid solution should 
be equal.  

    8.    The background absorbance generated from possible interfer-
ing substances or non-hydroperoxide generated color in the 
assay can be measured by addition of 1 mM of triphenyphos-
phine and possible interference determined eliminate by sub-
traction from the absorbance of the LOOH in plasma sample 
measured at 500 nm.  

    9.    At this point, samples can be stored for 24 h at −20°C.  
    10.    Measuring proteins according to Bradford is not suitable, due 

to interference of SDS in this method, which is not the case 
with Lowry’s method.  

    11.    The samples should be analyzed by a pathologist. Speci fi city of 
anti-HNE immunostaining should be validated by using HeLa 
cells pretreated with ranging concentrations of HNE 
(1–100  m M)  (  23  ) .  

    12.    If working with cell samples, centrifuge the cells between 
each step.  

    13.    This step makes the sections more hydrophilic. It is this step 
which makes antibody-binding sites visible in the transmission 
electron microscopy.  

    14.    It is this step which makes antibody-binding sites visible in the 
transmission electron microscopy.          
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    Chapter 20   

 Raman Spectroscopy for the Detection of AGEs/ALEs       

     J.   Renwick   Beattie   ,    John   J.   McGarvey   , and    Alan   W.   Stitt         

  Abstract 

 Raman spectroscopy is a noninvasive, nondestructive tool for capturing multiplexed biochemical informa-
tion across diverse molecular species including proteins, lipids, DNA, and mineralizations. Based on light 
scattering from molecules, cells, and tissues, it is possible to detect molecular  fi ngerprints and discriminate 
between subtly different members of each biochemical class. Raman spectroscopy is ideal for detecting 
perturbations from the expected molecular structure such as those occurring during senescence and the 
modi fi cation of long-lived proteins by metabolic intermediates as we age. Here, we describe the sample 
preparation, data acquisition, signal processing, data analysis and interpretation involved in using Raman 
spectroscopy for detecting age-related protein modi fi cations in complex biological tissues.  

  Key words:   Advanced glycation end-products ,  Advanced lipoxidation end-products ,  Brunch’s mem-
brane ,  Glycation ,  Raman spectroscopy    

 

  Ageing can lead to decreased function and viability of cells and 
tissues. There are associations between normal physiological  ageing 
and disease although what factors predispose to age-related disease 
and a departure from the “normal” ageing pathway remain obscure. 
As our populations become skewed towards greater longevity, 
ageing disorders are becoming ever-more prevalent which has far-
reaching implications for morbidity and quality of life in the 
elderly. 

 Metabolic pathways are central to cell and tissue homeostasis yet 
they often produce cycles of reactive intermediates that need to be 
closely controlled by complex enzyme systems. At times when some 
pathways become imbalanced or overloaded these reactive interme-
diates can escape the rigorous controls and react with biochemical 

  1.  Introduction

  1.1.  AGE/ALEs in 
Senescence



298 J.R. Beattie et al.

species such as proteins and DNA. This is further complicated by the 
possibility of direct oxidation of glycerides and fatty acids forming 
further reactive intermediates that result in additional modi fi cations. 
Long-lived proteins, such as many collagens, are not readily turned 
over and renewed and so can accumulate these protein modi fi cations 
over time. As proteins are increasingly modi fi ed, their function begin 
to degrade, leading to disease  (  1,   2  ) . 

 Reactions between sugars and free amino groups on proteins, 
lipids and DNA are an inevitable consequence of aldehyde reactiv-
ity and many molecules in our body harbor chemically attached 
carbohydrate. These reactions begin with the formation of Schiff 
bases and   ε  -amino groups that rearrange to Amadori adducts. 
These intermediates can undergo further oxidation and  dehydration 
reactions to form irreversible protein-bound compounds 
 collectively termed advanced glycation endproducts (AGEs). 
Likewise, proteins can be modi fi ed by lipids as well as carbohy-
drates. During oxidative stress, reactive oxygen species attack 
polyunsaturated fatty acids (PUFAs) either in the cell membrane 
or circulating lipoprotein molecules  (  3  ) . This oxidative decompo-
sition of PUFAs initiates chain reactions that lead to the formation 
of a variety of reactive carbonyl species such as 4-hydroxy-trans-2-
nonenal (4-HNE), acrolein (ACR), and malondialdehyde (MDA). 
These can generate adducts known as advanced lipoxidation end-
products (ALEs). While ALEs are often grouped together with 
AGEs, they should be regarded as a distinct class of adducts due 
to their differing reaction chemistry although most AGE/ALE 
adducts are highly stable at physiological pH and their accumula-
tion in tissues depends on factors such as availability of metal ions, 
redox balances and longevity of the modi fi ed protein. Irrespective 
of their chemical derivation, AGE/ALE modi fi cations can have a 
signi fi cant impact on protein structure and function by mediating 
protein–protein cross-linking reactions, changing tertiary struc-
ture and normal molecular function, conferring resistance to 
digestion or impairing receptor recognition. AGE/ALEs have 
been implicated in a number of diseases including neurodegenera-
tion, cardiovascular disease, cancer, and in fl ammatory disorders. 
These modi fi cations are sometimes referred to as markers of 
molecular senescence and present a very diverse group of chemical 
species, making simultaneous detection dif fi cult using traditional 
biochemical techniques.  

  Molecular structure is dynamic and all molecules will vibrate con-
stantly under in fl uence of external energy sources such as heat and 
light. When light shines on a sample the individual molecules can 
absorb some of the energy from that light and start to vibrate faster. 
The light is now lower in energy, and thus of longer wavelength, 
which means that its color has been shifted towards the red end of 
the spectrum. These color (energy) shifts correspond to the 

  1.2.  Raman 
Spectroscopy
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 vibrational energies of bonds in the scattering molecule. Each 
 molecule exhibits very speci fi c patterns of vibrations depending on 
its chemical structure and its physical interaction with neighboring 
molecules. This means that analyzing the changes in color allows 
the scientist to peer deep into the chemical and physical structure 
of the sample being analyzed. Figure  1  shows some selected Raman 
signals obtained from diverse biochemical species encountered in 
ocular tissue, illustrating the speci fi city of the method, while 
Table  1  lists some of the most intense bands in the spectra of 
selected AGE/ALEs. The reader should be cautioned against 
assigning a signal based on intensity at one position, but should 
compare the pattern of bands found against the pattern of bands in 
a pool of reference spectra—this search is ably assisted by spectral 
database software. To assist the reader in deciding if Raman spec-
troscopy may be of use in their application Table  2  lists some of the 
advantages and disadvantage of the technique  (  4–  6  ) .     

  Raman spectroscopic methods generate complex information in 
large datasets and so it is commonplace to use multivariate statistics 
to simplify the data and identify the most pertinent information. 
Principal component analysis (PCA) is the most popular  qualita-
tive  method for reducing the data to the most limited range of 
basic spectral signals that, in various combinations, account for all 
the signals within the dataset. The results of most interest from 
PCA are the basic spectral signals (“loadings”) and the so-called 
“scores,” which re fl ect the relative contribution of these basic 

  1.3.  Multivariate 
Statistics

  Fig.1.    Raman spectra of selected reference compounds: ( a ) collagen 4, ( b ) heme, 
( c ) AGE-BSA, ( d ) oleic acid, ( e ) GH-1.       
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   Table 1 
  Some Raman band assignments for common moieties 
in AGE/ALEs   

 Band position wavenumber/cm-1  AGE/ALE 

 1,734  MGO 

 1,697  MG-H1/MG-H2 

 1,690  HHE 

 1,685  Aminoguanidine 

 1,655  Acrolein 

 1,637  MG-H2 

 1,620  Acrolein 

 1,612  MOLD/aminoguanidine 

 1,580  CEL/aminoguanidine 

 1,534  HHE/aminoguanidine 

 1,460  CML/MG-H1 

 1,454  CEL/MGO/aminoguanidine 

 1,445  GOLD 

 1,439  MOLD 

 1,420  GOLD 

 1,417  CML/AAA 

 1,405  CEL 

 1,400  MOLD 

 1,390  CML 

 1,360  CEL 

 1,342  MOLD/GOLD 

 1,336  Aminoguanidine 

 1,320  CEL/CML 

 1,276  GO 

 1,038  GO 

 1,026  METSO 

 1,016  METSO 

 969  Aminoguanidine 

 930  CML 

 900  AAA 

(continued)
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Table 1
(continued)

 Band position wavenumber/cm-1  AGE/ALE 

 890  HHE 

 845  Acrolein 

 836  Acrolein/pentosidine 

 831  MG-H1 

 820  GO 

 809  MGO 

 801  Pentosidine 

 697  METSO 

 685  MGO 

 671  MG-H2 

 609  MGO 

  Further assignments available in refs.  (  4,   6,   20  )   

   Table 2 
  Advantages and disadvantages of Raman spectroscopic 
techniques   

 Advantages  Disadvantages 

 Minimal interference from water  Weak effect 
 Noncontact, noninvasive  Expensive a  
 All physical states of matter  Can be time-consuming 
 Minimal sample preparation  Fluorescence can interfere 

 Nondestructive 
 Spatial resolution diffraction limited 
 Measure <1 pg material 
 Rich chemical and physical information content 
 Instrumentation highly adaptable 

 Special techniques extend: 
 Sensitivity (e.g., surface enhanced RS)  (  21  )  
 Speci fi city (e.g., resonance RS)  (  22  )  
 Spatial resolution (e.g., tip enhanced RS)  (  23  )  
 High  fl uorescence (e.g., shifted subtracted RS)  (  24  )  
 Sub-surface probing (e.g., spatially offset RS)  (  25  )  
 Larger volume (e.g., transmission RS)  (  26  )  

   a Cost-effective systems with good technical speci fi cations are becoming 
increasingly available  
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spectral signals to each sample spectrum. One of the most 
 commonly applied methods of  quantitative  analysis is partial Least 
Squares (PLS), in which the sample spectra are regressed against a 
reference parameter. The regression coef fi cients are the spectral 
bands that were used to correlate with the reference value, and are 
an excellent way of checking that the correlation is based on direct 
spectral measurement of the target analyte. A more detailed intro-
duction to multivariate statistics is available from Umetrics AB 
(Umea, Sweden)  (  7,   8  ) .   

 

  Pure reference samples for any AGE/ALE species to be targeted 
should be used, along with additional AGE/ALE species expected 
to be common and reference samples for the main bulk constitu-
ents of the tissue under investigation. For example, the authors 
have previously acquired a database of AGE/ALE spectra sourced 
from commercially available compounds:

   2-Amino-5-(2-amino-5-hydro-5-methyl-4-imidazolon-1-yl)- ●

pentanoic acid (MG-H2).  
  2-Aminoadipic acid.   ●

  Acrolein.   ●

  All-  ● trans  retinal.  
  Carboxyethyl lysine (CEL).   ●

  Carboxymethyl lysine (CML).   ●

  Collagen I, III, IV, elastin, heme (Sigma-Aldrich; St Louis,  ●

MO).  
  Croton aldehyde.   ●

  Dihydropyridine-lysine (DHP-Lys).   ●

  Glycoaldehyde.   ●

  Glyoxal (GO).   ●

  IMARS (pentosidine).   ●

  MDA and AGE-modi fi ed protein (BSA), were synthesized and  ●

puri fi ed using published protocols  (  9,   10  ) .  
  Methionine sulfoxide.   ●

  Methyl glyoxal (MGO).   ●

    ● N  δ -(5-hydro-4-imidazolon-2-yl)-ornithine (G-H1).  
  NeoMPS (hydroimidazolones   ● N  δ -(5-hydro-5-methyl-4-
imidazolon-2-yl)-ornithine (MG-H1).  
  OXIS (4-hydroxyhexenal/HHE).   ●

  2.  Materials

  2.1.  Standards
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  Other AGEs/ALEs were generously donated by  ●

collaborators:
   4-Hydroxynonenal/HNE (Professor Koij Uchida, Nagoya  –
University, Japan).  
  Argpyrimidine (Professor Ram Nagaraj, Department of  –
Ophthalmology & Visual Sciences, Case Western Reserve 
University, Cleveland).  
  Docosahexaenoic acid/DHA and oxidized DHA (Dr  –
Malgorzata Rozanowska, School of Optometry and Visual 
Sciences, Cardiff University, UK).  
    – α -Crystallin (Dr Tomasz Panz, Dept of Biophysics, 
Jagiellonian University, Krakow).        

  ●     CaF 2  microscope slides as sample substrates (Crystrans, Poole, 
UK) ( see   Note 1 ).  
  Standard methods were applied for quanti fi cation of pentosi- ●

dine, CML, and CEL  (  11,   12  ) .  
  Standard dissection kit for preparation of tissues.   ●

  Software capable of performing multivariate analyses (PCA,  ●

PLS), such as TheUnscrambler (Camo, Oslo, Norway), Matlab 
(Mathworks, Cambridge, UK).     

  ●     The Raman instrumentation employed for our studies is 
detailed below, but additional guidelines for choosing an opti-
mum con fi guration are given in the notes section, while a more 
detailed and technical account of Raman instrumentation is 
available  (  13  ) . For tissue mapping or low volume extracts a 
confocal Raman microscope is required, allowing measure-
ment from volumes of the order of 1  μ m 3 , <1 pg of material 
( see   Note 2 ). 
 The speci fi c instrumental features previously employed by the  ●

authors are offered here.  
  For excitation, a 633 nm excitation laser was employed as the  ●

Bruch’s membrane tissues used previously did not exhibit very 
strong  fl uorescence (10 mW at sample, focused beam diameter 
<1  μ m,  (see   Note 3 ).  
  A typical spectral “window” (i.e., the range of the spectrum  ●

detectable in one acquisition) might be 800–1,800 cm −1  
( see   Note 4 ).  
  For Raman microscopy, microscope objectives of magni fi cation  ●

×10, ×50, and ×100 would be typical ( see   Note 5 ); a 0.1  μ m 
step size motorized, computer-controlled  xyz  stage.      

  2.2.  Other Materials

  2.3.  Confocal Raman 
Microscope
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      1.    Obtain pure reference material for the substances of interest 
and, if possible, a sample containing the reference material in 
the relevant matrix. It is important that the reference materials 
be as pure as possible, with no buffers present, as these will 
interfere with the recorded spectrum.  

    2.    Record their Raman spectra; the exact procedure will be depen-
dent on the instrumentation employed. Because Raman spec-
troscopy is sensitive to physical interactions it is important to 
measure the reference materials under a range of conditions 
and within a relevant matrix.  

    3.    Multiple (minimum 10) spectra should be recorded from dif-
ferent regions of the sample to check for consistency and for 
microscope based assessment this should be ten grid maps 
(5 × 5 spectra with 3  μ m steps between each spectrum) of sepa-
rate areas.  

    4.    PCA will highlight any deviations such as impurities, polymor-
phism or domain formation ( see   Note 6 ).  

    5.    The Raman spectrum obtained from the reference material 
should be compared to known spectra of related molecules and 
tables of assignments to verify that the signal is a reasonable 
re fl ection of the expected chemical structure.  

    6.    The Raman spectra from the pure reference samples are then 
loaded into spectral database software (e.g., Spectral ID, 
Thermo Scienti fi c, Waltham, MA).      

  Raman spectroscopic techniques are applicable to matter in any state, 
can be used for aqueous solutions and, under appropriate circum-
stances are noninvasive. This means that no special sample prepara-
tions are demanded by the Raman methodology, but rather all sample 
preparation requirements are dependent on the biochemical aspects of 
the experiment. As an example, if lipids are considered important the 
sample cannot have been precipitated in ethanol nor can it have been 
paraf fi nated as both processes will delipidate the sample. It is prefera-
ble to keep processing of samples to a minimum. In our studies the 
samples were dissected and air-dried without any  fi xation. Raman 
spectroscopy is based on UV, visible or NIR radiation, allowing mea-
surement of a sample through any substance transparent to the excita-
tion wavelength. Thus Raman experiments can be performed using 
chambers or incubators to control local environment, including tem-
perature, humidity, controlled atmospheres and pressure.  

      1.    Ideally a suf fi ciently large set of samples should be prepared, so 
as to allow for a separate calibration and validation set (2:1 
ratio of samples). If insuf fi cient samples exist then cross 

  3.  Methods

  3.1.  Identify the 
Raman Signal

  3.2.  Sample 
Preparation

  3.3.  Validation of the 
Spectroscopic 
Analyses
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 validation can be used on a single set of data, but would be 
slightly optimistic about model performance.  

    2.    The calibration should be performed over a realistic range of 
concentrations re fl ecting the range encountered in vivo 
(remembering, if the target analyte is likely to be localized, that 
its local concentration may be greater than the average concen-
tration within the whole tissue). To calibrate the analyses for 
the Raman signal we measured the concentrations of a number 
of important AGE/ALE adducts using standard HPLC (pen-
tosidine) and GC-MS(CML, CEL) methods  (  11  )  in a number 
of human Bruch’s membrane.  

    3.    These same samples were subjected to Raman analysis by 
recording 3 grids of 100 spectra in different areas of the sample 
then averaging the spectra for each grid.  

    4.    The signal to noise ratio (S/N) of the major bands in the aver-
age spectrum of each sample should be at least 50 for the 
calibration.  

    5.    Remove the background signal from the Raman spectra  (  14  )  
( see   Note 7 ).  

    6.    Normalize the spectral intensity by dividing each point by the 
average intensity of a number of selected regions of the spec-
trum  (  15  )  ( see   Note 8 ).  

    7.    Input the data into the statistical package, along with the chro-
matographically measured parameters.  

    8.    Carry out a PLS regression, incorporating wavelength selec-
tion (this is a family of methods that identi fi es which wave-
lengths contribute most to the correlation; in The 
Unscrambler it is called the uncertainty test) to create a more 
robust model.  

    9.    Compare the regression performance for each of the normal-
ization procedures and select the optimal model, using this 
normalization procedure for future models or predictions.  

    10.    Compare the regression coef fi cients with the spectra of the 
pure reference compounds as shown in Fig.  2  ( see   Note 9 ). In 
Fig.  2  the regression coef fi cients at the bottom of the  fi gure 
are after wavelength selection of the Raman shifts most 
strongly correlated with the pentosidine content of the human 
Bruch’s membrane and the main peaks are highlighted by 
arrows at the top.       

      1.    Select a suitable area of the sample. If the target analyte is highly 
localized it is possible to use a low spatial resolution (5–10  μ m 
spacing) scan over a large area, follow the procedure described 
below, then repeat in higher resolution in an area identi fi ed 
from the initial screening as containing the target analyte.  

  3.4.  Acquiring the 
Raman Data for the 
Sample
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    2.    The individual spectra used to quantitatively predict the target 
analyte should have an S/N of at least ten (primarily due to the 
normalization step); For qualitative mapping the S/N can be 
lower, with the ultimate contrast of the chemical image deter-
mining the lower limit for S/N, as Fig.  3  illustrates.       

      1.    If the spectral dataset contains a wide variation in spectral 
 quality (as may happen in mapping uneven samples) it is not 
recommended that the spectral intensity of mapped data be 
normalized before qualitative analysis ( see   Note 10 ).  

    2.    Import the data into the statistics package and perform a PCA.  
    3.    Identify principal components (PCs) relating to target analytes 

by comparing the loadings with the reference spectra recorded 
initially. These loadings each contain a positive and a negative 
contribution from two different constituents, which can make 
interpretation dif fi cult. In order to visualize the spectra related 
to a particular component it is necessary to weight each spec-
trum by its score and average the positive and negative score 
spectra separately. The process is illustrated in Fig.  4  and it is 
clear that the spectral constituents contributing to the PC are 
easier to identify, allowing the identi fi cation of signals for a 
number of AGE/ALEs.   

    4.    Compare these signals against the database of reference signals to 
con fi rm identi fi cation or input into a linear combination analysis 
against a limited pool of candidate spectra ( see   Note 11 ).  

  3.5.  Qualitative 
Mapping

  Fig. 2.    Regression coef fi cients used to model pentosidine in human Bruch’s membrane 
compared with the Raman spectra of puri fi ed pentosidine, collagen IV, and hemoglobin.       

 



  Fig. 3.    ( a ) Raman maps of calci fi cations in Bruch’s membrane using data with a mean SNR 
of ( i ) 1.54 and ( ii ) 0.70. ( b ) Shows the spectra for the arrowed areas with the grey spec-
trum corresponding to the white area, and the black spectrum to the black area.       

  Fig. 4.    PC2 loading compared with the score weighted positive (+ve) and negative (−ve) 
score spectra. These spectra can now be directly input into spectral databases or ana-
lyzed by linear combination analysis.       
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    5.    The process should be stopped when the S/N of the loading 
reaches three.  

    6.    The scores of the PCs can be mapped using their original coor-
dinates in order to obtain a pseudo-image like those shown in 
Fig.  5 .       

  Fig. 5.    Raman score maps of individual AGE/ALE constituents in human Bruch’s membranes of different ages as indicated 
at bottom of maps.       
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      1.    Process the data in the same way as the calibration data were 
processed.  

    2.    Import the data into the statistics package and perform a pre-
diction using the PLS regression model created during the 
calibration step.  

    3.    Use the original mapping coordinates to reconstruct a pseudo-
color image of the predicted analyte.      

      1.    It is essential to have a comprehensive database of representa-
tive spectra available for comparison to facilitate interpretation 
of the Raman spectra. Use of spectral database software will 
compare the sample spectrum with the reference spectra and 
report which reference spectra are most similar to the sample. 
In some cases it may not be possible to obtain a pure reference 
spectrum of the target analyte, in which case a spectral data-
base will not be applicable.  

    2.    Alternatively, the sample spectrum can be compared with pub-
lished spectra, tables of band assignments and comprehensive 
vibrational analyses of related molecules. Despite its age, Tu’s 
book on Raman spectroscopy in biology remains a very com-
prehensive reference for typical spectral signals of a wide range 
of biochemicals  (  16  ) .  

    3.    Because of the close link between the Raman spectrum and the 
chemical structure of the analyte it is possible to speculate on 
the origin of an unidenti fi ed signal. If the spectrum of a refer-
ence sample of the suspected molecule is obtained then it can 
be accounted for in the original data without the need to rere-
cord the sample data  (  4  ) .       

  

    1.    The main issues associated with choosing a suitable substrate for 
the sample under investigation are minimal Raman spectral fea-
tures and as low a broadband background signal as possible. 
CaF 2  slides give a very low background, with a single sharp peak 
around 325 cm −1 , making them an ideal substrate for many 
applications, but are expensive. If high throughput demands a 
cheaper alternative, extra white glass slides (Menzel-Gläser, 
Braunschweig, Germany) give a much higher  background than 
CaF 2 , but when compared to quartz, they display fewer spectral 
features but comparable intensity of broadband background. 
Standard glass gives broadband signal intensity around three 
times that of extra white glass. However, if the excitation wave-
length is in the NIR (>750 nm) then glass (standard or extra 
white) gives a very strong emission that swamps the Raman sig-
nal, so that CaF 2  or quartz must be employed.  

  3.6.  Quantitative 
Mapping

  3.7.  Interpretation 
of Results

  4.  Notes
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    2.    For larger samples (e.g., 100  μ L of extracted material) a macro 
Raman instrument is preferable, with spot sizes available from 
50 to 500  μ m in diameter. For discussion on the relative merits 
of micro and macro Raman instrumentation  see  ref.  17 .  

    3.    For  fl uorescent samples use of 785 nm excitation is typically 
recommended. For non fl uorescent samples 633 nm offers the 
bene fi t of enhanced Raman scattering ef fi ciency, optical 
 transmission and detection ef fi ciency as well as allowing use of 
extra-white glass as a substrate if cost is an important consider-
ation. Accurate measurement of beam diameter is essential for 
 determining spatial resolution. Measure the Raman spectrum 
along a line projecting over the vertical edge of a silicon wafer 
and measure the distance between 100 and 5t signal inten-
sity—this distance represents the 2× standard deviation diam-
eter of the beam intensity.  

    4.    The size of the spectral window is inversely related to the spec-
tral resolution of the instrument.  

    5.    When using a high magni fi cation objective, a water immersion 
lens is required for use on hydrated samples to avoid refraction 
problems at the sample surface.  

    6.    PCA allows detection of any detectable impurities, which can 
be recognized and eliminated from the signal post-acquisition, 
leaving the pure signal of the target analyte.  

    7.    The raw data acquired from a Raman experiment are generally 
not pure Raman spectra, but contain contributions from opti-
cal phenomena other than Raman, such as  fl uorescence. For 
this reason it is necessary to eliminate this low information 
broadband signal from the data set prior to quantitative anal-
ysis. A large number of methods exist, well reviewed in ref. 
 18  and some promising new automated methods are available 
 (  4,   19  ) . The authors have developed a new approach based 
on correcting the loadings from multivariate analyses such as 
PCA that is ideally suited to analyzing target analytes in com-
plex matrices  (  14  ) .  

    8.    The absolute Raman intensity is very dif fi cult to measure repro-
ducibly, being dependent on a very large number of factors 
 (  13  )  and for this reason it is necessary to standardize the inten-
sity prior to quantitative analysis  (  15  ) .  

    9.    All the positive peaks in the regression coef fi cients are found in 
the reference pentosidine spectrum, but not all the peaks in the 
reference spectrum appear in the regression coef fi cients. 
Comparing the pentosidine with the collagen and heme spec-
tra, (the dominant spectral signals in these samples), shows 
that the peaks not selected for the regression are overlapped by 
strong peaks in either the collagen or heme. The strong cor-
respondence between the regression coef fi cients and the 
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 relative intensity of the target analyte bands to the matrix 
Raman bands increases con fi dence that the regression is directly 
based on measuring the target analyte. If the bands do not 
match those in the reference material, the model is dependent 
upon a cross correlation that may not apply in independent 
samples. Wavelength selection ignores Raman shifts that are 
unreliable for predicting the target analyte, either because the 
target analyte shares intensity with the cell or because there is 
a third constituent unrelated to the analyte.  

    10.    A rapid way to determine if the dataset is suitable for normal-
ization prior to model creation is to average the dataset before 
and after normalization and determine if there is a signi fi cant 
change in the ratio of the Raman signal to the pixel-to-pixel 
shot noise in a baseline region of the signal. If the two are very 
similar in terms of signal to noise normalization will not be an 
issue, but if noise is enhanced it is better to create the model 
 fi rst and normalize by the scores after.  

    11.    For example, PC2 is relatively easy to identify as heme versus 
protein without extracting the positive and negative signals, 
but by extracting the signals it was possible to assess the nega-
tive score spectrum against a pool of reference protein spectra 
and determine the composition of the spectrum to contain 
15% collagen IV, 25% collagen IX, 11% Elastin, 19% fat, and 
2.3% cholesterol.          

  Acknowledgments 

 Research was supported by grants from the BBSRC, UK (JREI 
18471) R&D Of fi ce, Northern Ireland (SPI/2384/03) and the 
Medical Research Council (MRC), UK (G0600053). Leverhulme 
Trust (EM/2006/0049).  

   References 

    1.    Monnier VM, Sell DR, Genuth S (2005) 
Glycation products as markers and predictors 
of the progression of diabetic complications. 
Ann N Y Acad Sci 1043:567–581  

    2.    Stitt AW (2010) AGEs and diabetic retinopa-
thy. Invest Ophthalmol Vis Sci 51:4867–4874  

    3.    Aldini G, Dalle-Donne I, Facino RM, Milzani 
A, Carini M (2007) Intervention strategies to 
inhibit protein carbonylation by lipoxidation-
derived reactive carbonyls. Med Res Rev 
27:817–868  

    4.    Glenn JV, Beattie JR, Barrett L, Frizzell N, 
Thorpe SR, Boulton ME, McGarvey JJ, Stitt 

AW (2007) Confocal Raman microscopy can 
quantify advanced glycation end product 
(AGE) modi fi cations in Bruch’s membrane 
leading to accurate, nondestructive prediction 
of ocular aging. FASEB J 21:3542–3552  

    5.    Beattie JR, Pawlak AM, McGarvey JJ, Stitt AW 
(2011) Sclera as a surrogate marker for deter-
mining AGE-modi fi cations in Bruch’s mem-
brane using a Raman spectroscopy-based index 
of aging. Invest Ophthalmol Vis Sci 
52:1593–1598  

    6.    Beattie JR, Pawlak AM, Boulton ME, Zhang J, 
Monnier VM, Stitt AW, McGarvey JJ (2010) 



312 J.R. Beattie et al.

Multiplex analysis of age-related protein and 
lipid modi fi cations in human Bruch’s mem-
brane. FASEB J 24:4816–4824  

    7.    Eriksson L, Johansson E, Kettaneh-Wold N, 
Trygg J, Wikström C, Wold S (eds) (2006) 
Multi- and megavariate data analysis part II: 
advanced applications and method extensions, 
second revised and enlarged edition, vol 2, 
2nd edn. Umea, Umetrics  

    8.    Eriksson L, Johansson E, Kettaneh-Wold N, 
Trygg J, Wikström C, Wold S (eds) (2006) Multi- 
and megavariate data analysis part i: basic princi-
ples and applications, second revised and enlarged 
edition, vol 1, 2nd edn. Umea, Umetrics  

    9.    Suttnar J, Cermak J, Dyr JE (1997) Solid-
phase extraction in malondialdehyde analysis. 
Anal Biochem 249:20–23  

    10.    Stitt AW, Li YM, Gardiner TA, Bucala R, 
Archer DB, Vlassara H (1997) Advanced gly-
cation end products (AGEs) co-localize with 
AGE receptors in the retinal vasculature of dia-
betic and of AGE-infused rats. Am J Pathol 
150:523–531  

    11.    Degenhardt TP, Grass L, Reddy S, Thorpe SR, 
Diamandis EP, Baynes JW (1997) The serum 
concentration of the advanced glycation end-
product N epsilon-(carboxymethyl)lysine is 
increased in uremia. Kidney Int 52:
1064–1067  

    12.    Dunn JA, McCance DR, Thorpe SR, Lyons TJ, 
Baynes JW (1991) Age-dependent accumula-
tion of N epsilon-(carboxymethyl)lysine and N 
epsilon-(carboxymethyl)hydroxylysine in human 
skin collagen. Biochemistry 30:1205–1210  

    13.    McCreery RL (2000) Raman spectroscopy for 
chemical analysis, 1st edn. Wiley, New York  

    14.    Beattie JR (2011) Optimising reproducibility 
in low quality signals without smoothing; an 
alternative paradigm for signal processing. 
J Raman Spec 42:1419–1427  

    15.    Beattie JR, Glenn JV, Boulton ME, Stitt AW, 
McGarvey JJ (2009) Effect of signal intensity 
normalization on the multivariate analysis of 
spectral data in complex ‘real-world’ datasets. 
J Raman Spec 40:429–435  

    16.    Tu AT (1982) Raman spectroscopy in biology: 
principles and applications. Wiley, New York  

    17.    Bell SB, Beattie JR, McGarvey JJ, Peters KL, 
Sirimuthu NMS, Speers SJ (2004) 
Development of sampling methods for 
Raman analysis of solid dosage forms of 
therapeutic and illicit drugs. J Raman Spec 
35:409–417  

    18.    Jirasek A, Schulze G, Yu MML, Blades W, 
Turner RFB (2004) Accuracy and precision of 
manual baseline determination. Appl Spectrosc 
58:1488–1499  

    19.    Lieber CA, Mahadevan-Jansen A (2003) 
Automated method for subtraction of 
 fl uorescence from biological Raman spectra. 
Appl Spectrosc 57:1363–1367  

    20.    Pawlak AM, Beattie JR, Glenn JV, Stitt AW, 
McGarvey JJ (2008) Raman spectroscopy of 
advanced glycation end products (AGEs), pos-
sible markers for progressive retinal dysfunc-
tion. J Raman Spec 39:1635–1642  

    21.    Bell SEJ, Sirimuthu NMS (2008) Quantitative 
surface-enhanced Raman spectroscopy. Chem 
Soc Rev 37:1012–1024  

    22.    Wood BR, McNaughton D (2006) Resonance 
Raman spectroscopy in malaria research. 
Expert Rev Proteomics 3:525–544  

    23.    Stadler J, Schmid T, Zenobi R (2012) 
Developments in and practical guidelines for 
tip-enhanced Raman spectroscopy. Nanoscale 
4:1856–1870. doi:  10.1039/C1031NR11143D      

    24.    Bell SEJ, Bourguignon ESO, Dennis A (1998) 
Analysis of luminescent samples using sub-
tracted shifted Raman spectroscopy. Analyst 
123:1729–1734  

    25.    Matousek P, Morris MD, Everall N, Clark IP, 
Towrie M, Draper E, Goodship A, Parker AW 
(2005) Numerical simulations of subsurface 
probing in diffusely scattering media using 
spatially offset Raman spectroscopy. Appl 
Spectrosc 59:1485–1492  

    26.    Everall N, Matousek P, MacLeod N, Ronayne 
KL, Clark IP (2010) Temporal and spatial res-
olution in transmission Raman spectroscopy. 
Appl Spectrosc 64:52–60    

http://dx.doi.org/10.1039/C1031NR11143D


313

Lorenzo Galluzzi et al. (eds.), Cell Senescence: Methods and Protocols, Methods in Molecular Biology, vol. 965,
DOI 10.1007/978-1-62703-239-1_21, © Springer Science+Business Media, LLC 2013

    Chapter 21   

 Monitoring Oncogenic B-RAF-Induced Senescence 
in Melanocytes       

     Sieu   L.   Tran    and    Helen   Rizos        

  Abstract 

 The B-RAF kinase is a downstream effector of the RAS family of proto-oncogenes and is constitutively 
activated in the majority of human melanomas. The common oncogenic B-RAF V600E  mutant cooperates 
with additional genetic lesions to transform immortal murine and human cells. In primary cells, however, 
B-RAF V600E  triggers a rapid cell cycle arrest that is phenotypically indistinguishable from cellular senes-
cence. Here we describe the analyses of B-RAF-induced senescence in primary human melanocytes using 
recombinant lentiviruses.  

  Key words:   B-RAF V600E  ,  Immunostaining   ,  Melanocytes ,  Senescence    

 

 Activating mutations in the B-RAF kinase are found in approxi-
mately 60% of human melanomas  (  1  )  and in up to 80% of benign 
melanocytic nevi  (  2  ) . Nevi are benign tumors of melanocytes that 
remain growth arrested for decades and rarely develop into mela-
nomas  (  3,   4  ) , presumably because aberrant B-RAF signaling 
induces a potent senescence response  (  2,   5–  8  ) . Human nevi dis-
play some features of oncogene-induced senescence, including 
intact telomeres, increased p16 INK4a  expression, and positive senes-
cence-associated  b -galactosidase (SA- b -Gal) activity  (  8–  10  ) , 
although the expression of this enzyme in human nevus cells in vivo 
remains controversial  (  11–  13  ) . 

 Senescent cells display a combination of markers that are not 
exclusive to the senescence program but in combination represent 
powerful predictors of this form of arrest. Senescence markers 
include the upregulation of p16 INK4a , induction of SA- b -Gal activity, 
the formation of senescence-associated heterochromatin foci 

  1.  Introduction
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(SAHF), and the accumulation of DNA damage foci (reviewed in 
ref.  14,   15  ) . 

 This chapter focuses on the analysis of senescence in primary 
human melanocytes expressing the oncogenic B-RAF V600E  mutant. 
Using this model, senescent melanocytes can be detected using a 
series of well-established senescence markers and features (Table  1 ). 
These markers are easy to monitor over time and provide a robust 
assessment of senescence in cultured human cells.  

 The following section outlines some important considerations 
required to optimize and control senescence experiments in human 
melanocytes. 

  Culture conditions are clearly important in the growth and replica-
tive lifespan of human melanocytes  (  16  ) . As with many investiga-
tors we use common supplements, including 
12- O -tetradecanoylphorbol-13-acetate (TPA), cholera toxin, and 
3-isobutyl-1-methyxanthine (IBMX), to stimulate the growth of 
these cells. Upon gene transduction using recombinant lentiviruses 
 (  17  ) , we add stem cell factor to the culture media to assist cell 
recovery. It is also critical to replace the virus and polybrene con-
taining media, 16–24 h posttransduction to minimize toxicity.  

  An important consideration when ectopically expressing oncogenes 
is to ensure that any effects caused by transgene expression do not 
simply re fl ect supra-physiological oncogene activity. We monitor 
B-RAF V600E  activity by assessing the downstream activation of the 
MAPK cascade. In particular, the phosphorylation of the B-RAF 
kinase targets MEK and ERK (p-MEK and p-ERK) are measured 
using western analysis and compared to their phosphorylation in 
human melanoma cell lines expressing endogenous B-RAF V600E . 
We only accept transgenic melanocyte data when the levels p-MEK 

  1.1.  Human 
Melanocyte Model

  1.2.  Transgene 
Expression

   Table 1 
  Predictive markers of oncogene-induced senescence   

 Senescence markers  Assay 

 Proliferative arrest  Ki67 and BrdU staining 

 Changes in cell morphology and size  Microscopy with DAPI stain 

 Accumulation of cell cycle regulators  Detection of p16 INK4a , p21 Waf1  

 Alterations in chromatin structure  DAPI stain 

 Expression of SA- b -Gal activity  SA- b -Gal stain 

 Accumulation of DNA damage  Detection of  g -H2AX 

 Activation of the DNA damage 
response 

 Detection of p-CHK1, p-CHK2 
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and/or p-ERK are comparable to levels found in melanoma cell 
lines expressing endogenous B-RAF V600E  (Fig.  1 ).   

  Optimizing the experimental time-course is also critical and 
depends on many factors including cell proliferation, passage 
number, and oncogene activity. Figure  2  outlines our typical 7-day 
protocol for studying the impact of activated B-RAF in human 
melanocytes. In order to examine multiple senescence markers ( see  
Table  1 ) we recommend that at least 1 × 10 6  (6.7 × 10 6  cells/cm 2 ) 
melanocytes be harvested per time-point and per viral construct. 
At each time-point, adhered and suspension cells are harvested 
separately and enumerated. Trypan blue exclusion is used to deter-
mine the proportion of viable cells and a small fraction of the 
adhered cells is reseeded onto coverslips overnight for immunos-
taining (one coverslip per marker with DAPI nuclear staining to 
visualize chromatin condensation, see Fig.  3 ). The remaining 

  1.3.  Conducting 
Experiments

  Fig. 1.    Expression of the indicated proteins was determined by western blot analysis after 
infection of melanocytes with lentiviruses expressing copGFP (−) or B-RAF V600E  (+). Both 
the NM39 and WMM1175 melanoma cells carry the B-RAF V600E  oncogene.       

  Fig. 2.    Experimental time frame for melanocyte transduction and senescence analyses. 
Transduced cells are harvested on reference days 3 and 6.       
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  Fig. 3.    Human melanocytes were infected with lentiviruses encoding B-RAF V600E  or copGFP (Control). ( a ) Cell proliferation 
(Ki67), chromatin condensation (DAPI), and transduction (copGFP) were analyzed 4 days post-transduction. Cells enlarged 
to show DAPI-stained chromatin foci are indicated with  arrows . Transduced melanocytes were also stained for the DNA 
damage marker  g -H2AX ( b ) and the heterochromatin marker, H3K9Me ( c )  LM  light microscopy.       

adhered and suspension cells are pooled and analyzed by immuno-
blotting. Cell pellets are stored at −70°C until all samples are col-
lected and are then lysed in RIPA buffer. Equal amounts of protein 
(35–50  m g) per sample are resolved on 12% SDS-PAGE, electrob-
lotted on to PVDF membranes, and probed. B-RAF V600E -transduced 
melanocytes are always compared to vector-transduced cells 
(Control) and ideally to wild-type B-RAF-transduced cells.    

  Fixed coverslips can be kept at 4°C in PBS until all samples have 
been collected. Ideally coverslips are stained for each marker in 
parallel to minimize staining variation. At least three coverslips 
should be seeded at days 3 and 6 (Fig.  2 ) to screen for (1) Ki67 
expression (or BrdU incorporation) (Fig.  3 ), (2)  g -H2AX DNA 
damage foci (Fig.  3 ), and (3) SA- b -Gal activity (Fig.  4 ). We also 
include DAPI stain in all immunostaining to reveal SAHF (Fig.  3 ). 
Additional immunostaining markers can be included, and we often 
stain for common markers of heterochromatin, including histone 
H3 methylated at lysine 9 (H3K9Me) (Fig.  3 ) and nonhistone 
chromatin protein HMGA2 (reviewed in ref.  18  ) .  

  1.4.  Assays
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 Cell pellets (adhered and suspension cells) are also collected at 
days 3 and 6 for western analyses of MAPK activity (p-ERK, total 
ERK, p-MEK, and total MEK), expression of the B-RAF transgene 
and senescence markers (p16 INK4a , p21 Waf1 , p-CHK1, p-CHK2, 
 g -H2AX). 

 Analysis of cell morphology with particular attention to cell 
shape and size is routinely examined throughout the experimental 
time course. Senescent cells tend to be  fl at and larger in volume 
and we often measure the size of DAPI-stained nuclei as a surro-
gate for volume changes. Nuclear area can be accurately deter-
mined with image analysis software such as ImageJ (  http://
rsbweb.nih.gov/ij    ) or CellPro fi ler (  http://www.cellpro fi ler.org    ). 
It is important to note that melanocytes induced to senescence 
with oncogenic B-RAF do not appear  fl attened or larger in size. In 
fact, a large proportion of B-RAF V600E -transduced melanocytes 
become spheroidal and detach from the  fl ask to remain viable in 
suspension  (  19  ) .   

 

  Complete growth medium for neonatal epidermal melanocytes 
(HEM1455): HAM’S F10 containing various growth factors that 
stimulate growth rate, a combination of cholera toxin and IBMX 
(to increase cellular cAMP levels) and TPA (to activate the protein 
kinase C family of enzymes) (Table  2 ).   

  ●     0.9% (w/v) NaCl in water.  
  Polyethyleneimine (PEI; 40,000 nominal MW; Polysciences,  ●

Warrington, PA): 1 mg/mL in water.  
  Third-generation lentivirus packaging system with compatible  ●

expression plasmid carrying B-RAF V600E  ( see   Notes 1  and  2 ).  
  Optimem (Invitrogen, Grand Island, NY).   ●

  2.  Materials

  2.1.  Culture of Primary 
Dermal Melanocytes 
(Modi fi ed from ref.  20  ) 

  2.2.  Lentiviral 
Production

  Fig. 4.    SA- b -Gal activity in melanocytes infected with lentiviruses encoding B-RAF V600E  or copGFP (Control).       

 

http://rsbweb.nih.gov/ij
http://rsbweb.nih.gov/ij
http://www.cellprofiler.org
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  DMEM (Lonza Group, Basel, Switzerland).   ●

  FCS.   ●

  Centricon Plus-70 centrifugal  fi lter units (Millipore, Billerica,  ●

MA); 100 kDa membrane nominal molecular weight limit.  
  HEK293T cells (ATCC HEK293T/17).   ●

  U2OS cells (ATCC U-2 OS).      ●

  ●     Polybrene (Sigma) stock at 80 mg/mL in water. Dilute this 
stock 1 in 10 with sterile PBS to make working stock aliquots 
(8 mg/mL) and store at −20°C.  
  Stem cell factor (SCF; R&D systems, Minneapolis, MN) at  ●

stock concentration of 50  m g/mL (10 ng/mL  fi nal concentra-
tion in media). Store frozen aliquots at −80°C.  
  Lentivirus preparations (see Subheading   ● 3.2 ).  
  Supplemented HAM’S F10 melanocyte media (Table   ● 2 ).  
  Neonatal epidermal melanocytes: low passage (<10).      ●

  ●      PBS: Prepared as a 10× stock and diluted 1 in 10 for use.  
  3.7% formaldehyde  fi x solution: Make fresh before use by dilut- ●

ing concentrated formaldehyde (37%) 1 in 10 with PBS.  
  Permeabilization solution: 0.1% (v/v) Triton X-100 (Sigma)  ●

in PBS.  
  Blocking solution and antibody diluent: 10% (v/v) FCS in  ●

PBS.  
  Mounting medium: 3%   ● N -propyl gallate (Fluka Chemie, 
Buchs, Switzerland) dissolved in 80% glycerol in PBS.  

  2.3.  Lentiviral 
Transductions

  2.4.  Fluorescence 
Microscopy

  2.4.1.  Indirect 
Immunostaining

   Table 2 
  Supplemented HAM’S F10 melanocyte media   

 Supplement a   Volume (mL)  Final concentration 

 Fetal calf serum  135  20% 

 Glutamine (200 mM stock)  13.5  4 mM 

 ITS (Becton Dickinson, Franklin Lakes, NJ)  6.7  1× 

 IBMX (4.5 mM stock)  15  100  m M 

 Cholera toxin (25  m g/mL stock; List Biological 
Laboratories, Campbell, CA) 

 3.6  135 ng/mL 

 TPA (27  m g/mL stock; sigma)  1.25 b      108 nM 

   a Add to 500 mL HAM’S F10 base media;  b TPA is labile and should be added to media immediately prior 
to use. Add 500  m L TPA stock per 200 mL supplemented HAM’S F10; IBMX, 3-isobutyl-1-methyxanthine  
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  DNase for BrdU staining: 2,500 U of DNase I/mL of  ●

1 × DNase buffer (Promega, Madison, WI).  
  5-Bromo-2-deoxyuridine (BrdU; Cell proliferation labeling  ●

reagent, GE Healthcare, Piscataway, NJ): Store at 4°C; for 
in vitro labeling, dilute 1/1,000 in prewarmed (37°C) culture 
medium.  
  Glass coverslips (18 mm diameter).   ●

  12-well culture dishes.   ●

  Antibodies (Table   ● 3 ).   
  4 ●  ¢ ,6-diamidino-2-phenylindole (DAPI; Invitrogen): 2 mg/
mL; dilute to 1  m g/mL for staining.     

  ●     SA- b -Gal  fi xative: 2% formaldehyde, 0.2% glutaraldehyde, 
7.4 mM Na 2 HPO 4 , 1.47 mM KH 2 PO 4 , 137 mM NaCl and 
2.68 mM KCl.  
  Reaction buffer: 40 mM citric acid/sodium phosphate buffer  ●

pH 6.0, 5 mM potassium ferrocyanide, 5 mM potassium 
ferricyanide, 150 mM NaCl, 2 mM MgCl 2 . Store in the dark 
at 4°C.  
  Substrate: 5-Bromo-4-chloro-indolyl-galactopyranoside  ●

(X-Gal; Astral Scienti fi c, Australia) stock: 20 mg/mL in dim-
ethylformamide. Store aliquots at −20°C. Dilute X-Gal stock 1 
in 20 in prewarmed reaction buffer (37°C) and  fi lter sterilize 
before use (1 mg/mL  fi nal concentration).  
  DAPI: 2 mg/mL; dilute to 1   ● m g/mL for staining.       

 

      1.    HEM1455 melanocytes are cultured in supplemented HAM’S 
F10 media (Table  2 ) and seeded between 1.2 and 1.5 × 10 6  
cells/T150 (0.8–1 × 10 4  cells/cm 2 ) for optimal growth. Cells 

  2.4.2.  SA- b -Galactosidase 
Assay  (  21  ) 

  3.  Methods

  3.1.  Culture of Primary 
Dermal Melanocytes

   Table 3 
  Antibodies used for immunostaining   

 Antibody  Clone  Supplier  Dilution 

 Ki67  MIB-1  DAKO, Glostrup, Denmark  1/300 

 BrdU  BU-1  Amersham Biosciences, NJ  1/40 

  g -H2AX  20E3  Cell signaling, Boston, MA  1/300 

 AF-594  –  Molecular probes, Carlsbad, CA  1/1,000 
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will require passaging every 72–96 hours (yielding  approximately 
one population doubling per passage). All cells are incubated 
and maintained at 37°C with 5% CO 2  atmosphere. Cells are 
routinely used for experiments prior to passage 10.      

  The third-generation lentiviral packaging system is a split-genome, 
conditional packaging system that when combined with a self-inac-
tivating vector construct carrying a major deletion in the 3 ¢ LTR 
offers the highest predictable biosafety features  (  17  )  (see  Note 1 ). 
Nonetheless, it is important to adhere to strict biosafety guidelines 
when working with lentivirus. Please refer to your workplace safety 
personnel for appropriate practices and training.

    1.    Seed eight T150 vented  fl asks with 1 × 10 7  low passage 
HEK293T cells in DMEM/10%FCS and incubate under cul-
ture conditions for 16 h.  

    2.    Make up the following two solutions:
   (a)    Dilute 640  m L stock PEI in 8 mL of 0.9% NaCl.  
   (b)    DNA mix: 32  m g  pRSV-Rev  + 32  m g  pMD.G/VSV.G  + 32  m g 

 pMDLg/pRRE  + 64  m g  pCDH-copGFP  construct carrying 
B-RAF V600E  (see  Note 2 ) in 8 mL of 0.9% NaCl.      

    3.    Incubate the separate mixes at room temperature for 10 min.  
    4.    Combine diluted PEI with the DNA mix and then incubate 

the resulting transfection mix at room temperature for 10 min 
to allow the formation of PEI–DNA complexes.  

    5.    Replace media on HEK293T cells with 15 mL prewarmed 
(37°C) Optimem/2% FCS.  

    6.    Add 2 mL of the transfection mix to each  fl ask of HEK293T, 
gently mix, and incubate the  fl asks under culture conditions 
for 72 h.  

    7.    Collect and pool the supernatants from the  fl asks and pre- fi lter 
the supernatant pool through a 0.45  m m  fi lter.  

    8.    Concentrate the  fi ltrate at 3,000 rpm (1,400 ×  g ) for approxi-
mately 30 min using the Centricon Plus-70 centrifugal  fi lter 
units according to the manufacturer’s instructions. Dilute reten-
tate with  fi ltrate to a  fi nal volume of ~12 mL ( see   Note 3 ).  

    9.    Sterilize the concentrated supernatant with a syringe  fi lter 
(0.2  m m).  

    10.    Aliquot 200  m L–1 mL volumes in labeled screw capped tubes.  
    11.    Store virus aliquots at −70°C ( see   Note 4 ).  
    12.    Titer virus stocks by transducing U2OS cells with dilutions of 

virus ( see   Note 5 ).      

      1.    In a 12-well culture dish, serially dilute 50  m L of virus in 
500  m L volumes of DMEM/10%FCS  supplemented with 

  3.2.  Lentiviral 
Production

  3.3.  Lentiviral Titering
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16  m g/mL polybrene. Serially dilute twofold from 1/2 0  
to 1/2 10 .  

    2.    Harvest and dilute U2OS cells to 6 × 10 4  cells/mL in 
DMEM/10%FCS.  

    3.    Pipette 500  m L of the U2OS dilution (3 × 10 4  cells) on to each 
dilution of virus ( fi nal concentration of 8  m g/mL polybrene).  

    4.    Mix thoroughly by carefully swirling the culture dish.  
    5.    Incubate the culture dish under culture conditions for 72 h.  
    6.    Harvest each transduced culture,  fi x suspended cells with para-

formaldehyde for 15 min ( fi nal concentration of 1% 
formaldehyde).  

    7.    Quantitate the proportion of GFP-positive transduced cells 
from each infection by FACS analysis ( see   Note 5 ). For con-
structs harboring selective markers, determine the greatest 
dilution of virus at which 100% of the seeded cells are resistant 
to the selective marker at 3 and 4 days postselection.  

    8.    Viral titer can be calculated using the following formula:

     Viral particles / mL %transduced cells cells per well
1/dilution factor.

= ×
×

         

  Seed and simultaneously transduce melanocytes with lentiviral 
constructs at a multiplicity of infection (MOI) to yield >80% of 
cells transduced. In general, MOI of 5 is suf fi cient.

    1.    Prepare the following transduction cocktail in a 15 mL tube: 
For 1 × 10 6  melanocytes use: 17  m L polybrene stock, 3.4  m L 
SCF stock, 5 × 10 6  lentivirus particles (MOI 5) and melanocyte 
supplement media (Table  2 ) to a  fi nal volume of 2 mL.  

    2.    Dilute freshly harvested melanocytes to 1 × 10 6  cells/15 mL 
melanocyte media and dispense 15 mL volumes to T150 
 fl asks.  

    3.    Add 2 mL of transduction cocktail to each  fl ask and gently 
mix.  

    4.    Incubate  fl asks under culture conditions for 16 h.  
    5.    Replace media with 20 mL melanocyte media supplemented 

with SCF ( fi nal concentration 10 ng/mL). Maintain trans-
duced cells in media supplemented with SCF, replacing culture 
media at regular intervals twice weekly. Subculture cells if 
necessary including suspension cells.  

    6.    Estimate the transduction ef fi ciency by  fl ow cytometry at 
3 days posttransduction. Retain a small number of transduced 
melanocytes (~3 × 10 4 ) during splitting/maintenance,  fi x sam-
ple with 1/3 volume of 4% paraformaldehyde ( fi nal concentra-
tion 1%), and assess the proportion of cells expressing GFP. 

  3.4.  Lentiviral 
Transductions
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Yields greater than 80% GFP positive cells are recommended 
for experiments.  

    7.    Alternatively, lentiviral constructs expressing a puromycin 
resistance gene can be used to select the transduced pool by 
addition of 1  m g puromycin per mL of culture medium at 48 h 
after transduction.      

   Because a signi fi cant proportion of B-RAF V600E -induced senescent 
cells lose adherence to the culture  fl ask, coverslips should be seeded 
with greater than 3 × 10 4  cells/coverslip (up to 5 × 10 4  cells/cover-
slip) to ensure enough cells remain adhered for staining and quan-
titation. It is convenient to seed coverslips for immunostaining 
during harvest at days 3 and 6 (Fig.  2 ) as this ensures the cells do 
not become con fl uent in the culture dish. Alternatively, cells can be 
seeded onto coverslips a few days prior to required time point. For 
example the day 6 coverslips can be seeded when harvesting day 3 
cells for western blot.

    1.    Melanocytes are seeded at 3–5 × 10 4  cells onto a coverslip in a 
12-well culture dish with 1 mL of fresh media (1 mL/well) 
and the cells allowed to adhere to the coverslip for 16 h under 
culture conditions.  

    2.    After 16 h, wash coverslips gently with PBS twice then  fi x cells 
with 1 mL of 3.7% formaldehyde for 15 min at room 
temperature.  

    3.    Remove  fi xative, wash coverslips with PBS and then permeabi-
lize cells (1 mL permeabilization solution) for 10 min at room 
temperature.  

    4.    Remove permeabilization solution by aspiration and wash cov-
erslips by gently pipetting 1 mL PBS into the well then remov-
ing the volume by aspiration.  

    5.    Add blocking solution and incubate cells at room temperature 
for 1 h.  

    6.    Dilute primary antibodies (see Table  3 ).  
    7.    Remove blocking solution from coverslips by aspiration and 

pipette 70–100  m L diluted antibody directly onto the coverslip 
ensuring an even coverage.  

    8.    Incubate at room temperature for 1 h.  
    9.    Wash coverslips three times with PBS.  
    10.    Dilute Alexa Fluor-conjugated 594 (AF-594) secondary anti-

bodies according to manufacturer’s recommendations (see 
Table  3 ) and add DAPI to co-stain nuclei (1  m g/mL  fi nal con-
centration). Pipette 70–100  m L of diluted antibody directly 
onto the coverslip.  

    11.    Incubate in the dark for 1 h at room temperature.  

  3.5.  Fluorescence 
Microscopy

  3.5.1.  Indirect 
Immunostaining
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    12.    Wash coverslips three times with PBS and once in water.  
    13.    Carefully lift coverslips out of the wells by lifting one edge and 

then removing the coverslip using forceps (see  Note 6 ). Blot 
excess water by touching the edge of the coverslip onto 
blotting paper.  

    14.    Mount inverted coverslips with a drop of mounting solution 
(17–20  m L) onto glass slides.  

    15.    Quantitate the proportion of stained cells using  fl uorescence 
microscopy, counting at least 200 cells over multiple  fi elds. To 
reduce bias, counts should be veri fi ed by several independent 
investigators.      

  BrdU incorporation can be used to monitor proliferative capacity 
and can be added to media as recommended by the manufacturer 
(see Subheading  2.4 ). Optimum incubation/incorporation times 
vary depending on cell type and proliferation rate (for our melano-
cytes a 16 h BrdU pulse will result in 5–15% BrdU positive cells).

    1.    Seed coverslips as described in Subheading  3.5.1 , step 1, with 
the addition of BrdU as recommended by manufacturer.  

    2.    12–16 h after seeding, wash coverslips with PBS then  fi x and 
permeabilize (see Subheading  3.5.1 ,  steps 2  and  3 ).  

    3.    Wash with PBS and then incubate the coverslips with DNase to 
expose the incorporated BrdU. To ensure even coverage to the 
edge of the coverslips, DNase treatment is performed with the 
coverslips face down on a 70  m L drop of diluted DNase.  

    4.    After DNase treatment for 30 min, carefully lift one edge of 
the coverslip and pipette anti-BrdU antibody directly into the 
DNase drop to an appropriate  fi nal concentration (see Table  3 ). 
Mix well by repeated pipetting but take care not to introduce 
bubbles.  

    5.    Incubate for 1 h at room temperature.  
    6.    Transfer coverslips back into a 12-well plate and wash cover-

slips with PBS.  
    7.    Perform secondary antibody binding and mounting as set out 

in Subheading  3.5.1 , steps 10– 15 .       

  SA- b -Gal activity is detectable at suboptimal pH (pH 6.0; see 
 Note 7 ) in senescent cells due to the expansion of lysosomes in 
response to senescence  (  21,   22  ) .

    1.    Seed 3–5 × 10 4  melanocytes onto coverslips in a 12-well culture 
plate and allow cells to adhere overnight under culture 
conditions.  

    2.    Wash coverslips gently with PBS twice then  fi x cells with SA- b -
Gal  fi xative for 7 min at room temperature.  

  3.5.2.  BrdU Staining

  3.6.  SA- b -
Galactosidase Assay 
 (  21  ) 
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    3.    Remove  fi x and wash coverslips with PBS.  
    4.    Add prewarmed (37°C) substrate: 1 mL per well.  
    5.    Incubate coverslips at 37°C in the dark until blue color devel-

ops within the  fi xed cells (up to 16 h, see  Note 8 ).  
    6.    Remove substrate and wash coverslips with PBS.  
    7.    To stain nuclear DNA, incubate coverslips with 300  m L DAPI 

( fi nal concentration 1  m g/mL) for several minutes, wash with 
PBS twice and once in distilled water.  

    8.    Mount inverted coverslips onto glass slides with mounting 
solution.  

    9.    Enumerate the proportion of blue (SA- b -Gal positive) cells 
with reference to control cells using a bright  fi eld microscope, 
counting at least 200 cells.       

 

     1.    This protocol employs a third-generation lentiviral system 
(Table  4 ) adapted from  (  17  ) . This system comprises of three 
plasmids, which allow the packaging of the transfer pCDH 
vectors.   

    2.    The lentiviral expression vectors  pCDH-CMV-MCS-EF1-copGFP  
and  pCDH-CMV-MCS-EF1-PURO  (referred to in this article 
as  pCDH-copGFP  and  pCDH-PURO  respectively; System 
Biosciences, Mountain View, CA) constitutively express cloned 
cDNAs under the control of the ef fi cient CMV promoter. These 
vectors also encode the copepod green  fl uorescent protein 
(copGFP) or puromycin resistance (respectively) to facilitate the 
assessment of transduction ef fi ciency and selection.  

  4.  Notes

   Table 4 
  Third-generation packaging systems   

 Vector  Gene(s)  Relevant details 

  pRSV-Rev   Rev  Rev gene product from HIV is involved in posttranscriptional 
regulation of RRE elements 

  pMD.G/VSV.G   VSV.G  Structural envelop protein (G protein) from the vesicular 
stomatitis virus (VSV) 

  pMDLg/pRRE   RRE,  gag ,  pol   Harbors the REV response element (RRE) and the structural 
genes,  gag  and  pol  from HIV 

  pCDH vectors   Gene of interest  Transfer plasmid harboring gene of interest cDNA 
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    3.    Lentivirus harvest and concentration may take 2–3 h.  
    4.    Lentivirus preparations are labile and repeat freeze/thawing 

should be avoided. Store single-use aliquots at −70°C.  
    5.    For accurate titers, calculate the viral titer using virus dilutions 

leading to 0.1–10% transduction ef fi ciency. Titers should be 
determined for each studied cell type; however to compare 
batches of virus preparations it is useful to calculate viral titers 
in an indicator cell line (e.g., U2OS). Titers generally range 
between 10 6  and 10 8  particles/mL.  

    6.    Coverslips can be lifted by making a hook from the tip of a stan-
dard 21 gauge normal bevel hypodermic needle: tap the tip of 
the needle against a hard surface to curl the needle tip. Use the 
hook to catch and lift the edge of a coverslip within a well.  

    7.    Assay pH can be optimized between pH 5.5 and 7.0 to gener-
ate the clearest differential staining between proliferating and 
senescent cells. Normal lysosomes have an internal pH < 5.  

    8.    Optimal incubation times for maximum differential staining 
must be determined empirically for each cell type or cell line. 
Longer incubation times for this assay can result in more 
intense blue staining; however, this can also lead to a higher 
background staining.          
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    Chapter 22   

 Methods to Investigate the Role of SIRT1 
in Endothelial Senescence       

     Bo   Bai    and    Yu   Wang         

  Abstract 

 Sirtuins are a family of proteins with NAD + -dependent deacetylase or mono-ADP-ribosyltransferase activity. 
SIRT1, the mammalian ortholog most closely related to  Sir2  (the  fi rst gene of this family discovered in 
yeast), exhibits anti-senescence activity in a wide range of mammalian cells. Here, we describe the use of 
an ex vivo senescence model to study SIRT1 function in primary endothelial cells isolated from the porcine 
aorta. The methods can be applied to the investigation of the role of SIRT1 in the development of 
endothelial senescence and atherosclerosis.  

  Key words:   Aorta ,  Atherosclerosis ,  Premature senescence ,  Primary endothelial cells ,  Replicative 
senescence ,  SIRT1    

 

 Senescence, or  fi nite replication of primary cells in culture, was 
observed and reported by Hay fl ick and Moorhead almost half a 
century ago  (  1  ) . After a limited number of division cycles, cultured 
cells enter into a status of “replicative senescence,” due mainly to 
the progressive erosion and eventual dysfunction of telomeres  (  2  ) . 
In addition, premature senescence is triggered by short period 
exposure to agents such as hydrogen peroxide (H 2 O 2 ) and chemi-
cals, radiation, or energy stress, and occurs in the absence of detect-
able telomere shortening  (  3,   4  ) . 

 Sirtuins are highly conserved class III histone deacetylases. 
The founding member  Sir2  (silent information regulator 2) was 
originally discovered to regulate transcription silencing in yeast by 
deacetylation of histones at the epsilon-amino groups of lysines 
 (  5–  11  ) . In addition to histones, mammalian sirtuins regulate the 

  1.  Introduction
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acetylation status of a wide range of nonhistone targets, including 
signaling molecules, transcription factors, and enzymes  (  12,   13  ) . 
In 1999, Kaeberlein et al. showed that null allele of  Sir2  caused a 
severe reduction in the mean lifespan of  Saccharomyces cerevisiae  by 
about 50%, while integration of extra copies of  Sir2  increased the 
lifespan by up to 30%  (  14  ) . Similar effects on lifespan extension 
were subsequently observed for this protein in  Caenorhabditis ele-
gans  and  Drosophila melanogaster   (  15–  18  ) . 

 There are seven members of the mammalian sirtuins (SIRT1-
SIRT7), which all contain a catalytic domain with ~275 amino 
acids.    Mutation of a conserved histidine residue (H363 of human 
SIRT1) within this domain abolishes the enzymatic activity and 
dominant negatively affects the protein functions  (  19  ) . Based on 
phylogenetic tree analysis of the amino acid sequences, the mam-
malian SIRTs are further assigned into four classes (I–IV)  (  20  ) . 
SIRT1-3 are class I sirtuins sharing high homology to Sir2 in yeast. 
SIRT4 and SIRT5 belong to class II and class III, respectively. The 
class IV sirtuins are SIRT6 and SIRT7. The differences in amino 
acid sequences confer profound effects on intracellular localiza-
tions and catalysis or substrate speci fi city of the subclass members 
of SIRTs  (  21  ) . 

 Of all seven mammalian SIRTs, SIRT1 has been most exten-
sively studied. Structurally, SIRT1 consists of a globular core and 
two large unordered regions at NH 2 - and COOH-termini, which 
are in positions that may not affect the catalytic core activity but 
in fl uence the intracellular localizations and interactions with other 
proteins  (  22,   23  ) . SIRT1 is involved in a variety of biological pro-
cesses, including cell growth and metabolism, gene transcription 
and chromosome stability, DNA repair and stress responses, etc. 
 (  24  ) . SIRT1 has been implicated in mediating the lifespan extend-
ing effects of caloric restriction, in organisms ranging from yeast to 
rodents, and primates  (  25–  27  ) . Mice lacking SIRT1 failed to show 
the elevation of physical activity in response to food restriction 
 (  28  ) . By contrast, elevation of SIRT1 in mice elicited bene fi cial 
effects resembling that of caloric restriction, such as increased met-
abolic activity, reduced blood cholesterol levels, and improved glu-
cose tolerance  (  29  ) . In fact, the available evidences suggest that 
SIRT1 mediates the antiaging effects of caloric restriction largely 
by regulating cellular energy metabolisms that not only bene fi t 
normal physiology, but also contribute to the prevention of aging-
associated medical complications, in particular cardiovascular dis-
eases, diabetes, and neurodegenerative disorders  (  30–  34  ) . 

 The anti-senescence function of SIRT1 has been demonstrated 
in mammalian cells including primary mouse embryonic  fi broblasts 
 (  35  ) , various human cancer cells  (  36,   37  ) , human diploid  fi broblast 
 (  38  ) , human umbilical vein endothelial cells  (  39  ) , primary porcine 
aortic endothelial cells  (  40  ) , primary human aortic smooth muscle 
cells  (  41  ) , endothelial progenitor cells (EPCs)  (  42,   43  ) , and human 
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adipose tissue-derived mesenchymal stem cells  (  44  ) . In most of 
these studies, a premature senescence phonotype can be induced 
by either downregulation of SIRT1 expression or inhibition of 
SIRT1 activity. Conversely, overexpression or activation of SIRT1 
prevents both stress- and replication-induced cellular senescence 
by deacetylation of a plethora of intracellular protein substrates, 
including p53, NF k B, PGC-1 a  (peroxisome proliferator-activated 
receptor- g  coactivator 1 a ), eNOS, LKB1, FoxO, etc.  (  45  ) . 

 We have been using the primary endothelial cell cultures iso-
lated from porcine aorta or coronary artery for studying the anti-
senescence functions of SIRT1  (  40  ) . These cells are relatively easy 
to propagate and develop cellular senescence within a shorter 
period of time compared to cell line-based models  (  46,   47  ) .  

 

 Prepare all solutions and buffers using ultrapure water (deionized 
to attain a sensitivity of 18 M W -cm at 25°C). Sterilize by autoclav-
ing at 121°C/15 psi for 20 min or by  fi ltration through 0.2  m m 
membrane (Sartorius, Goettingen, Germany). Determine the pH 
values at room temperature. All chemicals are of analytical grade. 
Disposable gloves should be worn when performing the experi-
ment. Strictly follow institutional regulations when disposing waste 
materials. 

  ●     Two pairs small forceps (watchmakers’; No. 4 or 5).  
  One pair small scissors (about 12.5 cm straight blades).   ●

  One pair of ophthalmic scissors (about 10 cm straight blades).   ●

  One scalpel (No. 3 handle, No. 22 blade).   ●

  Steel insect pins (size 2).   ●

  15 cm glass dish coated with   ● Sylgard  and  Sylgard  184 (Dow 
Corning, Midland, Michigan, USA) ( see   Note 1 ).     

  ●     Earle’s balanced salt solution (EBSS): 140 mM NaCl, 4 mM 
KCl, 1 mM Na 2 HPO 4 , 0.23 mM NaH 2 PO 4 , 5.5 mM Glucose, 
1% (v/v) penicillin-streptomycin-fungizone (PSF), and 5% 
(v/v) FBS; pH 7.4 ( see   Note 2 ).  
  Phosphate buffered saline (PBS): 137 mM NaCl, 2.7 mM KCl,  ●

4.3 mM Na 2 HPO 4 , 1.47 mM KH 2 PO 4  (pH 7.4) ( see   Note 3 ).  
  Dulbecco’s Modi fi ed Eagle Medium (DMEM), fetal bovine  ●

serum (FBS), PSF, and trypsin-EDTA are from Life 
Technologies (Grand Island, NY, USA). DMEM containing 
15% FBS is used for maintaining the endothelial cultures.  

  2.  Materials

  2.1.  Dissecting Kits

  2.2.  Solutions and 
Buffers for Isolation 
and Culture of Primary 
Endothelial Cells
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  Autoclaved gelatin solution (1% in endotoxin-free water, store  ●

at 4°C) is used for coating the Petri dish at 37°C overnight. 
The gelatin solution is aspirated and the dishes washed with 
DMEM immediately before seeding the cells.     

  ●     Senescence-associated  b -galactosidase (SA- b -gal) substrate 
staining solution: 150 mM NaCl, 2 mM MgCl 2 , 5 mM potas-
sium ferricyanide, 5 mM potassium ferrocyanide, 40 mM citric 
acid, 12 mM sodium phosphate, 1 mg/mL 5-bromo-4-chloro-
3-indolyl- b - D -galactoside (X-gal); pH 6.  
  Propidium iodide (PI) staining buffer: 100 mM    Tris–HCl,  ●

pH 7.4, 150 mM NaCl, 1 mM CaCl 2 , 0.5 mM MgCl 2 , 0.1% 
NP-40, 50  m g/mL PI, and 0.1 mg/mL RNase.  
  Crystal violet stock solution (5%), prepared in 20% methanol,  ●

stirred overnight, and  fi ltered through Whatman paper. A working 
concentration of 0.2% is used for cell staining.     

  ●     Antibodies against SIRT1, LKB1, phospho-AMPK(Thr172), 
phospho-AMPK(Ser485), AMPK and von Willbrand factor 
are from Cell Signaling Technology (Beverly, MA, USA).  
  Antibody against   ● b -actin is from Santa Cruz Biotechnology 
(Santa Cruz, CA, USA).  
  Antibodies against FLAG, peroxidase-conjugated anti-rabbit,  ●

anti-mouse and anti-goat IgG are from Sigma-Aldrich (St. 
Louis, MO, USA).     

  ●     Effectene transfection reagent (QIAGEN, Hilden, Germany).  
  TRAPEZE XL Telomerase Detection Kit (Millipore, Billerica,  ●

MA, USA).  
  TUNEL in situ Cell Death Detection Kit (Roche, Indianapolis,  ●

IN, USA).  
  BCA protein assay (Thermo Fisher Scienti fi c, Rockford, IL,  ●

USA).  
  Trizol Reagent (Life Technologies, Carlsbad, CA, USA).   ●

  SYBR Green PCR Master Mix (Qiagen, Hamburg, Germany).       ●

 

      1.    Female farm pigs (2–3 months old; 25–30 kg) are anesthetized 
by intramuscular injection of a mixture of tiletamine plus zoleze-
pam (10 mg/kg each in a total volume of 5 mL) and euthanized 
by exsanguination. The hearts are collected and transferred into 
cold EBSS supplemented with 1% PSF and 5% FBS.  

  2.3.  Solutions 
and Buffers for 
Characterization 
of Senescent 
Endothelial Cells

  2.4.  Antibodies

  2.5.  Assay Kits 
and Reagents

  3.  Methods

  3.1.  Isolation 
and Culture of Primary 
Coronary Endothelial 
Cells
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    2.    Endothelial cells can be harvested from the left circum fl ex, left 
anterior descending artery, right coronary arteries, and aorta 
fragment (length of 5–10 cm) attached to the heart. Separate 
the arteries from heart and place immediately in freshly prepared 
cold EBSS. After clearing all the adhering fat, arteries are 
cut longitudinally and pinned down for  en face  cell isolation in 
a glass dissecting dish covered with a layer of clear silicone 
(Sylgard).  

    3.    Add suf fi cient cold EBSS to cover the artery fragments and 
rinse by gentle shaking. Discard the solution and replace with 
fresh EBSS ( see   Note 4 ). Repeat the washing step  fi ve times 
and remove the solution completely before collecting the 
endothelial cells.  

    4.    Gently scrape the luminal surface of arteries with a blade and 
collect the fragments of endothelial lining in 30 mL of pre-
warmed DMEM containing 1% PSF and 5% FBS ( see   Note 5 ). 
Remove extra liquid on the blade using autoclaved paper tissues 
before the next scraping.  

    5.    Resuspend the cells collected in Falcon tube using sterile transfer 
pipettes. After centrifugation at 200 ×  g  for 5 min, supernants 
are discarded and the centrifugation–resuspension step is 
repeated for two more times. The primary endothelial cells are 
plated in a 60 mm gelatin-coated Petri dish. The plating 
ef fi ciency is about 10%. The cells are cultured in DMEM with 
15% FBS at 37°C in humidi fi ed 5% CO 2  95% air. Add fresh 
media every 2 days.  

    6.    At about 1 week after plating or when reaching 80% con fl uency, 
cells [referred as passage zero (P0)] are detached with trypsin-
EDTA and passaged at a density of 10 3  cells/cm 2  in 100 mm 
gelatin-coated Petri dish. Thereafter, each of the subsequent 
passages are referred as passage one (P1), passage two (P2), 
passage three (P3), and passage four (P4).  

    7.    A small portion of cells at different passages can be subjected 
to purity checking by immunocytochemistry staining of von 
Willebrand factor  (  47  ) .      

      1.    Endothelial cell growth is evaluated by calculating the popula-
tion doubling (PDL). At the end of each passage, after adding 
trypsin-EDTA and incubating at 37°C for 2 min, the cells are 
detached and resuspended in DMEM containing 5% FBS. 
A small volume of cell suspension is mixed with 0.4% Trypan 
Blue dye (diluted 1:1–1:5 depending on the number of cells). 
Only nonviable cells take up the dye and appear blue under a 
light microscope. Viable cells remain unstained and are manu-
ally counted using a haemocytometer. The growth rate of the 
cultured endothelial cells is progressively decreasing from P1 to 
P4. The cumulative PDL is around 11.34  (  46  )  ( see   Note 6 ).  

  3.2.  Evaluation 
of Cell Proliferation
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    2.    Cell proliferation rate is measured by crystal violet staining, a 
rapid and reproducible method for quantifying cell prolifera-
tion in monolayer cultures  (  48,   49  ) . Cells are seeded at a den-
sity of 1 × 10 3 /well in 96-well plates. At different time points, 
the media are removed and cells washed twice with PBS. Cold 
methanol (−20°C, 100  m L/well) is added and incubated for 
30 min to  fi x the cells. Staining is performed by incubation 
with 100  m L of 0.2% crystal violet dye solution for an addi-
tional 15 min at room temperature. Excess dye is removed by 
gentle washing with water. After air drying the wells, stained 
cells are solubilized in equal volume of 1% SDS. The optical 
density is measured at a wavelength of 570 nm ( see   Note 7 ).  

    3.    DNA replication rate is another indicator of cell proliferation 
and can be evaluated by [ 3 H-methyl]-thymidine incorporation 
assay  (  50  ) . Cells are seeded at a density of 1 × 10 4 /well in 
24-well plates and starved for 48 h in DMEM containing 0.5% 
FBS prior to the addition of fresh DMEM and 15% FBS. 
Radio-labeling is performed by adding 1  m Ci/mL of 
[ 3 H-methyl]-thymidine during the last 6 h of incubation. After 
washing with PBS for three times, DNA is precipitated with 5% 
trichloroacetic acid for 30 min. The precipitated DNA is sub-
sequently solubilized with 0.2 M NaOH and neutralized with 
0.2 M HCl. Cell proliferation is measured by quantifying the 
incorporated [ 3 H-methyl]-thymidine using a liquid scintilla-
tion counter ( see   Note 8 ).      

      1.    Morphologically, the monolayer of “young” endothelial cells 
(P1) exhibits a typical “cobblestone” pattern, whereas the 
“senescent” P4 cells are enlarged and  fl attened with a concomi-
tant increase in the size of the nucleus and nucleoli (Fig.  1 ).   

    2.    SA- b -gal staining is used to quantitatively monitor the occur-
rence and accumulation of senescent cells  (  51–  53  ) . Cells are 

  3.3.  Characterization 
of Senescent 
Endothelial Cells

  Fig. 1.    Morphology of primary endothelial cells isolated from porcine aorta and cultured at passage 1 (P1) 
and passage 4 (P4). Magni fi cation, 400×.       
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 fi xed with 2% formaldehyde/0.2% glutaraldehyde in PBS for 
10 min at room temperature. After extensive washing with 
PBS, freshly prepared SA- b -gal substrate staining solution is 
added and the incubation performed at 37°C for 16 h. The 
substrate solution is decanted and cells washed with PBS. 
Glycerol solution (70%) is added and the number of stained cells 
evaluated with conventional microscope ( see   Note 9 ) (Fig.  2 ).   

    3.    Telomerase activity is evaluated in endothelial cells collected at 
different passages using the Telomerase Detection Kit  (  40,   46  ) . 
Cells are lysed by CHAPS Lysis Buffer and the protein concen-
trations determined by BCA assay. Cell lysates containing 1.5  m g 
proteins are mixed with Taq polymerase and TRAPEZE XL 
Reaction Mix. After incubating at 30°C for 30 min, a thermal 
cycling program (94°C/30 s, 59°C/30 s, 72°C/1 min) is 
repeated for 36 cycles followed by a single extension step 
(72°C/3 min, 55°C/25 min). The samples are stored at 4°C. 
The  fl uorescence of each sample is measured at the excitation/
emission wavelengths of 495/516 nm for  fl uorescein and 
600/620 nm for sulforhodamine using a  fl uorescence plate 
reader. TSR8 standards, telomerase positive control, minus 
telomerase control, and minus Taq polymerase control are 
included in the ampli fi cation process ( see   Note 10 ).  

    4.    Premature senescence can be induced in the primary endothe-
lial cultures. Oxidative stress is induced by adding 100  m M 
freshly prepared H 2 O 2  and continue the incubation for 1 h 
 (  39,   46  ) . Positive SA- b -gal stained cells can be detected after 
culturing for another 5 days.      

      1.    Cells at different passages are collected for measuring the 
mRNA expression levels of SIRT1 by quantitative PCR analysis. 
Total RNA is extracted using Trizol Reagent. After obtaining 
cDNA by reverse transcription, quantitation of target genes is 

  3.4.  Investigation 
of the Anti-
senescence 
Activity of SIRT1

  Fig. 2.    SA- b -gal staining of primary endothelial cells cultured at passage 1 (P1) and passage 4 (P4). Magni fi cation, 100×.       
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performed using SYBR Green PCR Master Mix. The primers 
are 5 ¢ -AGGAGGTGAATATGCCAAGC-3 ¢  (forward) and 
5 ¢ -CTGAAGAAGCTGGTGGTGAA-3 ¢  (reverse) for SIRT1 
(Sus scrofa sirtuin 1, NM_001145750.1), and 5 ¢ -AATGACC
CCTTCATTGACCTCC-3 ¢  (forward) 5 ¢ -GCTTCCCATTC
TCAGCCTTGAC-3 ¢  (reverse) for GAPDH. The mRNA levels 
are gradually decreased during the prolonged culture in pri-
mary endothelial cells. At P4, the SIRT1 mRNA expression is 
reduced by more than 70% compared to P1 cells  (  40  ) .  

    2.    SIRT1 protein expression is examined by Western blotting. 
Cells at different passages are solubilized in lysis buffer con-
taining 20 mM Tris–HCl (pH 7.4), 150 mM NaCl, 1 mM 
EDTA, 1 mM EGTA, 1% Triton X-100, 2.5 mM sodium pyro-
phosphate, 1 mM  b -glycerolphosphate, 1 mM Na 3 VO 4 , and 
the complete protease inhibitor cocktail. The lysates are soni-
cated twice for 10 s and centrifuged at 14,000 ×  g  for 20 min at 
4°C. Protein concentration is determined by BCA assay. The 
samples with equal amount of protein are mixed with 5× SDS 
loading buffer and boiled at 95°C for 5 min before loading on 
SDS-PAGE. The separated proteins are transferred onto nitro-
cellulose membrane for probing SIRT1 with the speci fi c pri-
mary antibody. After 1 month of culture, the SIRT1 protein 
amount is less than half of that in P1 cells  (  40  ) .  

    3.    Transient transfection is performed in primary endothelial cells 
using Effectene transfection reagent ( see   Note 11 ). Cells 
(4 × 10 5 ) are seeded in each well of gelatin-coated 6-well plates 
the day before transfection. Plasmid DNA (0.8  m g) is mixed 
with “buffer EC” provided in the kit to a total volume of 
100  m L. Enhancer (6.4  m L) is added and the mixture incu-
bated at room temperature for 5 min. Effectene Transfection 
Reagent (6  m L) is added and incubated at room temperature 
for another 10 min. After adding fresh medium (0.6 mL), the 
transfection complex is transferred drop by drop to the cell 
cultures. After 48–72 h, the overexpressed SIRT1 can be 
con fi rmed by Western blotting. For transient transfection in 
other types of multi-well plates, all the volumes are scaled up 
or down accordingly. Elevation of SIRT1 levels promotes the 
proliferation of endothelial cells and blocks the development of 
cellular senescence  (  40  ) .  

    4.    Inhibition or loss of SIRT1 function induces cellular senes-
cence in primary endothelial cultures. Incubation with SIRT1 
inhibitor nicotinamide (10 mM) for 48 h promotes the devel-
opment of endothelial senescence  (  40  ) . Similarly, knocking 
down of SIRT1 expression by RNA interference induces cel-
lular senescence. Stealth siRNA is transfected into endothelial 
cells using LipofectamineTM 2000 transfection reagent 
(Invitrogen). For cells seeded in 6-well plates, 100 pmol scramble 
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siRNA or speci fi c stealth siRNA is mixed with 250  m L Opti-MEM 
medium. LipofectamineTM 2000 is also mixed with Opti-
MEM and incubated at room temperature for 5 min. Stealth 
siRNA and LipofectamineTM 2000 mix are then combined 
and incubated for a further 20 min at room temperature before 
adding into the culture wells containing fresh medium. The 
downregulation effect is con fi rmed by Western blotting at 
48–72 h after transfection. Overexpression of a dorminant 
negative mutant of SIRT1 [SIRT1(H363Y)] induces cellular 
senescence  (  40  ) . The plasmid for overexpressing the deacety-
lase mutant SIRT1(H363Y) is generated by site-directed muta-
genesis to replace histidine at residue 363 to tyrosine. In 
cultured cells, overexpression of SIRT1(H363Y) is achieved by 
transient transfection using Effectene Transfection Reagent.  

    5.    Hyperactivation of LKB1/AMPK signaling induces cellular 
senescence in primary endothelial cultures  (  40  ) . Elevation of 
LKB1 is implemented by transient transfection using Effectene 
Transfection Reagent. At 48–72 h after transfection, severe 
senescence can be detected by SA- b -gal staining. Co-transfection 
with vector encoding SIRT1 blocks the pro-senescence activity of 
LKB1. The recombinant adenoviruses for overexpressing the 
constitutively active (CA-AMPK) and the dominant-negative 
version of AMPK (DN-AMPK) are used for studying AMPK-
mediated cellular senescence. The CA-AMPK is a truncated 
form of AMPK catalytic subunit with Thr172 replaced by Asp. 
DN-AMPK contains a mutated form of AMPK with Asp157 
replaced by Ala  (  54  ) . Cells are infected with the recombinant 
adenoviruses at 50–500 pfu/cell and then incubated at 37°C 
for another 48 h before starting subsequent experiments ( see  
 Note 12 ). AMPK activity can be modulated by adding drug 
compounds, including the activator AICAR (2 mM) and the 
inhibitor compound C (5  m M). The drugs are added in the 
culture media for 48 h prior to senescence evaluation.       

 

     1.    Sylgard 184 (Dow Corning) is clear silicone rubber polymer-
ized by mixing two components (9 parts rubber solution:1 
part of accelerator/catalyst). Mix and pour to the desired depth 
(2–5 mm) into the glass Petri dish. Allow the dishes to stand 
for about 1 h at room temperature for air bubbles to leave, 
then incubate at 55°C until polymerized (3 h to overnight). 
The dishes can be stored inde fi nitely and autoclaved.  

    2.    Dilute 100 mL of 10× EBSS to about 800 mL with water. 
Adjust the pH to 7.4. Add 10 mL PSF and 50 mL FBS. Make 
to 1 L with water.  

  4.  Notes
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    3.    Dissolve 80 g NaCl, 2 g KCl, 14.4 g Na2HPO4, 2.4 g 
KH2PO4 in 800 mL of water. Adjust pH to 7.4 using HCl. 
Add water to a  fi nal volume of 1 L. Sterilize by autoclaving. 
Dilute 100 mL of 10× PBS before use.  

    4.    Reduce the exposure time to enhance cell survival. EBSS 
buffer containing 1% PSF (v/v) and 5% FBS (v/v) is used to 
minimize the bacteria contamination and maintain the activity 
of the endothelial cells.  

    5.    The media for collecting cells should be pre-warmed in a 37°C 
water bath. Large volume of media (over 30 mL/per wash) is 
recommended for resuspending the cells to minimize bacteria 
contamination.  

    6.    Population doubling = (log 10 F –log 10 I )/0.301, where  F  is the 
number of cells at the end of one passage, and  I  is the number 
of cells seeded at the beginning of the passage. Compared to 
the present model, human dermal  fi broblasts and human 
umbilical vein endothelial cells at passage 15 (PDL > 55) are 
considered as “senescence” cells  (  55  ) . Human primary vascular 
smooth muscle cells reach senescence at passage 13  (  56  ) . The 
self-renewal capacity of human adipose tissue-derived mesen-
chymal stem cells is completely lost at passage 15  (  44  ) .  

    7.    The SDS solution should be added carefully to avoid air bub-
bles trapped in the wells that can in fl uence the absorbance 
reading. The readings are linearly related to cell number with a 
sensitivity of ~500 cells.  

    8.    To ensure equal labeling, same volume of the labeling solution 
prepared in advance should be added into each well. The 
trichloroacetic acid solution should be precooled at 4°C.  

    9.    Incubate the X-gal solution at 37°C for 1 h prior to the prepa-
ration of substrate staining solution to avoid aggregates forma-
tion during staining. Filter the freshly prepared solution before 
use. The staining should not be performed in a CO 2  incubator. 
Seal the plate with para fi lm to prevent it from drying out. 
During staining, the plate should be kept away from light.  

    10.    Prior to measurement, 20  m L of each reaction mix is diluted to 
600  m L with 10 mM Tris–HCl pH 7.4, 150 mM NaCl, and 
2 mM MgCl 2 . The results are calculated as Total Product 
Generated (TPG). The net increase of  fl uorescein signal com-
pared to minus telomerase control is termed  D FL, while the 
net increase of sulforhodamine signal compared to minus Taq 
polymerase control is termed  D R. There is a linear relationship 
between log( D FL/ D R) and TPG. Thus, the TPG value of the 
samples can be calculated based on the formula generated by 
TSR8 standards.  

    11.    For plasmid transient transfection, different ef fi ciencies and 
toxicities are observed for transfection reagents from various 
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sources. Effectene is chosen after comparing  fi ve different 
sources of transfection reagents. The transfection can be per-
formed in the presence of antibiotics and FBS. High purity 
plasmid DNA dissolved in sterile water should be used. It is 
not necessary to remove the Effectene–DNA complexes from 
the culture media.  

    12.    For adenovirus infection, initially, the appropriate titer for each 
recombinant virus is determined by the addition of various 
dilutions to cells cultured in 6-well plates, giving a multiplicity 
of infection (m.o.i.) ranging from 50 to 2,000 based on 0.5–
2.0 × 10 6  plaque-forming units/mL as measured by A260. For 
all infections, the viral stock is replaced with complete medium 
after 4–6 h and the cells incubated for two more days before 
starting subsequent experiment  (  40  ) .          
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    Chapter 23   

 Monitoring Nutrient Signaling Through the Longevity 
Protein p66 SHC1        

     So fi a   Chiatamone   Ranieri    and    Giovambattista   Pani         

  Abstract 

 Nutrient availability and nutrient-dependent biochemical signals represent major determinants of cellular 
senescence and organismal aging. The present chapter describes simple procedures to reliably evaluate the 
response of cultured cell to nutrients through the longevity protein p66 SHC1  and the mTOR/S6K cascade, 
which might be used to study cellular senescence and its chemical modulation by pharmaceutical agents 
in vitro.  

  Key words:   Cell culture ,  Cell transfection ,  Glucose deprivation ,  Longevity ,  mTOR ,  Nutrient signaling , 
 p66 SHC1  ,  Protein phosphorylation    

 

 A great deal of experimental evidence indicates that nutrient avail-
ability and energy metabolism exert major effect on the aging pro-
cess, by regulating a complex network of signaling pathways 
involved in cell growth and proliferation, in fl ammation, and stress 
responses. Accordingly, these “nutrient-sensitive” cascades are 
being extensively investigated as potential targets for novel phar-
macological strategies aimed at preventing senescence and age-
associated diseases  (  1–  3  ) . Methods to simply and reproducibly 
address cell response to nutrients both in vivo and in vitro are 
therefore critically needed. 

 The 66 kDa adapter protein    p66 SHC1  has drawn signi fi cant 
attention in recent years as a longevity determinant that, through 
the generation of reactive oxygen species and oxidative stress in 
mammalian mitochondria, participates in tissue damage by several 
environmental stressors, therefore promoting the aging process  (  4  ) . 

  1.  Introduction
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In fact, p66 SHC1 -de fi cient mice live longer than their wild-type 
counterparts and are remarkably resistant to experimental patholo-
gies (atherosclerosis, liver steatosis, diabetic vascular damage) rem-
iniscent of human aging  (  5,   6  ) . Original observations by us and 
other groups have revealed a previously unexpected role of p66 SHC1  
in the intracellular signal transduction initiated by metabolic hor-
mones (insulin) and nutritional cues (hyperglycemia, hyperlipi-
demia) known to have a major role in modulating organismal 
longevity and tissue senescence  (  7,   8  ) . These studies have demon-
strated that effects of p66 SHC1  on aging and senescence are related 
not only to the induction of oxidative damage but also, at least in 
part, to its role as a “nutrient sensor”. 

 Detailed biochemical studies have shown that the response to 
nutrient cues are, on one side, associated with the phosphorylation 
of p66 SHC1 on a serine (Ser 36) residue  (  9  )  and, on the other side, 
are largely mediated by the nutrient-sensitive cascade triggered by 
the mammalian Target of Rapamycin (mTOR) and its downstream 
target S6 Kinase (S6K)  (  7  ) . Importantly, the excess activity of the 
latter cascade negatively regulates mammalian lifespan and has a 
causative role in dysmetabolism (insulin resistance), tissue damage, 
and in fl ammation associated with overnutrition and obesity in aged 
individuals  (  10–  12  ) . Moreover, several observations point to a role 
of mTOR, S6K, and cell hyperstimulation by nutrients in cellular 
damage and replicative senescence in vitro  (  13,   14  ) , and in stem 
cell senescence/exhaustion in vivo  (  15  ) . 

 The present protocol describes in detail simple procedures 
aimed at monitoring the phosphorylation status of p66 SHC1  in 
cultured cells exposed to nutrient cues related to diabetes and 
dysmetabolism [hyperglycemia, high free fatty acids (FFA), high 
glucosamine] and at evaluating the activation status of the 
mTOR/S6K cascade in different culture conditions and in par-
ticular in cells whose p66 SHC1  content has been genetically 
manipulated. 

 The described procedures can be easily utilized to investigate 
cultured cell responses to nutrients under a number of experimental 
conditions (overexpression or knockdown of speci fi c proteins of 
interest as well the use of pharmacological agents) potentially relevant 
to cell senescence and body aging.  

 

  ●     Standard equipment for protein electrophoresis and 
electrotransfer.  
  Automatic  fi lm processor (XMP-2000, Kodak, Rochester, NY,  ●

USA).     

  2.  Materials

  2.1.  Equipment



34323 Phosphorylation of p66SHC1 and Longevity

  ●     HEK-293T, Human Embryonic Kidney cells expressing the 
SV-40 Large T antigen (ATCC/LCG Standards, Manassas, 
VA, USA) ( see   Note 1 ).  
  Sterile plasticware (15 and 50 mL polypropylene tubes, 6-well  ●

plates, 2 and 10 mL plastic pipettes).  
  Dulbecco’s Modi fi ed Eagle’s Medium (DMEM) containing  ●

4.5 g/L glucose, 1 mM sodium pyruvate, 2 mM  L -glutamine, 
nonessential amino acid mix 1:100, penicillin/streptomycin 
mix 1:100, and 8% fetal bovine serum (FBS).  
  DMEM without glucose and FBS, containing 1 mM sodium  ●

pyruvate, 2 mM  L -glutamine, nonessential amino acid mix 
1:100, penicillin/streptomycin mix 1:100, 20 mM HEPES 
buffer (pH 7.4), and 1 mg/mL BSA.  
    ● D -Glucose.  
  Glucosamine hydrochloride.   ●

  Mannitol.   ●

  Palmitic acid (Sigma-Aldrich, St. Louis, MO, USA).   ●

  Rapamycin (LC Laboratories,Woburn, MA, USA).   ●

  pBabe-p66  ● SHC1  and the corresponding empty control plasmid 
( see   Note 2 ).  
  Endotoxin-free Plasmid DNA puri fi cation kit (Qiagen, Hilden,  ●

Germany).  
  EFFECTENE  ● ®  transfection reagent (Qiagen).     

  ●     Cell lysis buffer: 150 mM NaCl, 50 mM Tris–HCl pH 8, 2 mM 
EDTA, 1% v/v Triton X-100, 0.1% v/v SDS, 1:1,000 Protease 
Inhibitor cocktail, 1 mM PMSF, 1 mM Sodium Orthovanadate, 
20 mM Sodium Fluoride, 20 mM Beta-glycerophosphate 
(Sigma-Aldrich).  
  30% Acrylamide/bisacrylamide solution (ratio 29:1) (Fisher  ●

Molecular Biology, Rome).  
  Ammonium persulfate.   ●

  Bromophenol blue.   ●

  Glycine.   ●

  Glycerol.   ●

  Methanol.   ●

  0.1% w/v Ponceau S Red in 5% acetic acid.   ●

    ● N , N , N  ¢ , N  ¢ -Tetramethylethylenediamine (TEMED).  
  Tris base.   ●

  Polyethylene glycol sorbitan monolaurate (Tween-20  ● ® ).  
  Broad Range Prestained protein ladder (ProSieve QuadColor  ●

protein marker, Lonza, Basel, Switzerland).  

  2.2.  Cell Culture

  2.3.  Cell Lysis 
and SDS-PAGE
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  0.45   ● m m pore size nitrocellulose membrane (PROTRAN ® , 
Whatman International Limited, Dassel, Germany).  
  TBS-T: 10 mM Tris–HCl (pH 7.4), 150 mM NaCl, 0.5% v/v  ●

Tween-20.  
  Primary antibodies: Anti-p66  ● SHC1  polyclonal rabbit antiserum 
(Upstate Biotechnology/Millipore, Billerica, MA, USA); anti-
phosho-p66 SHC1  (Ser 36) mouse monoclonal clone 6E10 
(Alexis Biochemicals, Lausen, Switzerland); anti-phosho-S6K1 
(Thr 389); anti-phospho-S6 (Ser 235-236); anti-phospho-4EBP1 
(Thr 37-46); anti-4EBP1 (Cell Signaling Technology, Beverly, 
MA, USA); anti-S6K1 clone 18 and anti-actin goat polyclonal 
(Santa Cruz Biotechnology Inc., Santa Cruz, CA, USA).  
  Secondary HRP-conjugated reagents: HRP-conjugated-goat  ●

anti-rabbit IgG (Bio-Rad, Hercules, CA, USA); HRP-
conjugated-goat anti-mouse IgG (Amersham GE-HealthCare, 
Piscataway, NJ, USA); HRP-conjugated donkey anti-goat/
sheep IgG (Chemicon/Millipore, Billerica, MA, USA).  
  Enhanced chemoluminescence (ECL) reagent and autoradiog- ●

raphy  fi lms (Amersham/GE-HealthCare, Pittsburg, PA, USA).      

 

       1.    The day before transfection (ideally 16–24 h) seed 293T ( see  
 Note 4 ) cells at 150,000 cells/800  m L complete medium/well 
in a 12-well sterile plate ( see   Note 5 ). Put the plate back in the 
incubator (humidi fi ed, 5% CO 2 , 37°C) until transfection.  

    2.    After overnight incubation transfect cells with transfection-
grade (endotoxin-free) plasmid DNA, using the EFFECTENE 
transfection reagent according to the manufacturer’s instruc-
tion with small changes ( see   Notes 6  and  7 ). Transfect the 
appropriate number of wells with the p66 SHC1  construct and 
the empty control, based on your experimental design (see 
below). Put the plate back in the incubator for 48 h.      

      1.    Forty-eight hours after transfection aspirate medium from cells 
and replace it with 1 mL pre-warmed DMEM without glucose 
and FCS (starvation medium). Add back nutrients as desired. 
Examples are high/low glucose (4.5 and 0.9 g/L, respectively, 
from a 50 g/L stock in PBS), Glucosamine (1–2 mM from a 
100 mM stock in PBS), Palmitate/BSA (1 mM from a 10 mM 
stock in PBS/NaOH,  see   Note 8 ) alone or in combination. 
Use mannitol (stock 50 g/L in PBS) to compensate for 
decreased osmolarity in samples with no or low glucose.  

    2.    Put the cells back in the incubator for additional 48 h ( see   Note 9 ).      

  3.  Methods

  3.1  Monitoring p66 SHC1  
Phosphorylation on 
Ser 36 in Response to 
Nutrient Availability

  3.1.1.  Overexpression 
of Human p66 SHC1  in 293T 
Cells ( See   Note 3 )

  3.1.2.  Cell Stimulation
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      1.    Cells can be lysed directly in the culture wells after careful removal 
of medium and  fl oating cells (    see   Note 10 ). Aspirate medium, 
transfer the plate on ice, and add 110  m L/well of cold lysis buffer 
with inhibitors ( see   Note 11 ). Cover the plate with lid to avoid 
evaporation, swirl the plate, and leave it on ice for 2–5 min. Then 
collect cells by  fl ushing with pipet all over the well and transfer 
lysates into clean 1.5 mL tubes ( see   Note 12 ).  

    2.    Leave tubes on ice for 10–15 min, with occasional tapping or 
vortexing; spin down in the bench-top centrifuge at maximum 
speed (14,000 rpm/21,000 ×  g  in our equipment) at 4°C (use 
a refrigerated centrifuge or put your microfuge in the cold 
room) for 10 min.  

    3.    Transfer supernatants in clean tubes and discard pellets. 
Measure protein concentration by your favorite method 
( see   Note 13 ). Prepare samples by mixing protein lysates with 
6× Laemmli gel loading SDS buffer ( see   Note 14 ), to a  fi nal 
protein concentration of 1 mg/mL.      

      1.    Pour a 8% polyacrylamide gel (10% if you wish to monitor also 
phosho-S6 and phosho-4EBP1 in the same experiment) ( see  
 Note 15 ). Load 40  m L of sample (40  m g of protein)/well 
alongside with the prestained protein ladder, and run the gel 
until the front dye reaches the bottom ( see   Note 16 ).  

    2.    Transfer proteins onto nitrocellulose membrane according to 
your standard electroblotting protocol (we use 1 h × gel at 
330 mA).  

    3.    Stain the membrane with Ponceau S Red a 0.1% Ponceau S/5% 
acetic acid solution to con fi rm homogeneous protein transfer 
( see   Note 17 ).  

    4.    Destain the membrane with TBS-T and incubate it at RT in 
5% v/v dry milk/TBS-T (blocking solution) for 1.5–2 h on a 
rocking plate ( see   Note 18 ).  

    5.    Remove the membrane from the blocking solution. Put the 
membrane on a glass plate and, using a sharp blade and a ruler, 
cut it into strips corresponding to different molecular weight 
ranges, based on protein markers (Fig.  1a ) ( see   Note 19 ). The 
50–100 kDa range is where you expect to see p66 SHC1 ; keep 
the lower strip(s) for actin, pS6 or p4EBP1.       

      1.    Prepare 1:1,000 solutions of your primary reagents in 3% 
milk/TBST ( see   Note 20 ).  

    2.    Incubate membranes O/N with an appropriate volume of 
solution (at least 5 mL for a 2.5 cm × 9 cm strip in a small box, 
 see   Note 21 ) at 4°C with gentle agitation.  

  3.1.3.  Cell Lysis

  3.1.4.  Protein 
Electrophoresis 
and Electrotransfer

  3.1.5.  p66 SHC1 -phospho
(Ser 36) and Total p66 SHC1  
Immunostaining
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    3.    Proceed with washes and secondary reagents (anti-mouse IgG 
for anti-pSer36 p66 SHC1  and anti-rabbit IgG for anti-total 
p66 SHC1 ) by standard WB procedure.  

    4.    Detect immunocomplexes by ECL and autoradiography 
(Fig.  1 ) ( see   Note 22 ). Compare p36Ser-p66 SHC1  band intensi-
ties among different treatments (e.g., high glucose versus no 
glucose) and relate them to signals obtained in the corresponding 
anti-total p66 SHC1  immunoblot ( see   Note 23 ).       

  Fig. 1.    ( a ) Scheme illustrating how to cut the nitrocellulose membrane for the simultaneous detection of p66 SHC1 , of different 
components of the mTOR/S6K cascade and of the loading control (actin).  Short lines  on the left indicate prestained molecu-
lar weight markers as appear on the membrane; the corresponding weights are also indicated. ( b ) Detection of p66  SHC1  
phosphorylation on Serine 36 in glucose-free medium (lanes 1 and 4), in the presence of 2 mM glucosamine (lanes 2 and 
5) and in 4.5 g/L glucose (lanes 3 and 6). Phosphorylation signal can be easily appreciated in p66 SHC1  transfected (lanes 
4–6) but not in mock-transfected cells (lanes 1–3). Note that overexpression of p66 SHC1  increases the phosphorylation of 
S6, particularly in glucose-free medium (compare lanes 1 and 4) and in 2 mM glucosamine (lanes 2 and 5). Actin band is 
displayed as loading control. All the panels were obtained from the same membrane; anti-p-p66 SHC1  and anti-tot-p66 SHC1  
were performed on the same piece of membrane sequentially, without membrane “stripping” in SDS. ( c ) Analysis of the 
mTOR/S6K cascade in cells exposed to high glucose and to a glucose-free medium. Glucose withdrawal reduces the 
phosphorylation of S6K, S6, and 4EBP-1. For S6K and 4EBP1 protein dephosphorylation is revealed by attenuation or dis-
appearance of the uppermost, slowest migrating band. Total S6K and actin are displayed as loading controls. ( d ) Activation 
of S6K by p66 SHC1  in complete medium (8% FBS, high glucose). The same strip ( upper ) was sequentially stained for p-S6K 
and for total p66 SHC1 . The lower strip was immunostained for actin as loading control. p66 SHC1   qq  is a redox-inactive mutant 
of p66 SHC1  that displays equal expression level and stimulatory effect on S6K compared to the wild-type isoform  (  7  ).        
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  This part of the protocol largely overlaps with the monitoring 
p66 SHC1  phosphorylation ( see  Subheading  3.1 ), but focuses on the 
assessment of mTOR signaling to downstream effectors S6K, S6, 
and 4EBP1 in response to nutrients and/or overexpression of 
p66 SHC1 . 

      1.    Transfection of cell with p66 SHC1  ( see  Subheading  3.1.1 ). To 
monitor the mTOR cascade in parental, non-transfected cells, 
seed 1.5–2 × 10 5  cells/1 mL complete medium/well in a 12-well 
plate 16/24 h before cell stimulation.  

    2.    Cell stimulation. Perform cell stimulation as described previ-
ously ( see  Subheading  3.1.2 ), but preferably incubate cells for 
no longer than 24 h ( see   Note 24 ); add an experimental con-
trol with the mTOR inhibitor Rapamycin (200 nM) ( see   Notes 
25  and  26 ).      

      1.    Lyse cells as described above (Subheading  3.1.3 ).      

      1.    Pour 8 or 10% acrylamide gel to optimally visualize phospho-S6 
kinase, 10% to co-visualize p-S6 K and p-S6, 12% to co-visual-
ize p-S6K, p-S6, and p-4EBP1 (poor resolution of the S6K 
bands). After protein transfer and blocking, cut the membrane 
into strips to be hybridized with different antibodies as out-
lined in Fig.  24.1a  (higher than 50 kDa for p-S6K, 50–25 kDa 
for p-S6, 25–10 kDa for p-4EBP1) ( see   Note 27 ).  

    2.    Immunodetection of p-S6K, p-S6, and p-4EBP-1. Use the 
appropriate primary and secondary reagents. For interpreta-
tion of    phospho-S6K patterns  see   Note 28 . On the same mem-
brane (subsequently) or on a twin membrane (in parallel) 
perform staining for total S6K, S6, and 4EBP1, in order to 
distinguish changes in phosphorylation from differences in 
protein expression levels ( see   Note 29 ). Stain the 50–25 kDa 
strip for actin to con fi rm equal protein loading throughout the 
lanes. Sequential staining of the same membrane with different 
antisera can be performed without further manipulation (i.e., 
“stripping” in SDS/DTT) of the membrane, provided that 
target bands do not overlap.        

 

     1.    293T cells have very low growth requirements and medium/
serum source and lot do not appear to be critical in our 
experience.  

  3.2.  Monitoring mTOR/
S6K Cascade 
Response to p66 SHC1  
and Nutrients

  3.2.1.  Seeding and 
Transfection of 293T Cells

  3.2.2.  Cell    Lysis

  3.2.3.  Protein 
Electrophoresis and 
Electroblotting ( See  
Subheading  3.1.4 )

  4.  Notes
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    2.    Expression constructs encoding human full length p66 SHC1  
under the control of a mammalian promoter such (pBabe-
p66 SHC1  and the corresponding empty control plasmid, 
pBabe-Puro) can be obtained from Prof. P.G. Pelicci (Istituto 
Europeo di Oncologia, Milan, Italy) under a Material Transfer 
Agreement. Alternatively, a similar construct can be requested 
from the Addgene repository (Plasmid 10972: pcDNA3.1his 
p66 SHC1 ) or purchased from ORIGENE (Rockville, MD, USA; 
untagged cDNA in the pCMV6-XL6 backbone). As control 
(empty) the plasmids pBabe-Puro (Addgene, plasmid 1764), 
PcDNA3.1 (Clontech) or pCMV6-XL6 (Origene) might be 
used.  

    3.    Expression levels of p66 SHC1  in most cell types tend to be rela-
tively low, although the protein can be induced under several 
stress conditions  (  16  ) . p66 SHC1  overexpression in 293T cells 
highly facilitates the analysis of protein phosphorylation, while 
maintaining relatively constant the total amount of protein. 
Additionally, 293T represents a suitable and widely investi-
gated model of cell response to nutrient signaling. If a different 
cell line needs to be used, or endogenous p66 SHC1  has to be 
investigated, one should consider the possibility of enriching 
p66 SHC1  by immunoprecipitation from large volumes of pro-
tein lysates. The rabbit antiserum from Upstate Biotechnology/
Millipore works very well for this application.  

    4.    293T cells are routinely maintained in complete DMEM plus 
8–10% FCS. We usually split cells 1:5 every 3 or 4 days, with a 
medium change at day 2. Higher dilutions are not recom-
mended since (a) cells doubling is delayed at very low density, 
and (b) unwanted clonal selection may occur, thus changing 
the characteristics of the cell population over passages.  

    5.    During the  fi rst half hour after plating occasionally swirl the 
plate to allow homogeneous distribution of the cells on the 
well surface and avoid crowding in the middle of the well.  

    6.    Unlike recommended, we noticed that changing the medium 
immediately before transfections reduces transfection ef fi ciency; 
cells should be transfected in the same medium in which they 
were seeded the day before.  

    7.    The protocol involves incubation of DNA with an “Enhancer” 
(5 min) before dendrimers are added. Amounts and ratio of 
DNA, Enhancer, and Effectene should be optimized. We use 
0.5  m g DNA, 4  m L of Enhancer, and 5  m L of transfection 
reagent/well in 12-well plate; a master mix for up to three 
wells can be prepared in the same 1.5 mL tube.  

    8.    Palmitate is broadly used to model the effect of free fatty acids 
(FFA) on cultured cells. Palmitic acid (5.2 mg/mL, 20 mM) 
should be dissolved in hot (70°C) 0.1 N NaOH, and the clear 
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solution so obtained immediately mixed with an equal volume 
of 200 mg/mL BSA in PBS. This yields a 10 mM solution of 
Palmitate in 1.6 mM BSA (molar ratio ~6:1), to be diluted 
1:10 in the cell medium (the solution may turn a bit cloudy at 
some point, but dissolves rather well in the cell medium). We 
recommend using a vehicle control in addition since high con-
centrations of BSA are toxic for some cell lines. As an alterna-
tive to Palmitate, the Fatty Acid Supplement (in BSA) from 
Sigma-Aldrich could be used at 1:10–1:20 dilution.  

    9.    In samples containing glucose medium may turn yellow by the 
end of the incubation due to accumulation of lactate. This does 
not affect viability of 293T cells, and medium change is not 
required.  

    10.    In alternative, cells can be detached in their own medium by 
pipetting up and down few times, and transferred in 1.5 mL 
tubes. After a brief centrifugation (30 s at 14,000 rpm) super-
natants are discarded and pellets lysed directly in the tube. This 
method is preferable if a signi fi cant fraction of live cells have 
detached from the plate surface during experimental manipula-
tions (e.g., medium change) or incubation time. One potential 
drawback is that dead cells are also collected in the pellet.  

    11.    We prepare 100× stocks of inhibitors [50× for Sodium Fluoride 
(NaF) and Beta-Glycerophosphate] in water and store them 
at −20%. Repeated freeze-thaw cycles do not seem to decrease 
their activity. Sodium  fl uoride is toxic if swallowed, and irritat-
ing to eyes and skin; contact with acids liberates very toxic gas. 
Do not inhale dust and wear suitable protective clothing. 
PMSF is also toxic if swallowed or inhaled and causes burns. 
Sigma-Aldrich sells a 100 mM (100×) solution in ethanol that 
avoids operator exposure to the powder. Wear gloves and eye 
protection.  

    12.    Avoid bubbling. It may help to set the pipet at a volume lower 
than the one to be collected (i.e., 80  m L to collect 110  m L).  

    13.    Several reagents and kits for protein quanti fi cation are available 
on the market. We use DC Protein Assay from Bio-Rad; colo-
rimetric reaction is performed in 96-well plate and read (at 
570 nm) by an ELISA plate reader. This allows using very small 
volumes of your sample for protein determination.  

    14.    A general procedure for SDS-PAGE and protein transfer to 
nitrocellulose can be found in Sambrook J, Fritsch EF, Maniatis 
T (1989) Molecular cloning: a laboratory manual, 2nd edn, 
pp. 18.47–18.75. Cold Spring Harbor Laboratory Press, Cold 
Spring Harbor, New York.  

    15.    Acrylamide is toxic if swallowed and harmful if inhaled or in 
contact with skin. Prolonged exposure may cause cancer. Gels 
should be poured under the fume hood and with suitable hand 
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and eye protection. Precast gels are a good although expensive 
alternative. Other reagents employed in SDS-PAGE, like 
ammonium persulfate and TEMED, are also harmful and 
require hand/face protection.  

    16.    These volumes are suited for a 10-well, 1.5 mm thick mini-gel 
(Bio-Rad Mini Protean). Bigger gels allow larger loading vol-
umes. Increasing protein loading (up to 100–120  m g) may 
help improving detection sensitivity.  

    17.    Submerge the membrane in a suf fi cient volume of Ponceau S 
solution, gently agitate few seconds and pour the stain back in 
the bottle. Rinse the membrane 2–3 times with water; red 
bands will appear on a white/pinkish background. Remove the 
stain with 1–2 washes in TBS-T. Although optional, Ponceau 
S staining is valuable to score gross loading differences among 
samples (to be annotated in your protocol) or the presence of 
blank areas usually due to the formation of air bubbles during 
protein transfer. Note that Ponceau S is irritating to eyes, respi-
ratory system, and skin, and should be handled with gloves.  

    18.    One hour or less at 37°C (you need a water-bath with shaker) 
also works well, if you are in a rush.  

    19.    Parallel hybridization of multiple strips from the same mem-
brane with different antibodies is advisable whenever possible 
to save time and reduce costs; moreover it minimizes the intra-
sample variation and makes loading controls more reli-
able. However, avoid cutting the membrane unless you are 
 reasonably sure of where your bands of interest are going to 
migrate. For instance, phosphorylation may determine 
signi fi cant changes in band migration compared to the pre-
dicted protein size, and, additionally, protein ruler can some-
times be far from accurate although internally consistent.  

    20.    Unlike recommended by most vendors, solutions of most pri-
mary antibodies can be reused several times before losing activ-
ity. Sodium Azide (NaN 3 ) should be added at 0.1 or 0.5% v/v 
as preservative. Note that Azide is very toxic if swallowed, 
liberates toxic gas in contact with acids, and should be there-
fore handled with the precautions indicated in the accompany-
ing Material Safety data Sheet (MSDS).  

    21.    We use plastic containers for nails/screws that have multiple 
independent compartments of the right size in one single box. 
This is also very convenient for handling during washes.  

    22.    A relatively short  fi lm exposure (2 min with amplifying screen) 
is usually suf fi cient to detect phospho-p66 SHC1 . Ser-36 phospho-
rylation of p66 SHC1  is easily detectable in whole cell lysates upon 
overexpression of the protein, and nutrient-related changes usu-
ally rather obvious. If desired, a positive control can be obtained 
by treating cells with 1 mM hydrogen peroxide for 30 min. 
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If signal intensity is an issue, p66 SHC1   immunoprecipitation 
 followed by anti-p-Ser36 immunoblotting can represent a valid 
alternative approach ( see   Note 3 ).  

    23.    When assessing nutrient-related changes in p66 SHC1  phospho-
rylation, reference to total p66 SHC1  amount is necessary. An 
anti-total p66 SHC1  immunoblot can be prepared in parallel from 
the same samples. In alternative, we suggest to re-hybridize for 
total p66 SHC1  the strip previously stained with the phospho-
speci fi c mAb. Since anti-total p66 SHC1  signal is usually much 
stronger than the phosphorylation signal (although remaining 
in the linear range) and secondary reagents are different (anti-
rabbit IgG and anti-mouse IgG, respectively), this procedure is 
fairly reliable to assess total p66 SHC1  content and increases the 
internal consistency of the control.  

    24.    We noticed that while 48 h are necessary to detect nutrient-
related changes in p66 SHC1  phosphorylation, nutrient effects on 
the mTOR cascade are best seen at 24 h in serum-free 
medium.  

    25.    Rapamycin is insoluble in water, but can be dissolved in DMSO 
or ethanol. We prepare 1 mg/mL stocks in DMSO, to be fur-
ther diluted in PBS to 20  m g/mL, and  fi nally given to cells 
1:100 ( fi nal 200 ng/mL, approximately 200 nM). Avoid 
 fi ltering the 20  m g/mL sub-dilution, since this may lead to 
some loss of activity (probably due to incomplete 
solubilization).  

    26.    S6K/S6 phosphorylation in cells over-expressing p66 SHC1 , 
although detectable in the absence of growth factors, is 
ampli fi ed in the presence of insulin (100 ng/mL) or fetal calf 
serum in the medium (8% v/v), or simply by refeeding with 
fresh complete medium the day before the assay.  

    27.    Hyperphosphorylated S6K migrates just above the BSA band 
that is usually clearly recognizable by Ponceau S staining. BSA 
may sometimes be spotted also in immunoblots as a large faint 
shadow that distorts the shape of the lane. This may help iden-
tifying the phospho-S6K band when the signal is not very strong 
or multiple bands appear in the same molecular weight range.  

    28.    While anti-p-S6 (Ser 235-236) detects a single sharp band 
around 34 kDa, both anti-pS6K (Thr 389) and p-4EBP1 (Ser 
37-46) detect multiple phosphorylated bands, likely re fl ecting 
different degrees of phosphorylation at sites different from 
the one recognized by the antiserum. In general, the upper-
most, slowest migrating band represents the most heavily 
phosphorylated and presumably active isoform of the corre-
sponding protein (Fig.  1c ). Dephosphorylation of S6K or 
4EBP1, for instance in the absence of glucose, will lead to the 
disappearance of higher bands, and also to the paradoxical and 
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potentially misleading increase in the intensity of lower bands. 
This aspect should be taken into consideration while inter-
preting the results.  

    29.    Antibodies against different phosphorylation sites of 4EBP-1 
are available from CST as a sampler kit.          
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    Chapter 24   

 Pro fi ling the Metabolic Signature of Senescence       

     Florian   M.   Geier   ,    Silke   Fuchs   ,    Gabriel   Valbuena   , 
   Armand   M.   Leroi   , and    Jacob   G.   Bundy         

  Abstract 

 Aging is a complex process, which involves changes in different cellular functions that all can be integrated 
on the metabolite level. This means that different gene regulation pathways that affect aging might lead to 
similar changes in metabolism and result in a metabolic signature of senescence. In this chapter, we describe 
how to establish a metabolic signature of senescence by analyzing the metabolome of various longevity 
mutants of the model organism  Caenorhabditis elegans  using gas chromatography-mass spectrometry 
(GC-MS). Since longevity-associated genes exist for other model organisms and humans, this analysis 
could be universally applied to body  fl uids or whole tissue samples for studing the relationship between 
senescence and metabolism.  

  Key words:   Aging ,  Metabolomics ,   Caenorhabditis elegans  ,  Cellular senescence ,  GC-MS    

 

  Metabolism and aging are intimately linked  (  1  ) . Studies in yeast, 
 Drosophila melanogaster ,  Caenorhabditis elegans , and mammals have 
shown that many ways of extending lifespan—caloric restriction  (  2  ) , 
reducing insulin-like signaling  (  3  ) , altering mitochondrial activity 
 (  4  ) , autophagy  (  5  ) , or lipid peroxidation  (  6  ) —also perturb, and 
depend on, alterations of metabolism  (  1  ) . The link between aging 
and metabolism has been generally studied by quantifying transcript 
or protein levels of metabolism-related genes  (  7,   8  ) . More recent 
studies have begun to focus on the metabolites themselves. Such 
metabolomics  (  9  )  (or “metabonomics”)  (  10  )  studies generally 
depend on the untargeted quanti fi cation of the concentrations of 
dozens or hundreds of metabolites. Since metabolite concentrations 
are the result of many regulatory changes, the hope is that such 
studies might give a much more direct picture of how metabolism 

  1.  Introduction

  1.1.  Metabolism 
and Aging
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in fl uences the rate of aging. Most metabolomic studies of aging 
have focused on the search for “biomarkers”, that is, they have 
surveyed aging cells or animals with a view to identifying what 
metabolites change  (  11–  13  ) . Recently, however, we sought to iden-
tify metabolites that might causally contribute to aging by studying 
the metabolomes of a series of longevity-extension mutations in  C. 
elegans   (  14  ) . It is an optimized  (  15  )  version of this protocol that we 
report here. It can be used to study many aspects of metabolism in 
worms, but also any other organism or (clinical) tissue samples.  

  We begin with an overview of the work fl ow of a typical metabolite 
pro fi ling experiment (Fig.  1 ).  

  Metabolomic data are noisy. The noise arises from two sources: 
biological variations and technical variations, due to fl uctuations in 
the extraction process or differences in the analytical equipment. 
For this reason, any metabolomic study needs adequate sample 
replication. The number of replicates needed cannot be speci fi ed 
without knowing the treatment means and variances; however, in 
our experience an initial survey of differences in metabolite pro fi les 
between worms of different ages or genotypes requires 5–10 repli-
cate samples. 

 This level of replication means that replicate samples will often 
not be prepared in parallel. Since conditions can vary subtly from 
day to day, it’s easy to introduce unwanted “batch effects.” Some 
of these batch effects will come from the culturing of the worms 
themselves (e.g., variation in temperature, density, and food); 
others may arise from the postmortem preparation of the samples 
(variation in extraction procedures, reagents, etc.). For this reason, 

  1.2.  The Metabolite 
Pro fi ling Work fl ow

  1.2.1.  Experimental Design

  Fig.1.    Work fl ow of a metabolic pro fi ling experiment. Numbers refer to method sections.       
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if it is not possible to culture, kill, extract, and analyze all samples 
at the same time, then a suitable blocked design should be adopted. 
It is desirable to obtain an estimate of the technical variance by 
dividing samples and processing them in different extraction and 
analysis runs.  

  Since living organisms such as bacteria or worms respond promptly 
to their environments, it is necessary to minimize handling and then 
rapidly halt their metabolisms. Most samples need to be washed. In 
the case of worms, which have been grown on bacterial lawns, as 
much bacterial debris should be removed as possible. But, inevitably, 
there is a trade-off between sample purity and degradation. 

 Once the samples have been cleaned, their metabolisms must 
be halted as instantaneously as possible so that a true representa-
tion of in vivo metabolite concentrations can be obtained  (  16–  19  ) . 
This is best done by snap freezing in liquid nitrogen. The resulting 
pellets are then stored frozen until extracted directly into the 
extraction solvents. These solvents should be cooled to ensure pre-
cipitation of proteins, halting any further metabolic changes. 

 The tissues then need to be “disrupted” to release the metabo-
lites into solution. Worms have tough cuticles, so mechanized aids 
can be used for this. The solvents chosen determine the yield of 
recovered metabolite classes. Monophasic solutions, such as simple 
alcohol/water mixtures, that are miscible with wet tissues/cells are 
widely used (we use 80% methanol). Alternatively, the classic Bligh 
and Dyer methanol/chloroform extraction method  (  20  )  can be 
used. Although this extraction method was originally designed for 
lipids, it is now widely used for parallel polar metabolite extraction, 
with analysis of the polar fraction that results from splitting the 
solution into two phases following sample extraction  (  15,   21,   22  ) . 
Besides these, there are also many other protocols optimized for 
other metabolite groups, such as lipids  (  23  ) . Different extraction 
strategies will be more or less successful depending on the precise 
analytical criteria used to de fi ne success, such as number of metab-
olites detected, precision of measurements, and the choice of ana-
lytical platform  (  15  ) .  

  The two major analytical platforms for metabolomics are nuclear 
magnetic resonance (NMR) spectroscopy and mass spectrometry 
(MS). Each has particular advantages and drawbacks. NMR is a 
fully quantitative and near-universal detector but is relatively insen-
sitive  (  24–  26  ) ; MS is very sensitive to low metabolite concentra-
tions, but its performance may be biased toward certain compound 
classes  (  27  ) . MS is typically used with a prior chromatographic 
separation step. Liquid chromatography (LC) is suitable for metab-
olites that can be ionized; Gas chromatography (GC), which is 
used in our protocol, requires the molecules to be volatile or made 
volatile by derivatization and thus has an upper mass limit of around 

  1.2.2.  Sample Extraction

  1.2.3.  Analytical Platforms
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650 Da  (  9  ) . It is not suitable for certain classes of highly polar 
and/or labile metabolites, such as nucleotides. The choice of chro-
matographic column and solvents (LC) and derivatization proce-
dures (GC) depends on the particular metabolite classes that are of 
interest.  

  Once the data have been acquired, they must be processed prior to 
statistical analysis  (  28  ) . The exact procedures depend on the ana-
lytical platform the type of statistical analysis that will be used. 
LC-MS and GC-MS methods generally require a peak deconvolu-
tion step in order to align and extract metabolite features. These 
steps are usually integrated in the vendor’s own software package, 
but there are also freely available tools  (  29–  33  ) . Data are com-
monly normalized to compensate for differences in extracted bio-
mass or ionization ef fi ciency  (  34  ) . 

 Data analysis itself consists of mining the extracted metabolite 
features (GC/LC) or whole spectrum (NMR) for biomarkers that 
discriminate samples. Multivariate methods can either be super-
vised or unsupervised, i.e., the algorithm does or does not use 
knowledge about sample class membership to discriminate these. 
Commonly used unsupervised methods are principal component 
analysis (PCA) and hierarchical clustering (HC). Techniques based 
on supervised partial-least-squares regression (PLS) have frequently 
been used in metabolomics studies  (  30,   35,   36  ) , although of course 
a wealth of other approaches exist  (  35,   37,   38  ) . Data may also be 
rescaled. We often log-transform the data before multivariate anal-
ysis. However, it should be kept in mind that transformation can 
also introduce problems, for instance by emphasizing peaks close 
to the noise  (  39  ) . More detailed approaches to scaling are discussed 
elsewhere  (  40  ) . 

 After interesting metabolite peaks have been  fl agged up for 
further investigation, their chemical identity may be assigned using 
public metabolite libraries, such as HMDB  (  41  ) , metlin  (  42  ) , 
GOLMdb  (  43  ) , or commercial/in-house databases such as the 
NIST  (  44  )  and Fiehn  (  45  )  libraries for GC-MS. It may be appro-
priate to use univariate statistical methods, if necessary with correc-
tion for multiple testing, to con fi rm the statistical signi fi cance of 
individual metabolite features. 

 Once metabolites have been provisionally identi fi ed, there are 
several possible ways of con fi rming their identity. We refer the 
reader to the metabolomics standards initiative  (  46  )  proposed 
minimum reporting standards for chemical analysis  (  47  ) . These 
standards state that assignments based on library matches alone 
should be regarded as putative provisional assignments only, and 
con fi rmation requires at least two independent kinds of data (e.g., 
a matching retention time and mass spectral data of an authentic 
metabolite standard)  (  48  ) .  

  1.2.4.  Data Analysis
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  There are many ways of analyzing the metabolomes of aging 
 organisms. The protocol we describe has been optimized for use in 
 C. elegans . In this protocol, metabolites are extracted from a tissue 
pellet, using 80% methanol, prior to a two-step derivatization pro-
cedure and untargeted GC-MS analysis. The free software package 
AMDIS  (  49  )  is used in conjunction with the Fiehn GC-MS data-
base  (  45  )  to extract and annotate metabolite peaks (Fig.  2 ). After 
post-processing, the data are normalized by quantifying the pro-
tein content of the remaining cell pellet. Univariate and multivari-
ate statistics are then used to help identify biomarkers and patterns 
of cellular aging.     

 

  Comprehensive information on the materials and procedures can 
be found in the freely available reference WormBook  (  50  ) .

     ● C. elegans  strains can be obtained from the Caenorhabditis 
Genetics Center (CGC), Minnesota  (  50  )  ( see   Note 1 ).  
  Nematode growth medium plate (NGM): Autoclave 3 g NaCl,  ●

17 g agar, 2.5 g peptone, and 975 mL dH 2 O. After cooling to 
~50°C add 1 mL of autoclaved 1 M MgSO 4  and CaCl 2  each. 
Also add 25 mL of autoclaved phosphate buffer (108.3 g 

  1.2.5.  Summary

  2.  Materials

  2.1.  Sample 
Generation

  Fig. 2.    Typical GC-MS chromatogram of a  Caenorhabditis elegans  tissue extract with selected peaks annotated (chromato-
gram shows total ion chromatogram, i.e., sum signal of all masses): ( a ) lactate, ( b ) leucine, ( c ) proline, ( d ) serine, ( e ) phos-
phate (contaminant from washing buffer), ( f ) glycine, ( g ) fumarate, ( h ) beta-alanine, ( i ) putrescine, ( j ) 2-aminoadipate, ( k ) 
glycerol-1-phosphate, ( l ) myristic acid d 27  (internal standard for retention time locking), ( m ) glucose, ( n ) lysine, ( o )  N -acetyl-
histidine, ( p ) tyrosine, ( q ) spermidine, ( r ) glucose-6-phosphate, ( s ) sucrose (contaminant from gradient centrifugation), ( t ) 
cholesterol, ( u ) adenosine phosphates.       
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KH 2 PO 4 , 35.6 g K 2 HPO 4 , water to 1 L) and 1 mL of a sterile 
 fi ltered (0.22  m m) 5 mg/L cholesterol in ethanol. Pour agar 
into 9 cm petri dishes,  fi lling 2/3 of the volume and let cool 
overnight. Leave on at room temperature for 2 days to check 
for contamination. Store in a sealed bag, refrigerated for a 
month.  
  Seeded NGM plate: NGM plate seeded with a lawn of 100   ● m L 
of an LB overnight culture of  Escherichia coli  strain OP50 and 
incubated at 37°C. Keep in a sealed bag and refrigerated for a 
maximum of 2 weeks.  
  M9 buffer: 3 g KH  ●

2 PO 4 , 6 g Na 2 HPO 4 , 5 g NaCl, 1 mL 1 M 
MgSO 4 , and water to 1 L. Autoclave.  
  Bleach solution: 0.5 mL 5 N NaOH with 1 mL bleach (5%).  ●

Make fresh before use.  
  15 mL conical tubes.   ●

  200 mL pipette with sterile tips.   ●

  Temperature-controlled incubator.      ●

  ●     200  m L and 1 mL pipette.  
  1 mL positive displacement pipette, with tips suitable for  ●

organic solvents.  
  Dry ice inside a polystyrene box (amount is depending on  ●

number of samples and duration of overall procedure).  
  80% Methanol. Keep sealed and cool for a maximum of a  ●

week.  
  2.0 mL graduated screw cap tubes with caps (Starlabs)  fi lled  ●

with 200  m L of appropriate zirconia beads (i.e., 0.1 mm beads 
for  C. elegans  and cells, 1 mm for tissue) ( see   Note 2 ).  
  Bead-Beater (e.g., Precellys 24 from Bertin or FastPrep from  ●

MP Biomedicals).  
  15 mL conical tubes (one per sample).   ●

  Vacuum concentrator with rotor (e.g., Eppendorf 5301) suit- ●

able for 2 mL glass Agilent autosampler vials (see below).     

  ●     0.2 M NaOH.  
  15 mL conical tubes.   ●

  Bradford reagent (Sigma-Aldrich).   ●

  Flat, clear bottom 96-well plate.   ●

  96-well plate-compatible absorbance reader, with  fi lter for 595 nm.      ●

  ●     10 mL glass syringe.  
  (Dry) inert gas (i.e., nitrogen).   ●

  2.2.  Extraction

  2.3.  Protein 
Quanti fi cation

  2.4.  Derivatization
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  5 mL plastic syringe.   ●

  Air balloon.   ●

  FAME mix: Saturated fatty acid methyl esters of linear length  ●

of C 8 , C 9 , C 10 , C 12 , C 14 , C 16 , C 18 , C 20 , C 22 , C 24 , C 26 , C 28 , and 
C 30,  for retention index calculations.  
  Internal standard mix: 3 mg/mL myristic acid-d27, 2 mM  ●

 13 C-glucose, 2 mM 2,3,3-d3-Leucine in 1:1 methanol:water. 
Consider making a larger, more concentrated stock, aliquoted 
into several small vials (batches), stored frozen (−40°C).  
  40 mg/mL methoxyamine HCl in anhydrous pyridine. Prepare  ●

fresh and keep, closed inside the vial, wrapped with Para fi lm 
for a maximum of 1 week inside a fridge ( see   Note 3 ).  
  1 mM 2- fl uorobiphenyl in anhydrous pyridine ( see   Note 3 ).   ●

    ● N -methyl- N -(trimethylsilyl) tri fl uoroacetamide (MSTFA) + 1% 
trimethylchlorosilane (TMCS) derivatizing solution (Sigma-
Aldrich). Once opened, keep for a maximum of a week inside 
a fridge, wrapped in para fi lm.  
  2 mm glass vial with screw cap (Agilent Technologies Inc.,  ●

Santa Clara, CA).  
  Flat bottom, silanized glass vial insert (Agilent).   ●

  Vial heater or temperature-controlled incubator.      ●

  ●     Gas chromatograph (e.g., Agilent 6890 with split/splitless 
injector).  Inlet:  Inject 1  m L at 250°C, split ratio 1:5–1:10, with 
3–10 mL/min helium into glass-wool split liner;  Oven:  1 mL/
min constant  fl ow of helium, oven ramp from 60°C (1 min 
hold) to 325 at 10°C/min, 10 min hold before cool down to 
70°C; 37.5 min total runtime. For exact settings see manual of 
Agilent Fiehn Library.  
  Mass spectrometer with single quadrupole detector (e.g.,  ●

Agilent 5973 MSD) with transfer line at 290°C and electron 
impact ionization at 70 eV,  fi lament source at 290°C, quadru-
pole at 250°C, scanning over a range of m/z 50–600 at 
2 spectra/s and starting after a 5.90 min solvent delay.  
  FC43 (per fl uorotributylamine) for autotune with manufacturer- ●

speci fi c tune settings.  
  Autosampler (e.g., Agilent 7693).   ●

  DB5-MS column, 30 m length, 0.25 mm inner diameter,  ●

0.25  m m  fi lm, 95% dimethyl 5% diphenyl polysiloxane (Agilent).  
  Conical single glass-wool split/splitless liner and septum  ●

(Agilent).  
  Analytical grade helium as carrier gas.   ●

  Agilent ChemStation software.      ●

  2.5.  Acquisition
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  A Microsoft windows computer and the following software are 
required:

   Agilent ChemStation.   ●

  Retention-time-locked Fiehn Library (Agilent).   ●

  AMDIS (NIST)  (   ● 49  ) , downloadable from   http://chemdata.
nist.gov/mass-spc/amdis/    .  
  Gevin  (   ● 51  )  and Matlab (Mathworks).  
  R, downloadable from   ●  http://cran.r-project.org/    , install rele-
vant packages by typing  install.packages(“gplots”)  inside R.      

 

 This protocol uses chemicals, which require special safety precau-
tions such as handling under a fume hood. Please familiarize your-
self with the hazards associated with each chemical by reading their 
material safety datasheets (MSDS). 

  We grow  fi ve replicates, of a wild-type (N2) and several long-lived 
knockout mutant strains at 1 replicate per NGM plate ( see   Note 4 ). 
For preparation of growth materials and worm handling aseptic 
techniques are to be used whenever possible.

    1.    Grow nematodes at 20°C on seeded NGM plates until the 
majority of worms start to lay eggs (~3.5 days)  (  50  ) .  

    2.    Perform synchronization  (  50  )  for each replicate: Wash nema-
todes into a conical tube with 4 mL of M9 buffer and spin 
2 min at 1,300 ×  g ; aspirate worms with a glass pipette and 
transfer into bleach solution. Shake vigorously every 2 min for 
10 min. Spin down to pellet and wash twice with M9 buffer. 
Let the embryos hatch in M9 buffer overnight at 20°C and 
then transfer growth arrested L1 larvae onto seeded NGM 
plates ( see   Note 5 ).  

    3.    Grow worms at 20°C until L4 ( see   Note 6 ).  
    4.    Harvest by washing each replicate into a conical tube with a few 

milliliter of M9 buffer and let them settle to a pellet (~15 min.).  
    5.    Consider cleaning worms by washing pellet with M9 buffer.  
    6.    Transfer pellet into a bead-beater tube, using a 200  m L syringe 

and snap-freeze instantly.  
    7.    Store at −80°C until extraction.      

  Perform all work with the pellet frozen on dry ice.

    1.    Label bead-beater tubes with pencil/printer labeled tags (solvent 
spills may wash off marker pens used directly on plastic).  

  2.6.  Data Processing 
and Analysis

  3.  Methods

  3.1.  Sample Generation

  3.2.  Sample Extraction

http://chemdata.nist.gov/mass-spc/amdis/
http://chemdata.nist.gov/mass-spc/amdis/
http://cran.r-project.org/
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    2.    Transfer frozen samples into the bead-beater tubes (if not 
already frozen inside those).  

    3.    Using a positive displacement pipette, add 0.8 mL of cold 
( £ 4°C) methanol, to compliment the 200  m L to 1 mL 80% 
methanol, whilst keeping samples on dry ice.  

    4.    Insert the tubes into the bead-beater and run at    6,500 rpm for 
40 s ( see   Note 7 ).  

    5.    Spin down samples at 10,000 ×  g  for 5 min at 4°C.  
    6.    Using a Pasteur pipette, carefully transfer the supernatant to a 

15 mL conical tube, avoiding the debris of the precipitated 
protein pellet.  

    7.    Add 1.5 mL of 80% methanol to bead-beater tube and re-
extract using another round of bead-beating by repeating  step 4 .  

    8.    Repeat steps 5 and  6  joining the two extracts.  
    9.    Using 80% methanol top up to a de fi ned volume (e.g., 2 mL) 

and pool an equal aliquot of each sample into one quality con-
trol (QC) sample  (  52  )  of appropriate concentration (i.e., if 
there are ten samples, take 200  m L each).  

    10.    If several aliquots of the sample set are desired (e.g., for using 
several analytical platforms or rerunning samples at a later time 
point), split the samples in the desired ratio. Consider storing 
samples in the vials that will be used for derivatization (silanized 
glass vials).  

    11.    Evaporate the samples to dryness in the vacuum concentrator 
without heating.  

    12.    Store at −80°C or if not available at −40°C until analysis.      

  As often samples have a different biomass, their total signal inten-
sity may vary, resulting in higher errors if compared directly. To 
compensate, normalizing to the total protein content of each sam-
ple has proven to be a reliable method. We use the following 
Bradford assay.

    1.    Transfer the protein pellets (and beads) from  step 6  above into 
a 15 mL conical  fl ask, using 2 mL of 0.2 M NaOH to rinse. 
Vortex.  

    2.    Denature the protein pellet by incubating 20 min at 98°C.  
    3.    Centrifuge at 5,000 ×  g  for 5 min after allowing to cool down.  
    4.    Dilute as necessary ( see   Note 8 ).  
    5.    Add 5  m L to a 96-well plate, and mix with 250  m L Bradford 

reagent.  
    6.    Create a calibration curve (from 0.1 to 2 mg/mL), by dissolv-

ing BSA in 0.2 NaOH and proceeding as in  steps 4  and  5 .  
    7.    Slightly mix by shaking the plate and incubate for 5 min.  

  3.3.  Protein 
Quanti fi cation 
(Optional)
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    8.    Read absorbance at 595 nm.  
    9.    Construct a calibration function in Excel, based on the recorded 

calibration curve.  
    10.    Calculate a normalization factor for each sample based on the 

calibration equation and the individual readings.      

  Our protocol is based on a method from Kind et al.  (  45  ) , in order 
to guarantee compatibility with their retention-time-locked metab-
olite database (distributed by Agilent). Once derivatized, samples 
degrade with time. Thus immediate analysis is necessary and sam-
ples to be derivatized per batch should be limited to 30 at most 
(~1 day batch). When splitting a large dataset into smaller batches, 
make sure samples are appropriately distributed to avoid confound-
ing sample treatments with batches. Typically, samples should be 
run in randomized blocks—e.g., if an experiment had 5 treatment 
groups and 10 replicates in each group, i.e., 50 samples in total, 
and so had to be run in two batches, then treatments 1 + 2 + 3 
should not be run as the  fi rst and 4 + 5 as the second batch. Instead, 
it would be better to run  fi ve replicates of each group per batch 
and then randomize the sample order within the batch. Also pre-
pare a derivatization blank, i.e., derivatize inside a clean vial, to 
check for contaminants and peaks of the derivatization chemicals. 

 It is important to use positive displacement pipettes in all steps, 
to ensure accurate dispensing of organic solvents. Handling of 
pyridine and MSTFA must be done in a fume hood.

    1.    Make sure the mass spectrometer is in working order (check 
“Data acquisition”  steps 1 – 5 ) as derivatized samples will need 
to be run immediately.  

    2.    Add 25  m L of internal standard mix.  
    3.    Thoroughly dry sample in the vacuum concentrator.  
    4.    Add 20  m L of methoxyamine solution, cap, dissolve pellet by 

vortexing, and spin down sample (no vacuum) ( see   Note 9 ).  
    5.    Incubate 90 min at 30°C inside a heater block. Gently agitate 

at various times (~every 20 min).  
    6.    Add 80  m L MSTFA, cap, agitate by vortexing and spin down 

(no vacuum).  
    7.    Incubate 30 min at 37°C using a heater block.  
    8.    Spin down for 5 min and transfer to silanized vial insert using 

a glass pipette. Ensure non-dissolved debris is not carried 
over.  

    9.    Add 20  m L injection standard solution, cap, and proceed to 
acquisition.      

  3.4.  Derivatization
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      1.    Ensure the syringe wash vials are topped up and the waste vials 
are empty.  

    2.    Tune the mass spectrometer via the autotune function and eval-
uate tune, according to the manufacturer’s documentation.  

    3.    Run an underivatized methanol sample to check for contami-
nants in the system and column bleeding (deterioration). 
Change liner and septum, if needed.  

    4.    Consider running the FAME mix to evaluate retention time 
calibration.  

    5.    When setting up the run-list (sequence), proceed as with the 
selection of samples for different batches (described above): 
Randomize or choose a run order orthogonal to sample classes 
(i.e., replicate 1 of all groups, replicate 2 of all groups). Start 
the sequence with the prepared QC sample and reinject every 
 fi ve samples. Finish with a QC sample.  

    6.    At the end of each sequence, do run another methanol blank 
to check for carryover or contamination build up during the 
sequence.      

  Peak identi fi cation and post-processing.

    1.    Convert data  fi les from vendor format to an open format (e.g., 
netCDF) using the vendor’s software (e.g., Agilent ChemStation).  

    2.    Use AMDIS and a database in-house, Fiehn db  (  45  ) , NIST 
 (  44  ) , Golm db  (  43  )  to deconvolve and annotate peaks. For 
exact use, refer to the manual.  

    3.    Use the Matlab code “Gavin”  (  51  )  to reintegrate peaks and  fi ll 
the gaps in those samples where a compound was not detected. 
A step-by-step instruction is included in the download.      

  The data matrix obtained in Subheading  3.6  can be analyzed in 
various ways. Prior to statistical analysis, data should be normalized, 
to compensate for differences in sampled biomass. The factors 
determined from the protein quanti fi cation in Subheading  3.3  
should be used for this. Alternatively, normalization to total spec-
tral area may be a suf fi cient approximation in most cases  (  53  ) . 
There are many software packages available for data analysis, and 
an enormous range of potential statistical analyses that could be 
carried out. It was not our intention here to offer a guide to omics 
data analysis, which is a separate subject; instead, we have directed 
the interested reader to appropriate reviews. However, we will 
describe how to create a clustered heat map using the free statisti-
cal software package R, as this simple  fi rst step provides a conve-
nient graphical summary of large datasets. 

 We commonly use two types of clustered heatmaps. Either (a) 
each individual sample is included as a row in the data matrix, 

  3.5.  Data Acquisition

  3.6.  Data Processing

  3.7.  Data Analysis
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which takes into account the variation of each sample. An example 
of such a heatmap is displayed in Fig.  3 . This type of heatmap can 
be used to spot outlying samples and helpful when estimating data-
set quality by examining the behavior of the QC samples.  

 Another variant (b) is to pool all replicates of an experimental 
treatment per single row by calculating their arithmetic mean. If 
the means are then scaled with respect to the control group (i.e., 
wild-type/no treatment/time 0), the relative distance to control, 
best expressed as log 2  fold-change, is obtained. So long as there is 
a large number of replicates, this can be much easier to interpret 
than when each biological sample is treated as an individual row. 

 Pre-processing heatmap (a) (NB, it is assumed that all of these 
data manipulations are performed in a user-friendly software such 
as Microsoft Excel, but any appropriate software package can be 
chosen).

    1.    Normalize with respect to total protein measurements for each 
sample.  

    2.    Make sure data are ordered as a matrix with rows being the 
individual samples and columns metabolites.  

    3.    Save as comma separated value  fi le (.csv).     

  Fig.3.    Clustered heatmaps allow for easy identi fi cation of metabolite patterns. This  fi gure 
provides an example with three different experimental treatments (sample groups, Q, R, 
and S), three replicates, and four selected metabolites ( a – d ). Two of the groups (S and R) 
appear similar. However group Q can clearly be discriminated, due to an increased con-
centration of metabolite B compared to R and S. Metabolite C in sample    R, replicate two 
suggests to be an outlier.       
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 Pre-processing heatmap (b).

    1.    Normalize with respect to total protein measurements for each 
sample.  

    2.    Calculate the arithmetic mean for all replicates of an experi-
mental treatment for each metabolite.  

    3.    Divide the average metabolite concentration for each group by 
the value of the control group.  

    4.    Make sure data are ordered as a matrix with rows being the 
group/control ratios and columns metabolites.  

    5.    Save as comma separated value  fi le.     

 Making the clustered heatmap in R (R commands are in  italics ).

    1.    Start R.  
    2.    Load library:  library(gplots) , if library cannot be found, install 

by  install.packages(“gplots”) .  
    3.    Load the sample—metabolite matrix, saved as csv into R: 

 data<- read.csv(“ fi lename.csv”) . If the  fi rst line contains metab-
olite names, use the parameter  header=TRUE , if the  fi rst row 
contains the sample (a) or group (b) names, set the parameter 
 row.names=1 .  

    4.    Convert the R data frame to a matrix:  data<- data.matrix(data) .
   logdata<- log10(data)  
  and log 2  transformation for (b):  
   logdata<- log2(data)  (see  Note 10 ).     

    5.    We recommend a log 10  transformation for (a):  
    6.    Create heatmap: 

 heatmap<- heatmap.2(logdata,col=rainbow(100,start = 0,end = 0.75)) .  
    7.    Tweak the heatmap by adjusting the options, which can be 

viewed by:  ?heatmap.2 .  
    8.    When satis fi ed, the heatmap can be exported as an image  fi le. 

 For extended information on multivariate data analysis we rec-
ommend consultation of the literature  (  28,   30,   35,   54  ) .       

 

     1.    Some (life-extending) mutations are embryonic lethal and 
therefore must be induced via RNAi, by feeding  E. coli  con-
taining the appropriate RNAi vector. For  C. elegans , a whole-
genome RNAi library is commercially available  (  55  ) . Please 
consult literature for exact experimental procedures  (  58  ) .  

    2.    Pre fi lled tubes may be purchased at a higher price. However, 
pre fi lling of bead-beater tubes can be ef fi ciently done with a 

  4.  Notes
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self-made dispenser. Simply cut away the sides of an Eppendorf 
tube, down to the volume needed, but keeping the lid and lash 
as handle.  

    3.    For the derivatization to succeed, the solvents used must be 
kept anhydrous. Thus care must be taken while dispensing the 
pyridine from the stock bottle. We use a (dry) glass syringe for 
dispensing. A plastic syringe, connected to a balloon  fi lled with 
inert gas (e.g., nitrogen) is used to substitute for the dispensed 
volume, without the risk of moisture from the air to enter.  

    4.    For GC-MS one 9 cm plate per replicate yields suf fi cient signal 
intensity. However, if required, several plates may be pooled to 
obtain one replicate.  

    5.    If after bleaching the yield of L1 larvae is too low, repeat and 
make sure you bleach many gravid hermaphrodites (at an early 
onset of egg-laying). Consider a shorter exposure to bleach, 
check that the pH is neutral after the  fi nal washing step, and 
make sure eggs are pelleted into the vial and are not lost during 
washing.  

    6.    Other live-stages may be used as well. However, during the 
adult stage, the offspring will spoil synchronization of the cul-
ture. This can either be overcome by chemical (mitosis inhibi-
tors)  (  56  )  or mechanical means (sorting)  (  57  ) , but may impact 
on worm physiology.  

    7.    It is crucial to ensure that the samples stay cool ( £ 4°C) the 
whole time to prevent degradation of labile compounds. Keep 
on dry ice, whenever possible. Test the bead-beater cycle with 
a blank sample. If the dry ice cooled sample is warm after the 
cycle, reduce cycle duration (and consider intermittent 
cooling).  

    8.    Find right dilution by keep adding different concentrations/
volumes of a representative sample to the 250  m L Bradford 
reagent and see when color lies well within calibration curve 
(brown to dark blue). In case individual measurements lie at 
the edge or beyond the calibration curve (color very similar to 
0 or 2 mg/mL wells), perform another measurement (inside a 
new well) for those with adjusted concentration/volume and 
take into account when calculating the scaling factor.  

    9.    Some samples are dif fi cult to dissolve in pyridine. Consider 
sonication for 10 min after vortexing. If even then a crystal-like 
pellet remains, proceed with the protocol, as these might be 
insoluble inorganic salts.  

    10.    If the integrated intensities of some metabolites are negative or 
zero (which may happen if the concentration was low to base-
line), a log-transformation may not be allowed. In this case a 
small constant offset can be added to each value to rise all 
intensities above zero, prior to log-transformation  (  39  ) .          
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    Chapter 25   

 Genome-Wide RNAi Screening to Identify Regulators 
of Oncogene-Induced Cellular Senescence       

     Narendra   Wajapeyee   ,    Sara K.   Deibler   , and    Michael   R.   Green         

  Abstract 

 RNA interference (RNAi) is a powerful research tool that can be used to turn off—or silence—the expression 
of a speci fi c gene. In recent years, RNAi screening on a genome-wide scale has provided the opportunity 
to identify factors and pathways involved in complex biological processes in a systematic and unbiased 
manner. Here we describe a genome-wide RNAi screening strategy to identify genes that are required for 
a particular type of cellular senescence called oncogene-induced senescence. The approach we describe is 
a general screening strategy that can be applied to the study of other forms of cellular senescence, including 
replicative senescence.  

  Key words:   Functional genomics ,  Genome-wide ,  Oncogene-induced senescence ,  Positive-selection 
screen ,  RNA interference ,  siRNA ,  shRNA    

 

 Genome-wide RNA interference (RNAi) screens provide an oppor-
tunity to identify the regulators of a biological pathway or phe-
nomenon in an unbiased manner. Several factors must be considered 
when designing a successful RNAi screen. General guidelines for 
choosing the appropriate RNAi library (e.g., shRNA vs. siRNA, 
retroviral vs. lentiviral) and screening strategy (single-well vs. 
pooled format; positive vs. negative selection, etc.) have been cov-
ered in detail elsewhere, and the reader is referred to several excel-
lent reviews on these topics  (  1–  4  ) . 

 When designing a genome-wide RNAi screen for regulators of 
oncogene-induced senescence, there are several critical parameters to 
consider. First, it is important to choose a cell line in which the onco-
gene induces senescence in all the oncogene-expressing cells. 
Obtaining a high degree of senescence is crucial for reducing the rate 
of false positive results and thus decreasing the “background” of the 

  1.  Introduction
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screen. Second, it is important to choose an appropriate negative 
control to assess the background of the screen. In most cases, a con-
trol non-silencing shRNA or luciferase siRNA is suitable. Third, it is 
critical to choose an assay (or assays) for validating the candidates 
identi fi ed from the primary RNAi screen that is robust enough to 
clearly distinguish true positives from false positives. 

 In addition to issues of background and distinguishing false from 
true positives, there are other parameters to consider regarding the 
feasibility of the screen. For example, it is important to determine 
whether knockdown of a single gene is suf fi cient to bypass oncogene-
induced senescence in the context of the cell line and oncogene used. 
Furthermore, if using a pool-based strategy, it is important to estab-
lish whether a positive shRNA can yield the desired phenotype when 
present as part of a mixed pool of shRNAs. 

 For these reasons, before starting a genome-wide RNAi screen, 
we strongly recommend that the researcher perform either a targeted 
experiment using known regulators of oncogene-induced senescence, 
or a small-scale pilot screen using two to three shRNA pools. This 
step will allow the researcher to optimize RNAi screening conditions 
as well as understand the technical challenges that could be faced 
when performing the screen and validating the candidates. 

 The RNAi screen we describe below is based upon a previous 
publication by our group in which we identi fi ed genes required for 
oncogenic BRAF to induce senescence in human primary foreskin 
 fi broblasts (PFFs)  (  5  ) . In brief, we used a positive-selection strat-
egy to identify genes that, when knocked down, allowed cells to 
bypass oncogene-induce senescence. We used the retroviral (pSM2-
based) human shRNA mir  library (release 1.20; Open Biosystems), 
which consists of ~62,400 shRNAs directed against ~28,000 
human genes (for a list of other commercially available genome-
wide RNAi libraries, see Table  1 ). The shRNAs were divided into 
ten pools, which were packaged into retrovirus particles and used 
to stably transduce PFFs. The cells were then infected with a retro-
virus expressing oncogenic BRAF (BRAF V600E ). Cells that bypassed 
the BRAF V600E -mediated cellular proliferation block formed colo-
nies, which were pooled and expanded, and the shRNAs were 
identi fi ed by sequence analysis. Positive candidates were con fi rmed 
by stable transduction of PFFs with a single shRNA directed against 
each candidate gene, infection with the BRAF V600E -expressing ret-
rovirus, and quanti fi cation of cellular proliferation. Con fi rmed 
candidate shRNAs were then tested in a secondary screen for their 
ability to bypass the proliferation block in BRAF V600E -expressing 
primary human melanocytes.  

 The approach described here is a general screening strategy that 
could be performed using other oncogenes and/or primary human 
(or mouse) cell lines. Furthermore, this general screening strategy 
could, in principle, be applied to identify genes required for other 
types of cellular senescence, including replicative senescence.  
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  ●     Genome-wide shRNA library (Table  1 ) and a control shRNA, 
such as a non-silencing shRNA.  
  Phoenix-gp helper-free retrovirus producer cell line (Garry  ●

Nolan, Stanford University; l).  
  pCI-VSVG plasmid (Addgene).   ●

  Transfection reagent, such as Effectene (Qiagen).   ●

  0.45   ● m M  fi lters (Millipore).  
  HEK-293 cells (ATCC).   ●

  Culture medium: DMEM high glucose (1×, liquid, with   ● L -glu-
tamine and sodium pyruvate; Life Technologies), 10% FBS 
(Invitrogen) and Penicillin–Streptomycin (Invitrogen).  
  Polybrene (Sigma Aldrich).   ●

  Puromycin.   ●

  Crystal violet staining solution: 40% methanol, 10% acetic acid,  ●

50% ddH 2 O, 0.01% crystal violet.  
  BJ  fi broblasts (ATCC).   ●

  pBABE-Zeo/BRAF  ● V600E  retroviral vector (see ref.  6  ) .  
  Zeocin.      ●

  ●     Trypsin-EDTA (0.25%, Invitrogen).  
  Genomic DNA preparation buffer: 100 mM NaCl, 10 mM  ●

Tris–HCl (pH 8.0), 25 mM EDTA (pH 8.0), 0.5% (v/w) SDS, 
50  m L of Proteinase K.  
  Phenol–Chloroform–Isoamyl alcohol (25:24:1).   ●

  Chloroform.   ●

  NaCl (5 M).   ●

  Ethanol (70 and 100% solutions).   ●

  TE buffer (1×): 10 mM    Tris–HCl, 1 mM EDTA, pH 8.0.   ●

  Spectrophotometer or NanoDrop.   ●

  5× Go-Taq PCR buffer (Promega).   ●

  Taq DNA polymerase (Invitrogen).   ●

  Primers for sequencing shRNA inserts in pSM2 library:  ●

 For-pSM2 (5 ¢ -GCTCGCTTCGGCAGCACATATAC-3 ¢ ) and 
Rev-pSM2 (5 ¢ -GAGACGTGCTACTTCCATTTGTC-3 ¢ ).  
  DNase and RNase free Agarose for gel electrophoresis.   ●

  Ethidium bromide solution (10 mg/mL).   ●

  QIAquick gel extraction kit (Qiagen).   ●

  pGEM-T Vector system I (Promega).   ●

  2.  Materials

  2.1.  Generation of 
Retroviral Particles, 
Determination of the 
Multiplicity of 
Infection, and Cell 
Infection

  2.2.  Isolation 
of Genomic DNA 
and Identi fi cation 
of Candidate shRNAs 
by DNA Sequencing
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  Bacterial competent cells that allow for blue/white selection,  ●

such as DH5 a , and that have a transformation ef fi ciency of 
>10 6  colonies/ m g.  
  LB-Agar plates with 100   ● m g/mL ampicillin, 40  m L X-gal 
(50 mg/mL), and 10  m L IPTG (1 M).  
  LB liquid.   ●

  QIAprep Miniprep kit (Qiagen).   ●

  SP6 sequencing primer (sequence 5  ● ¢ -ATTTAGGTGACAC
TATAG-3 ¢ ).      

 

 Carry out all procedures at room temperature unless otherwise 
speci fi ed. 

      1.    Plate 3 × 10 6  Phoenix-gp cells in 10 individual 100 mm tissue 
culture dishes. Plate one additional dish, which will be infected 
with a retrovirus expressing a control non-silencing shRNA.  

    2.    After 36 h, transfect cells with 10  m g pooled shRNA plasmid 
DNA (see  Note 1 ), 1  m g Gag–pol plasmid DNA and 1  m g pCI-
VSVG plasmid DNA using transfection reagent as per the sup-
plier’s instructions.  

    3.    After 48 h, collect the culture supernatants, which contain ret-
roviral particles.  

    4.    Filter the culture supernatants using 0.45  m M  fi lters. Aliquot 
1 mL supernatant into microfuge tubes and freeze at −80°C 
(see  Note 2 ).      

      1.    Plate 1 × 10 5  HEK-293 cells in each well of a 6-well plate, using 
one plate for each pool.  

    2.    Perform serial dilutions of each retroviral shRNA pool. First, 
label six microfuge tubes as “10 −1 ,” “10 −2 ,” “10 −3 ,” “10 −4 ,” 
“10 −5 ,” and “10 −6 .” Add 1080  m L of DMEM media with 10% 
FBS/Pen-Strep to all six tubes. Add 120  m L of retroviral super-
natant to the  fi rst tube, resulting in a 1/10 dilution (10 −1 ). Mix 
and remove 120  m L of the 10 −1  dilution and add it to the second 
tube to create a 10 −2  dilution. Repeat to generate 10 −3 , 10 −4 , 10 −5 , 
and 10 −6  dilutions.  

    3.    Label the wells of the 6-well plates as “10 −1 ,” “10 −2 ,” “10 −3 ,” 
“10 −4 ,” “10 −5 ,” and “10 −6 .” Aspirate the media from all the 
wells and add 1 mL of serially diluted retroviral supernatant 
with Polybrene (10  m L/mL) to the appropriate well.  

    4.    After 24 h, remove the media and add 2 mL of fresh DMEM 
media with 10% FBS/Pen–Strep.  

  3.  Methods

  3.1.  Generation 
of Retroviral Particles

  3.2.  Determining 
the Multiplicity 
of Infection for 
Retroviral shRNA 
Pools
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    5.    After 24 h, add puromycin (1.0  m g/mL) to select for cells 
carrying the retroviral shRNA.  

    6.    Change the media with puromycin every 3 days.  
    7.    Between day 10 and 14, depending upon the size of the colo-

nies, stain the colonies that survive puromycin selection using 
crystal violet staining solution. Colonies comprising 1,000 or 
more cells are considered to be the right size for staining.  

    8.    Calculate the multiplicity of infection (MOI) of the retroviral 
supernatants as follows: 
 MOI (particle forming units (pfu)/mL) = Number of colo-
nies × dilution factor × 10. 
 For example, if you observe  fi ve colonies in the 10 −4  dilution plate, 
the calculation will be: 5 × 10 4  × 10 = 5 × 10 5  pfu/mL (see Note 3).      

      1.    Plate 1.2 × 10 6  BJ  fi broblasts in 10 individual 100 mm tissue 
culture dishes.  

    2.    After 24 h, transduce the BJ  fi broblasts with retroviral shRNA 
pools in a total volume of 5 mL of DMEM media with 10% 
FBS/Pen–Strep and Polybrene (10  m g/mL) to achieve infec-
tion at an MOI of 0.2 (see  Note 4 ).  

    3.    After 24 h, change the media and add 10 mL of DMEM media 
with 10% FBS/Pen–Strep.  

    4.    After 24 h, add puromycin (1.0  m g/mL) to enrich the cells 
that carry integrated shRNAs. Change the media after 3 days 
with fresh puromycin. It usually takes 6 days to completely 
select cells carrying shRNAs.      

      1.    Plate 1.2 × 10 6  BJ  fi broblasts infected with individual shRNA 
pools in 10 individual 100 mm tissue culture dishes.  

    2.    Transduce the cells with retroviral pBABE-Zeo/BRAF V600E  at 
an MOI of 20 ( see   Note 5 ). Retroviral BRAF V600E  can be pre-
pared and titrated using the same methodology as that men-
tioned above for generating the retrovirus particles for the 
pooled shRNA DNA ( see  Subheading  3.1 ).  

    3.    Select the transduced cells with zeocin (100  m g/mL) for 6–9 days 
to enrich for the cells that are infected with pBABE-Zeo/
BRAF V600E . Change the media every 3 days with fresh media.  

    4.    Allow the cells to grow 4–6 weeks after infection with 
BRAF V600E .      

      1.    For all ten pools, trypsinize and isolate the surviving cells that 
are able to bypass BRAF V600E -induced senescence.  

    2.    Lyse the cells in genomic DNA preparation buffer. Use 1.0 mL 
lysis buffer per 1 × 10 6  cells.  

    3.    Incubate the lysate at 42°C overnight.  

  3.3.  Infection 
and Selection of Cells 
After Transduction 
with Retroviral shRNA 
Pools

  3.4.  Transduction 
of shRNA-Carrying 
Cells with Activated 
BRAF V600E 

  3.5.  Isolation of 
Genomic DNA from 
Cells that Bypass 
Oncogene-Induced 
Senescence
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    4.    The next day, mix 500  m L of the lysate with 500  m L of 
phenol–chloroform–isoamyl alcohol.  

    5.    Vigorously mix by shaking and centrifuge at    2,300 ´g for 
5 min at room temperature.  

    6.    Remove the upper aqueous phase and transfer into a fresh 
microfuge tube.  

    7.    Mix 500  m L of the phenol–chloroform–isoamyl alcohol-
extracted lysate with 500  m L chloroform.  

    8.    Vigorously mix by shaking and then centrifuge at 2,300 ´g 
for 5 min at room temperature.  

    9.    Remove the upper aqueous phase and transfer into a fresh 
microfuge tube.  

    10.    Add 100  m L of 5 M NaCl to 400  m L of lysate, mix by tapping 
and add 1 mL of 100% ethanol. Mix by inverting the tube.  

    11.    Store the tube at −20°C for 1 h.  
    12.    Spin the samples at 9,300 ´g for 30 min.  
    13.    Add 1 mL of 70% ethanol to wash the pellet and spin the sam-

ples at 9,300 ´g for 10 min.  
    14.    Pour off the ethanol and invert the microfuge tube on a paper 

towel to drain the residual traces of ethanol.  
    15.    Dry the genomic DNA pellet at room temperature.  
    16.    Dissolve the genomic DNA in 200  m L 1× TE per 10 6  cells.  
    17.    Leave the genomic DNA in 1× TE at 60°C overnight to 

completely dissolve the genomic DNA.  
    18.    Quantify the amount of genomic DNA using a spectropho-

tometer or NanoDrop at double stranded DNA setting at 
260 nm wavelength.      

      1.    To amplify the retroviral shRNA integrated into the genomic 
DNA, set up the following PCR:  

 Components  Volume 

 5× Go-Taq PCR buffer  10  m L 

 Taq polymerase (5 units/ m L)  1  m L 

 Genomic DNA  2  m L (100 ng (50 ng/ m L)) 

 For-pSM2 (10 pmol/ m L)  1  m L 

 Rev-pSM2 (10 pmol/ m L)  1  m L 

 dd H 2 O  35  m L 

    2.    Run the PCR products on a 1% agarose gel with 10  m L ethid-
ium bromide (10 mg/mL stock) and elute from the gel using 
a Qiagen Gel elution kit.  

  3.6.  Identi fi cation 
of Integrated shRNAs 
by DNA Sequencing
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    3.    Ligate 100 ng of the eluted PCR product with the TA vector 
using the TA cloning Kit (Promega) as per the manufacturer’s 
instructions.  

    4.    Perform an overnight ligation at 16°C.  
    5.    The next day, transform half of the ligation mixture into bacte-

rial competent cells. Plate the transformation mixture onto 
LB-Agar plates containing 100  m g/mL Ampicillin, 40  m L of 
X-gal (50 mg/mL), and 10  m L of IPTG (1 M).  

    6.    Place the LB-Agar plates in a 37°C incubator for at least 16 h, 
until the white colonies and blue colonies can be clearly 
distinguished.  

    7.    Inoculate white colonies into tubes containing 3 mL of LB 
liquid with 100  m g/mL Ampicillin. Grow overnight at 37°C. 
The number of colonies required to be sequenced will depend 
upon the number of colonies that rescued oncogene-induced 
senescence.  

    8.    Isolate plasmid DNA from white colonies using Qiagen’s 
 miniprep kit as per the manufacturer’s instructions.  

    9.    Sequence the plasmid DNA using the SP6 primer.  
    10.    To identify the target gene corresponding to the shRNA, per-

form a Nucleotide BLAST search using the shRNA sequence 
as a query.      

      1.    Select the individual shRNA corresponding to the candidate 
gene from the RNAi library and prepare the retrovirus as 
described above in Subheading  3.1 .  

    2.    For each candidate shRNA to be tested, plate 1 × 10 5  BJ 
 fi broblasts in a well of a 6-well plate and infect with the retro-
virus particle(s).  

    3.    After 24 h, change the media and add 2 mL of DMEM media 
with 10% FBS/Pen–Strep.  

    4.    After 24 h, add puromycin (1.0  m g/mL) to enrich the cells 
that carry integrated shRNAs. Change the media after 3 days 
with fresh puromycin. It usually takes 6 days to completely 
select cells carrying shRNAs.  

    5.    Validate the candidates by using several assays to assess if the 
knockdown delays or bypasses oncogene-induced senescence. 
These assays include colony formation  (  5  ) , senescence-associ-
ated  b -galactosidase  (  7  ) , immunoblotting for p16  (  8,   9  ) , and 
histone H3 lysine 9 (H3K9) acetylation  (  8,   9  ) .  

    6.    Validate the positive candidate shRNAs using a second shRNA, 
unrelated in sequence to the  fi rst shRNA, to rule out “off- 
target” effects ( see   Note 6 ).       

  3.7.  Secondary Screen 
to Con fi rm the 
Candidates Identi fi ed 
from the Genome-
Wide RNAi Screen
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     1.    To perform the screen in a pooled strategy, shRNAs from the 
library are required to be assembled into several pools. The 
total shRNA library contains 65,000 shRNAs. Using auto-
matic robotics, we assembled 10 pools, each containing 6,500 
shRNAs, using plasmid DNA as the source material.  

    2.    It is important to note that freeze-thawing will lead to reduced 
titer. Therefore, we recommend avoiding multiple freeze-
thawing cycles.  

    3.    Aim for an MOI of at least ~2 × 10 5  pfu/mL.  
    4.    Infection at a low MOI of 0.2 will ensure that each cell receives 

no more than one shRNA, ensuring that the observed pheno-
type is due to the loss of expression of a single gene.  

    5.    The purpose of transducing the cells at an MOI of 20 is to 
ensure that all cells are infected with the BRAFV600E virus.  

    6.    In any RNAi experiment it is critical to rule out the possibility 
that the results observed with a single shRNA (or siRNA) are 
due to an off-target effect. We recommend performing the fol-
lowing experiments to rule out off-target effects. First, for all 
shRNAs veri fi ed in the above-mentioned assays in 
Subheading  3.7  of the protocol, we recommend analyzing a 
second, unrelated shRNA directed against the same gene. 
These second shRNAs, similar to the  fi rst shRNAs, should be 
tested for their ability to bypass BRAF V600E -induced senescence, 
and for target gene knockdown by qRT-PCR.          
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    Chapter 26   

 An Integrated Approach for Monitoring Cell Senescence       

     Tatiana   V.   Pospelova   ,    Zhanna   V.   Chitikova   , and    Valery   A.   Pospelov         

  Abstract 

 Cellular senescence is considered as a crucial mechanism of tumor suppression that helps to prevent the 
growth of cells at risk for neoplastic transformation. In normal cells, cellular senescence induces an irrevers-
ible cell cycle arrest in response to telomere dysfunction, oncogene activation, genotoxic stress and a per-
sistent DNA damage response (DDR). This process is accompanied by dramatic changes in cell morphology 
as well as in the activity of several signaling pathways. The senescent phenotype is multifaceted. In addition 
to an obligatory proliferation arrest, senescent cells manifest various senescence markers: mTOR-mediated 
hypertrophic growth (cell size increase), cell  fl attening, senescence-associated  β  galactosidase (SA- β  gal) 
staining, expression of negative cell cycle regulators p53, p21 Waf1  and p16 Ink4a , speci fi c chromatin reorgani-
zation including DNA segments with chromatin alterations reinforcing senescence (DNA-SCARS), senes-
cence-associated secretory phenotype (SASP) and other features. Here, we describe the protocols that are 
used to study histone deacetylase inhibitor (   HDACI)-induced cellular senescence in transformed cells with 
a special emphasis on the morphological features of senescence.  

  Key words:   Apoptosis ,  Autophagy ,  Cell cycle arrest ,  DNA damage response ,   γ H2AX foci ,  HDAC 
inhibitors ,  Hypertrophy ,  mTOR signaling ,  p21 Waf1  ,  p53 ,  Senescence    

 

 Cellular senescence was originally de fi ned as “irreversible” cell 
cycle arrest caused by the replicative exhaustion of human diploid 
 fi broblasts in vitro  (  1  ) . Later, Serrano et al.  (  2  )  showed that ectopic 
expression of oncogenic Ras induces growth arrest and a senes-
cent-like phenotype in normal human  fi broblasts. Senescence of 
cells in culture is a suitable model for identi fi cation and character-
ization of senescence effectors: chromatin modi fi cations, epige-
netic gene regulation, DNA damage response (DDR) signaling, 
and autophagy  (  3  ) . Growth arrest is established and maintained by 
the p53 and p16 Ink4a /pRB pathways. In the majority of tumor cells, 
there are various defective negative cell cycle regulators (p53/pRb) 
or an elevated expression of the positive regulators (cyclin D1, 

  1.  Introduction
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CDKs, c-myc) that allows the cells to avoid “irreversible” cell cycle 
arrest and senescence in response to various DNA damage and 
stress factors. 

 Conventional therapy of p53-defected tumor cells is ineffective 
due to the inability to stop proliferation and induce senescence or 
apoptosis. Many senescence-inducing stimuli generate a persistent 
DDR signaling associated with DNA double-strand breaks (DSBs) 
which are a signal for activation of ATM/ATR and downstream 
pathways, including p53 activation and the accumulation of DNA 
repair foci marked by  γ H2AX  (  4  ) . Activation of DDR signaling can 
be a trigger for switching on senescence in normal cells and in some 
types of tumor cells and it is essential for establishing and maintain-
ing senescent phenotypes  (  5  ) . However, persistent DDR signaling 
can arise upon the induction of senescence by non-DNA damaging 
inducers such as HDAC inhibitors or over-expression of CDK 
inhibitors p21Waf1 and p16Ink4a  (  6  ) . HDACIs relax chromatin struc-
ture without physically damaging DNA and promote the accumula-
tion of  γ H2AX foci, probably interfering with DDR signaling 
pathways. The number of  γ H2AX foci increases with the length of 
HDACIs treatment, so there is a temporal correlation with the 
dynamics of senescence. Therefore, it is reasonable to include 
 γ H2AX foci persistence in a growing list of senescence markers. 

 Numerous data indicate that multiple signal transduction 
pathways may be involved in the process of cell senescence. One 
of the hallmarks of senescent cells is the formation of senescence-
associated heterochromatin foci (SAHF) that provides repression 
of E2F-regulated target genes  (  7  ) . SAHF formation is connected 
with the function of p16/pRB and p53 pathways, but senescence 
without SAHF implies that it is a non-mandatory marker  (  8  ) . 
HDACIs are capable of inducing cell cycle arrest in tumor cells 
with a dysfunctional p53/Rb pathway. This seems to be encom-
passed by the p53-independent activation of p21 Waf1  transcription 
 (  9  )  that leads to irreversible G1/S cell cycle arrest  (  10  ) . The ques-
tion of which molecular events in the cell and how they initiate the 
senescence program eventually giving rise to a number of mor-
phological markers will be answered in the nearest future. Cellular 
senescence exempli fi es the most important morphological 
markers:

    1.    Suppression of DNA replication.  
    2.    Cell hypertrophy. The size of cells is increased several-fold, 

when the cell cycle is blocked but the activity mTORC1 and 
the process of translation remains high.  

    3.    Cell  fl attening. The senescent cells become  fl attened due to 
the formation of the actin stress  fi bers and the accumulation of 
focal adhesion contacts that are in correlation with an almost 
complete suppression of migratory properties in transformed 
cells  (  10  ) .  
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    4.    Senescence-associated  β  galactosidase (SA- β  gal) activity. 
Senescent cells express a SA- β  gal marker  (  11  ) .  

    5.    SAHF-foci. Formation of senescence-associated heterochro-
matic foci (SAHF) that correlate with the irreversibility of 
senescence  (  7  ) .  

    6.     γ H2AX foci. Accumulation  γ H2AX foci in senescent cells  (  6  ) .  
    7.    DNA-SCARS. Senescent cells harbor persistent nuclear foci, 

which are called the DNA segments with chromatin alterations 
reinforcing senescence  (  5  ) .  

    8.    SASP -    Senescence-associated secretory phenotype comprising 
the secretion of numerous cytokines, growth factors and pro-
teases  (  12  ) .     

 HDACI-induced senescence is associated with the chromatin 
remodeling and activation of signaling pathways that eventually 
form the speci fi c cellular phenotype. Protein accumulation in 
HDACI-arrested cells due to the activation of rapamycin-sensitive 
mTOR signaling (mTORC1) leads to cellular hypertrophy. The 
majority of HDACI-induced morphological and growth features 
cancels in the presence of speci fi c pharmacological inhibitor of 
mTORC1 signaling—rapamycin  (  13  )  thereby demonstrating that 
the activation of mTOR signaling is a necessary step in HDACI 
mediated senescence. 

 This chapter contains the protocols that are routinely used in 
our experimental work to describe morphological markers of senes-
cence induced by HDAC inhibitors in rodent embryonic  fi broblasts 
transformed with E1A and c-Ha-ras oncogenes. Murine cell lines 
remain a popular model for studying the mechanisms of cellular 
senescence and aging owing to a unique opportunity to use mice 
with knockouts and derive the possibility from their cells to study 
the role of relevant genes and signaling pathways in this process. It 
should be noted that the appearance of senescence markers indi-
cates a complex process, which depends on many factors,  fi rst and 
foremost, the epigenetic status of the cell.  

 

  ●     Assorted disposable sterile pipettes.  
  Set of mechanical pipettes and tips.   ●

  Tissue culture plates, 35, 60, and 100 mm in diameter.   ●

  6-well tissue culture plates.   ●

  Cell counting chamber.   ●

  18 × 18 mm cover glasses.   ●

  2.  Materials

  2.1.  Common 
Materials
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  Microscope slides.   ●

  Forceps.   ●

  Humid chamber (see  Note 1 ).   ●

  Whatman paper.   ●

  Para fi lm.   ●

  1.5 mL microcentrifuge tubes.   ●

  15 mL polypropylene centrifuge tubes, sterile.   ●

  Laminar  fl ow hood.   ●

  Tissue culture incubator adjusted at 37°C, 5% CO  ●

2  humidi fi ed 
atmosphere.  
  Benchtop orbital shaker suitable for 6-well plates and set to the  ●

speed of 60 rpm.  
  Microcentrifuge with temperature control.   ●

  Tabletop minicentrifuge.   ●

  Light microscope equipped with ×10, ×20, and ×40 lenses and  ●

digital camera.  
  Fluorescent or confocal microscope equipped with ×63 or  ●

×100 lens, argon-ion (488 nm), helium–neon (543 nm), UV 
(405 nm) lasers, CCD camera, and image analysis software.  
  Flow cytometer equipped with argon-ion (488 nm) laser.   ●

  Dulbecco’s Modi fi ed Eagle Medium (DMEM) containing 2 mM  ●

 L -glutamine, 1 mM sodium pyruvate, 4.5 g/L glucose, 100 U/
mL penicillin, and 0.1 mg/mL streptomycin (see  Note 2 ).  
  Fetal calf serum (FCS) (see  Note 3 ).   ●

  Trypsin-EDTA 0.25%.   ●

  Phosphate-buffered saline (PBS) 1× (cell culture grade), ster- ●

ile, pH 7.4.  
  PBS 1×: 137 mM NaCl, 2.7 mM KCl, 8 mM Na  ●

2 HPO 4 , and 
1.5 mM KH 2 PO 4  (pH 7.4).  
  Methanol.   ●

  Formaldehyde 3.7% solution in PBS: Mix 36.5–38% formalin  ●

solution with PBS with a ratio 1:10 (see  Note 4 ).  
  Tap water.   ●

  Ultrapure water.   ●

  Permeabilizing buffer: 0.2% Triton X-100 in PBS.   ●

  Washing buffer: 0.1% Tween-20 in PBS (PBS-T).   ●

  Blocking solution: Bovine serum albumin (BSA) 3% in PBS.   ●

  Antibodies dilution buffer: 3% BSA solution in PBS-T.   ●

  Tris-buffered saline (TBS) 1×: 0.5 M Tris–HCl, 1.5 M NaCl  ●

(pH 7.4).  
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  Permount mounting medium (Thermo Fisher Scienti fi c,  ●

Waltham, MA, USA).  
  ProLong Gold antifade mounting medium with DAPI  ●

(Invitrogen, Life Technologies Corporation, Eugene, CA, 
USA).  
  Clear nail polish.   ●

  Propidium iodide 1 mg/mL solution in water: dilute 1 mg of  ●

propidium iodide (Sigma-Aldrich, St. Louis, MO, USA) in 
1 mL of ultrapure water, aliquot, and store at −20°C, protect 
from light.  
  100 mg/mL RNAse A solution, DNAse free (Qiagen, Hilden,  ●

Germany) (see  Note 5 ).  
  Staining solution: 0.4% (w/v) crystal violet, 30% (v/v) ethanol  ●

and 10% (v/v) acetic acid in ultrapure water.  
  Alexa-Fluor 488 mouse anti-rabbit antibody (Invitrogen, Life  ●

Technologies Corporation).  
  Alexa-Fluor 546 rabbit anti-mouse antibody (Invitrogen Life  ●

Technologies Corporation).     

  ●     Vacuum pump with a waste collection  fl ack.  
  Water bath set at 37°C.   ●

  Inverted light microscope for cell culture work.   ●

  0.4% Trypan blue solution.   ●

  Senescence inducing reagent, for example HDAC inhibitor  ●

sodium butyrate.     

  ●     Glass rod.  
  Hematoxylin Mayer’s ready to use aqueous solution (Dako,  ●

Glostrup, Denmark).  
  Eosin ready-to-use aqueous solution (Dako).      ●

  ●     X Gal stock solution: 40 mg/mL 5-bromo-4-chloro-3-in-
dolyl- β - D  Galactopyranoside (Sigma-Aldrich) in DMSO 
(see  Note 6 ).  
  SA-  ● β  gal staining solution: 5 mM potassium ferrocyanide, 
5 mM potassium ferricyanide, 2 mM MgCl 2  in PBS (pH to 
6.6) (see  Note 2 ).     

  ●     Anti-vinculin rabbit monoclonal antibody (Cell Signaling 
Technology, Danvers, MA, USA).  
  Rhodamine-phalloidin (Invitrogen Life Technologies  ●

Corporation).     

  2.2.  Tissue Culture 
Maintenance and 
Induction of 
Senescence

  2.3.  Analysis of 
Senescent Cells 
Morphology by 
Hematoxylin and Eosin 
Staining

  2.4.  Senescence-
Associated  b  
Galactosidase Activity 
Assay

  2.5.  Actin Cytoskeleton 
and Focal Adhesion 
Contacts Visualization 
in Senescent Cells
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  ●     Anti- N -cadherin antibody (Santa Cruz Biotechnology, Santa 
Cruz, CA, USA).  
  Anti-phosphorylated histone H2AX (Ser 139) mouse antibody  ●

(Cell Signaling Technology, Inc. Danvers, MA 01923).  
  Saponin 10% solution (0.1 g/mL of saponin (Sigma-Aldrich)  ●

in PBS) (see  Note 7 ).     

      1.    pH indicator paper, pH 0–14.  
    2.    Bromodeoxyuridine (BrdU) (BD Biosciences, San Jose, CA, 

USA).  
    3.    DNA denaturing reagent (2 M HCl solution in ultrapure 

water) (see  Notes 8  and  9 ).  
    4.    Anti-BrdU mouse monoclonal antibody (Millipore, Billerica, 

MA, USA).      

      1.    Ethanol 70%.  
    2.    BSA-TBS-T solution (1% BSA, 0.2% Tween-20 in TBS).  
    3.    Antibody to phosporylated histone H2AX (Ser 139) rabbit 

antibody (Cell Signaling Technology).      

      1.    Water bath set at 40°C.  
    2.    Stock agar 3% (0.033 g/mL bacteriological agar (Invitrogen, 

Carlsbad, CA) in ultrapure water) (see  Note 10 ).      

      1.    24-well cell culture plates.  
    2.    8.0  μ m pore size Boyden chambers (BD Biosciences).  
    3.    Cotton swabs.       

 

      1.    Grow the  cells in DMEM supplemented with 10% FCS.  
    2.    Change the culture medium every other day.  
    3.    Monitor the cells every day using a microscope to control the 

cell growth density and the absence of contamination.  

  2.6.  Cell Area 
Measurements with 
Immuno fl uorescent 
Confocal Microscopy, 
Analysis of  g H2AX Foci 
Formation in the 
Nucleus and Cell Size 
Measurement and Cell 
Cycle Analysis by Flow 
Cytometry

  2.7.  Cell Proliferation 
Assay with 
Bromodeoxyuridine 
Immuno fl uorescent 
Staining

  2.8.  Two-Parametric 
Laser Scanning Flow 
Cytometry Method for 
Detection of  g H2AX 
Accumulation in 
Senescent Cells

  2.9.  Anchorage-
Independent Growth 
in Soft Agar

  2.10.  Cell Migration 
Through the Porous 
Membrane

  3.  Methods

  3.1.  Tissue Culture 
Maintenance
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    4.    Split the cells every 3–4 days when they reach 80% con fl uence. 
To this aim:  

    5.    Pre-warm the medium and other solutions to 37°C in the 
water bath before use. To this aim:
   (a)    Aspirate the medium from the cell culture plates using a 

pipette or a vacuum pump.  
   (b)    Rinse the cells twice with 1 mL of sterile PBS (see  Note 11 ).  
   (c)    Trypsinize the cells (see  Note 12 ).  
   (d)    Add 1–3 mL of fresh DMEM with 10% FCS to the cells 

and pipette them up and down several times to break the 
clumps and obtain single cell suspension.  

   (e)    Count the cells and test their viability using trypan blue 
staining assay (see  Note 13 ).  

   (f)    Plate the cells in the new cell culture dish for propagation 
(see  Note 14 ). To keep the cell line, periodically cryo-con-
serve the cells with indication of the passage number.          

      1.    Seed the cells in a density of 5 × 10 3  cells/cm 2  in DMEM sup-
plemented with 10% FCS (see  Note 15 ). Put the cover glasses 
in 35 mm culture dishes or 6-well plates for histological and 
immuno fl uorescent staining experiments, use 35 or 60 mm 
culture plates without glasses for other assays.  

    2.    Allow the cells to grow for 24 h and perform the appropriate 
senescent inducing treatment. Incubate the cells in the tissue 
hood at 37°C, 5% CO 2  humidi fi ed atmosphere. Change the 
culture medium to a fresh one containing a HDAC inhibitor 
every other day.  

    3.    Harvest or  fi x the cells 24, 72, and 120 h after treatment.      

       1.    Discard the culture medium and wash the cells three times 
with PBS (see  Note 16 ).  

    2.    Fix the cells with 2 mL of ice-cold methanol (−20°C) for 4 min 
at 4°C.  

    3.    Discard methanol; wash the cells three times with PBS, 5 min 
each.  

    4.    Add 2 mL of hematoxylin solution and incubate for 3 min at 
room temperature (see  Note 17 ).  

    5.    Remove hematoxylin from the cells, wash them three times 
(5–10 min in total) with tap water (see  Note 17 ). After that 
rinse the cells three times with ultrapure water (see  Note 18 ).  

    6.    Add 2 mL of eosin solution (see  Note 20 ) and incubate for 
3 min at room temperature (see  Notes 17  and  21 ).  

    7.    Discard eosin solution; wash the cells three times with ultra-
pure water.  

  3.2.  Induction 
of Cell Senescence

  3.3.  Histochemical 
Assays for the 
Determination 
of the Morphological 
Markers of 
Senescence

  3.3.1.  Analysis of 
Senescent Cell Morphology 
by Hematoxylin and Eosin 
Staining
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    8.    Allow the glasses to dry at room temperature (see  Note 22 ).  
    9.    Put a drop of Permount on the microscope slide using a glass 

rod. Place the cover glass on it with care to avoid air bubbles 
formation (see  Note 23 ). Allow Permount to spread evenly 
between the glasses.  

    10.    Carefully seal the edges of the cover glass with a thin layer of 
nail polish. Store the samples at 4°C.  

    11.    Acquire the images with a digital camera using a light micro-
scope and magni fi cation ×20 or ×40. As a result of staining, the 
nuclei should appear dark blue and the cytoplasm should be 
various shades of pink (Fig.  1 ).       

      1.    Discard the culture medium and wash the cells three times 
with PBS.  

    2.    Fix the cells with 3.7% formaldehyde solution for 15 min at 
room temperature.  

    3.    Discard formaldehyde solution and wash the cells with PBS 
three times, 5 min each.  

    4.    Prepare staining solution by mixing of 10  μ L X Gal solution with 
1 mL of X Gal buffer in a microcentrifuge tube (see  Note 24 ).  

    5.    Place the cover glasses with the forceps on para fi lm in the 
humid chamber.  

    6.    Add 200  μ L of staining solution on each cover glass. Cover the 
humid chamber with a lid. Incubate the cells overnight at 37°C 
in non-CO 2  environment in the dark (see  Note 25 ).  

    7.    Discard the staining solution. Place the glasses back in to the 
plates and wash with PBS three times, 5 min each.  

    8.    Blot the excess of liquid from the cover glasses with the 
Whatman paper by touching it only with the edges of the glass. 
Use the forceps to hold the glass.  

  3.3.2.  Senescence-
Associated  b  
Galactosidase Activity 
Assay

  Fig. 1.    Morphology of the senescent cells. The senescent cells demonstrate an increase in cell size, change of nuclear–
cytoplasmic ratio and vacuolization of the cytoplasm. E1A + c-Ha-ras cells growing on cover glasses were untreated (    a ) or 
incubated with 4 mM NaB for 120 h ( a ,  c ). Cells were  fi xed with methanol and stained with hematoxylin and eosin. Images 
were acquired in bright  fi eld microscopy. ( a ) and ( b ) Magni fi cation 100×, ( c ) magni fi cation 400×. The description of the 
protocol is provided in Subheading  3.3.1.        
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    9.    Add 5–7  μ L of ProLong Gold antifade reagent on the micro-
scope slide and place the cover glass on it with care, avoid air 
bubbles formation (see  Note 23 ).  

    10.    Carefully seal the edges of the cover glasses with nail polish and 
leave to dry for 15 min at room temperature. Store the samples 
at 4°C in the dark.  

    11.    Determine the percentage of blue SA- β  gal positive cells using 
a microscope, lens ×40, and take the pictures of the representa-
tive  fi elds in the phase contrast (see  Note 26 ) (Fig.  2 ).        

       1.    Discard the culture medium from the plates (see  Note 16 ). 
Wash the cells three times with PBS (see  Note 27 ).  

    2.    Add 2 mL of 3.7% formaldehyde solution to the cells and incu-
bate for 15 min at room temperature in the dark for  fi xation 
(see  Note 28 ).  

    3.    Discard the formaldehyde solution and wash the cells with PBS 
three times, 5 min each.  

    4.    Add 2 mL of PBS containing 0.2% Triton X-100. Leave for 
20 min at room temperature for permeabilization.  

    5.    Discard Triton X-100 solution; wash the cells with PBS three 
times, 10 min each.  

    6.    Place the cover glasses on para fi lm with forceps in the humid 
chamber. Avoid bubble formation between the glass and 
para fi lm.  

    7.    Pipette 200  μ L of 3% BSA blocking solution on each cover 
glass (see  Notes 29 – 31 ). Cover the humid chamber with a lid. 
Incubate for 1 h at room temperature.  

    8.    Prepare anti-vinculin antibody solution of desirable concentra-
tion in 3% BSA in PBST (see  Notes 31 – 34 ).  

  3.4.  Visualization of 
Senescent Markers by 
Immuno fl uorescence

  3.4.1.  Actin Cytoskeleton 
and Focal Adhesion 
Contact Visualization in 
Senescent Cells

  Fig. 2.    Senescent E1A + c-Ha-ras cells demonstrate SA- β  gal staining. The senescent cells demonstrate SA- β  Galactosidase 
activity and develop blue staining. E1A + c-Ha-ras cells growing on cover glasses were untreated (control) or incubated 
with 4 mM NaB for 120 h,  fi xed with 3.7% formaldehyde solution and stained for the acid SA- β  Galactosidase with X Gal 
solution as described in Subheading  3.3.2 . Images were acquired in phase-contrast at magni fi cation 200×.       
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    9.    Discard BSA and pipette 200  μ L of primary antibody solution 
on each cover glass.  

    10.    Incubate in the humid chamber for 1 h at room temperature 
or overnight at 4°C.  

    11.    Discard the antibody solution.  
    12.    Place the glasses in to the 6-well plate using the forceps and 

wash with PBST three times, 10 min each (see  Note 35 ).  
    13.    Change para fi lm in the humid chamber to a new one.  
    14.    Prepare a fresh solution of rhodamine-phalloidin and Alexa-

Fluor 488 conjugated secondary antibody in 3% BSA in PBST. 
Mix gently by pipetting (see  Notes 32 ,  33 ,  36 , and  37 ).  

    15.    Put the glasses on para fi lm in the humid chamber.  
    16.    Pipette 200  μ L of rhodamine-phalloidin and secondary anti-

body solution per each glass. Incubate for 1 h at room tem-
perature in the dark (see  Note 38 ).  

    17.    Remove antibody solution from the glasses. Place the glasses in 
to a 6-well plate and wash three times with PBST 10 min each.  

    18.    Blot the excess liquid from the cover glasses with the Whatman 
paper, touching it only with the edges of the glass. Use forceps 
to hold the glass.  

    19.    Add 5–7  μ L of ProLong Gold antifade reagent on the micro-
scope slide and place the cover glass on it with care, avoid air 
bubbles formation (see  Note 23 ).  

    20.    Carefully seal the edges of the cover glasses with nail polish and 
leave to dry for 15 min at room temperature. Store the samples 
at 4°C in the dark.  

    21.    Acquire the images of the representative  fi elds with the 
 fl uorescent or confocal microscope, lenses ×63, ×100 (Fig.  3 ).        

       1.    To determine the cell area, perform the staining (see 
Subheading  3.4.1 ) using the primary antibody against 
 N -cadherin and secondary Alexa-Fluor 488 conjugated anti-
body (see  Note 39 ).  

    2.    Acquire the images of the cells in the  x – y  and  x – z  planes with 
the  fl uorescent or confocal microscope, lens ×63 or ×100. 
Determine the cell area with an Image-J program analyzing 
the data obtained in horizontal sections ( x – y  plane) and mea-
sure the cell thickness at the maximum of the nucleus diameter 
in the images of  x – z  plane (Fig.  4 ).       

      1.    Perform the staining (see Subheading  3.4.1 ) using the primary 
antibody against phosporylated histone H2AX and secondary 
Alexa-Fluor 546  fl uorescent-tagged rabbit anti-mouse anti-
body (see  Notes 39  and  40 ).  

  3.5.  Methods 
for the Quantitative 
Characterization 
of the Cell Senescence

  3.5.1.  Cell Area 
Measurement Based on 
Immuno fl uorescent 
Staining of Cell Membrane 
Protein

  3.5.2.  Analysis of  γ H2AX 
Foci Formation in the 
Nucleus
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    2.    Acquire the images of the representative  fi elds with the 
 fl uorescent or confocal microscope, lens ×63 or ×100. Calculate 
the percentage of the cells containing  γ H2AX foci and an aver-
age amount of foci per cell with an Image-J program (Fig.  5 ).       

  Fig. 3.    Flattening of the senescent cells. Cell  fl attening upon senescence is associated with accumulation of the vinculin 
containing focal adhesions and formation of actin stress  fi bers. E1A + c-Ha-ras cells growing on cover glasses were 
untreated (control) or incubated with 4 mM NaB for 120 h and then  fi xed with 3.7% formaldehyde solution. The 
immuno fl uorescent staining was performed with anti-vinculin antibody to visualize the focal adhesions ( green ) and rhod-
amine-phalloidin ( red ) to detect F-actin, nuclei were stained with DAPI. Images were acquired with a confocal microscope 
equipped with CCD camera. Scale bar = 20  μ m. The protocol is described in Subheading  3.4.1.        

  Fig. 4.    Senescent cells demonstrate the increased cell size (hypertrophy). E1A + c-Ha-ras cells growing on cover glasses 
were untreated (control) or incubated with 4 mM NaB for 72 h and then  fi xed with 3.7% formaldehyde solution. Cell mem-
branes were stained with the antibody to N-cadherin and secondary antibody Alexa-Fluor 488. Images were acquired with 
a confocal microscope equipped with CCD camera. The cell area can be calculated in the program Image J. The detailed 
protocol is described in Subheading  3.5.1.        
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      1.    Collect the medium from the plates in to the 15 mL polypro-
pylene tubes, place on ice (see  Note 41 ).  

    2.    Wash the cells once with 1 mL of ice-cold PBS to remove the 
traces of serum, transfer the PBS to the tube with medium.  

    3.    Trypsinize the cells at room temperature to obtain single-cell 
suspension and transfer them to the tube with the medium 
(see  Note 12 ).  

    4.    Rinse the plate with 1 mL of ice-cold PBS and transfer it to 
15 mL tube to collect all the cells for the analysis.  

    5.    Centrifuge at 100 ×  g  for 5 min at 4°C and discard the 
supernatant.  

    6.    Wash the cells with 1 mL of ice-cold PBS. For that, resuspend 
the cells in PBS, mix by gentle pipetting or vortex at low speed 
of rotation to disaggregate the clumps, and centrifuge at 
100 ×  g  for 5 min at 4°C. Discard the supernatant and repeat 
the washing one more time.  

    7.    Resuspend the pellet in 1 mL of ice-cold PBS and count the 
cells.  

  3.5.3.  Cell Size 
Measurement 
and Cell Cycle Analysis 
by Flow Cytometry

  Fig. 5.    Senescent cells accumulate  γ H2AX foci. The cells show accumulation of  γ H2AX foci upon senescence induced by 
NaB. E1A + c-Ha-ras cells growing on cover glasses were untreated (control) or incubated with 4 mM NaB for 120 h and 
then  fi xed with 3.7% formaldehyde solution. The immuno fl uorescent staining for  γ H2AX foci was performed with the anti-
body to phosphorylated H2AX (Ser 139) and Alexa-Fluor 546 conjugated secondary antibody, nuclei were stained with 
DAPI. The images were acquired with a confocal microscope equipped with CCD camera. Scale bar = 7.5  μ m.  See  
Subheading  3.5.2  for detailed protocol.       
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    8.    Transfer 2 × 10 6  cells to the microcentrifuge tube.  
    9.    Centrifuge at 100 ×  g  for 5 min at 4°C and discard the 

supernatant.  
    10.    Resuspend the pellet in 1 mL of PBS containing 0.01% of 

saponin. Mix gently by pipetting or vortex at low speed.  
    11.    Incubate for 10 min on ice for permeabilization.  
    12.    Centrifuge at 100 ×  g  for 5 min at 4°C and discard the 

supernatant.  
    13.    Wash the cells three times with ice-cold PBS.  
    14.    Resuspend the cells in 1 mL of PBS containing 40  μ g/mL of 

propidium iodide and 0.1 mg of RNAse A (see  Note 42 ). 
Incubate for 20 min at 37°C.  

    15.    The samples can be stored for 1 week in the dark at 4°C, 
though we recommend analyzing them preferably within 24 h. 
Carefully mix the cell suspension by pipetting before the analy-
sis to disaggregate the cell clusters.  

    16.    Acquire the data by means of light scattering  fl ow cytometry. 
Analyze not less than 1 × 10 4  cells from each sample for statisti-
cally signi fi cant results. Measure the  fl uorescence of propidium 
iodide excited with a 488 nm argon-ion laser for DNA content 
and forward light scatter (FSC) for the cell size. Perform the 
analysis of the data using the ModFit LT program (VSH, 
USQ). Calculate the average values on the histograms of for-
ward scattering with the Win MDI program version 2.8.      

   BrdU incorporation 

    1.    Remove the medium from the cells growing on the cover 
glasses.  

    2.    Rinse the cells once with sterile PBS to remove the traces of the 
inhibitor which was used for senescence induction.  

    3.    Add 2 mL of fresh DMEM supplemented with 10% FCS and 
containing 10  μ M of BrdU (see  Note 43 ).  

    4.    Place the cells in the tissue culture incubator at 37°C, 5% CO 2  
humidi fi ed atmosphere for 1–4 h (see  Note 44 ).     

  Staining procedure 

    1.    Discard the medium and wash the cells three times with ice-
cold PBS.  

    2.    Fix the cells with 2 mL of ice-cold methanol (−20°C) for 
4 min at 4°C.  

    3.    Discard methanol and wash the cells with PBS three times, 
5 min each.  

    4.    Add 2 mL of 2 M HCl and incubate for 20 min at room tem-
perature for DNA denaturation (see  Note 45 ).  

  3.5.4.  Cell Proliferation 
Assay with 
Bromodeoxyuridine 
Immuno fl uorescent 
Staining
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    5.    Discard HCl solution and wash the cells with PBS  fi ve times, 
5 min each (see  Note 46 ). Check the pH of PBS at the last 
wash with an indicator paper to ensure that the pH is neutral.  

    6.    Place the cover glasses on para fi lm in the humid chamber, 
pipette 200  μ L of 3% BSA blocking solution and incubate for 
1 h at room temperature.  

    7.    Prepare anti-BrdU antibody solution by diluting it in 3% BSA-
PBST at the ratio 1:50–1:100 (see  Note 33 ).  

    8.    Discard BSA and add 200  μ L of anti-BrdU antibody solution 
per each cover glass. Incubate for 1 h at room temperature or 
overnight at 4°C.  

    9.    Continue as described above in steps 11– 22  
(see Subheading  3.4.1 ) Use Alexa-Fluor 546 secondary antibody 
diluted 1:1,000 in 3% BSA in PBST (see  Notes 33  and  39 ).  

    10.    Calculate the percentage of the cells incorporating BrdU using 
 fl uorescent or confocal microscope, lenses ×63, ×100. Acquire 
the images of the representative  fi elds (Fig.  6 ).       

  Fig. 6.    Senescent cells do not incorporate BrdU. Senescent cells do not show proliferative activity according to a BrdU 
assay. The cells growing on cover glasses were untreated (control) or incubated with 4 mM NaB for 120 h and  fi xed with 
methanol followed by DNA denaturation for 20 min with 2 M HCl. After that, cells were blocked in 3% BSA in PBST for 1 h, 
incubated with anti-BrdU antibodies and Alexa-Fluor 546 rabbit anti-mouse antibody, nuclei were stained with DAPI. 
Images were acquired with Leica TCS SP2 confocal microscope equipped with CCD camera, lens ×63. Scale bar = 7.5  μ m. 
 See  Subheading  3.5.4  for the detailed protocol.       
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      1.    Discard the medium from the plates. Wash the cells two times 
with ice-cold TBS to remove the traces of serum (see  Notes 
27  and  40 ).  

    2.    Trypsinize the cells (see  Note 12 ).  
    3.    Resuspend the cells in 1 mL of fresh DMEM supplemented 

with 10% FCS to neutralize trypsin. Mix gently by pipetting to 
obtain single-cell suspension and transfer it to the microcentri-
fuge tube (see  Note 41 ).  

    4.    Centrifuge the cells at 100 ×  g  for 5 min at 4°C. Discard the 
supernatant.  

    5.    Wash the cells with 1 mL of TBS. For that, resuspend the pellet 
in ice-cold TBS, mix by gentle pipetting or vortex at low speed 
of rotation to disaggregate the clumps and then centrifuge at 
100 ×  g  for 5 min at 4°C. Discard the supernatant. Repeat the 
procedure one more time.  

    6.    Resuspend the cells in 0.5 mL of TBS. Add the equal volume 
of 3.7% formaldehyde solution (see  Note 40 ), incubate for 
15 min on ice for  fi xation.  

    7.    Centrifuge the cells at 100 ×  g  for 5 min at 4°C. Discard the 
supernatant and wash the cells twice in TBS.  

    8.    Resuspend the cells in 100  μ L of TBS; add 900  μ L of ice-cold 
(−20°C) 70% ethanol (see  Notes 47  and  48 ). Incubate for 2 h 
at −20°C ( see   Note 49 ).  

    9.    Centrifuge the cells at 100 ×  g  for 5 min at 4°C. Remove the 
supernatant carefully and resuspend the pellet in 1 mL of BSA-
TBS-T. Repeat the step twice.  

    10.    Resuspend the cells in 100  μ L of BSA-TBS-T containing 1  μ g 
of primary antibody against phosphorylated H2AX (see 
 Notes 32  and  33 ).  

    11.    Incubate with gentle shaking at 4°C overnight.  
    12.    Add 1 mL of BSA-TBS-T and centrifuge at 100 ×  g  for 5 min 

at room temperature. Repeat the procedure twice.  
    13.    Resuspend the cells in 100  μ L of BSA-TBS-T (see  Note 50 ) 

containing Alexa-Fluor 488 mouse anti-rabbit secondary anti-
body diluted 1:200.  

    14.    Incubate with gentle shaking for 60 min in the dark.  
    15.    Add 1 mL of BSA-TBS-T; incubate for 20 min.  
    16.    Centrifuge the cells at 100 ×  g  for 5 min and discard the 

supernatant.  
    17.    Resuspend the cells in 1 mL of BSA-TBS-T and centrifuge for 

5 min at 100 ×  g . Repeat the procedure twice.  
    18.    Resuspend the cells in 0.5 mL of TBS; add 0.5  μ L of RNAse A 

and 5  μ L of propidium iodide solutions. Incubate for 30 min 
in the dark.  

  3.5.5.  Two-Parametric 
Laser Scanning Flow 
Cytometry for Detection 
of  γ H2AX Binding in 
Senescent Cells
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    19.    Measure the  fl uorescence induced by the excitation of a 488 nm 
argon ion laser using a  fl ow cytometer. Analyze the  fl ow cytom-
etry data with the WinMDI 2.8 program (Fig.  7 ).        

  Cellular senescence is a crucial anticancer mechanism that prevents 
the growth of cells at the risk for neoplastic transformation. 
However, some tumor cells retain the ability to senesce in vivo in 
response to chemotherapy. In these cases the induced senescence is 
associated with tumor regression. Senescence of tumor cells in vitro 
can change the main features of the transformed phenotype such as 
the ability to proliferate in clonal density, anchorage independent 
growth in semisolid media (agar, Methocel), and high migratory 
and invasive properties. 

   Preparation of the cells for clonogenic assay 

    1.    Discard the medium from the plates.  
    2.    Wash the cells two times with sterile PBS to remove the traces 

of serum (see  Note 11 ).  
    3.    Trypsinize the cells (see  Note 12 ).  
    4.    Add 1 mL of fresh DMEM with 10% FCS to the cells to neu-

tralize the trypsin. Mix gently by pipetting to obtain single-cell 
suspension.  

    5.    Count the cells accurately (see  Note 51 ).  
    6.    Calculate the amount of the cells and medium required for the 

experiment (see Note 52).  

  3.6.  Suppression 
of the Transformed 
Phenotype of Cells 
Upon Senescence

  3.6.1.  Ability of the Cells 
to Proliferate in Clonal 
Density (Clonogenic Assay)

  Fig. 7.    The ability of cells to bind antibody to  γ H2AX increases upon senescence according to  fl ow cytometry data. Bivariate 
distributions of DNA content versus  γ H2AX are shown. Notice, S phase cells are almost absent in NaB-treated cells. 
E1A + c-Ha-ras cells were untreated (control) or incubated with 4 mM NaB for 24 h. Cells were stained with propidium-
iodide (PI) and antibody to  γ H2AX (Ser 139) and subjected to two-parametric  fl ow cytometry. Results are present as DNA 
content ( x -axis) versus  γ H2AX levels ( y -axis). The mean value of  γ H2AX immuno fl uorescence can be calculated for G1, S, 
and G2 subpopulations. The detailed protocol is described in Subheading  3.5.5.        
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    7.    Prepare the desirable concentration of cell suspension in a 
15 mL centrifuge tube (see  Note 53 ).  

    8.    Pipette 3 mL of cell suspension in the well of a 6-well plate (see 
 Note 51 ).  

    9.    Incubate the cells at 37°C, 5% CO 2  in a humidi fi ed atmosphere 
for 1–4 weeks (see  Notes 54  and  55 ).     

  Fixation and staining of the colonies 

    1.    Discard the medium and wash the cells twice with PBS.  
    2.    Add 1 mL of crystal violet staining solution; incubate for 15 min 

at room temperature in the chemical hood (see  Note 56 ).  
    3.    Discard the crystal violet solution and wash the cells three 

times with tap water.  
    4.    Allow the plates to dry at room temperature.  
    5.    Count the clones using a light microscope, lens ×10, and 

acquire the images of the plates with a digital camera (Fig.  8 ).       

      1.    Discard the medium from the plates.  
    2.    Wash the cells two times with sterile PBS to remove traces of 

the serum (see  Note 11 ).  
    3.    Trypsinize the cells (see  Note 12 ).  
    4.    Add 1 mL of fresh DMEM with 10% FCS to the cells to neu-

tralize the trypsin. Mix gently by pipetting to obtain single-cell 
suspension.  

    5.    Count the cells accurately (see  Note 51 ).  
    6.    Calculate the amount of the cells and medium required for the 

experiment (see  Note 52 ).  

  3.6.2.  Anchorage-
Independent Growth 
in Soft Agar

  Fig. 8.    Cellular senescence suppresses proliferation at the single-cell density (clonogenic assay). The senescent cells lose 
the ability to proliferate in low density upon senescence in time-dependent manner. E1A + c-Ha-ras cells were untreated 
(control) or incubated with 4 mM NaB for 72 and 120 h. The cells were trypsinized and 200 cells per 35 mm dish were 
plated. Cells were grown for 14 days and the colonies then were stained with crystal-violet solution and counted under the 
microscope equipped with 10× lens. The images were acquired with a digital camera. The detailed protocol is described 
in Subheading  3.6.1.        
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    7.    Prepare the desirable concentration of cell suspension in a 
15 mL centrifuge tube (see  Note 57 ).  

    8.    Add 10% of stock agar solution of the  fi nal volume of the cell 
suspension, mix carefully (see  Notes 58 – 60 ).  

    9.    Pipette 3 mL of the cell suspension in the well (see  Note 51 ).  
    10.    Incubate the cells at 37°C, 5% CO 2  humidi fi ed atmosphere for 

1–4 weeks (see  Note 61 ).  
    11.    Count the colonies using light microscope magni fi cation ×10 

or ×20 and acquire the images with a digital camera (Fig.  9 ).       

      1.    Grow cells to approximately 80–90% of con fl uence. Discard 
the medium.  

    2.    Add 3 mL of fresh DMEM supplemented with 10% FCS and 
treat the cells with the appropriate inhibitor as long as neces-
sary to induce senescence (see  Note 62 ).  

    3.    After that make a wound using a sterile 100  μ L plastic tip.  
    4.    Aspirate the medium carefully and rinse the cells twice with 

1 mL of sterile PBS to remove the detached and broken cells 
(see  Note 63 ).  

    5.    Add 3 mL of fresh DMEM supplemented with 10% FCS and 
inhibitor (see  Note 64 ).  

    6.    Incubate the cells at 37°C, 5% CO 2  humidi fi ed atmosphere for 
24 h.  

    7.    Acquire images of the same area of the wound every day using 
the light microscope, lens ×10, and digital camera.  

    8.    To investigate the irreversible effect of the chemical senescent 
inducer, change the medium to fresh one without inhibitor, 
place the cells in the incubator, and acquire images of the 
wound after 24 h (Fig.  10 ).       

  3.6.3.  Cell Migration 
and Wound Healing Assay

  Fig. 9.    Senescent cells do not proliferate in soft agar. Senescent E1A + c-Ha-ras cells are unable to proliferate and form the 
colonies in semisolid agar. The cells were left untreated (control) or incubated with 4 mM NaB for 120 h. Then they were 
trypsinized and seeded in DMEM with 10% FCS and containing 0.33% agar at density of 1,000 cells per well of 6-well 
plate. After 14 days the colonies were counted under the microscope equipped with 10× lens and the representative sec-
tions were photographed.  See  Subheading  3.6.2  for the detailed description of the protocol.       
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   Preparation of the Boyden chambers 

    1.    To prepare the Boyden chambers to work add 750  μ L of 
DMEM with 10% FCS to each well of 24-well plate.  

    2.    Using the sterile forceps carefully place the Boyden chambers 
into the wells with the medium; avoid bubble formation (see 
 Note 65 ).     

  Preparation of the cells 

    1.    Discard the medium from the cells.  
    2.    Wash the cells two times with sterile PBS to remove the traces 

of serum (see  Note 8 ).  
    3.    Trypsinize the cells (see  Note 12 ).  
    4.    Add 1 mL of fresh DMEM with 10% FCS to the cells to neu-

tralize the trypsin. Mix gently by pipetting to obtain single-cell 
suspension.  

    5.    Count the cells accurately (see  Note 51 ).  
    6.    Prepare the cell suspension of the appropriate concentration 

(see  Note 66 ) in DMEM without FCS (see  Note 67 ). Use the 
sterile 15 mL polypropylene tube. Mix carefully but not vigor-
ously by swirling and pipetting.  

    7.    Add 300  μ L of the cell suspension in to each insert of the 
Boyden chamber.  

    8.    Incubate the cells at 37°C, 5% CO 2  humidi fi ed atmosphere 
overnight (see  Note 68 ).     

  Fixation and staining of migrated cells 

    1.    Carefully discard the medium from the Boyden chambers.  
    2.    Remove the cells from the inner surface of the membranes 

using cotton swabs. Do not touch the bottom side of the 
membrane with migrated cells.  

  3.6.4.  Cell Migration 
Through the Porous 
Membrane

  Fig. 10.    Senescent cells have a reduced ability to migrate into the wound. The cell motility assay was performed as 
described in Subheading  3.6.3 . Cells were grown to 80% of con fl uence and treated with 4 mM of NaB for 120 h. After that 
the wound was made by a 200  μ L tip and cells were photographed (control) and then incubated for additional 24 h to allow 
the wound to repair. The cells with the wound but grown untreated were used as the positive control (control + 24 h).       
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    3.    Using forceps transfer the Boyden chambers to a new 24-well 
plate containing 750  μ L of 3.7% formaldehyde solution in PBS 
(see  Note 66 ).  

    4.    Fix the cells for 15 min at room temperature.  
    5.    Remove the formaldehyde solution from the wells.  
    6.    Add 750  μ L of PBS into the wells to wash the cells. Discard 

the PBS. Repeat the washing twice.  
    7.    Add 750  μ L of crystal violet solution into the wells to stain the 

migrated cells.  
    8.    Incubate for 15 min at room temperature in the chemical hood 

(see  Note 57 ).  
    9.    Discard the crystal violet solution.  
    10.    To wash the membranes add 750  μ L of PBS into the wells of 

the plate. Repeat the washing two more times or until dis-
carded PBS becomes clear.  

    11.    Allow the membranes to dry at room temperature.  
    12.    Remove the membranes from the inserts with a scalpel and 

forceps. Keep the cell layer intact.  
    13.    Place a drop of Permount on the microscope slide using a glass 

rod and mount the membranes facing the cell side down.  
    14.    Carefully seal the edges of the membranes with a thin layer of 

nail polish. Leave the samples at room temperature.  
    15.    Acquire the images using the microscope equipped with a digital 

camera, lenses ×10 or ×20, and count the migrated cells (Fig.  11 ).         

  Fig. 11.    Cells do not migrate through the porous membrane upon NaB-induced senescence. Untreated E1A + c-Ha-ras cells 
(control) and cells incubated with NaB 120 h were trypsinized and counted. 750  μ L of DMEM with 10% FCS was added to 
the wells of 24-well plate, after that 500 cells in 300  μ L DMEM without FCS were placed in the upper section of the Boyden 
chamber. The chambers were incubated for 24 h, then the medium was removed, the cells were  fi xed with 3.7% formal-
dehyde solution and stained with crystal violet. Migrated cells were counted using the microscope (lens 10×), the images 
were acquired with a digital camera. The detailed protocol is described in Subheading  3.6.4.        
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     1.    To make the humid chamber use the  fl at bottom container 
with the lid or cell culture dish of 150 mm diameter. Put wet 
Whatman paper on the bottom and cover it with para fi lm. 
Make sure that there are no bubbles between the layers. Uneven 
surface causes an unbalanced distribution of the solutions on 
the cover glasses and irregular staining of the samples.  

    2.    Store at 4°C.  
    3.    Store at −70°C.  
    4.    Prepare fresh solution before use.  
    5.    In case RNAse A is not DNAse free, boil the stock solution for 

5 min in the water bath.  
    6.    Aliquot and store at −20°C protected from light.  
    7.    Warm up to 37°C for better dilution, aliquot, and store at 

−20°C.  
    8.    Add concentrated acid to the water but not the opposite way 

around to avoid splashing the concentrated acid as a result of 
heat release and boiling.  

    9.    Store at room temperature.  
    10.    Melt agar in the microwave oven, sterilize in autoclave. Keep 

the stock agar solution at 4°C. Melt in the microwave oven and 
keep in the water bath at 40°C before use.  

    11.    FCS contains the proteins which repress the protease activity 
of trypsin.  

    12.    Leave 1 mL of trypsin over the cells until they get round and 
start to detach. For best results put the plate in the incubator 
at 37°C. Monitor the process under the microscope. 
Alternatively, withdraw trypsin and wait until the cells get 
round. Then add 1 mL of DMEM supplemented with 10% 
FCS and resuspend the cells in the medium.  

    13.    To perform cell viability assay, dilute trypan blue 1:10 with 
PBS, then mix the cell suspension with diluted trypan blue 1:5 
in the microcentrifuge tube. Immediately proceed to count-
ing, do not keep the cells in trypan blue for a long time. Count 
the number of live cells (clear) and dead cells (blue) and calcu-
late the concentration of viable cells (cells/mL) and % of 
viability.  

    14.    The amount of cells which should be transferred to the new 
culture plate for propagation depends on the cell line and the 
proliferation rate.  

    15.    It is extremely important to determine the optimal density for 
each cell line. The cell may undergo apoptosis if plated in an 

  4.  Notes
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insuf fi cient density or will not respond the treatment if the 
density is too high. This parameter also in fl uences the develop-
ment of  fl attening and increase in cell size.  

    16.    Protect the cells from drying during the entire staining proce-
dure. Once the solution is removed, it should be replaced by 
the next one.  

    17.    To obtain a desirable intensity of staining, the incubation time 
with hematoxylin as well as eosin can vary.  

    18.    Tap water has a slightly alkaline reaction which is necessary for 
hematoxylin staining development. To obtain differential stain-
ing and more intense blue color of the nuclei, it is possible to 
add few drops (5–10 drops per L) of ammonium hydroxide 
solution to alkalify water. Using warm tap water helps to accel-
erate the staining development as well.  

    19.    It is important to wash the cells with ultrapure water to nor-
malize the pH otherwise eosin staining will develop weakly.  

    20.    Filter eosin solution before use in case of precipitation.  
    21.    Eosin is a water soluble dye; therefore the excess staining can 

be corrected by washing with water.  
    22.    The remaining water dissolves eosin in the sample and leads to 

a loss of staining.  
    23.    Start to lower the cover glass from one side touching the 

mounting medium and let it fall slowly. Use the forceps to hold 
the cover glass.  

    24.    X Gal staining solution may precipitate if added to cold X Gal 
buffer. Pre-warm the solutions to 37°C before use for better 
dilution.  

    25.    The presence of CO 2  can change the pH of the staining solu-
tion and may lead to incorrect results.  

    26.    To acquire the images combining SA- β  gal and nuclei staining 
use the  fl uorescent microscope equipped with UV laser.  

    27.    It is important to remove the traces of DMEM, since it con-
tains the pH indicator phenol red, which is a source of 
auto fl uorescence and causes the background noise.  

    28.    Do not use methanol for  fi xation of the samples. Methanol 
impairs the phalloidin-binding site on F-actin and abolishes 
the staining.  

    29.    As an alternative, it is possible to add 100  μ L of BSA or anti-
bodies solutions on para fi lm and then place the cover glass 
upside down (with the cell side facing the liquid phase). It 
helps to save the antibodies and produces more even distribu-
tion of the solutions on the glass area. To obtain reliable results 
from staining, avoid the air bubbles when putting the cover 
glass on solutions. This method is not recommended for cells 
with low adhesive characteristics.  



40526 Assessment of HDACI-induced Cell Senescence

    30.    Optimize the concentrations of the BSA blocking solution and 
antibodies solutions to reduce the background and nonspeci fi c 
staining and obtain the optimal signal level.  

    31.    While BSA and primary antibody solutions are stable for some 
time at 4°C if 0.01% of sodium azide is added, we recommend 
preparing fresh solutions before use for best results.  

    32.    Do not vortex antibody solutions, it may alter their functional-
ity. Mix gently by pipetting.  

    33.    To determine the optimal concentration of antibody, perform 
the staining using a series of dilutions before starting the exper-
iment. Use 1:50 up to 1:2,000 dilutions for the primary anti-
bodies and rhodamine-phalloidin, and 1:500–1:2,000 for 
Alexa-Fluor 488 and Alexa-Fluor 546 conjugated secondary 
antibody. The optimal concentration for the antibodies against 
BrdU usually varies between 1:50 and 1:150 dilutions.  

    34.    Essential controls. Control of the primary antibodies speci fi city: 
perform the staining as described in the protocol but skip the 
incubation with the  fl uorochrome-tagged secondary antibody. 
Control the speci fi city secondary antibody: follow the staining 
protocol but do not apply primary antibody solution after the 
blocking, instead of that incubate the cells with the secondary 
antibodies only.  

    35.    For a more ef fi cient wash, use a benchtop orbital shaker at a 
low speed of rotation, 50–100 rpm is optimal.  

    36.    Brie fl y centrifuge the secondary antibody using tabletop mini-
centrifuge in order to remove the precipitated antibody and 
thereby reduce artifacts and background.  

    37.    Antibodies and reagents conjugated with  fl uorochromes as 
well as their solutions and stained cells should be protected 
from light.  

    38.    Do not store rhodamine-phalloidin and secondary antibody 
solution.  

    39.    Do not add rhodamine-phalloidin into the secondary antibody 
solution.  

    40.    To detect the phosphorylated isoforms of the proteins prepare 
all solution in TBS instead of PBS to prevent false-positive 
results due to phosphorylation by PBS component.  

    41.    Place the cells in the tubes preliminarily chilled on ice. Perform 
all the work with the cells on ice with the solutions chilled to 
4°C if not otherwise mentioned.  

    42.    Prepare a fresh working solution containing 40  μ g/mL pro-
pidium iodide and 0.1 mg RNAse A in PBS at room tempera-
ture before use.  

    43.    Protect the BrdU reagent, solutions, and stained cells from 
light.  
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    44.    The time of the BrdU treatment depends on the cell line.  
    45.    DNA has to be denatured to make the incorporated BrdU 

accessible for anti-BrdU antibodies.  
    46.    Instead of using the neutralizing solution we increase the num-

ber of washes and control the pH after the washing. This 
change does not in fl uence the results.  

    47.    The adhesion properties of the cells change after ethanol treat-
ment and cells can be removed with supernatant if the liquid 
 fl ow is too fast.  

    48.    Add ethanol carefully in drops while swirling the tube to mix 
the suspension.  

    49.    The cells can be kept at −20°C up to 2 weeks.  
    50.    Starting from this point the solutions, incubation and working 

conditions are at room temperature.  
    51.    It is extremely important to count the cells accurately and place 

an equal amount of cells on each well to obtain correct results. 
Mix the cell suspension regularly to prevent sedimentation.  

    52.    Perform the assay in triplicate to achieve signi fi cant results.  
    53.    Determine the optimal cell concentration for the investigated 

cell line before the experiment starts. To make that, use the 
series of dilutions from 100 to 1,000 cells per well and perform 
the clonogenic assay. Some cell lines are not able to form the 
clones if seeded at a very low density; whereas being plated at 
high density may overlap the growing colonies and cannot be 
counted.  

    54.    Keep the plates in the incubator until the colonies in the 
untreated control visible to the naked eye as they form but not 
overlap.  

    55.    Carefully add fresh medium supplemented with serum every 
5 days.  

    56.    Crystal violet staining solution contains acetic acid, which 
causes irritation of the respiratory tract.  

    57.    To determine the optimal cell concentration, perform the soft 
agar assay before starting the experiment using a series of dilu-
tions from 10 3  to 10 4  cells per well.  

    58.    Do not use agar with a temperature of more than 40°C; it may 
kill the cells.  

    59.    Work with only one tube at once to avoid premature agar 
hardening.  

    60.    It is important to pipette softly to avoid bubbles formation in 
the agar containing solution. The bubbles may lead to a mistake 
in the analysis and fail the experiment. In the meantime the cells 
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should be distributed in agar solution as evenly as possible to 
prevent fusion of the clones formed by adjacent cells.  

    61.    To obtain the optimal results, monitor the formation of the 
clones and their size once a week using the microscope. Do 
not shake the plates; movement of the agar layer may have 
negative effect on the clone formation and in fl uence the valid-
ity of data.  

    62.    Change the medium to a fresh one containing an inhibitor 
every other day.  

    63.    Removing the detached cells prevents acquisition of incorrect 
data associated with cell sedimentation and subsequent prolif-
eration in the wound area.  

    64.    Add the medium carefully to avoid cells wash off, direct the 
non-vigorous liquid  fl ow to the dish wall but not to the 
bottom.  

    65.    Place the insert at a small angle and lower it down slowly to 
prevent bubble formation.  

    66.    Determine the optimal concentration before starting the 
experiment. For that, perform the assay using a series of dilu-
tions with concentrations from 10 3  to 10 6  cells per well. Note 
that some cell lines are dif fi cult to grow if seeded at a low den-
sity whereas in case of a density that is too high the migrated 
cells cannot be counted.  

    67.    FCS in the lower chamber acts as a chemoattractant for the 
cells and forces them to migrate through the porous 
membrane.  

    68.    Depending on the cell type the time of incubation may vary 
between 2 and 24 h.          
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    Chapter 27   

 Robust Multiparametric Assessment of Cellular Senescence       

     Clara   Correia-Melo   ,    Diana   Jurk   , and    João   F.   Passos         

  Abstract 

 Cellular senescence, the irreversible loss of replicative capacity, is both a tumor suppressor mechanism and a 
contributor to the age-related loss of tissue function. However, the role of cellular senescence in vivo has 
been unclear, mostly because of the absence of cellular markers speci fi c enough to identify the state (senes-
cent or proliferating) of individual cells in tissues. Recently, we have tested the robustness of multiple 
senescence candidate markers by comparing them to a dynamic stimulation model, which estimates the 
fraction of senescent cells with high precision. We found that the absence of the proliferation markers Ki67 
and PCNA combined with high density DNA damage foci (>5  γ H2AX foci per nucleus) was the best 
quantitative indicator of cellular senescence. In this chapter, we describe protocols for the dual 
immuno fl uorescence-based quantifi cation of Ki67/PCNA and  γ H2AX in both  fi xed cells and paraf fi n-
embedded tissues.  

  Key words:   Cellular senescence ,   γ H2AX ,  Immuno fl uorescence ,  Ki-67 ,  PCNA    

 

 Cellular senescence, the irreversible cell-cycle arrest of somatic cells 
was  fi rst described by Hay fl ick and Moorhead  (  1  ) . Evidence sug-
gests that cellular senescence has important consequences in vivo. 
On one hand, it can act as a tumor-suppressor mechanism as sev-
eral studies have demonstrated  (  2–  4  ) . In this context senescence 
can be seen as a potential bene fi cial process, which prevents the 
spread of damage to the next cell generation. 

 On the other hand, senescent cells have also been implicated in 
the impaired tissue regeneration which is observed in several organs 
during ageing. Data also indicates that senescent cells can affect the 
surrounding microenvironment and induce hyperproliferation of 
cancer cells, neoplastic progression, and tissue damage  (  5–  8  ) . Thus, 
qualitative and quantitative assessment of cellular senescence both 
in vitro and in vivo is of great importance when studying ageing 
and age-related diseases. Despite the increasing research in the 

  1.  Introduction



410 C. Correia-Melo et al.

 fi eld, the role of cellular senescence in vivo is still relatively unclear, 
mostly because of the absence of robust and speci fi c cellular mark-
ers, which can be used to identify senescent cells in tissues. 

 When compared to their proliferating counterparts, senescent 
cells comprise changes in a wide variety of parameters when cul-
tured in vitro including gene expression patterns  (  9  ) , protein pro-
cessing and metabolism  (  5,   10  ) , cellular and nuclear size, shape 
and structure, resistance to apoptosis, mitochondrial function and 
production of reactive oxygen species (ROS)  (  11,   12  ) , accumula-
tion of age pigment (lipofuscin)  (  13  ) , and increased activity of  β  
galactosidase  (  14  ) . 

 Despite the extensive list of observed changes in vitro, the 
absence of speci fi c markers exclusive to senescent cells represents 
the main obstacle to detect them in living tissues. 

 One of the most widely used markers is a histochemical assay 
for  β -galactosidase activity at pH6 (senescence-associated  β  galac-
tosidase, SA- β gal)  (  14  ) . However, this method is technically tricky 
at least in some tissues, requires the use of cryosections and has 
resulted, in some instances, in contradictory data  (  15,   16  ) . The use 
of DNA damage foci as markers for telomere- or non-telomere 
DNA damage-induced cellular senescence in vivo has recently been 
proposed as marker for the detection of senescent cells  (  17,   18  ) . 
The DNA damage response (DDR), triggered by uncapped telom-
eres or non-telomeric DNA damage, is one of the most prominent 
initiators of senescence  (  19  ) . This response is characterized by acti-
vation of sensor kinases (ATM/ATR, DNA-PK), formation of 
DNA damage foci containing activated H2AX ( γ H2AX) and ulti-
mately induction of cell-cycle arrest through activation of check-
point proteins, notably p53 (TP53) and the cyclin-dependent 
kinase inhibitor 1 (CDKN1A)  (  20  ) . The cyclin-dependent kinase 
inhibitor 1, also termed p21, is a crucial transcriptional target of 
p53 and mediator of p53-dependent senescence  (  21  ) . However, 
p21 also mediates a transient DNA-damage induced growth arrest. 
It is thought that rapid DNA repair quickly terminates p53–p21 
signalling, whereas slow, incomplete, or faulty repair results in sus-
tained signalling and senescence. In any case, decreased levels of 
p53, p21, or DDR proteins such as ATM or CHK2 prevent telom-
ere- or damage-induced senescence  (  22,   23  ) . Consequently, the 
application of p21 or other DDR proteins as markers of cellular 
senescence might not be indicators of the permanent cell cycle 
arrest characteristic of senescence. 

 Recently, our group has proposed that a combination of Ki-67 
or PCNA negativity (both proliferation markers) and  γ H2AX posi-
tivity (DNA damaged foci marker) can be used to assess the senes-
cent state of cells both in vitro cultures of cells and in mice tissue 
sections. We  fi rst estimated fraction of senescent cells in human 
and mouse  fi broblasts with high precision from observed growth 
curves using a dynamic simulation mathematical model. Then, we 
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tested several candidate senescent markers and compared them 
with the results from the model. Using this method we demon-
strated that the combination of Ki67 negativity with high  γ H2AX 
foci density (>5 per nucleus) in  fi broblasts provided the best  fi t to 
the mathematical model  (  24  ) . Moreover, we reported that this 
marker combination, which can easily be performed in paraf fi n-
embedded tissues, gives quantitative senescent cell frequency esti-
mates in mouse intestinal sections similar to the ones found by 
SA- β gal histochemistry. 

 In this chapter, we describe these methods in detail and how they 
can be used to identify senescent cells both in vitro and in vivo.  

 

  ●      Dulbecco’s modi fi ed Eagle’s medium (DMEM) with 10% fetal 
bovine serum, 1% penicillin–streptomycin, and 1% glutamate.  
  1× Phosphate buffered saline (PBS).   ●

  19 mm Ø Coverslips (VWR International, Radnor, PA, USA).   ●

  12 Well cell culture plates (Corning, Corning, NY, USA).      ●

  ●     2% Paraformaldehyde (2% neutral buffered formaldehyde).  
  PBG-Triton: 0.2%  fi sh skin gelatin, 0.5% bovine serum albu- ●

min (BSA), and 0.5% Triton X-100 in PBS.  
  Rabbit polyclonal antibody anti-Ki67 (Abcam, Cambridge,  ●

MA, USA).  
  Mouse monoclonal anti-  ● γ H2AX (Upstate Biotechnology, 
Billerica, MA, USA).  
  Anti-mouse Fluorescein-conjugated secondary antibody  ●

AlexaFluor 594 (Molecular Probes, Eugene, CA, USA).  
  Anti-rabbit Fluorescein-conjugated secondary antibody  ●

AlexaFluor 488 (Molecular Probes).  
  VECTASHIELD HardSet Mounting Medium (Vector labs,  ●

Burlingame, CA, USA).  
  Glass slides.       ●

  ●      Histoclear (Fisher scienti fi c, Waltham, MA, USA).  
  Ethanol (100, 90 and 70%).   ●

  Distilled water.      ●

  2.  Materials

  2.1.  Immuno-
 fl uorescence Staining 
of Ki67 and  g H2AX 
in Fixed Cells

  2.1.1.  Cell Culture

  2.1.2.  Immuno fl uorescence 
Staining of Ki67 and 
 γ H2AX in Fixed Cells

  2.2.  Immuno-
 fl uorescence Staining 
of PCNA and  g H2AX 
in Paraf fi n Tissue 
Sections

  2.2.1.  Deparaf fi nization 
and Rehydration
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  ●     Domestic (850 W) or scienti fi c microwave.  
  Microwaveable vessel to hold approximately 400–500 mL.   ●

  0.01 M citrate buffer pH 6.      ●

  ●     Hydrophobic pen.  
  T-TBS: 10 mM Tris–HCl, 0.88% NaCl, 0.25% Triton X-100 in  ●

distilled water (pH = 7).  
  M.O.M.™ Mouse kit (Vector Labs, Burlingame, CA, USA).   ●

  Normal goat serum PK-6101 Rabbit IgG Vectastain ABC Kit  ●

(Vector Labs): this kit includes the normal goat serum and the 
biotinylated goat anti-rabbit IgG antibody.  
  Rabbit monoclonal anti-  ● γ H2AX (Cell Signaling, Beverly, MA, 
USA).  
  Mouse monoclonal anti-PCNA (Abcam, Cambridge, UK).   ●

  Biotinylated goat anti-rabbit IgG antibody.   ●

  Anti-mouse Fluorescein-conjugated secondary antibody  ●

AlexaFluor 594 (Invitrogen, Eugene, CA, USA).  
  Fluorescein Avidin DCS (Vector Labs).   ●

  DAPI staining solution (Partec, Münster, Germany).   ●

  VECTASHIELD HardSet Mounting Medium (Vector Labs).        ●

 

 One trait of senescent cells is their inability to express genes 
required for cellular proliferation and/or DNA replication, even in 
a promitogenic environment. This feature distinguishes senescence 
from quiescence, another non-proliferative state that is readily res-
cued in response to mitogenic stimuli. It has been shown that the 
fraction of Ki67-positive nuclei declines continuously with popula-
tion-doublings in human  fi broblasts and mesothelial cells  (  25,   26  ) . 
With increased population-doublings cells also accumulate DNA 
damage foci. Senescent  fi broblasts display molecular markers char-
acteristic of cells bearing persistent DNA double-strand breaks. 
DNA double strand breaks as well as telomere uncapping are able 
to trigger a DNA damage response by phosphorylation of Ser-139 
of histone H2AX histone ( γ H2AX), facilitating the focal assembly 
of checkpoint and DNA repair proteins  (  27  ) . The frequency of 
cells positive for  γ H2AX increases steeply as cultures approach rep-
licative senescence, however, it is not by itself a good marker for 
cellular senescence as we have demonstrated in  fi broblasts cultures. 
Moreover, it is well established that a DNA damage response 
initiates DNA repair, which may culminate in resumed cell prolif-
eration and can also be induced due to replication stress, leading to 
transiently stalled replication forks  (  28  ) . 

  2.2.2.  Antigen Retrieval

  2.2.3.  Immuno fl uorescence 
Staining of PCNA and 
 γ H2AX in Paraf fi n Tissue 
Sections

  3.  Methods
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 Below we describe a protocol for immuno fl uorescence dual 
staining for PCNA/Ki67 and  γ H2AX in  fi xed cells grown in cul-
ture (see Subheading  3.1 ) and in paraf fi n embedded tissue sections 
(see Subheading  3.2 ) (Fig.  1 ).  

       1.    Seed 3 × 10 4  cells in 19 mm Ø coverslips in 12 well plates. 
Incubate cells at 37°C with 5% CO 2  for the period of time that 
the experiment requires (do not allow cells to be con fl uent by 
the time of the immunostaining) (see  Note 1 ).  

    2.    Rinse cells twice in 1× PBS (see Note 2).      

      1.    Incubate cells in 1 mL of 2% paraformaldehyde in 1 × PBS for 
10 min at room temperature (see  Note 3 ).  

    2.    Remove paraformaldehyde and wash cells three times for 5 min 
with 1× PBS.      

  3.1.  Immuno-
 fl uorescence Staining 
of PCNA/Ki67 and 
 g  H2AX in Fixed Cells 
( See   Note 1 )

  3.1.1.  Cell Culture

  3.1.2.  Cell Fixation

  Fig. 1.       Assessment of senescent cells in sections of mice intestine and in human  fi broblasts. ( a ) Immuno fl uorescence 
staining of PCNA and  γ H2AX in paraf fi n embedded mice small intestine at 9 months of age. In some crypts all  γ H2AX foci 
are associated with proliferation marker PCNA ( left panels ), while in others one can  fi nd enterocytes which are negative for 
PCNA and positive for  γ H2AX. ( b ) Immuno fl uorescence Staining of Ki67 and  γ H2AX in MRC5 human  fi broblasts. Young 
 fi broblasts have low numbers of  γ H2AX foci and most cells are positive for proliferation marker Ki67 ( left panels ). Senescent 
 fi broblasts have generally more than  fi ve  γ H2AX foci per nucleus and are negative for Ki67 ( right panels ).       
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      1.    For permeabilization incubate cells for 45 min at room tem-
perature with 1 mL PBG-Triton (see  Note 4 ).  

    2.    Remove the permeabilization solution and add 400  μ L of the 
rabbit polyclonal antibody anti-Ki67 ( fi rst primary antibody) in 
a 1:250 dilution (diluted in PBG-Triton), to each coverslip.  

    3.    Incubate cells for 1 h at room temperature with gentle 
agitation.  

    4.    Wash cells three times for 5 min each with PBG-Triton.  
    5.    Apply the anti-rabbit Fluorescein-conjugated secondary anti-

body AlexaFluor 488 in a 1:4,000 dilution (diluted in PBG-
Triton).  

    6.    Wash cells twice with PBG-Triton for 5 min each.  
    7.    Add 400  μ L of the Mouse monoclonal anti- γ H2AX (second 

primary antibody) in a 1:2,000 dilution (diluted in PBG-
Triton) (see  Note 5 ).  

    8.    Incubate 45 min to 1 h at room temperature.  
    9.    Wash cells twice with PBG-Triton for 5 min.  
    10.    Apply the anti-mouse Fluorescein-conjugated secondary anti-

body AlexaFluor 594 in a 1:4,000 dilution (diluted in PBG-
Triton).  

    11.    Incubate cells for 45 min to 1 h.  
    12.    Wash cells three times for 5 min each with 1× PBS.  
    13.    Add 400  μ L of DAPI to each coverslip for nuclear 

counterstain.  
    14.    Incubate cells for 10 min.  
    15.    Wash cells three times for 5 min each with 1× PBS.  
    16.    Add 20  μ L of the Vectashield mounting media to a glass slide 

and mount the coverslip upside down. Allow mounting media 
to polymerize (see  Note 6 ).  

    17.    Image cells in a  fl uorescence microscope.       

  Tissue sections are best mounted on 4% APES (amino-propyl-tri-
ethoxy-silane) coated slides in order to avoid tissues to detach from 
the slides. 

      1.    Place paraf fi n tissue sections in two changes of histoclear for 
5 min each.  

    2.    Place tissue sections in two changes of 100% ethanol for 5 min 
each, followed by one change in 90 and 70% ethanol for 
5 min each.  

  3.1.3.  Immuno fl uorescence 
Staining

  3.2.  Immuno-
 fl uorescence Staining 
of PCNA/Ki67 and 
 g H2AX in Paraf fi n 
Tissue Sections 
( See   Note 7 )

  3.2.1.  Deparaf fi nization 
and Rehydration
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    3.    Place tissue sections in two changes of distilled water for 5 min. 
Keep slides in the water until the microwave antigen retrieval 
solution has been prepared. At no time from this point onwards 
should the slides be allowed to dry out! (see  Note 7 ).      

  A major cause of variation in the reproducibility of immunohis-
tochemical staining is induced by tissue  fi xation and, to a lesser 
degree, tissue processing. Most laboratories use 4% neutral-buff-
ered formaldehyde (10% formalin) for tissue  fi xation, which intro-
duces cross-links with proteins. The aldehyde group from 
formaldehyde can react with nitrogen atoms of proteins forming a 
cross-link −CH2− called a methylene bridge. Studies indicate that 
the most frequent type of cross-link formed by formaldehyde is 
between the nitrogen atom at the end of the side-chain of lysine 
and the nitrogen atom of a peptide linkage  (  29  ) . In order to 
improve exposure of epitopes for immune detection, an antigen 
retrieval protocol should precede the immunostaining.

    1.    Remove the tissue sections from water and place them in the 
microwaveable vessel with the Citrate Buffer (see  Note 8 ).  

    2.    Place the vessel in the microwave. Set to full power (800–850 
frequency) and wait until the solution comes to the boil. After 
the start of boiling reduce from high to medium power (400–
450 frequency) for 10 min from this point (see  Note 9 ).  

    3.    When 10 min has elapsed, remove the vessel and allow tissue 
sections to cool down for 20–30 min (see  Notes 10  and  11 ).  

    4.    Rinse tissue sections in three changes of distilled water for 
5 min each.  

    5.    Continue with immunohistochemical staining protocol.      

      1.    Delimit tissue sections with a hydrophobic pen to avoid loss of 
solution and minimize volume usage during incubation peri-
ods (see  Note 12 ).  

    2.    Block no-speci fi c binding with blocking solution containing 
normal goat serum (1:60) and BSA (0.1%) in PBS for 30 min 
at RT (see  Note 13 ).  

    3.    Prepare working solution for primary antibody incubation. Dilute 
 γ H2AX antibody 1:250 in blocking solution (PBS/BSA/NGS), 
apply to the sections and incubate overnight at 4°C in a 
humidi fi ed chamber (see  Note 14 ).  

    4.    Wash tissue sections in PBS three times for 5 min.  
    5.    Prepare working solution for secondary antibody incubation 

by adding biotinylated anti-rabbit Ig 1:200 in blocking solu-
tion (PBS/BSA/NGS). Apply to the sections and incubate for 
30 min at RT in a humidi fi ed chamber.  

  3.2.2.  Antigen Retrieval

  3.2.3.  Immuno fl uorescence 
Staining
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    6.    Wash tissue sections in PBS three times for 5 min.  
    7.    Dilute Fluorescein Avidin DCS 1:500 in PBS and apply to the 

sections for 20 min (protect from light) (see  Note 15 ).  
    8.    Wash tissue sections in 1 × PBS for 5 min.  
    9.    Wash tissue sections in T-TBS twice for 5 min.  
    10.    Block nonspeci fi c binding with M.O.M.™ Mouse Ig Blocking 

Reagent, for 1 h at room temperature (M.O.M.™ Mouse Ig 
Blocking Reagent: 90  μ L to 2.5 mL T-TBS).  

    11.    Wash tissue sections in T-TBS twice for 5 min each.  
    12.    Incubate tissue sections for 5 min in working solution of 

M.O.M.™ Diluent (M.O.M.™ Diluent: add 600  μ L of Protein 
Concentration to 7.5 mL T-TBS).  

    13.    Tip excess of M.O.M.™ Diluent off sections. Dilute PCNA 
primary antibody 1:1,000 in M.O.M.™ Diluent. Incubate sec-
tions in diluted second primary antibody over night at 4°C in 
a humidi fi ed chamber. Place the remaining M.O.M.™ Diluent 
solution at 4°C for further usage.  

    14.    Wash tissue sections in T-TBS twice for 5 min each.  
    15.    Prepare working solution with M.O.M.™ Diluent and 

 fl uorescent labeled (Alexa 594) anti-mouse secondary anti-
body (1:2,000), apply to the section and incubate in the dark 
at RT in a humidi fi ed chamber for 30 min (see  Note 15 ).  

    16.    Wash tissue sections in T-TBS twice for 5 min each.  
    17.    Wash tissue sections in PBS for 5 min.  
    18.    Apply ready to use DAPI staining solution on the slides and 

incubate for 10 min.  
    19.    Wash tissue sections in PBS three times for 5 min.  
    20.    Mount slides with Vectashield mounting media. Allow mount-

ing media to harden (see Note 6).        

 

     1.    Cells should be reproducibly subcon fl uent at the time of usage. 
Therefore, size of coverslips and cell culture plates can be 
adjusted to each experiment since cells should be subcon fl uent 
by the time of  fi xation.  

    2.    Do not allow cells to dry at any time. Perform washing and 
incubation steps with gentle agitation. From step 5 onwards 
perform all steps keeping cells in the dark since  fl uorescence 
antibodies are light sensitive.   

   3.    Following  fi xation, cells can be store at −80°C for posterior 
staining. In this case, remove paraformaldehyde and wash cells 

  4.  Notes
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once with 1× PBS. Remove 1× PBS leaving only 200  μ L in order 
for the cells not to dry. Store cells immediately at −80°C.  

    4.    Permeabilization conditions (type of detergent, length of incu-
bation time) must be adjusted according to the cell type used; 
however, this protocol has been used in cancer cell lines, stem 
cells and  fi broblasts successfully.  

    5.    Antibody dilutions are given as a starting example only; con-
centrations must be titrated out for every combination of cell 
strain and antibody. Nevertheless, the indicated concentrations 
have been shown to work for several types of cancer cells, stem 
cells, and  fi broblasts.  

    6.    When using non-hardening mounting media slides can be 
imaged immediately after mounting. DAPI incorporated 
mounting media is also available, in this case skip DAPI nuclear 
counterstain and mount coverslips into the glass slide (DAPI 
incorporated mounting media can give a blue background). 
Before imaging cells by  fl uorescence microscopy, clean carefully 
the coverslips with a paper tissue embedded in 70% ethanol to 
remove any PBS crystals which can be formed after coverslips 
dry out. This gives rise to considerable better image quality.  

    7.    Once the slides have been deparaf fi ned and rehydrated, drying 
out will cause nonspeci fi c antibody binding and consequently 
high background staining.   

   8.    Do not allow tissue sections to dry at any time. From step 2 
onwards perform washing with gentle agitation. From step 3 
onwards perform all steps keeping slides in a humidi fi ed cham-
ber and after step 6 all procedures should be performed in the 
dark since  fl uorescence antibodies are light sensitive.  

    9.    Use a suf fi cient volume of antigen retrieval solution in order 
to cover the slides. This should be by at least a few centimeters 
above the slides if using a non-sealed vessel to avoid tissues to 
dry due to evaporation during boiling.  

    10.    Ten minutes is only a suggested antigen retrieval time. Less 
than 10 min may leave the antigens under-retrieved, leading to 
weak staining. More than 10 min may leave them over-
retrieved, leading to nonspeci fi c background staining and also 
increasing the chances of sections dissociating from the slides. 
A control experiment is recommended beforehand, where 
slides of the same tissue section are retrieved for 5, 10, 15, 20, 
25 and 30 min before being immunohistochemically stained to 
evaluate optimum antigen retrieval time for the particular anti-
body being used.  

    11.    Cooling down of slides is essential to allow easy handling and 
for the antigenic site to reform after being exposed to such 
high temperature.  
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    12.    T-TBS solution easily diffuses through the slide surface. If tis-
sue sections are not delimited using a hydrophobic pen, tissues 
can easily dry out during incubation periods. Do not allow tis-
sues sections to dry out at any time.  

    13.    Some tissues might need further blocking with avidin/biotin 
due to high endogenous avidin and biotin which can lead to 
background staining (especially recommended for liver sec-
tions; avidin/biotin blocking kit, Vector labs).  

    14.    If PCNA staining is performed on day 1 and  γ -H2AX staining 
is performed on day 2 we recommend using a directly labeled 
secondary anti-rabbit antibody (e.g., Alexa 488) as Avidin 
DCS could lead to some unspeci fi c binding.  

    15.    Longer incubation periods may result in increased background 
staining.          
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    Chapter 28   

 Assessing Chronological Aging in Bacteria       

     Stavros   Gonidakis    and    Valter   D.   Longo         

  Abstract 

 Bacteria, which are often considered as avid reproductive organisms under constant selective pressure to 
utilize available nutrients to proliferate, might seem an inappropriate model to study aging. However, 
environmental conditions are rarely supporting the exponential growth that is most often studied in labo-
ratories. In the wild,  Escherichia coli  inhabits environments of relative nutritional paucity. Not surprisingly, 
under such circumstances, members of an  E. coli  population age and progressively lose the ability to repro-
duce, even when environmental conditions provide such an opportunity. Here, we review the methods to 
study chronological aging in bacteria and some of the mechanisms that may contribute to their age-
dependent loss of viability.  

  Key words:   Aging ,   Escherichia coli  ,  Oxidative DNA damage ,  Protein carbonylation ,  Rifampicin , 
 Stress resistance ,  Time-lapse microscopy    

 

 Inoculation and maintenance of a bacterial population in the same 
environment without the addition or removal of cells or nutrients 
is termed batch culture. It differs from continuous culture systems 
whereby either a fraction of cells is serially transferred to fresh 
medium at a certain point before stationary phase (serial passage) 
or cells are constantly removed and fresh nutrients added to the 
same incubation vessel (chemostat)  (  1  ) . When inoculated into 
fresh LB (see “Subheading  1 ” below for details) and maintained at 
37°C in batch culture, an  Escherichia coli  population goes through 
 fi ve distinct phases that can be described in terms of changes in the 
number of cells over time and are shown in Fig.  1   (  1  ) . The exact 
timing of those phases is dependent on both the strain and the 
technique used during the experiment. The time periods that will 
be herein mentioned are based on experiments with strain 
BW25113  (  2  ) .  

  1.  Introduction
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 The period when no increase in biomass using optical density 
measurements can be detected is called lag phase (phase 1 in 
Fig.  1 ). It is worth noting that cells removed from cultures that 
have spent more time in stationary phase (see below) display longer 
lag phases compared to cells removed from “younger” cultures  (  3  ) . 
Following lag phase, the culture exhibits an exponential increase in 
the number of cells, during the so-called log phase (phase 2 in 
Fig.  1 ), which is arguably the most intensively studied physiologi-
cal state. As time progresses during log phase, the following four 
changes occur, among others: excreted metabolic by-products 
accumulate in the medium, pH increases from 7.5 to approximately 
8.5, cell density also increases and growth rate declines, marking 
the onset of stationary phase (phase 3 in Fig.  1 ). Inoculation of 
 E. coli  cells into conditioned medium obtained from early station-
ary phase cultures (after 12 h of incubation) results in cell prolif-
eration detected as an increase in optical density at 600 nm 
(OD600, our unpublished observation). This observation rules 
out the possibility that cessation of proliferation is the result of 
nutrient exhaustion, increase in pH or the accumulation of growth-
inhibiting metabolic by-products in the medium and points to cell 
density increase as the most important physiological trigger for sta-
tionary phase entry. 

 The maximum cell density reached is approximately 2 × 10 9  
cells/mL. After approximately 18 h in stationary phase, during 
which no change in the number of cells is observed, the population 
exhibits a marked decline in the number of living organisms, 
referred to as the death phase of the  E. coli  life cycle in LB (phase 
4 in Fig.  1 ). By the end of the death phase, 90–99% of the original 
population loses the ability to form colonies when plated on nutri-
ent agar medium. The progressive loss of viability during the death 
phase of the  E. coli  life cycle, reminiscent of the age-dependent loss 
of function and increase in death rate that is de fi ned as aging in 
higher organisms, makes  E. coli  an important model organism to 
understand aging in prokaryotes but also a system to identify and 
understand the fundamental factors that modulate aging in all 
organisms. 

  Fig. 1.    A schematic of  Escherichia coli  life cycle in LB batch culture; adapted from ref.  1.        
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 During phase 5 (Fig.  1 ), the number of cells per milliliter 
remains relatively constant for periods of up to 5 years without the 
addition of nutrients  (  1  ) . Despite this stability at the macroscopic 
level, the surviving population undergoes many cycles of death and 
proliferation of mutants adapted to the changing conditions cre-
ated during the experiment. This phenomenon has been termed 
GASPing, which stands for growth advantage in stationary phase 
 (  4  ) . Although quite interesting in terms of mechanisms of evolu-
tionary adaptation, it is outside the scope of an investigation into 
the mechanisms of senescence. It is therefore apparent that con-
tinuous culture systems are unsuitable for the study of chronologi-
cal aging in bacteria, since the culture is maintained in a proliferating 
state throughout the duration of these experiments. 

  Two different types of nutrient media can be used to study station-
ary phase survival in  E. coli , namely complex media and de fi ned-
minimal media. The former contain a mixture of amino acids, 
peptides and carbohydrates (see  Notes 1  and  2 ), while the latter 
contain speci fi c inorganic compounds that provide the bacteria with 
all the elements they require, as well as a de fi ned carbon and energy 
source (usually glucose). The most commonly used complex and 
de fi ned media are LB and M9 minimal medium, respectively. 

 The nutrients available in unbuffered LB versus minimal media 
and the pH eventually reached are quite different (also depending 
on the carbon source used in minimal media) and, as a result, physi-
ological changes and other phenomena observed during the sta-
tionary phase of the bacterial life cycle will not always coincide 
among different media (Fig.  2 ). Perhaps the most important func-
tional distinction between stationary phase in LB compared to sta-
tionary phase in minimal medium is that in the latter, stationary 
phase is reached due to the exhaustion of a speci fi c nutrient required 

  1.1.  Studying 
Stationary Phase 
Survival in  E. coli 

  Fig. 2.    Chronological aging of bacteria in unbuffered, alkaline, or neutral pH LB medium; 
redrawn based on data published in ref.  16.        
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for the production of biomass. The limiting nutrient is chosen by 
the investigator and is commonly the phosphate, nitrogen or car-
bon source. Under such conditions, the survival and underlying 
physiology of  E. coli  cells starved for a speci fi c nutrient is examined. 
By contrast, cessation of proliferation of a population maintained in 
LB is not triggered by nutrient exhaustion (see above). A lot of 
work has been done on the stationary phase physiology of  E. coli  
under conditions of starvation for a speci fi c nutrient; the informa-
tion extracted from these studies should not be extrapolated to sta-
tionary phase in LB without suf fi cient experimental veri fi cation.  

 Despite the differences in the proximal causes of stationary phase 
entry, the life cycle of stationary phase  E. coli  in different fresh media 
is quite similar, characterized by a log phase followed by death  (  5  )  
and the expression of the GASP  (  6  ) . The physiological differences 
between cells proliferating in LB and M9 minimal medium contain-
ing 0.4% glucose as the carbon source have been described using a 
microarray analysis of gene expression. Higher expression of amino 
acid and pyrimidine biosynthetic genes, as well as glucose metabo-
lism genes was observed in minimal medium compared to LB  (  7  ) . 
On the other hand, LB-grown cultures had increased expression 
compared to minimal medium of gluconeogenic genes and genes 
that mediate the breakdown of small molecules. 

 Reports of the abundance of  E. coli  in its aquatic habitats vary 
from 0.01 to 10/mL in pristine well water and mountain streams 
 (  8  )  to 100–1,000/mL in the watersheds of grazed pastures  (  9  ) . 
These studies used the colony-forming ability as a measure of the 
abundance of bacteria. However, a considerable proportion of bac-
teria in aquatic environments is metabolically active as judged, for 
example, by electron transfer activity, but cannot form colonies 
when transferred on rich nutrient medium  (  10  ) . This physiological 
state has been termed viable, but not culturable (VBNC) and its 
contribution to the ecology of enteric bacteria has been intensively 
studied. The last cited reference enumerates as many as 47 differ-
ent techniques that have been used to accurately assign bacteria to 
the correct place of the physiological spectrum that ranges from 
active proliferation to death. It therefore becomes apparent that 
any account of the viability of  E. coli  in its secondary environment 
is heavily dependent on the methodology used to quantify viability. 
Detailed examination of the relative merits of these techniques is 
outside the scope of this text. 

 Some studies report that, in river water, the loss of culturabil-
ity is paralleled by a decrease in direct counts (number of cells 
visible under the microscope) obtained by acridine orange and 
viable counts estimated using yeast extract and nalidixic acid and 
therefore conclude that  E. coli  should not enter the VBNC state in 
such a habitat  (  11  ) . Others report a progressive loss of colony-
forming units (CFU’s) in seawater, while metabolic activity assayed 
by the ability of a functioning electron transport chain to reduce 
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2-( p -iodophenyl)-3- p -nitrophenyl-5-phenyltetrazolium chloride 
remains constant, thus suggesting that the VBNC state is indeed 
a part of the physiology of  E. coli  in aquatic environments  (  12  ) . 
Total cell counts obtained by microscopy appear to remain con-
stant even after extended incubation (56 days in ref.  11  )  re fl ecting 
a preservation of the integrity of the membrane of otherwise dead 
bacteria. It is worth mentioning that the seemingly straightfor-
ward observation of colonies after incubation on solid nutrient 
media used to measure colony-forming ability is complicated by 
the fact that  E. coli  loses the ability to form colonies on Endo agar, 
a medium commonly used to detect enteric microorganisms, while 
retaining the ability to form colonies on trypticase soy agar  (  13  ) . 
Attempting a generalization based on several published studies, 
Rozen and Belkin suggest that the ability to form colonies on 
nutrient plates is the  fi rst loss of  E. coli  when faced with conditions 
approximating seawater in vitro, while other metabolic capabilities 
are either retained or lost at differing rates  (  14  ) . Thus, a signi fi cant 
part of the life of  E. coli  in soil and aquatic habitats may be spent 
in the VBNC state. 

 On the other hand, during stationary phase incubation in LB, 
colony-forming ability and viability do seem to coincide, according 
to the study of Ericsson et al.  (  15  ) . In this study, stationary phase 
 E. coli  maintained in nutrient broth were trapped, stained with the 
 fl uorescent dyes SYTO 9 and propidium iodide, and observed 
using  fl uorescence microscopy after the addition of fresh nutrient 
medium  (  15  ) . Bacteria  fl uorescing green (SYTO 9) have intact 
membranes, whereas red bacteria have damaged membranes that 
allow propidium iodide to enter. Upon fresh nutrient addition, 
none of the cells stained red divided and 93.3% of cells stained 
green did. These results argue against the existence of viable but 
not culturable cells during stationary phase in complex medium, 
such that viability, survival and culturability can be considered gen-
erally equivalent under the experimental conditions described 
above. Therefore, according to the life cycle (Fig.  1 ), a long-lived 
 E. coli  population is one that survives longer in stationary phase 
(phase 3 in Fig.  1 ) compared to the control population. 

 Based on this technique, a genome-wide screen for long-lived 
single-gene knock-out mutants in  E. coli  was performed and several 
strains that exhibit extended stationary phase survival compared to 
wt, independently if the cultures’ pH (Fig.  2 ) were found. The 
extended survival of these mutants was dependent on the hypoxia-
inducible transcription factor ArcA and on the production of ace-
tate, one of the metabolic by-products of fermentation  (  16  ) . The 
metabolic switch from TCA cycle/respiration to glycolysis and 
glycerol production was recently reported as a central component 
of the lifespan extension observed in the  Saccharomyces cerevisiae 
tor1  D  and  sch9  D  mutants  (  17  ) . Such mechanisms of lifespan exten-
sion are expected to be dependent on a broad metabolic repertoire 
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that confers the ability to grow and survive both in the presence and 
absence of oxygen. A metabolic model for lifespan extension in the 
nematode worm  Caenorhabditis elegans , which cannot survive in 
the absence of oxygen, also invoked the reduced use of aerobic res-
piration in favor of fermentative malate dismutation, producing 
acetate and succinate, as a common metabolic adaptation of most 
long-lived mutants described for this species  (  18  ) . Recently, several 
studies implicated HIF-1, a functional homolog of ArcA found in 
metazoans, in lifespan regulation in  C. elegans   (  19–  21  ) . Thus, the 
metabolic alterations leading to extended stationary phase survival 
in the bacterium  E. coli  might reveal the conservation of fundamen-
tal lifespan-regulating mechanisms.  

  Protein carbonyls are carbon–oxygen double bonds formed at the 
side chains of the amino acids arginine, lysine, proline, and threo-
nine  (  22  ) . Unlike other oxidative modi fi cations like disul fi de bond 
formation, these modi fi cations are irreversible, rendering the deg-
radation of the affected proteins the only means of limiting the 
dysfunction caused by their presence. A time-dependent accumula-
tion of protein carbonyls is observed during stationary phase in 
 E. coli   (  24  ) , with some proteins showing increased susceptibility 
(TCA cycle enzymes, among others)  (  23  ) . Populations lacking 
both cytosolic superoxide dismutases display a higher amount of 
protein carbonylation and also a more rapid loss of viability during 
stationary phase. On the other hand, incubation of a stationary 
phase population in the absence of oxygen causes a signi fi cant 
lifespan extension  (  24  ) . The use of radioselectan equilibrium den-
sity-gradient centrifugation allows the separation of a stationary 
phase population of  E. coli  to a high-density and a low-density frac-
tion. Desnues et al. showed that the high density fraction displays 
increased expression of catalase, enhanced protein carbonylation 
and preferential loss of viability compared to the low-density frac-
tion  (  25  ) . These observations provided credence to the notion that 
oxidative deterioration of proteins is causally linked to stationary 
phase death in  E. coli . 

 In another study, an age-dependent accumulation of protein 
carbonyls was observed in the wild type (wt) strain incubated in LB 
buffered at pH 7.5, but protein carbonyls were reduced in the 
long-lived  lipA  strain  (  26  ) , consistent with the hypothesis that age-
dependent death in  E. coli  is associated with the accumulation of 
protein carbonyls. However, the  lipA acs  mutant survived longer 
than the wt strain, despite having a similar protein carbonylation 
load to wt. It is possible that a compensatory, longevity-assuring 
mechanism is activated in the  lipA  strain to counteract the increased 
protein carbonylation caused by the lack of Acs. However, the 
most parsimonious interpretation for these data is the lack of a 
causal association between stationary phase survival and protein 
carbonylation in  E. coli . 

  1.2.  Protein 
Carbonylation
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 In an early attempt to tackle the mechanistic basis of aging, 
Harman proposed in 1956 that free radicals (such as the ones that 
give rise to protein carbonylation) generated as a consequence of 
oxidative metabolism cause aging  (  27  ) . Studies providing evidence 
for this theory in many different model systems have been per-
formed since it was  fi rst put forward. An account of this vast vol-
ume of work is outside the scope of this text; the interested reader 
is directed to a recent review  (  28  ) . However, more recently a num-
ber of studies have challenged the generality of the free radical 
theory of aging. The nematode worm  C. elegans  has  fi ve sod genes. 
A recent report found that lack of any one of those genes, as well 
as combined de fi ciency of two to three genes has no effect on the 
organism’s lifespan  (  29  ) . Instead, lack of the mitochondrial SOD 
further extends the lifespan of the long-lived clk-1 mutant. 
Overexpression of the mitochondrial SOD in mice does not pro-
tect against age-related neurological defects and produces a 4.3% 
mean lifespan extension  (  30  ) , which is much smaller in magnitude 
compared to the effects observed with mice de fi cient in the growth 
hormone axis  (  31  ) . 

 Using an evolutionary biology approach, Jobson et al. com-
pared the nonsynonymous and synonymous evolution of approxi-
mately 5.7 million sites in 25 species and correlated these changes 
to the species’ lifespan. Despite the limited capacity of such an 
associational approach to reach valid conclusions about a pheno-
type as complex as aging, the authors found that genes involved in 
oxidative stress defense, including the superoxide dismutases, have 
not been involved in the selection process that led to increased 
lifespans in mammals  (  32  ) . The authors found such evidence for 
genes involved in lipid composition. However, it is likely that: (a) 
even though free radicals may be one of the major mediators of 
age-dependent cellular damage the overexpression of speci fi c anti- 
oxidant enzymes is not a suf fi ciently sophisticated intervention to 
insure that toxic levels of free radicals are reduced while the normal 
levels of free radicals, which participate in cellular function, are not 
affected, (b) Similarly, genes involved in oxidative damage may not 
have been involved in the selection process leading to lifespan 
extension because altered function of each gene alone would be 
expected to have both bene fi cial and detrimental effects. 

 Thus, although there is strong evidence for the involvement of 
superoxide in certain diseases, such as amyotrophic lateral sclerosis, 
its role in lifespan regulation is mixed across different model sys-
tems and experimental circumstances. As mentioned above, there 
is also mixed evidence about the involvement of oxidative damage 
in bacterial senescence. The available data suggests that although 
protection against oxidative stress may lead to a modest lifespan 
extension, it may be only a small part of the longevity promotion 
effect induced by interfering with the central regulators of aging, 
such as the evolutionarily conserved, nutrient-responsive growth 
hormone/insulin growth factor I signaling pathway  (  31  ) .  
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  Rifampicin is a broad-spectrum bacteriostatic drug that acts by 
inhibiting subunit  b  of the RNA polymerase, encoded by  rpoB  in 
 E. coli   (  33  ) . Point mutations in this gene prevent binding of the 
drug to its target, allowing growth of the mutant strain in the pres-
ence of the antibiotic. The occurrence of rifampicin-resistant 
mutants (which represent mostly base substitutions) has therefore 
been used as an indirect measure of DNA damage in  E. coli   (  34  ) . 
To our knowledge, the role of DNA damage in the stationary phase 
survival/aging of  E. coli  has not been studied. Although the 
extended lifespan phenotype we unveiled  (  16  )  could provide fertile 
ground for the exploration of this subject, no time-dependent 
increase in DNA damage was observed by enumeration of rifampi-
cin-resistant mutants in the wt strain  (  2  ) . The reason for this could 
either be technical or biological. On the technical side, the assay 
used might not be sensitive enough to detect age-dependent DNA 
damage occurring during a survival experiment, since the  rpoB  
locus might not be a representative target of the genome-wide 
DNA damage occurring under these conditions. The biological 
explanation is that stationary phase death in  E. coli  happens inde-
pendently of damage to DNA; a technique that measures DNA 
damage across larger regions of the genome should be used to 
further explore this issue. It is worth noting however, that we 
observed a time-dependent increase in oxidative DNA damage in 
the mutant lacking both cytosolic superoxide dismutases ( sodA 
sodB )  (  2  ) , consistent with previous reports about both static  (  35  )  
and proliferating  (  36  )  populations of this mutant.  

  One of the hallmarks of stationary phase in  E. coli  is the develop-
ment of resistance to heat and oxidative stress. Cells starved for 
carbon or nitrogen were markedly more resistant than proliferating 
cells to incubation at 57°C or exposure to 15 mM hydrogen per-
oxide  (  37  ) . Furthermore, starved cultures exhibited greater resis-
tance than growing cultures preadapted to heat or hydrogen 
peroxide before treatment with the respective stressors. The RNA 
polymerase of  E. coli  is made up of a core component and one of 
several sigma subunits; the identity of the sigma subunit is modu-
lated by environmental conditions and confers sequence selectivity 
to the polymerase. In broad terms, the sigma 70 subunit (encoded 
by  rpoD ) is used predominantly during log phase and the sigma S 
subunit (encoded by  rpoS ) during stationary phase  (  38  ) . The latter 
protein mediates stationary phase resistance to heat  (  39  )  and oxi-
dative stress  (  40  ) , and also contributes to glycogen synthesis  (  41  ) . 
 E. coli  strains with extended stationary phase survival also exhibit 
enhanced resistance to heat stress and to paraquat treatment  (  16  ) . 
Paraquat is a herbicide that catalyzes the formation of intracellular 
superoxide, by successive rounds of reduction by intracellular reduc-
ing agents and oxidation by oxygen to form superoxide  (  42  ) . Stress 
resistance is coupled to longevity in several model organisms  (  43  ) , 

  1.3.  Oxidative DNA 
Damage

  1.4.  Stress Resistance
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perhaps re fl ecting an evolutionarily conserved physiological state 
that channels resources away from reproduction and towards main-
tenance and protection functions  (  44  ) .  

  The study of stationary phase  E. coli  populations as a model system 
for aging should be contrasted with another observation about the 
organism’s physiology that has recently been associated with aging. 
This observation is that cell division in  E. coli , although morphologi-
cally symmetrical, produces two functionally different progeny. 
Daughter cells that inherit one of the two poles of the mother cell 
(“old pole”) show progressively slower growth rates compared to 
daughter cells inheriting the “new pole”  (  45  ) . The mechanistic basis 
for aging in this organism is thought to be the asymmetrical segrega-
tion of some aging-inducing factor in cells inheriting the old pole 
following binary  fi ssion. Therefore, some sort of time-dependent 
functional asymmetry between “parent” and “offspring” is tightly 
linked to the aging process even in organisms without a clear ger-
mline/soma separation. This  fi nding has implications on the evolu-
tionary biology of aging, since it is inconsistent with the disposable 
soma theory of aging, which states that organisms age because of 
limited resources allocated to the maintenance of somatic cells due 
to the need to maintain the germ cells that are responsible for the 
propagation of the species. Hence, the  E. coli   fi ndings obtained using 
time-lapse microscopy raise the possibility that aging can occur in an 
organism without a clear germline/soma separation. 

 In a different study, cells receiving the old pole were shown to 
preferentially accumulate protein aggregates  (  46  ) , providing a pos-
sible mechanistic link to the aging-inducing factor accumulating in 
old pole cells mentioned above. These observations are reminis-
cent of the replicative lifespan of  S. cerevisiae  that has been exten-
sively used to model the aging process of mitotic tissues in higher 
organisms  (  47  ) , whereas the chronological lifespan of yeast is 
regarded as a more suitable model for the aging of post-mitotic 
tissues and organisms  (  48  ) . It would be of interest to test the cor-
relation between inheritance of old poles and stationary phase sur-
vival; such an experiment would be quite demanding technically 
though, as the observation of functionally asymmetrical division 
was performed using time-lapse microscopy  (  45  )  and the establish-
ment of a stationary phase population under such conditions is not 
straightforward. Conversely, it would also be interesting to identify 
any effects of mutations affecting stationary phase survival on the 
replicative aging of  E. coli .  

  In summary, as for eukaryotes,  E. coli  age chronologically and this 
process can be postponed by dietary restriction or by mutations in 
a number of genes involved in metabolism. Although both DNA 
and protein damage can accumulate during aging in  E. coli , it is 
not known whether this damage is a cause or consequence of 

  1.5.  Chronological 
Versus Replicative 
Aging

  1.6.  Conclusion
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aging and viability loss. The conservation of key age-dependent 
macromolecular damage phenotypes together with the role of 
genes that control the hypoxia response in regulating lifespan in 
both bacteria and higher eukaryotes, indicate that some of the 
most fundamental mechanisms of aging are conserved from bac-
teria to mammals. The simplicity of  E. coli  makes it a valuable 
model to test the evolutionary theories of aging.   

 

  ●      pH test strips.  
  125-mm Petri dishes.   ●

  16-mm glass test tubes.   ●

  125-mL Erlenmeyer  fl asks.      ●

  ●     Incubator with controlled humidity.  
  Orbitally rotating platform.   ●

  pH meter.      ●

  ●     LB medium: 1% bacto tryptone (see  Note 1 ), 0.5% yeast extract 
(see  Note 2 ), 0.5% (w/v) NaCl. For solid medium, add 1.5% 
agar. Sterilized by autoclaving.  
  HEPES (  ● N -(2-hydroxyethyl)-piperazine- N  ¢ -ethanesulfonic 
acid) buffer: 1 M stock, sterilized by autoclaving and kept at 
room temperature.  
  AMPSO (  ● N -(1,1-dimethyl-2-hydroxyethyl)-3-amino-2-
hydroxypropanesulfonic acid) buffer: 1 M stock, sterilized by 
autoclaving and kept at room temperature.  
  NaCl, 0.5% (w/v), sterilized by autoclaving.       ●

  ●     Y-PER protein extraction reagent (Thermo Fisher Scienti fi c 
Inc—Pierce, Rockford, IL USA).  
  BCA protein assay kit (Thermo Fisher Scienti fi c Inc—Pierce).   ●

  Oxyblot protein oxidation detection kit (Millipore—Chemicon,  ●

Billerica, MA, USA).  
  Slot blot apparatus.   ●

  PVDF membrane.   ●

  Blocking buffer: PBS (pH 7.4), 0.05% (v/v) Tween-20, 1%  ●

(w/v) BSA.  
  Washing buffer: PBS (pH 7.4), 0.05% (v/v) Tween-20.   ●

  Chemiluminescent horseradish peroxidase (HRP) detection  ●

reagent.     

  2.  Materials

  2.1.  Common 
Materials

  2.1.1.  Consumables

  2.1.2.  Equipment

  2.1.3.  Reagents

  2.2.  Quanti fi cation 
of Protein Carbonyls
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  ●     Rifampicin, stock solution of 120 mg/mL in ethanol, stored 
at −20°C.     

  ●     Methyl viologen dichloride hydrate (see  Note 3 ).     

  ●     Temperature-controlled (Cube and Box incubation system, 
Life Imaging Services, Reinach, Switzerland) automated 
microscope (Zeiss 200 M; Zeiss, Jena, Germany), along with 
 fi lters from Chroma, Rockingham, Vermont, USA.  
  MetaMorph microscope control software (Universal Imaging,  ●

Downingtown, PA, USA).  
  CoolSNAP HQ CCD camera (Princeton Instruments, Trenton,  ●

NJ, USA).      

 

      1.    A small (approximately 50  m L) sample is collected from the 
frozen stock (maintained at −70°C) and streaked onto a fresh 
LB agar plate.  

    2.    After incubating the plate overnight at 37°C, inoculate 2–3 
colonies into 1 mL of LB (see  Note 4 ).  

    3.    Overnight culture is inoculated (1:1,000) into fresh medium. 
Cultures are incubated in 3 mL of LB in 16-mm diameter test 
tubes rotating orbitally at 220 rpm for 12 h; stationary phase 
has been reached after this period (see  Note 5 ).  

    4.    At this point, if working with various mutant strains, cell den-
sity can be adjusted to approximately 1.5 × 10 9 /mL (density of 
BW25113 strain) by resuspending a pellet containing the 
desired number of cells in cell-free spent medium of the same 
strain.  

    5.    If working with different mutant or wild type (wt) strains 
reaching different pH at stationary phase, the pH can be 
adjusted to 8.5 (pH of stationary phase wt culture in initially 
unbuffered LB) by adding AMPSO buffer to a  fi nal concentra-
tion of 100 mM that has been brought to the desired pH with 
10 M NaOH (see  Notes 6  and  7 ).  

    6.    Cultures are incubated at 37°C and 70% relative humidity and 
CFU’s are measured over time by removing an aliquot, serially 
diluting in 0.5% NaCl that has been sterilized by autoclaving, 
followed by colony enumeration after plating on LB agar plates 
that are incubated for approximately 16 h at 37°C (see  Note 
8 ). Hence, enumeration of live bacteria using this method is 

  2.3.  Quanti fi cation of 
Oxidative DNA 
Damage

  2.4.     Assaying Stress 
Resistance

  2.5.  Time-Lapse 
Microscopy

  3.  Methods

  3.1.  Enumeration of 
Colony-Forming Units
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dependent on the ability of a non-proliferating bacterium from 
the liquid culture to resume growth when transferred onto 
solid nutrient media, resulting in the formation of a colony vis-
ible by the naked eye.      

  Oxidative damage in the form of protein carbonyls has been used as 
a biomarker of protein damage and cellular senescence in  E. coli .

    1.    An  E. coli  strain is inoculated in 25 mL of LB in a 125-mL  fl ask 
by a 1:1,000 transfer from an overnight 1 mL LB culture (see 
 Note 9 ).  

    2.    At 3 h after inoculation, 3 mL are removed from the culture to 
provide the log phase sample.  

    3.    2.5 mL of 1 M HEPES buffer is added to the culture at 12 h after 
inoculation, that is the onset of stationary phase (see  Note 10 ).  

    4.    On days 1, 3, and 5, 1.5-mL samples are collected in Eppendorf 
tubes. The samples are centrifuged, supernatant aspirated off 
and the pellets are  fl ash-frozen by incubating in crushed dry ice 
for 2 min. The frozen pellets are subsequently stored at −70°C.  

    5.    After all samples have been collected, they are removed from 
the freezer and thawed on ice.  

    6.    Each pellet is then resuspended in 100  m L of Y-PER protein 
extraction reagent (Pierce) and incubated for 20 min at room 
temperature.  

    7.    Cell debris is pelleted by centrifuging for 5 min at 14,000 × g 
and the supernatant used as the protein extract during the sub-
sequent steps.  

    8.    Protein concentration is quanti fi ed in duplicate using the BCA 
protein assay kit (Pierce, see  Note 11 ).  

    9.    The Oxyblot protein oxidation detection kit (Chemicon) is 
used to quantify the amount of protein carbonyls in each sam-
ple starting with 8  m g of protein for each sample in a volume 
of 5  m L.  

    10.    Each protein aliquot is denatured by the addition of 5  m L, 
12% SDS.  

    11.    10  m L of 1× 2,4-dinitrophenylhydrazine (DNPH) solution is 
then added and the solutions incubated at room temperature 
for 15 min to derivatize the protein carbonyls.  

    12.    7.5  m L of neutralization solution is then added.  
    13.    All samples are subsequently transferred to a PVDF membrane 

using a slot blot apparatus and the Western blot performed as 
follows.  

    14.    The membrane is consecutively incubated for 1 h each at room 
temperature  fi rst with a rabbit anti-DNP antibody and then 
with a HRP-conjugated goat anti-rabbit IgG antibody, both in 
blocking buffer with gentle shaking.  

  3.2.  Quanti fi cation 
of Protein Carbonyls
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    15.    The membrane is rinsed twice with washing buffer between 
the two antibody incubations and after the second 
incubation.  

    16.    Chemiluminescent HRP detection reagent is layered on top of 
the membrane and incubated for 1 min at room temperature.  

    17.    An autoradiography  fi lm is then exposed for 30 s on top of the 
membrane and subsequently developed in the darkroom.  

    18.    Signal intensity is quanti fi ed using the Image J software (  http://
rsbweb.nih.gov/ij/    ).      

      1.    Cultures are processed as described in Subheading  2  with 
HEPES (pH 7.5) in a volume of 25 mL in 125-mL Erlenmeyer 
 fl asks.  

    2.    Rifampicin-resistant mutants are quanti fi ed by plating on LB 
plates containing the antibiotic at 120  m g/mL after washing 
once with 0.5% NaCl.  

    3.    The colonies grown in rifampicin are enumerated and normalized 
by the total number of CFU’s at each time-point (see  Note 12 ).      

      1.    To assay heat shock resistance, cultures are buffered with 
AMPSO after 12 h of incubation as described in Subheading 
 3.1 , returned to the incubator and 4 h later (16 h after inocula-
tion) are subjected to a 5-min incubation in a 54°C water bath 
without shaking and CFU’s enumerated before and after the 
treatment.  

    2.    For the measurement of resistance to paraquat (methyl violo-
gen dichloride hydrate), cultures are prepared in the same way 
and paraquat (see  Note 3 ) is added to 500  m M at 12 h after 
inoculation. CFU’s are enumerated before and after a 12-h 
incubation at 37°C.      

  Protocol adapted from  (  45  ) :

    1.    A wild-type strain of  E. coli  is modi fi ed to express yellow 
 fl uorescent protein under the control of the lactose operon 
repressor and the Pl promoter of lambda phage  (  49  ) .  

    2.    Cells are inoculated onto microscope cavity slides from expo-
nentially growing liquid cultures, such that the colonies and 
cells grow exponentially in a single plane on the surface of a 
solid matrix of LB-agarose (NaCl concentration of 5 g/L, see 
 Note 13 ). The slides are incubated in a temperature-con-
trolled automated microscope at 30°C for up to 6 h (see 
 Notes 14  and  15 ).  

    3.    Up to seven  fi elds containing one to four cells each are manu-
ally identi fi ed at the start of the experiment and stored in the 
MetaMorph microscope control software.  

  3.3.  Quanti fi cation 
of Oxidative DNA 
Damage

  3.4.  Assaying Stress 
Resistance

  3.5.  Time-Lapse 
Microscopy

http://rsbweb.nih.gov/ij/
http://rsbweb.nih.gov/ij/
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    4.    Fluorescent images are recorded at each  fi eld with time points 
taken generally every 4 min for the  fi rst 160 min, then every 
2 min for the remaining time (see  Notes 16  and  17 ).  

    5.    Images are taken with a CoolSNAP HQ camera at 100× 
magni fi cation; the resulting images have a spatial dimension of 
0.064  m m per pixel (see  Notes 18  and  19 ).       

 

     1.    Tryptone is marketed as a pancreatic digest of casein. Casein 
(80%) and whey (20%) are the fundamental protein compo-
nents of milk. Casein is a mixture of proteins that contains all 
of the common amino acids. After it is separated from the 
other components of milk, it is subjected to enzymatic hydro-
lysis using pancreatic enzymes that contain, among others, 
trypsin and chymotrypsin. The resulting substance contains 
varying amounts of all the amino acids, both free and as part of 
peptides, and very little carbohydrate (4.3 mg/g).  

    2.    Yeast extract, an animal-free peptone, is manufactured by the 
controlled autolysis of cultures of the baker’s yeast  S. cerevisiae . 
Apart from amino acids, it also contains a signi fi cant amount of 
carbohydrate (163 mg/g) and also several micronutrients that 
include B-complex vitamins. All information regarding the 
contents of LB was extracted from the BD Bionutrients™ tech-
nical manual, third edition revised, which is available from the 
manufacturer’s website.  

    3.    A fresh solution of paraquat is prepared using sterile de-ionized 
water before each use to ensure that the drug does not break 
down during extended storage.  

    4.    Survival experiments can also be carried out in a various mini-
mal media (e.g., M9 or M63) with the addition of the different 
carbon sources at the desired concentrations (e.g., M9 medium 
containing 0.5% glucose). The recipe for these media can be 
found in standard laboratory manuals (e.g., the one edited by 
Maniatis).  

    5.    In case a higher degree of aeration compared to the one pro-
vided by test-tubes is required, cultures can be maintained in 
10 mL of LB in orbitally shaking 125-mL Erlenmeyer  fl asks.  

    6.    The pH can be adjusted to a neutral value (7.5, since the intra-
cellular pH of  E. coli  over a range of extracellular pH values is 
7.4–7.8  (  50  ) ) by the addition of 100 mM HEPES buffer to 
the culture.  

    7.    Spontaneous and adjusted pH for the different strains can be 
quanti fi ed using either a pH electrode or pH test strips.  

  4.  Notes
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    8.    The period of incubation of these LB agar plates need not be 
precisely measured, but care should be taken to allow enough 
time for any late-appearing colonies to emerge and be counted.  

    9.    To minimize the fraction of culture removed for each sam-
pling, larger culture volumes are required compared to those 
for the survival experiments described above.  

    10.    The quanti fi cation of protein carbonyls during a survival exper-
iment is more appropriately carried out at an external pH of 
7.5 (rather than 8.5) so as to increase the time-window avail-
able for the detection of any age-dependent changes.  

    11.    All extracts are diluted using water to equalize the protein con-
centration to that of the least concentrated sample.  

    12.    Care should be taken in order to measure any late-emerging 
colonies on the rifampicin plates. These colonies need to be 
restreaked on rifampicin-containing plates to ensure that they 
are indeed resistant and to rule out the possibility that they 
arose due to the breakdown of the antibiotic.  

    13.    The slide cavities are sealed with silicone grease and contained 
suf fi cient oxygen and nutrients to allow unhindered growth 
and  fl uorescence for the length of the experiment.  

    14.    The entire microscope is contained within the incubator, elim-
inating temperature variation.  

    15.    The conditions described for time-lapse microscopy result in 
an excess of nutrients and a protected environment without 
external causes of cell mortality.  

    16.    A subset of six colonies is recorded every 40 s for improved 
time resolution.  

    17.    The excitation light does not affect the cellular growth rate.  
    18.    Excitation light (480–520 nm) is limited to 5% of the output 

of a 100-W Hg vapor lamp, with an exposure of 2 s.  
    19.    Emission wavelengths are 505–565 nm.          
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    Chapter 29   

 Assessing Organismal Aging in the Filamentous 
Fungus  Podospora anserina        

     Heinz   D.   Osiewacz      ,    Andrea   Hamann   , and    Sandra   Zintel      

  Abstract 

  Podospora anserina  is an extensively studied model organism to unravel the mechanism of organismal 
aging. This  fi lamentous fungus is short-lived and accessible to experimentation. Aging and lifespan are 
controlled by genetic and environmental traits and, in this model, have a strong mitochondrial etiology. 
Here, we describe methods and protocols to manipulate and study the aging process in P. anserina at dif-
ferent levels including biochemistry, cell biology, genetics, and physiology.  

  Key words:   Aging ,  Apoptosis ,  Healthspan ,  Lifespan ,  Mitochondrial functions ,   Podospora anserina     

 

 In contrast to most other  fi lamentous fungi all wild-type isolates of 
 Podospora anserina  are characterized by a limited lifespan. This phe-
notype has been  fi rst described by George Rizet in the early 1950s 
and termed the “senescence syndrome”  (  1,   2  ) .  P. anserina  ef fi ciently 
reproduces by sexual reproduction. After fertilization a fruiting body 
(perithecium) is formed that contains a large number of ascospores. 
These meiospores give rise to the formation of a macroscopically vis-
ible colony, termed a mycelium, which represents an individual and 
consists of highly branched  fi lamentous cells (hyphae). Mycelial 
growth occurs by the elongation of the hyphal tips at the periphery. 
After a strain-speci fi c period of linear growth, mycelia turn to senes-
cence by reducing the growth rate and changing their morphology. 
Senescent cultures are characterized by an increased pigmentation 
and a reduced formation of aerial hyphae (Fig.  1 ). At the micro-
scopic level the peripheral hyphae appear as undulated  fi laments, 
which at the  fi nal stage burst. While transfer of pieces from a juvenile 
and pre-senescent culture to new growth substrate gives rise to 
new colonies, inoculation of such pieces from the growth front of a 

  1.  Introduction
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senescent mycelium does not. The period of growth, either measured 
as time (in days) or as the distance of growth (in centimeters) is 
recorded as the lifespan of an individual and is characteristic for any 
given wild-type strain and mutant.  

 Early genetic experiments revealed a genetic basis of senes-
cence. In  P. anserina  it is possible to perform reciprocal crosses 
using isolated male gametes with only very little cytoplasm to fer-
tilize the female gametangia, the so-called protoperithecia, which 
contribute most of the cytoplasm to the resulting progeny. These 
kind of formal genetic investigations revealed that aging is controlled 
by both nuclear as well as extranuclear genetic traits  (  3,   4  ) . Already 
in the late 1970s and early 1980s, long before mitochondrial 
DNA (mtDNA) were demonstrated to be of relevance for human 
aging and disease, DNA species in mitochondria, termed plasmid-
like DNAs (plDNAs) were reported to accumulate during aging. 
The additional DNA species originate from the standard mtDNA, 
 (  5–  9  ) . More than 30 years of subsequent research resulted in the 
elucidation of a complex network of pathways affecting aging and 
lifespan of  P. anserina.  Mitochondria, the “power plants” of 
eukaryotic cells, do play a key role. Overall a complex network of 
interacting pathways including those governing mtDNA stability/
instability, mtDNA repair, the generation and scavenging of reac-
tive oxygen species (ROS), copper metabolism, proteostasis, mito-
chondrial dynamics, and apoptosis emerged to be of relevance for 
aging in  P. anserina  (for review see ref.  10–  17  ) . However, there is 
still much more to understand in this rather “simple” aging model. 

  Fig. 1.    Schematic illustration and culture plates of the phenotypic appearance of a juvenile, 
middle-aged, and senescent  Podospora anserina  culture. A mycelial piece of a freshly ger-
minated ascospore was inoculated on a petri dish containing M2 medium and incubated at 
27°C under constant light until the culture turned to senescence. In comparison to the juve-
nile and middle-aged mycelium the senescent mycelium is characterized by increased pig-
mentation, decreased formation of aerial hyphae, and a reduced growth rate.       
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In particular, the mechanistic details about the role of the individual 
pathways, their components, and their interactions remain to be 
elucidated in the future. From this kind of research, important per-
spectives for a general understanding of biological aging that also 
holds true in “higher” organisms like mammals will be continued 
to be elaborated. 

 In this treatise we provide a selection of protocols for assessing 
aging and senescence in  P. anserina . For more details about the life 
cycle of  P. anserina  as well as the basis and the experimental set-up 
of formal genetic experiments the reader is referred to earlier pub-
lications  (  18–  20  ) .  

 

 Growth media, solutions and buffers are prepared with ultrapure 
water (Millipore™ GmbH, Schwalbach, Germany), analytical grade 
reagents and sterilized for 20 min at 121°C, 2 bar. Unless other-
wise noted all solutions and growth media are stored at room tem-
perature (RT). 

  In nature, the  fi lamentous ascomycete  P. anserina  grows on herbi-
vores dung. The fungus is cultivated in the laboratory under 
de fi ned conditions on different liquid or solid media. Cultures are 
usually grown at 27°C under continuous light  (  18  ) . Cultures are 
grown in liquid media under agitation at 160 rpm.

   “Biomalz–Mais”-Medium (BMM): 50 g cornmeal is incubated  ●

overnight at 60°C in 1 L water. Subsequently, the cornmeal 
suspension is  fi ltered through a cotton cloth. 0.8% biomalt is 
added to the liquid (cornmeal extract) and pH is adjusted with 
KOH (6.5) followed by sterilization. For solid medium add 2% 
agar prior to sterilization. Agar plates can be stored at 4°C for 
1–2 months.  
  Complete medium (CM): 1 g KH  ●

2 PO 4 , 0.5 g KCl, 0.5 g 
MgSO 4  × 7 H 2 O, 10 g glucose-monohydrate, 3.7 g NH 4 Cl, 
2 g yeast extract, 2 g tryptone, 1 mL stock solution A, adjust 
pH to 6.5 with KOH, add water to a volume of 1 L, 
sterilization.

   Stock solution A: 0.1% ZnSO  – 4  × 7 H 2 O, 0.1% FeCl 2  × 4 
H 2 O, 0.1% MnCl2 × 2 H 2 O. Dissolved in water and 
sterilized.     

  Minimal medium 2 (M2): 0.25 g KH  ●

2 PO 4 , 0.3 g K 2 HPO 4 , 
0.25 g MgSO 4  × 7 H 2 O, 0.5 g urea, and 10 g dextrin are dis-
solved in water with a  fi nal volume of 1 L before 2% agar is 
added. After sterilization 50  μ L biotine (0.05 mg/mL), 

  2.  Materials

  2.1.  Growth Media
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200  μ L thiamine (250 mg/L) and 100  μ L micronutrient 
stock solution are added (see  Note 1 ).

   Micronutrient stock solution: 5 g citric acid × H  – 2 O, 5 g 
ZnSO 4  × 7 H 2 O, 1 g Fe(NH 4 ) 2 (SO 4 ) 2  × 6 H 2 O, 0.25 g 
CuSO 4  × 5 H 2 O, 0.05 g MnSO 4  × H 2 O, 0.05 g Na 2 MoO 4  × 2 
H 2 O, 0.05 g H 3 BO 4 ; dissolved in 100 mL water and 
 fi ltered through a pore size of 0.2  μ m.     

  Spore germination medium: This medium is used for  ●

ascospores germination. BMM is supplemented with 60 mM 
ammonium acetate and 2% agar. Plates can be stored at 4°C 
for 1–2 months.  
  Transformation medium: 3.7 g ammonium chloride, 2 g tryp- ●

tone, 1 g yeast extract, 10 g glucose-monohydrate, 342.3 g 
sucrose, 20 mL stock solution 1, 20 mL stock solution 2. 
Adjust pH to 6.0 (for hygromycin-containing medium) or to 
pH 7.5 (for phleomycin-containing medium), add water to a 
volume of 1 L, 1.2% agar. After sterilization add—if required—
hygromycin ( fi nal concentration 100  μ g/mL) or phleomycin 
( fi nal concentration 6  μ g/mL).

   Stock solution 1: 7.5 g KH  – 2 PO 4 , 2.5 g KCl, 2.7 g MgSO 4  × 7 
H 2 O in 100 mL water, sterilized.  
  Stock solution 2: 0.005 g ZnSO  – 4  × 7 H 2 O, 0.005 g Fe 
SO 4  × 7 H 2 O, 0.005 g CuSO 4  × 5 H 2 O, 0.005 g 
MnSO 4  × H 2 O in 100 mL water, sterilized.        

  ●     Antifoam dilution: 20% antifoam Y-30 Emulsion (Sigma-
Aldrich, St. Louis, USA) in water.  
  CsCl solution: 5.7 M CsCl, 0.1 M EDTA, pH 7.4, sterilized  ●

(see  Note 2 ).  
  Desalinization solution: 25% acetone, 25% ethanol, 50% H  ●

2 O 
( see   Note 3 ).  
  DMPC: 900 mL water, 99 mL 50% ethanol is added with  ●

1 mL DMPC (Dimethyl pyrocarbonate), incubated at RT for 
at least 30 min, sterilized.  
  DTT stock solution (1 M): 3.09 g DTT dissolved in 20 mL  ●

0.01 M NaAc (pH 5.2) and  fi lter-sterilized.  
  GTC/  ● β  mercaptoethanol: 5.5 M guanidinium thiocyanate 
(GTC), 25 mM sodium citrate, 10 mL 10%  N -lauroyl sar-
cosine, and 200 mL with H 2 O After sterilization 0.2 M  β  mer-
captoethanol is added (see  Note 4 ).  
  Mito buffer 1: 10 mM Tris–HCl, 1 mM EDTA, 0.33 M sucrose  ●

(pH 7.5).  
  Mito buffer 2: 0.2% BSA in Mito buffer 1.   ●

  2.2.  Solutions 
and Buffers
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  Native running buffer (10×): 0.25 M Tris–HCl, 1.9 M glycine  ●

(pH 8.3).  
  Native sample loading buffer (6×): 3 mL glycerine, 3.75 mL  ●

0.5 M    Tris–HCl (pH 7.0), 0.1 g bromophenol blue in H 2 O.  
  Oxygen buffer: 0.3 M sucrose, 10 mM KH  ●

2 PO 4 , 5 mM MgCl 2 , 
1 mM EGTA, 10 mM KCl, 0.2% BSA. Adjust pH to 7.2 (with 
NaOH).  
  PEG: 60% polyethylene glycol (PEG) 4,000, 50 mM  ●

CaCl 2  × 2H 2 O, 10 mM Tris–HCl (pH 7.5).  
  Potassium phosphate buffer (0.1 M, pH 7.8): 13.2 mM  ●

K 2 HPO 4 , 86.8 mM KH 2 PO 4 .  
  Potassium phosphate buffer (10 mM, pH 7): 1.32 mM  ●

K 2 HPO 4 , 8.68 mM KH 2 PO 4 .  
  1.5 M Tris: 181.71 g/L Tris–HCl (pH 8.9).   ●

  Protein extraction buffer: 50 mM HEPES (pH 7.4), 100 mM  ●

NaCl, 0.1 mM EDTA, 0.1% CHAPS, 1 mM DTT (see  Note 5 ).  
  STC: 1 M sorbitol, 10 mM Tris–HCl (pH 7.5), 50 mM  ●

CaCl 2  × H 2 O.  
  TENS: 10 mM Tris–HCl (pH 8.0), 1 mM EDTA, 100 mM  ●

NaCl, 2% SDS.  
  TPS: 200 g/L sucrose, 45 mM KH  ●

2 PO 4 , 5 mM Na 2 HPO 4 , 
H 3 PO 4  (pH 5.5).     

  ●     Cellophane foil (583 Gel Dryer, Bio-Rad, California, USA).  
  Waring blender.   ●

  Hemocytometer.   ●

  Glass wool.   ●

  Gauze.   ●

  Liquid nitrogen.   ●

  Mortar.   ●

  Pestle.   ●

  Quartz glass cuvette.   ●

  Photometer.   ●

  Glass beads (0.5 mm diameter).   ●

  BeatBeater (Roth  ● ® , Karlsruhe, Germany).  
  Nettle cloth,  fi lter tubes (Amicon Ultra-15, Ultracel-3k,  ●

Millipore™ GmbH, Schwalbach, Germany).  
  Light table.   ●

  Race tubes (glass tubes with 45 cm length, 1.5 cm diameter).   ●

  Oxygen electrode.       ●

  2.3.  Special Equipment
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 1.5–2 mL microcentrifuge tubes are centrifuged using a centri-
fuge 5417R (Eppendorf, Hamburg, Germany). Centrifugation of 
50 mL tubes is performed with Varifuge 3.0 (Heraeus, Hanau, 
Germany). A Sorvall RC 5B (DuPont®, Wilmington, USA) is used 
for centrifugation of GSA or SS34 centrifuge tubes (rotors: Super-
Lite™ GSA SLA-1500 or Sorvall SS34). Ultracentrifugation is per-
formed in a Sorvall WX Ultra 80 centrifuge (Thermo Scientific, 
Massachusetts, USA) using the TH 641 swinging bucket rotor 
(DuPont®, Wilmington, USA). 

  In general, phenotypic studies are performed with genetically 
defined strains originating from mononucleate ascospores. Such 
spores are formed in 1–2% of the asci of a perithecium. They are 
the result of an untypical formation of ascospores, which in the vast 
majority, do contain two nuclei and therefore may be heteroge-
nous. Genetically homogenous mononucleate ascospores can clearly 
be identified in the dissection microscope by their smaller size. 
These spores are isolated, germinated, and generally used for subse-
quent experiments including lifespan determination (18, 20). 

  P. anserina grows on standard cornmeal agar (BMM) at 27°C 
under constant light according to Esser (18). Mycelia are stored at 
4°C until next usage (see Note 6). Every 3–6 months the stored 
mycelia have to be freshly inoculated on a new petri dish to keep a 
strain alive.  

  For longer periods of time, strains are kept in a strain library. 
Therefore, a piece of mycelium is placed on BMM solid medium 
(~10 mL) in a thin glass tube, incubated at 27°C at constant light 
for 3–5 days and can then be stored at 4°C. To keep stored strains 
alive, strains have to be regrown on a new BMM containing glass 
tube within a period of 9–12 months.  

  For fertilization one piece of mycelium of two different cultures 
with opposite mating types are placed on a petri dish containing 
30 mL M2 medium (Fig.  2a ). The growing colonies come into 
contact. In this zone, spermatia of one mating type fertilize the 
protoperithecia (ascogones) of the opposite mating type in a recip-
rocal manner. After an incubation of 8–12 days at 27°C under 
constant light, perithecia occur as macroscopically visible fruit-
ing bodies (Fig.  2b, c ).   

  This kind of fertilization allows performing de fi ned reciprocal 
crosses of two strains. In brief, a genetically de fi ned culture serving 
as the female parent (but contains both female as well as male 

  3.  Methods

  3.1.  Phenotypic 
Analyses

  3.1.1.  Cultivation

  3.1.2.  Strain Library

  3.1.3.  Mating by 
Confrontation of Two 
Growing Cultures of 
Different Mating Types

  3.1.4.  Fertilization 
by Spermatization
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gametangia) is fertilized by a solution of collected “pure sperma-
tia” of another strain with the opposite mating type. The donor 
and acceptor strains can be switched in respect to the phenotype of 
interest (e.g., short-lived vs. long-lived). Reciprocal crosses of this 
type provide information of whether or not a speci fi c phenotype is 
inherited by nuclear or extranuclear genetic traits.

    1.    Homokaryotic mycelia of opposite mating types (+ or −) are 
allowed to overgrow the surface of separate M2 (or BMM) con-
taining petri dishes for 7–10 days at 27°C under constant light.  

    2.    Spermatia, a nonmotile sperm cell, of the one colony (serving 
as male partner) are harvested by  fl ooding the mycelium on 
the petri dish with 3–5 mL of sterile water.  

    3.    After an incubation of 5 min, the solution of the released sper-
matia is transferred onto the mycelium of the colony of the 
opposite mating type (serving as female partner).  

    4.    After an incubation of 5 min the suspension is removed. Mature 
perithecia (fruiting bodies) develop within 1–2 weeks under 
constant light at 27°C.  

    5.    Spores can be manually isolated in the dissection microscope, 
and subsequently be analyzed (e.g., for inheritance of a speci fi c 
mutation, for physiological and molecular characteristics).      

  All cultures used for genetic analyses are monokaryotic and derived 
from irregular asci containing small spores. 

 Perithecia are  fl ask-shaped structures with an opening pore 
(ostiole) through which the ascospores can be released (Fig.  3a ). 
The perithecium contains a rosette full of asci (Fig.  3b ). One ascus 
usually contains four binucleate spores including the two products 

  3.1.5.  Isolation and 
Germination of Ascospores

  Fig. 2.    Confrontation mating of two cultures of different mating types. ( a ) For fertilization, one piece of mycelium of mating 
type  plus  (+) and of mating type  minus  (−) are placed a few centimeters away on a petri dish containing M2 medium. ( b ) 
The hyphal tips of both cultures grow toward the middle of the petri dish. At the contact zone fertilization takes place and 
perithecia (fruiting bodies) develop. ( c ) Enlarged section of the perithecia building zone. Numerous perithecia are formed, 
containing ascospores.       
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of a half-tetrad. The vast majority of these spores are heterokaryotic 
for the mating-type, possessing the mating type +/−. Only in rare 
cases the mating type of dinucleate ascospores is +/+ or −/−. 
Occasionally, as the result of a disturbed spindle apparatus two 
mononuclear homokaryotic ascospores are formed instead of one 
binuclear heterokaryotic ascospore. The mononucleate ascospores 
are smaller in size than binucleate spores (Fig.  3c , arrow). These 
homokaryotic ascospores give rise to self-sterile (+ or −) cultures, 
which are used to perform crosses, and for genetic analyses. 

    1.    Under a dissection microscope the perithecium is perforated 
using a heat sterilized dissection pin (see  Note 7 ).  

    2.    A rosette of asci is transferred onto a petri dish containing 
prep-agar (8% agar dissolved in water) and gently dissected 
with the dissection pin.  

    3.    The smaller spores of an irregular ascus are separated and trans-
ferred to spore germination medium.  

    4.    For germination, the isolated ascospores are incubated at 27°C 
in the dark for 2–3 days.      

      1.    In order to obtain  P. anserina  cultures of a de fi ned age, myce-
lia derived from freshly germinated mononucleate ascospores 
are placed on one side of a petri dish containing 30 mL M2 
medium.  

    2.    As soon as the growth front reaches the other side of the petri 
dish, a new plate with M2 is inoculated with a piece of myce-
lium of the culture obtained from the growth front.  

    3.    Subsequently the growth front of the growing mycelium is 
marked every other day until the senescent culture stops growing 
and displays hyperpigmentation.  

  3.1.6.  Generation of 
Mycelium of De fi ned Age

  Fig. 3.    Isolation of ascospores. ( a ) Perithecia (fruiting bodies) are   fl ask shaped  structures, which are formed after fertiliza-
tion between two different cultures of opposite mating type. ( b ) The perithecium contains a rosette of asci, the specialized 
meiosporangia (meiospore containers) of the ascomycetes. ( c ) Magni fi cation of the rosette. Each ascus usually contains 
four ascospores. Occasionally (1–2% of all asci), two mononuclear homokaryotic ascospores (see  arrow ) instead of one 
binuclear heterokaryotic ascospore are formed which differ in their sizes. Such asci are  fi ve to eight-spored depending on 
the number of mononucleate ascospores.       
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    4.    Senescent cultures are obtained from mycelia shortly before 
growth arrest to inoculate fresh plates for follow-up experi-
ments (e.g., RNA or protein isolation).  

    5.    For isolation of mitochondria, nucleic acids, or other com-
pounds from senescent cultures, pieces of a senescent culture 
from a position 3 days before growth stop are placed on solid 
medium for 3 days and then transferred to Fernbach  fl asks 
containing 150 mL CM and incubated without shaking under 
constant light at 27°C for 4–5 days.  

    6.    The resulting mycelium is subsequently used for analyses.      

  Growth rates of a colony are analyzed by measuring the growth 
of the mycelium every second day. A piece of mycelium from a 
monokaryotic culture is placed on a M2 (30 mL) containing 
petri dish. The incubation followed by 27°C and constant light. 
Growth rates are calculated as growth distance per day of incu-
bation (cm/day).  

  The formation of female and male reproduction structures of  P. 
anserina  differs in the amount of energy requirement. The male 
gametes, the spermatia, are small cells that do hardly contain cyto-
plasm and therefore do not transmit mitochondria to the cross. 
The female reproduction structures, the trichogyne and the 
ascogon, however, are much larger and provide the vast majority of 
mitochondria and cytoplasmic material. Due to the different size 
and the different developmental steps involved in the formation, 
the ability to form these structures is differentially affected in cer-
tain mutants. To assess the male and female fertility of a given 
strain reciprocal crosses are performed. 

  Determination of the female fertility 

    1.    A piece of freshly germinated mycelium of both, the wild type 
and a strain of interest with the opposite mating type is placed 
in the middle of a M2 containing petri dish and incubated for 
7–14 days at 27°C under constant light until the mycelium has 
completely overgrown the plate.  

    2.    Spermatia (male gametes) are harvested by  fl ooding the myce-
lial surface of the wild type for 5 min with 5 mL sterile water.  

    3.    6 drops of 400  μ L of the spermatia suspension are transferred 
on the mycelium of the tested strain (see  Note 8 ).  

    4.    After 5 min of incubation, the drops are gently removed and 
the spermatized mycelium is incubated at 27°C under constant 
light until perithecia develop (2–3 days).  

    5.    The fruiting bodies, which are resulting from fertilization of the 
protoperithecia, are scanned and the resulting picture  fi le is 
evaluated with the help of an image processing program like 
“Photoshop 5.0” (Adobe). For this, every counted perithecium 

  3.1.7.  Growth Rates

  3.1.8.  Fertility
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is marked by a dot, allowing the exact determination of the 
number of perithecia per spermatization area. The total num-
ber of fruiting bodies/ μ L spermatia solution is determined.     

  Determination of the male fertility 

    1.    A piece of mycelium is placed in the middle of a M2 containing 
petri dish and incubated for 7–14 days at 27°C under constant 
light until the mycelium has completely overgrown the plate.  

    2.    Spermatia (male gametes) are harvested by  fl ooding the myce-
lial surface for 5 min with 5 mL sterile water.  

    3.    After 10 min at    18,000 × g centrifugation of the spermatia sus-
pension, the supernatant is carefully removed up to 0.2 mL 
and the sediment is resuspended in the residual liquid.  

    4.    The number of spermatia is  fi nally determined microscopically 
using a hemocytometer.      

  To determine the resistance of a P. anserina cultures against a stres-
sor in the medium, the growth rate is measured as described above 
(see Subheading  3.1.7 ). Mycelia of monokaryotic isolates are 
grown on M2 containing petri dishes supplemented with different 
stressors (e.g., 20–150 μM paraquat, 0.04–0.1% hydrogen perox-
ide, 100–400 μM copper, 2.5–10 μg/mL ethidium bromide, or 
0.5–10 mM DTT). Plates with hydrogen peroxide are kept in the 
dark to protect hydrogen peroxide from degradation. Heat shock 
experiments are done at 37°C and constant light.  

  The lifespan of P. anserina is analyzed using juvenile monokaryotic 
mycelia from 2 days old germinated ascospores. Mycelial pieces are 
placed on race tubes containing 50 mL M2. Race tubes allow the 
growth of colonies for a longer period of time (e.g., 3 months) 
under defined conditions. (Fig.  4 ) (see Note 9). The lifespan is 
defined as the time period, recorded in days, of linear hyphal 
growth. After that time, the hyphal tips at the growth front of the 

  3.1.9.  Resistance Against 
Different Stressors

  3.1.10.  Lifespan 
Determination

  Fig. 4.    Determination of the lifespan. Scheme illustrating the determination of the lifespan 
of  Podospora anserina . A mycelial piece of a juvenile monokaryotic culture from 2 days old 
germinated ascospore is placed on one site of the race tube containing M2 medium. The 
race tube is incubated at 27°C under constant light conditions. Every other day the growth 
front is marked until it stops to grow continuously and displays an increased pigmentation 
(senescent region).       
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mycelium do not continue to grow, formation of aerial hyphae is 
reduced and the pigmentation is increased. Survival curves are cal-
culated allowing the determination of the median lifespan.    

         For  P. anserina  techniques to construct speci fi c genetically modi fi ed 
strains have been developed. As prerequisites a general transforma-
tion procedure based on the generation, transformation, regenera-
tion, and selection of transformants had to be achieved. 
Transformation is performed with spheroplasts generated by incu-
bation of chopped mycelium with lytic enzyme mixtures able to 
disrupt the fungal cell wall.  

      In  P. anserina  DNA introduced into spheroplasts becomes 
ef fi ciently integrated into the genome. Integration is only targeted 
to homologous sequences when sequences on the genome and the 
transforming plasmids are characterized by long matching nucle-
otide stretches (i.e., greater than 3 kbp).  

      In order to replace (delete) a gene of interest by a selectable 
marker gene the corresponding marker needs to be enclosed by 
long sequences of 3 kbp of the sequence up- and downstream of 
the gene of interest. The construction of such vectors is generally 
possible but rather inef fi cient by conventional cloning techniques. 
A more effective procedure for construction of deletion strains of 
 P. anserina  has been described, which employs the use of cosmid 
vectors containing large  fl anking regions of the gene of interest 
 (  21  ) . Alternatively, a procedure described by El-Khoury et al. uti-
lizing a speci fi c mutant strain ( Δ  PaKu70 ) for gene replacement 
experiments is used. This method is characterized by a highly 
ef fi cient homologous recombination machinery  (  22  ) . In this strain, 
about 500 bps of matching nucleotide stretches are suf fi cient for 
ef fi cient homologous recombination.  

      For the construction of over-expressing strains the gene of 
interest is generally placed downstream of a strong promoter like 
the  PaGpd  or the  PaMt1  promoter  (  23,   24  ) . Constructs contain-
ing a non-disrupted version of the gene of interest is selected by 
Southern Blot analyses and subsequently analyzed for transcript 
levels and—if a suitable antibody is available—for protein level.     

        To generate speci fi c mutant strains (e.g., over-expression or dele-
tion strains) over-expressing plasmids or deletion cosmids are 
transformed into  P. anserina  wild-type strain “s.”         The production, 
regeneration, and integrative transformation of  P. anserina  sphero-
plasts is performed as described  (  25,   26  ) .     

  Preparation of spheroplasts  
 In order to transform  P. anserina , the cell wall must partially 
be removed using glucanex as a lytic enzyme mixture (see  Note 10 ). 
All steps are performed under sterile conditions to exclude 

  3.2.  Genetic 
Manipulations

  3.2.1.  Transformation 
of  P. anserina 
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contaminations (e.g.,  Saccharomyces spec  or  Aspergillus spec  which 
are able to grow on that medium).

    1.    The mycelium of wild-type strain “s” grows 2–3 days on 6–8 
BMM containing petri dishes at 27°C and constant light.  

    2.    Mycelia are then inoculated in 6–8 CM containing  fl asks 
(200 mL) which are incubated at 27°C, constant light by shaking 
(see  Note 11 ).  

    3.    After 3 days of growth, the cultured mycelia are harvested by 
 fi ltration through gauze. A maximum of 20 g mycelia (moist 
mass) are washed with TPS.  

    4.    Mix per 1 g of the mycelia with 5 mL of a glucanex suspension 
to a  fi nal volume of 20 mg glucanex/mL suspension in TPS 
(see  Note 12 ).  

    5.    The glucanex-mycelium mixture is chopped using a Waring 
blender (2 × 5 s low and 2 × 5 s high) and transferred to a  fl ask 
which is incubated at 35°C for 90 min by carefully shaking.  

    6.    The digestion process is controlled microscopically using a few 
 μ L of the mycelia suspension (see  Note 13 ).  

    7.    In order to separate the mycelia from the spheroplasts and to 
terminate the digestion process, the suspension is  fi ltered 
through two layers of gauze and once through glass wool 
stuffed funnels in 50 mL falcon tubes.  

    8.    After centrifugation (10 min at 1,500 × g) the spheroplast pel-
lets are dissolved in 1 mL TPS, centrifuged 10 min at 1,500 × g. 
The pellet is resuspended again in 1 mL TPS.  

    9.    The washing step is repeated for three times again and  fi nally 
the spheroplasts are resuspended 1 mL TPS.  

    10.    The number of spheroplasts/ μ L is counted with a hemocytometer.  
    11.    Protoplasts can be transformed immediately or stored at  − 80°C 

(see Note 14).     

  Transformation 

    1.    Per transformation experiment 10 7  spheroplasts are used and 
kept during the whole experiment on ice.  

    2.    Spheroplasts are centrifuged at 1,500 × g, RT for 10 min, resus-
pended in 200  μ L STC and kept on ice.  

    3.    For the transformation 10  μ g DNA (e.g., plasmids, cosmids) 
are used in a  fi nal volume of 40  μ L.  

    4.    As a negative control the plasmid phph-1 (Roche, Risch, 
Switzerland) and as a positive control the plasmid pAN7-1 
 (  27  )  are used (see  Notes 15  and  16 ).  

    5.    To determine the regeneration ability of the spheroplasts, to 
one aliquots of spheroplasts 40  μ L of sterile water instead of 
DNA are added.  
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    6.    After addition of DNA or water, the spheroplasts are incubated 
for 30 min on ice.  

    7.    Subsequently, 50  μ L PEG is added, carefully mixed, and incu-
bated for 20 min on ice.  

    8.    The reaction batch is transferred into 5 mL PPN tubes. 2 mL 
PEG in 500  μ L steps are added and incubated for 30 min on 
ice followed by incubation for 10 min at RT.  

    9.    After an addition of 4 mL STC, the samples are gently mixed.  
    10.    800  μ L aliquots of the transformation mixture are mixed with 

4 mL overlay-agar (transformation medium with 0.5% agar 
instead of 1.2% agar, including selection marker), mixed brie fl y 
and transferred to a petri dish containing the transformation 
medium (including selection marker).  

    11.    Regeneration control: 1 mL of each dilution series (10 −1 –10 −6  
in STC or H 2 O) are mixed with 4 mL overlay-agar (transfor-
mation medium with 0.5% agar instead of 1.2% agar, without 
selection marker) and transferred to plates with transformation 
medium (without selection marker).  

    12.    After 4 days of incubation at 27°C and continuous light the 
regeneration rate is determined.  

    13.    The regeneration rate (mycelia/10 7  spheroplasts) indicates 
how many spheroplasts are able to form a mycelium. Therefore 
the number of growing colonies is determined which result 
from regenerated spheroplasts. Mycelia that appear on the 
water control plates result from insuf fi cient cell wall digestion 
of the mycelia and must be subtracted from the value of the 
STC batch. The regeneration rate should at least be 0.4%.  

    14.    After 14 days, the positive and negative control is analyzed and 
the transformation ef fi ciency is calculated. The transformation 
ef fi ciency indicates how many transformants occurred per  μ g 
transformed DNA and should be 1–2 transformants/ μ g DNA.  

    15.    Grown colonies are individualized on BMM containing petri 
dishes and incubated at 27°C at constant light to enable an 
increase in size. In parallel, a piece of mycelium is transferred 
to BMM containing petri dishes with a corresponding selec-
tion marker to verify the resistance resulting from the potential 
integration of the DNA of interest.  

    16.    To investigate the selected transformants in more detail, DNA 
is isolated and Southern blot analyses are performed.       

   P. anserina  is accessible to molecular analyses. Wild-type strains, 
randomly selected mutants, and speci fi cally constructed strains can 
ef fi ciently be characterized by molecular techniques relying on the 
speci fi c isolation of DNA, RNA, proteins, and other cellular 
compounds. 

  3.3.  Molecular 
Methods
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  Isolation of DNA from  P. anserina  is performed by a modi fi ed 
protocol of the method described by Lecellier and Silar  (  28  ) .

    1.    Pieces of mycelium are allowed to overgrow the surface of a 
BMM containing petri dish covered with cellophane foil for 
2–3 days at 27°C under constant light.  

    2.    The cultured mycelium is easily harvested by simply scraping it 
from the cellophane foil with a spatula.  

    3.    The mycelium is transferred into a 2 mL microcentrifuge tube 
containing 1 mL TENS.  

    4.    Next the samples are frozen and thawed (liquid nitrogen and a 
water bath at 70°C) three times to destroy the cell walls.  

    5.    Cell debris is sedimented by centrifugation at 18,000 × g, RT 
for 10 min.  

    6.    To precipitate the DNA in solution, the supernatant is trans-
ferred to a fresh 2 mL microcentrifuge tube, mixed with 1 volume 
phenol and centrifuged at 3,300 × g, RT for 5 min.  

    7.    Step 6 is repeated with phenol–chloroform–isoamyl alcohol 
(mixing ratio 25:24:1) and with only chloroform–isoamyl 
alcohol (mixing ratio 24:1) (see  Note 17 ).  

    8.    The DNA is precipitated by adding 1 volume isopropyl alcohol 
(−20°C) to the supernatant and mixed thoroughly.  

    9.    After 20 min centrifugation at 20,000 × g and 4°C the pelleted 
DNA is air-dried before it is dissolved in 100  μ L 0.3 M sodium 
acetate (pH 5.2) at 37°C for 15 min.  

    10.    2 volumes of ethanol (100%, −20°C) are added and incubated 
for 15 min at −80°C. Samples are centrifuged for 20 min at 
20,000 × g and 4°C.  

    11.    The pellet is washed with 200  μ L ethanol (70%, −20°C), 
centrifuged at 20,000 × g, 4°C for 10 min.  

    12.    The pellet is again air-dried and resuspended, depending on 
pellet size, in 30–50  μ L sterile water.      

      1.    Pieces of mycelium are allowed to overgrow the surface of 2–3 
BMM (or M2) containing petri dish for 2–5 days at 27°C 
under constant light.  

    2.    The cultured mycelium is harvested by scraping it from the 
agar (as less agar as possible) with a spatula and transferred in 
2–3  fl asks containing 200 mL CM.  

    3.    Incubation follows for 2–5 days under constant light at 27°C 
by shaking.  

    4.    The mycelia are harvested by  fi ltration through four layers of 
gauze.  

    5.    The mycelia (4–8 g moist mass) are pulverized in liquid nitrogen 
using mortar and pestle (see  Note 18 ).  

  3.3.1.  Isolation of DNA

  3.3.2.  Isolation of RNA
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    6.    The powder is decanted in a SS34 reaction tube (see  Note 19 ) 
and resuspended in ~15 mL GTC/ β  mercaptoethanol by thor-
oughly mixing.  

    7.    After incubation at 60°C for 10 min, the samples are centri-
fuged at 12,000 × g for 10 min (see  Note 20 ).  

    8.    The supernatant is transferred to an ultracentrifuge tube  fi lled 
with 3 mL CsCl solution.  

    9.    Samples are centrifuged 18 h at 200,000 × g and 20°C.  
    10.    The supernatant is carefully removed with a pipette until the 

CsCl cushion is reached and the ultracentrifuge tube is subse-
quently decanted.  

    11.    The RNA, a transparent pellet, is washed with 200  μ L 70% 
ethanol/DMPC-H 2 O.  

    12.    Depending on the size of the RNA pellet the RNA is dissolved 
in 200–800  μ L DMPC-H 2 O and transferred to a microcentri-
fuge tube (see  Note 21 ).  

    13.    The dissolved RNA is added with 1/10 volume 3 M sodium 
acetate (pH 5.0) and 3 volumes ethanol to precipitate the RNA 
at −80°C for at least 30 min.  

    14.    After centrifugation at 20,000 × g, 0°C for 15 min, the RNA 
pellet is washed by adding 70% ethanol/DMPC-H 2 O and cen-
trifuged again at 20,000 × g, 0°C for 15 min.  

    15.    The RNA pellet is air-dried and resuspended, depending on 
pellet size, in 100–300  μ L DMPC-H 2 O at 60°C for max. 1 h.  

    16.    The samples are immediately used or aliquoted and stored at 
−80°C until use (e.g., transcript analyses using Northern blot 
analysis, RT-PCR to investigate the expression of speci fi c gene 
or whole transcriptome analyses).      

      1.    Mycelium from a  P. anserina  strain overgrows the surface of a 
cellophane foil covered M2 (or BMM) containing petri dish 
for 2–3 days at 27°C under constant light.  

    2.    The cultured mycelium is inoculated in  fl asks containing 
200 mL CM which is then incubated for 3 days at 27°C and 
constant light by shaking (see  Note 22 ).  

    3.    The mycelium (1–4 g) is harvested by  fi ltration through two 
layers of gauze (see  Note 23 ).  

    4.    The harvested mycelium is pulverized in liquid nitrogen using 
mortar and pestle (see  Note 24 ).  

    5.    The powder is decanted in a 2 mL microcentrifuge tube and 
resuspended in protein extraction buffer (50  μ L/100 mg pul-
verized mycelium) by 5 min of thorough mixing.  

    6.    The homogenized powder is subsequently centrifuged at 
12,000 × g and 4°C for 10 min to pellet cell debris.  

  3.3.3.  Isolation of Total 
Protein Extract
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    7.    The supernatant is recovered (see  Note 25 ) and protein concen-
tration is determined according to the method of Bradford  (  29  ) .  

    8.    The samples are immediately used or aliquoted and stored at 
−80°C until use.      

      1.    To isolate functional mitochondria according to Gredilla et al. 
 (  30  )  mycelia are inoculated on 5–10 BMM or M2 containing 
petri dishes covered with cellophane foil.  

    2.    After incubation of 2–3 days under constant light and 27°C, 
mycelia are transferred to  fl asks with 200 mL CM (see  Note 22 ).  

    3.    After growing under shaking at 27°C for 2–3 days, the mycelia 
are harvested by  fi ltration through two layers of gauze. 

 The following steps are carried out at 4°C with cooled 
solutions, plastic, and glass wares:  

    4.    In order to disrupt the cell wall, the mycelia (in portions of 
max. 5 g mycelium) are crushed 2 × 15–20 s with at least 1 min 
break in between by glass beads (0.5 mm diameter) in a 
BeadBeater (Roth ® , Karlsruhe, Germany) with Mito buffer 2 
containing 20–50  μ L antifoam dilution (see  Note 26 ).  

    5.    The homogenate is  fi ltered through a nettle cloth, where mito-
chondria are able to pass through while large fragments (e.g., 
hyphae, cell wall) are kept back.  

    6.    The  fi ltrate is split into two GSA centrifuge tubes. After cen-
trifugation at 600 × g, 4°C for 10 min, smaller fragments are 
 fi ltered through glass wool stuffed funnels and transferred to 
SS34 centrifuge tubes.  

    7.    The mitochondria are pelleted by centrifugation at 12,000 × g 
at 4°C for 20 min.  

    8.    The supernatant, which includes cytoplasmic proteins, is ali-
quoted (500  μ L to 10 mL, depending on the concentration).  

    9.    The pelleted mitochondrial fraction, which also contains vacu-
oles, is dissolved in 1 mL Mito buffer 1, transferred to 1.5 mL 
microcentrifuge tubes for sedimentation of particulate material 
for 2–3 min.     

 At this point, the mitochondrial fraction can be puri fi ed in two 
different ways: The differential centrifugation allows isolation of 
functional mitochondria, which can be used for physiological mea-
surements. Ultrapure mitochondrial samples for Western Blot 
analysis and activity measurements are isolated by sucrose gradient 
to separate mitochondria from vacuoles. These samples are strongly 
reduced in physiological function. 

  Differential centrifugation protocol 

    1.    The mitochondrial supernatants are transferred to SS34 cen-
trifuge tubes, which are  fi lled up to a ¾ volume with Mito 
buffer 1.  

  3.3.4.  Isolation 
of Mitochondria
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    2.    After centrifugation for 20 min at 15,000 × g and 4°C, the 
supernatants are discarded.  

    3.    The pellet is composed of two components, an interior part 
(dark brown vacuoles) and an exterior part where mitochon-
dria are enriched. The vacuoles are removed ( see   Note 27 ) and 
the mitochondria are dissolved without generating air bubbles 
in Mito buffer 1 (maximum volume: 300–600  μ L).     

  Sucrose gradient centrifugation protocol: 

    1.    The mitochondrial supernatants are transferred to SS34 cen-
trifuge tubes which are  fi lled up to a ¾ volume with Mito 
buffer 1.  

    2.    After centrifugation for 20 min at 15,000 × g and 4°C, the 
supernatants are discarded.  

    3.    The pellet is dissolved in 1 mL Mito buffer 1, transferred on 
top of the sucrose gradient (4 mL 50%, 4 mL 36%, and 2 mL 
20% sucrose solution) and centrifuged for 60 min at 
100,000 × g, 4°C.  

    4.    The mitochondria, visible as a “milky” band in the middle of 
the centrifugation tube, are pipetted off the sucrose gradient 
and transferred to a fresh SS34 centrifuge tube, which is then 
 fi lled up to a ¾ volume with Mito buffer 1 to wash the 
sucrose away.  

    5.    After centrifugation at 4°C, 15,000 × g for 20 min, the mito-
chondria are dissolved free from air bubbles in Mito buffer 1 
(maximum volume: 300–600  μ L).  

    6.    Protein concentration of the cytoplasmic and mitochondrial 
fraction is measured according to the method of Bradford 
 (  29  ) . The samples are immediately used or aliquoted and 
stored at −80°C until use.      

      1.    Mycelia from  P. anserina  are allowed to overgrow the surface 
of 2 BMM petri dishes covered with cellophane foil, followed 
by incubation at 27°C under constant light for 2–3 days.  

    2.    The cultured mycelia are inoculated in 2 CM containing  fl asks 
(150 mL CM) which are incubated for 4 days at 27°C under 
constant light without shaking (see  Note 28 ).  

    3.    After incubation the liquid CM medium is separated from 
the mycelium by  fi ltration though gauze (see  Note 29 ) and 
enriched by using  fi lter tubes (Amicon Ultra-15, Ultracel-3k, 
Millipore™ GmbH, Schwalbach, Germany).  

    4.    Supernatants are mixed with protease inhibitor cocktail (PIC, 
1:100 dilution) to prevent protein degradation and aliquoted 
into 2 mL microcentrifuge tubes.  

    5.    The secreted proteins are precipitated by adding 2 volumes of 
ethanol and 2 volumes of acetone at −20°C for 2 days, and 
then centrifuged at 4°C and 20,000 × g for 30 min.  

  3.3.5.  Isolation of Secreted 
Proteins
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    6.    1 mL desalinization solution is added to the pellets and mixed 
thoroughly for 1 min. The samples are incubated over night 
at −20°C.  

    7.    The desalting procedure ( step 6 ) is repeated twice.  
    8.    Pellets are dried and resuspended 30–50  μ L protein extraction 

buffer at RT.  
    9.    Protein concentration is measured according to the method of 

Bradford  (  29  ) . The samples are stored at −80°C until use.       

   The described enzyme activities can be measured spectroscopically. 
However, the advantage of measuring the activity “in-gel” is the 
possibility to dissect the different enzymes by separating them in a 
native acrylamide gel. Since  P. anserina  has different SODs and 
catalases, the “in-gel” activity assay allows the assignment of the 
activity to the different isoenzymes. 

  “In-gel” SOD activity assay  
 For staining of the gels, nitro blue tetrazolium chloride (NBT), 
ribo fl avin and tetramethylenediamine (TEMED) as well as dimeth-
ylformamide are used as described  (  31  ) .

    1.    Following resolving and stacking gel were used: 
  Resolving gel (10%):  3.3 mL 30% acrylamide (acrylamide–bisacryl-
amide 27.5: 1), 2.2 mL 1.5 M Tris–HCl (pH 8.9), 4.5 mL 
H 2 O, 50  μ L 10% APS (0.01 g/100  μ L H 2 O), 16.7  μ L TEMED 
(see  Note 30 ). 
  Stacking gel (5%):  850  μ L 30% acrylamide (acrylamide–bisacryl-
amide 27.5: 1), 850  μ L 1.5 M Tris–HCl (pH 8.9), 3.3 mL 
H 2 O, 50  μ L 10% APS (0.01 g/100  μ L H 2 O), 5  μ L TEMED 
(see  Note 30 ).  

    2.    75–150  μ g protein samples are loaded on a native acrylam-
ide gel (5% stacking gel, 10% resolving gel) and separated 
electrophoretically at 100 V and RT in native running buffer 
until the dye of the native loading dye has reached the bottom 
of the gel.  

    3.    Next the gel is rinsed with a 0.1 M potassium phosphate buffer 
(pH 7.8) before incubated in the dark for 20 min on a rocking 
platform in 10 mL potassium phosphate buffer with 400  μ L 
NBT solution (50 mg/mL NBT, dissolved in 70% dimethyl-
formamid) (see  Note 31 ).  

    4.    Subsequently the solution is discarded and the gel is soaked in 
10 mL potassium phosphate buffer supplemented with 10  μ L 
TEMED and 200  μ L ribo fl avin solution (1 mg/mL ribo fl avin, 
dissolved in 0.1 M potassium phosphate buffer) (see  Note 32 ). 
Incubation occurs in the dark for 20 min on a rocking 
platform.  

  3.4.  Physiological 
Studies

  3.4.1.  “In-Gel” Enzyme 
Activity Assay
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    5.    Thereafter, the gel is illuminated on a light table for 5–10 min 
to initiate the photochemical reaction. Regions of SOD activity 
remain white while the rest of the gel becomes dark purple.  

    6.    When the bands have appeared, the gel is washed with water 
and imaged by scanning (see  Note 33 ).     

  “In-gel” catalase activity assay  
 The “in-gel” catalase staining method is done as previous described 
by Woodbury et al.  (  32  ) .

    1.    Following resolving and stacking gel were used: 
  Resolving gel (10%):  3.3 mL 30% acrylamide (acrylamide–bisacryl-
amide 27.5: 1), 2.2 mL 1.5 M Tris–HCl (pH 8.9), 4.5 mL 
H 2 O, 50  μ L 10% APS (0.01 g/100  μ L H 2 O), 16.7  μ L TEMED 
(see  Note 30 ). 
  Stacking gel (5%):  850  μ L 30% acrylamide (acrylamide–
bisacrylamide 27.5: 1), 850  μ L 1.5 M Tris–HCl (pH 8.9), 
3.3 mL H 2 O, 50  μ L 10% APS (0.01 g/100  μ L H 2 O), 5  μ L 
TEMED (see  Note 30 ).  

    2.    The secreted protein samples are loaded on a native acrylamide 
gel and separated electrophoretically at 70 V and 4°C over-
night (15 h) in native running buffer.  

    3.    Following the electrophoresis, the gel is washed three times 
15 min in water and incubated in a 900  μ M H 2 O 2  solution for 
10 min in the dark on a rocking platform.  

    4.    Subsequently, the gel is transferred into 30 mL freshly pre-
pared solution containing 2% ferric chloride (FeCl 3 ) and 2% 
potassium ferricyanide (K 4 (Fe(CN) 6 )).  

    5.    The gel tray is gently agitated over a light table until a green 
color appears in the gel.  

    6.    After rinsing the gel with water, it is documented for further 
analysis.      

  Quantitative photometric measurement of H 2 O 2  degradation is 
performed in quartz glass cuvettes by quantifying the absorption at 
240 nm in intervals of 10 s for a total of 10 min.

    1.    The cuvette is loaded with 300  μ L of a 10 mM potassium 
phosphate buffer (pH 7.0) and 100  μ L of a 300 mM H 2 O 2  
solution dissolved in 10 mM potassium phosphate buffer 
are added.  

    2.    After reaching a constant absorption, 100  μ L of a 0.02  μ g/ μ L 
protein solution, dissolved in 10 mM potassium phosphate 
buffer, is added.  

    3.    The percentage absorption decrease ( Δ Abs) at 240 nm per 
time, representing the catalase activity, is calculated based on 
the amount of the linear slope after addition of the protein 
solution (catalase activity =  Δ Abs/ μ g protein × s).      

  3.4.2.  Photometric 
Measurement of Catalase 
Activity
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  Oxygen consumption is measured using Clark type electrodes. In 
principle the measurement is based on the electrochemical reduc-
tion of oxygen at a negatively polarized electrode. These electrodes 
can be purchased from e.g., Rank Brothers Ltd (Cambridge, 
England). A special high-resolution respirometer is produced by 
the Oroboros company (OROBOROS ®  INSTRUMENTS GmbH, 
Innsbruck, Austria), allowing the highly sensitive measurement of 
oxygen  fl ux rates of less than 1 pmol/s cm 3 . This is especially rel-
evant if the oxygen consumption of isolated mitochondria is 
determined. 

 To assess mitochondrial function, especially impairments in the 
respiratory chain, mitochondria with intact inner mitochondrial 
membrane preserving the membrane potential, have to be isolated. 
To demonstrate the intactness of the mitochondria, “state 4” (oxy-
gen consumption of isolated mitochondria in the absence of ADP 
and inhibitors, basal respiration rate) and “state 3” (oxygen con-
sumption of isolated mitochondria in the presence of ADP, maxi-
mal oxygen consumption rate associated with ATP production) 
respiration rates are measured. If the membrane potential is pre-
served, electron transport should lead to the oxidative phosphory-
lation of ADP. In “state 4” by addition of a substrate to the 
mitochondria, the formation of reducing equivalents (NADH + H + , 
FADH 2 ) is stimulated. By introducing “state 3” through the addi-
tion of ADP, ATP production and thus the activity of the respira-
tory chain is promoted. In “state 3,” compared to “state 4,” there 
is an increased oxygen uptake, due to improved oxygen consump-
tion caused by the production of ATP. 

 Before measurement, the oxygen electrode has to be calibrated 
according to manufacturer’s instructions (e.g., regular replacement 
of te fl on membrane, measurement of basal line after complete 
removal of oxygen by sodium dithionite). 

 The measurement of the oxygen consumption in the presence 
of KCN (inhibitor of cytochrome c oxidase, complex IV) or SHAM 
(salicylhydroxamic acid, inhibitor of the alternative oxidase AOX) 
allows a deduction on the composition of the respiratory chain. 
For example, copper-de fi ciency leads to the activation of PaAOX, 
which is able to replace the copper-containing complex IV as alter-
native terminal oxidase. 

  Oxygen measurement 

    1.    300  μ g mitochondria are loaded with the oxygen buffer in a 
cuvette.  

    2.    The cuvette is sealed free of air and the recording is started. The 
decrease in oxygen concentration of the buffer will be recorded 
until a constant oxygen consumption rate is reached.  

    3.    Then, pyruvate/malate as substrates are added ( fi nal concen-
tration: 20 mM/5 mM) and “state 4” respiration is recorded.  

  3.4.3.  Oxygen 
Measurements 
of Physiologically 
Coupled Mitochondria
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    4.    As soon as a constant value is reached, ADP is added ( fi nal 
concentration: 300  μ M), to trigger “state 3” respiration.  

    5.    As soon as a constant value is reached, SHAM ( fi nal concentra-
tion: 4 mM) is added to inhibit the AOX or KCN ( fi nal con-
centration: 2 mM) to inhibit COX (see  Note 34 ).  

    6.    The ratio of the oxygen uptake of “state 4” and “state 3” is set 
at 100%. The oxygen uptake during inhibition of COX or the 
AOX is assigned accordingly.        

 

     1.    After the medium is cooled to 60°C, biotin, thiamine, and 
micronutrient stock solution is added to the medium, because 
the nutrient solutions are not heat resistant. Solutions are 
stored at 4°C.  

    2.    Due to evaporation during sterilization the density is altered 
and is set with DMPC-H 2 O to the refraction index of 1.400.  

    3.    The desalinization solution is stored at −20°C. After prolonged 
storage of the solution ice crystals can occur, indicating that 
the concentration of acetone is too low due to evaporation. 
The solution has to be prepared freshly.  

    4.    GTC without  β  mercaptoethanol is stable for 3 months. After 
adding 0.2 M  β  mercaptoethanol, buffer is stable for 
1 month.  

    5.    Add CHAPS and DTT after sterilization or just before use. 
Optionally, Protease Inhibitor Cocktail (PIC Set IV 
(Calbiochem Merck, Darmstadt, Germany)) at a 1:100 dilu-
tion is added.  

    6.    Senescent mycelium kept in the refrigerator returns to a 
juvenile state.  

    7.    The dissection pin is sterilized in the  fl ame of a Bunsen burner 
and subsequently cooled down in the agar of an agar plate.  

    8.    Dilute the spermatia suspension 1:1 with sterile water.  
    9.    Alternatively, petri dishes containing 30 mL M2 can also be 

used.  
    10.    Glucanex (Novo Nordisk, Bagsværd, Denmark) contains a 

glucanase, extracted from the fungus  Trichoderma harzianum , 
and is used in the wine production to improve clari fi cation and 
 fi ltration. In  P. anserina , it digests the cell wall.  

    11.    The mycelium must be carefully scraped from the medium 
without transferring too much agar medium into the liquid 
medium.  

  4.  Notes
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    12.    Before the mycelium is added to the glucanex/TPS suspension, 
the suspension must  fi rst be sterilized by  fi ltration.  

    13.    If the cell walls are not suf fi ciently digested, the mycelium must 
be incubated longer in the glucanex suspension, but not more 
than 2.5–3 h of incubation.  

    14.    When the spheroplasts are used immediately, we achieved good 
regeneration rates. However, during prolonged storage at 
−80°C, the cells lose the ability to regenerate.  

    15.    phph-1 (Roche, Risch, Switzerland), a plasmid which contains 
the hygromycin resistance marker but with a frame-shift that 
leads to a nonfunctional gene expression. This plasmid serves 
as a negative control.  

    16.    pAN7-1, a plasmid which contains a hygromycin B resistance 
cassette from  Escherichia coli   (  27  )  and therefore serves as a 
positive control.  

    17.    Isoamyl alcohol is used for a clear phase separation.  
    18.    Do not allow thawing, otherwise RNA-degrading enzymes are 

active.  
    19.    Optionally, the pulverized mycelia can be stored at −20°C for 

some hours until all samples are harvested and pulverized.  
    20.    In the meanwhile, the ultracentrifuge tubes are  fi lled with 

3 mL CsCl solution.  
    21.    RNA pellet is easier and completely dissolved when incubated 

at 60°C.  
    22.    Senescent cultures are inoculated in Fernbach  fl asks (150 mL 

CM) and incubated for 4–5 days at 27°C and constant light 
without shaking.  

    23.    To remove the remaining liquid medium, which dilutes the 
sample, the mycelium was patted dry with tissues.  

    24.    Do not allow thawing, otherwise proteases are activated again 
and proteins would be degraded.  

    25.    If required, supernatant is centrifuged again to ensure com-
plete removal of cell debris.  

    26.    It is important to avoid air bubbles which can damage the mito-
chondria. Antifoam is a reagent which prevents air bubbles.  

    27.    The vacuoles are removed by scraping this part of the pellet off 
and take it off with a pipette tip.  

    28.    Incubation in liquid medium follows without shaking to pre-
vent cell damage and consequential resultant contamination 
with total cell extract.  

    29.    Do not squeeze the mycelia due to contaminations with total 
cell extract.  
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    30.    APS and TEMED are added shortly before casting the gels 
because the polymerization will start after addition.  

    31.    Always prepare the NBT solution fresh just before use.  
    32.    Always prepare the ribo fl avin solution fresh just before use.  
    33.    Staining and activity bands will intensify over the next 1–4 days.  
    34.    Be careful by handling with SHAM and KCN, because both 

substances are very toxic.          
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    Chapter 30   

 Assessing Chronological Aging in  Saccharomyces cerevisiae        

     Jia   Hu   ,    Min   Wei   ,    Mario   G.   Mirisola   , and    Valter   D.   Longo         

  Abstract 

  Saccharomyces cerevisiae  is one of the most studied model organisms for the identi fi cation of genes and 
mechanisms that affect aging. The chronological lifespan (CLS) assay, which monitors the survival of a 
non-dividing population, is one of the two methods to study aging in yeast. To eliminate potential artifacts 
and identify genes and signaling pathways that may also affect aging in higher eukaryotes, it is important 
to determine CLS by multiple methods. Here, we describe these methods as well as the assays to study 
macromolecular damage during aging in yeast, with a focus on genomic instability.  

  Key words:   Aging ,  Caloric restriction ,  Genomic instability ,  Mutation frequency    

 

 Studies using the  Saccharomyces cerevisiae  aging model have 
uncovered lifespan regulatory pathways that are partially conserved 
in higher eukaryotes. Here, we describe the standard procedures 
used to study chronological aging/senescence in yeast. We high-
light the importance of utilizing multiple approaches to analyze 
yeast chronological lifespan (CLS) to rule out system bias and 
identify genes and signaling pathways that may also affect aging in 
higher eukaryotes. The methods described here provide straight-
forward approaches to determine CLS and genomic integrity while 
avoiding the artifacts that can be caused by the accumulation of 
toxic levels of acids in the medium or the regrowth of subpopula-
tion of cells within the nondividing cultures.  

  1.  Introduction
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  ●     Dextrose (20%, w/v) stock solution.  
  Sterile 18.2 M  ● Ω ·cm ultrapure water; used for media prepara-
tion, serial dilution, and survival analysis in water experiments.  
  Synthetic complete dextrose (SDC) medium (Table   ● 1 ). 
Medium is prepared without glucose. After sterilization by 
autoclaving, glucose is added at the desired level. For SDC 
solid medium, add 20 g/L Bacto™ Agar.   

  2.  Materials

  2.1.  Common 
Materials

   Table 1 
  Synthetic complete glucose (SDC) medium   

 Component  g/L 

  D -Glucose  20 

 Ammonium sulfate  5 

 Nitrogen base (-AS/-AA)  1.8 

 NaH 2 PO 4   1.4 

 mg/L 

 Adenine  80 

  L -Arginine  40 

  L -Aspartic acid  100 

  L -Glutamic acid  100 

  L -Histidine  80 

  L -Isoleucine  60 

  L -Leucine  120 

  L -Lysine  60 

  L -Methionine  80 

  L -Phenylalanine  60 

  L -Serine  400 

  L -Threonine  200 

  L -Tryptophan  80 

  L -Tyrosine  40 

  L -Valine  150 

 Uracil  80 

  SDC  (  18  )  is supplemented with a four-fold excess of histidine, 
leucine, tryptophan, and uracil to compensate the auxotro-
phies in the DBY746 strain. Similar supplementations should 
be carried out based on the autotrophies of the genetic back-
ground used. Adjust to pH 6.0 with NaOH.  
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  Synthetic complete (SC) medium with various carbon sources:  ●

SC medium without carbon source; SC medium supplemented 
with low glucose (e.g., 0.5%, w/v) or other carbon sources 
such as ethanol (e.g., 0.8%, w/v), glycerol (1–3%, w/v), or 
acetic acid (10–100 mM).  
  Amino acid dropout media: ●

   SDC Arg− Can+ medium for Can  – r  frequency assay: SDC 
without arginine, with  L -canavanine sulfate (60  μ g/mL).  
  SDC Arg− Can+ 5FOA+ medium for gross chromosomal  –
rearrangement (GCR) frequency assay: SDC without argi-
nine,  L -canavanine sulfate (60  μ g/mL), and 5- fl uoroorotic 
acid (5FOA, 1 mg/mL).  
  SDC Trp− medium for Trp  – +  reversion and in situ viability 
assay: SDC without tryptophan.  
  SDC Lys− medium for frame-shift mutation frequency  –
assay: SDC without lysine.  
  SC His− Gal+ medium for homologous/homeologous  –
recombination frequency assay: SC without histidine, with 
galactose (2%, w/v).     

  Yeast extract peptone dextrose (YPD) medium: 10 g/L Bacto™  ●

Yeast Extract, 20 g/L Bacto™ Peptone, 20 g/L Bacto™ Agar. 
Dissolve in water (up to 900 mL). Autoclave and add glucose 
stock (20%) to a  fi nal concentration of 2%. Mix well and pour 
the plates.  
  Yeast strain: DBY746   ● MAT  α   leu2 -3,112  his3  Δ 1  trp1 -289a 
 ura3 -52 GAL+.      

 

      1.    From the frozen stock, streak strain of interest onto a YPD 
plate. Incubate the plate at 30°C for 2–3 days. Inoculate a sin-
gle colony into 1–2 mL synthetic complete dextrose medium 
(SDC) and incubate overnight with shaking (220 rpm) at 30°C 
(see  Note 1 ).  

    2.    Dilute the overnight culture into fresh SDC medium (usually 
10 mL) to OD 600 : ~0.1 (~1:100 dilution) and incubate with 
shaking (220 rpm) at 30°C (see  Notes 2  and  3 ). This time point 
is considered day 0 of the chronological aging. Note that the use 
of aluminum foil caps (Fig.  1 ) minimizes evaporation and also 
reduces exposure of culture to oxygen (see  Notes 4  and  5 ).   

    3.    Starting at day 3, remove two aliquots of 10  μ L from the  fl ask, 
dilute 10,000 times in sterile water, plate 10  μ L of the diluted 

  3.  Methods

  3.1.  Yeast CLS 
in Liquid Culture
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culture (i.e., 10 4 –10  μ L) onto YPD plates every 2 days (see 
Note 6). Incubate plates at 30°C for 2–3 days and count 
 colony forming unit (CFU).  

    4.    The day 3 CFU number is considered to be the 100% survival. 
Dilution factors of aging culture in the subsequent days should 
be adjusted to ensure ~20–100 colonies per plate can be 
counted (e.g., 10 4 –10, 10 4 –30, and 10 3 –10  μ L). For wild-type 
cells (DBY746 background), the culture reaches the 50% sur-
vival by days 6–7 and 1% survival around day 11; for the 
BY4741 background the 50% survival is reached after approxi-
mately 15 days (see  Note 7 ).      

  Fig. 1.    Yeast chronological lifespan (CLS) analyses. Inoculate freshly streaked colony into 1 mL SDC medium and let grow 
overnight. ( a ) For a typical liquid SDC CLS analysis, the overnight cultures are diluted (1:100) in to fresh SDC medium to a 
 fi nal volume of 10 mL (with  fl ask to culture volume of 5:1). This time point is considered day 0. Every 2 days, aliquots from 
the culture are properly diluted and plated onto YPD plates for Colony Forming Units (CFUs) evaluation. Viability at day 3, 
when the yeast had reached the stationary phase, is considered to be the initial survival (100%). Representative results of 
chronological survival of the wild-type (DBY746),  sch9  Δ ,  tor1  Δ , and  ras2  Δ  are shown (replotted from Wei  (  1  ) ). ( b ) For 
extreme CR/starvation, cells from 3-day-old SDC culture are washed three times with sterile water and resuspended 
in water. Every 2–4 days, cells from the water cultures are washed to remove nutrients released from dead cells. 
( c ) Chronological survival on solid medium. Day 1 SDC cultures are diluted and plated onto agar plates (extreme calorie 
restriction) or tryptophan dropout (SC-TRP) plates. Plates are incubated at 30°C for the duration of the assay. Every 2 days, 
one plate from each set is retrieved and appropriate nutrients are added to allow growth.       
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  This water assay for CLS serves three purposes: (1) it prevents any 
regrowth (GASP) which would invalidate the CLS assay ( see  
 Note 7 ); (2) it allows the assessment of CLS independently of the 
composition and age-dependent modi fi cation of the extracellular 
medium; (3) it serves as a way to assess survival under extreme 
calorie restriction condition, which represents a starvation environ-
ment frequently encountered by microorganisms.

    1.    Proceed as in steps 1– 3  in Subheading  3.1 .  
    2.    Remove conditional medium by centrifuging (1,400 ×  g  for 

5 min) at room temperature.  
    3.    Wash the cell pellet with sterile water (equal volume as the 

original culture) three times.  
    4.    Resuspend cell pellet in water (equal volume as the original 

culture), incubate with shaking (220 rpm) at 30°C.  
    5.    Every 2 days, aging culture must be washed with sterile water 

and resuspended in equal volume of water to remove any nutri-
ents or metabolites (see  Note 8 ). Attention should be paid to 
aseptic practices as water cultures are particularly prone to con-
tamination during the advanced phases of survival.  

    6.    Perform viability assay by sampling the aging culture as 
described in Subheading  3.1 . This starvation condition will 
lead to a doubling of mean CLS in the wild-type DBY746 
strain  (  1  ) .      

  The in situ viability system that utilizes the auxotrophy of the 
DBY746 strain ( trp 1) circumvents the regrowth/GASP problem 
mentioned above and can be used to test the effect of constant 
exposure to the selected external nutrients or stimuli on yeast CLS 
 (  2  ) . This in situ viability assay is also more closely related to the 
yeast replicative lifespan (RLS) model where cells are constantly 
exposed to abundant nutrients for the duration of lifespan analysis 
(see Note 9). The tryptophan de fi ciency was selected since it is one 
of the de fi ciencies that does not result in reduction of CLS due to 
starvation.

    1.    Proceed as in steps 1– 3  in Subheading  3.1 .  
    2.    Dilute the culture with sterile water to 100–200 cell/10  μ L 

(usually 10 4 -fold dilution of the day 3 culture) and 
1,000 cells/10  μ L (10 3 -fold dilution).  

    3.    Plate two aliquots of 10–30  μ L of diluted culture onto one 
tryptophan dropout SDC plate. For each strain, prepare a set 
of 8–20 plates and labele according to plating density (e.g., 
10 4 -fold diluted, plate 10  μ L or 10 4 -10, 10 4 –30, 10 3 –10, and 
10 3 –30  μ L), which ensures that 10–100 colonies can be 
counted in anticipation of decreasing viability during aging.  

    4.    Incubate the plate set at 30°C for the duration of the lifespan 
analysis (see  Note 10 ).  

  3.2.  Yeast CLS in Water

  3.3.  Yeast CLS on Solid 
Medium
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    5.    On the day of plating and every 2 days subsequently, remove 
one plate and slowly and drop-wise add 0.5 mL tryptophan 
(2 mg/mL) to allow viable cells to grow. Incubate the plate at 
30°C for additional 2–3 days. Record the CFU as the viability 
of  the day of tryptophan addition. The CFU on day 3 is con-
sidered 100% survival.     

 Variations of in situ viability assay:

    1.    For extreme calorie restriction conditions, age cells on agar 
plates ( see  Subheading  3.2 ). Add 1 mL 2× YPD instead of tryp-
tophan on subsequent days to allow growth and CFU count.  

    2.    For carbon source-speci fi c growth conditions, age cells on 
plates with tryptophan dropout synthetic complete medium 
but with various carbon sources, e.g., various concentrations of 
glucose (calorie restriction by glucose limitation, e.g., 0.5 or 
0.05% vs. the standard 2% glucose), various carbon sources such 
as ethanol, glycerol, acetic acid, can be used in place of glucose 
 (  3  ) . Add 1 mL glucose/tryptophan solution (20% glucose and 
1 mg/mL tryptophan) to allow growth and CFU count.      

   Canavanine resistance (Can   r   ) . Mutations in the plasma membrane 
arginine permease (CAN1/YEL063) render cells resistant to the 
arginine analogue  L -canavanine. Spontaneous frequency of a wide 
variety of mutations can be evaluated by monitoring the frequency 
of canavanine resistance (Can r ) in chronologically aging cultures. 
Sequencing of the CAN1 gene in Can r  colonies collected at differ-
ent time points can provide the age-dependent mutation spectrum 
data (with Mutation Surveyor, SoftGenetics)  (  4  ) . 

  Base substitutions (Trp   +    reversion) . Strains with  trp1 -289 contain an 
amber mutation (C403T) in the  TRP1 /YDR007W coding 
sequence. The frequency of  trp1 -289/wild-type reversion allows 
the estimation of the frequency in base substitutions during yeast 
chronological aging  (  5  ) . 

  Frame-shift mutations . The Lys −  strain EH150 ( MATa ,  lys2  Δ  BglII , 
 trp1 - Δ ,  his3-  Δ  200 ,  ura3-52 ,  ade2-1o ) harbors a  lys2  Δ  Bgl II mutation 
that was constructed by inserting four nucleotides to create a  Bgl II 
restriction enzyme site in the  LYS2  gene. The resulting +4 shift in the 
open reading frame results in auxotrophy for lysine that can be reversed 
by small insertion/deletion mutations  (  6,   7  ) . 

  Gross chromosomal rearrangements (GCRs) .  HXT13 /YEL069C is 
located 7.5 kb telomeric to  CAN1  (YEL063C) on chromosome V. 
Stains carrying  hxt13::URA3  can be used to measure mutation fre-
quency in both  CAN1  and  URA3  genes, which render cells resis-
tance to  L -canavanine and 5- fl uoroorotic acid (5FOA), respectively. 
Considering the low frequency of point mutations that occur in 
both genes, analysis of the Can r  5FOA r  frequency provides an esti-
mation of GCRs by assessing the lack of both genes  (  8  ) . 

  3.4.  Nuclear DNA 
Mutation Frequency 
During Chronological 
Aging
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  Homologous and homeologous recombinations . To monitor the level 
of homologous (100%) and homeologous (91%) recombinations 
during chronological aging, strains harboring  HIS3 ::intron-IR-
 URA3  with either 100% homologous inverted repeats (IRs) 
(pSR406) or 91% homeologous IRs (pSR407) at the  HIS3  locus 
are studied  (  9  ) . Recombination between the IRs allows the expres-
sion of functional His3 protein.

    1.    In parallel to normal viability assay (see Subheading  3.1 ), 
remove an appropriate amount of cells from the aging cultures 
(see  Notes 11  and  12 ).
   (a)    For Can r  mutation, start with ~2 × 10 7  cells (~200  μ L of 

day 3 SDC culture).  
   (b)    For Trp +  reversion, start with ~10 8  cells (500–1,000  μ L of 

day 3 culture).  
   (c)    For Lys +  frame-shift mutation, start with ~10 8  cells (500–

1,000  μ L of day 3 culture).  
   (d)    For GCRs, start with 2–3 × 10 8  cells (2–3 mL of day 3 

culture).  
   (e)    For homologous and homeologous recombination, start 

with ~5 × 10 7  cells (200–500  μ L of day 3 culture).      
    2.    Pellet the cells in a bench-top centrifuge (1,400 ×  g  for 5 min).  
    3.    Resuspend cells in 1 mL sterile water, and pellet the cells again.  
    4.    Resuspend cell pellet in 100  μ L of water. Plate cells,

   (a)    For Can r  mutation, on SDC Arg− Can+ plates.  
   (b)    For Trp +  reversion, on SDC Trp− plates.  
   (c)    For Lys +  frame-shift mutation, on SDC Lys− plates.  
   (d)    For GCRs, on SDC Arg− 5FOA+ plates.  
   (e)    For homologous and homeologous recombination, on SC 

His− Gal+ plates (see  Note 13 ).      
    5.    Count CFUs after a 3–4 days’ incubation at 30°C. The muta-

tion frequency is normalized to the number of viable cells (as 
described in Subheading  3.1 ).     

 Complementary to the in situ viability assay (Subheading  3.2 ), 
age-dependent Trp +  reversion, Lys +  frame-shift mutation, recom-
bination, or Can r  can also be studied in cells aged on plates.

    1.    Proceed as step 1– 3  in Subheading  3.2 .  
    2.    Suspend cells in water at ~10 8  cells/100  μ L. Plate 20–200  μ L 

of cells suspension on to Trp-, Lys-, His-dropout, or Can+ 
SDC plates.  

    3.    Incubate plates at 30°C for the duration of the CLS assay.  
    4.    Every 2 days (or at the time point of interest), score the newly 

emerging colonies.  



470 J. Hu et al.

    5.    Mutation frequency is estimated by normalizing newly emerging 
colonies to the total number of viable cells of the speci fi c day 
(as described in Subheading  3.2 ).       

 

     1.    CLS assay should be carried out using freshly streaked cells. 
Master plates should be kept at 4°C and plates >1 week old 
should be discarded. Three inoculums from independent colo-
nies should be prepared for each strain to provide biological 
replicas.  

    2.    Maintain a 1:5 ratio of culture/ fl ask volume (e.g., 10 mL cul-
ture in a 50 mL  fl ask) to ensure proper mixing and aeration.  

    3.    The standard CLS in liquid culture can be augmented to study 
the effects of various nutrients on chronological aging. For 
example, dilution of overnight culture in glucose-limited SC 
medium (e.g., 0.5 or 0.05% glucose instead of the standard 2% 
in SDC) leads to lower population saturation density on day 3, 
but much extended mean (50% survival) and maximal (10% 
survival) lifespans.  

    4.    The uses of different  fl ask closures greatly affect aeration, evap-
oration rate, and metabolism of microorganism cultures  (  10–
  12  ) . The commonly used loose plastic cap and cotton plugs 
result in high evaporation rate under the standard shaking 
speed. Due to the long-lasting nature of the chronological 
aging study, we chose to use aluminum foil cap (Fig.  1 ), which 
leads to less than 15% volume loss at the end of a typical 
2-weeks long CLS experiment and still allows a level of oxygen 
suf fi cient for cell growth on non-fermentable carbon sources. 
Moreover, the use of plastic caps that allow maximum aeration 
will cause early depletion of ethanol and increased accumula-
tion of acetic acid.  

    5.    Special attention should be paid to culture conditions, such as 
culture density (due to evaporation), acidi fi cation, and accu-
mulation of various metabolites when interpreting experimen-
tal results. In a typical CLS experiment, accumulation of 
metabolites leads to medium acidi fi cation  (  13,   14  ) . Depending 
on the culture volume, shake speed, type of  fl ask closure, and 
strain of interest, the pH of the medium normally drops from 
6 to 3–4. Constant adjustment of pH by addition of NaOH or 
buffer solution (e.g., MES) is  not  recommended since it often 
leads to regrowth/GASP.  

    6.    For short-lived strains, daily assessment of viability is recom-
mended. Viability can also be con fi rmed by live/dead staining, 
e.g., FUN1 (Invitrogen). Dot assay could also be used to 

  4.  Notes
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obtain the approximate survival rate of an aging culture as an 
initial estimation of viability and lifespan  (  15  ) .  

    7.    In the liquid culture, a small fraction of the surviving cells may 
reenter the cell cycle using the remaining nutrients or those 
released from lysed dead cells to proliferate, a phenotype termed 
regrowth or GASP (growth advantage in stationary phase). This 
phenotype is often associated with increased oxidative stress and/
or decreased protection in the cell  (  14,   16  ) . We de fi ne regrowth 
as an increase in viability or stabilization in viability for three con-
secutive samplings in the high mortality phase during chrono-
logical aging. CLS analysis in water or on plate can eliminate the 
complication of regrowth (see Subheadings  3.2  and  3.3 ).  

    8.    During yeast chronological aging, dead cells lyse and release 
nutrients. Accumulation of various metabolites affects extra- 
and intracellular pH, signaling, and viability of yeast. 
Intermittent wash of aging culture removes metabolites whose 
generation may be strain-speci fi c and reduces potential system-
atic bias such as selecting cells resistant to media acidi fi cation 
or acetic acid cytotoxicity.  

    9.    The survival curve of approximately 200 wild-type DBY746 
cells plated on SC Trp− plates supplemented with 2% glucose 
is reminiscent of that in the standard liquid SDC medium  (  3  ) . 
However, certain amino acid auxotrophy may lead to a dra-
matic reduction of chronological survival, which may be strain 
speci fi c. For example, survival of DBY746 is much reduced on 
SDC Leu− plates.  

    10.    Water loss due to evaporation could pose a problem for the 
long-term in situ chronological aging study. Every 2–4 days, 
dropwise add 0.5–1.0 mL sterile water to each plate and return 
the plates to incubator without disturbance.  

    11.    Percoll density gradient fractionation can be used to isolate 
quiescent and non-quiescent cells to evaluate their contribu-
tion in nuclear DNA mutations in chronologically aged cells 
 (  4,   17  ) .  

    12.    Age-dependent mutation frequency varies greatly depending 
on the strain background, genetic manipulation, culture con-
ditions, as well as regrowth/gasp and extremely low survival. 
Preliminary experiments should be carried out to determine 
the mutation frequency range before performing the full-scale 
lifespan analysis. Multiple biological replicas should be included 
in the study; and, both liquid and in situ viability/mutation 
assays should be carried out to corroborate the results.  

    13.    Galactose is used to induce the expression of  HIS3  in the 
recombination frequency assay. For strains with slow growth 
on galactose, after overnight incubation at 30°C, drop-wise 
add 1 mL 20% glucose onto the plates, return plates to 30°C 
incubator.          
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    Chapter 31   

 Assessing Aging and Senescent Decline in  Caenorhabditis 
elegans  : Cohort Survival Analysis       

     Eirini   Lionaki    and    Nektarios   Tavernarakis         

  Abstract 

 The nematode  Caenorhabditis elegans  provides a versatile and expedient platform for the genetic and 
molecular dissection of mechanisms underlying senescent decline and aging. Indeed, pioneering studies in 
this organism revealed the  fi rst genes and pathways directly in fl uencing lifespan. In this chapter, we present 
routine, mainstream methods, developed for monitoring aging and senescent decline in  C. elegans . These 
procedures allow the assessment of lifespan parameters on solid growth media that are typically used for 
rearing nematodes.  

  Key words:   Aging ,   Caenorhabditis elegans  ,  Lifespan ,  Longevity ,  Nematode ,  Senescent decline , 
 Stochastic death ,  Survival analysis    

 

 Aging and senescent decline are global phenomena that affect all 
living organisms. Senescence at the level of the whole organism can 
be broadly de fi ned as the declining ability to maintain homeostasis 
and cope with inevitable spontaneous decay of cells, tissues organs, 
and biological systems, through time. Organismal senescence, or 
aging, involves all the obvious changes associated with old age that 
can be referred to as senescent decline. Although aging is largely 
driven by random and stochastic degenerative processes, it is exten-
sively in fl uenced by both genetic and environmental signals  (  1  ) . 
The  fi eld of aging research has made signi fi cant progress and gained 
increasing attention during the last 50 years; however many mys-
teries still remain unresolved. 

 The roundworm  Caenorhabditis elegans , a tiny (~1 mm total 
length), free-living, soil-dwelling nematode is one of the  fi rst and 
most widely used model organisms for aging research. Under stan-
dard laboratory cultivation conditions (20°C), animals complete a 

  1.  Introduction
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life cycle (egg to sexually mature adult) in 3.5 days. During this 
period, worms go through four successive larval stages (termed 
L1–L4), separated by molting events. After animals reach adult-
hood, they survive for a conveniently short period of about 
2–3 weeks at 20°C.  C. elegans  is easily and inexpensively main-
tained in the laboratory, both on solid and in liquid media, feeding 
mainly on bacteria  E. coli  (monoxenic media), at temperatures that 
range from 15 to 25°C. Because  C. elegans  is a poikilotherm, its life 
cycle and lifespan are greatly in fl uenced by the environmental tem-
perature  (  2,   3  ) . The predominant sexual form is the hermaphro-
dite but males also appear in populations at a low frequency 
(~0.1%), and can be used in genetic crosses. The reproductive 
period of a hermaphrodite lasts for the  fi rst 5 days of adulthood. 
One wild-type adult lays approximately 300 fertilized eggs within 
this period. 

 The body of  C. elegans  is transparent, permitting the detailed 
study of its embryonic and post-embryonic development. The 
complete cell lineage, from zygote to adult has been precisely 
mapped  (  4,   5  ) . An adult hermaphrodite comprises 959 somatic 
cells, all of which are post-mitotic. The  C. elegans  germ line is an 
immortal lineage that gives rise to diploid germ cells, which in turn 
undergo meiotic division and differentiation, producing initially 
sperm and subsequently oocytes. By contrast, the soma of  C. ele-
gans , which is made up of 959 post-mitotic cells, experiences senes-
cent decline, and gradually develops phenotypes that can be easily 
recognized as aging. Typical examples of such phenotypes are a 
decline and then pause of progeny production, progressively slower 
movement, darker hue due to accumulation of fat and the age pig-
ment lipofuscin, reduced ultradian rhythms (feeding and defeca-
tion frequencies), and others. These easily discernible phenotypes, 
coupled with a relatively short lifespan and the capacity to establish 
genetically identical populations through clonal self-reproduction 
make  C. elegans  a particularly useful and convenient organism for 
the study of the biology of aging. Additional, relevant features, 
which bene fi t experimental efforts are the uncomplicated and 
 fl exible genetic manipulation (RNAi, introduction of transgenes, 
gene knock outs), the fully mapped nervous system and the 
extended arsenal of tools for in vivo imaging of cellular and devel-
opmental processes. 

 In this chapter, we describe a well-established method for 
acquiring and processing survival data for the nematode. We pro-
vide detailed information for cohort analysis of animals grown on 
solid growth media, including population synchronization tech-
niques, censoring of death events, recording and analysis of sur-
vival data, and  fi nally construction of survival curves. Alternative 
methods of acquiring survival data suitable for implementation in 
high-throughput and longitudinal studies are described in the 
accompanying chapter (see Chapter   32    ).  

http://dx.doi.org/10.1007/978-1-62703-239-1_32
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    Wormpick: Cut 3 cm of platinum wire (90% platinum, 10%  ●

iridium wire, 0.010 inches diameter; e.g., Tritech Research, 
Los Angeles, CA) and  fl atten one end using pincers or a light 
hammer. Break off the thin part of a glass Pasteur pipette. Melt 
the glass at the site of breakage on a Bunsen burner and attach 
the sharp end of the platinum wire. When using the wormpick 
always sterilize the tip over a  fl ame.  
  Nematode Growth Medium Agar (NGM) plates: For 1 L, add  ●

3 g NaCl, 2.5 g Bacto-Peptone, 0.2 g streptomycin, 17 g agar, 
double distilled (dd) H 2 O up to 975 mL. Add a magnetic stir-
rer in the medium and autoclave it. Let it cool down (with 
stirring) to approximately 55°C and then add 25 mL Phosphate 
Buffer 1 M pH 6.0 (sterile), 1 mL CaCl 2  1 M (sterile), 1 mL 
MgSO 4  1 M (sterile), 1 mL cholesterol 5 mg/mL (sterile) and 
1 mL nystatin 10 mg/mL (sterile). Pour 11.5 mL of NGM 
agar in each plate.  
  Cholesterol stock 5 mg/mL: For 100 mL, add 0.5 g choles- ●

terol in 100 mL of absolute ethanol. Stir to dissolve. Store at 
4°C (see  Note 1 ).  
  Nystatin suspension 10 mg/mL: For 50 mL, add 0.5 g nysta- ●

tin, in 70% ethanol in dd H 2 O. This is going to be a suspen-
sion, so it needs shaking prior to use (see  Note 2 ).  
  Streptomycin stock 100 mg/mL: For 10 mL, add 1 g of strep- ●

tomycin in 10 mL of dd H 2 O. Shake until the streptomycin is 
dissolved. Filer-sterilize the solution and store at 4°C.  
  Phosphate buffer 1 M: For 1 L, add 102.2 g KH  ●

2 PO 4 , 57.06 g 
K 2 HPO 4 , adjust the volume to 1 L with dd H 2 O and 
autoclave.  
  Luria Bertani (LB) medium and agar plates containing strepto- ●

mycin: For 1 L, add 10 g Bacto-tryptone, 5 g yeast extract, 
10 g NaCl. Adjust pH to 7.0 with NaOH, adjust volume to 
1 L with dd H 2 O and autoclave. For LB agar plates add 20 g 
of agar to the previous mixture and a magnetic stirrer prior to 
autoclaving. After autoclaving let the mixture cool down to 
55°C (with stirring when it is LB agar) add 1 mL of streptomy-
cin stock 100 mg/mL and poor into petri dishes (10 mm 
diameter).  
  Petri dishes (60 mm × 15 mm).   ●

  Peristaltic pump.   ●

  Dissecting microscope.   ●

  Incubator for stable temperature.   ●

    ● E. coli  strain OP50-1.     

  2.  Materials
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      1.    Streak the bacterial  E. coli  strain OP50-1 on LB agar plates 
containing the antibiotic streptomycin  (  6  ) .  

    2.    Incubate for 16–18 h at 37°C.  
    3.    Pick a single colony and inoculate 50 mL of LB for ~4–6 h at 

37°C.  
    4.    Disperse 100–200  μ L of OP50-1 culture on a medium plate 

and spread it with the tip of a glass pipette or with a glass 
rod in order to form a circle in the center of the plate surface 
(see  Note 3 ).  

    5.    Incubate the plates at room temperature overnight to allow 
the bacterial lawn to grow before transferring worms to the 
plate.      

      1.    Add  fi ve  (  5  )  L4 larvae on a freshly seeded NGM plate. Prepare 
 fi ve  (  5  )  such plates.  

    2.    Incubate the plates at 20°C (see  Note 4 ).  
    3.    Four days later the plates contain mixed worm population 

from which we can start the lifespan experiment (Fig.  1 , step 1) 
( see   Note 5 ).       

  There are several ways of synchronizing populations to be used in 
the assay. The most common are described in the following para-
graphs, and summarized in Fig.  1  (step 2: a, b, c). 

      1.    Starting from a plate with a well-fed, mixed population (pre-
pared in Subheading  3.2 ) that contains plenty of gravid adult 
worms, embryos are gathered by dissolving the bodies of 
embryo-bearing, gravid adult worms in sodium hypochlorite 
solution (see  Note 6 ).  

    2.    Disperse the egg suspension using a glass pipette in 2–3 seeded 
plates, and allow eggs to hatch for 3 days in a 20°C incubator.  

    3.    By the end of the third day, randomly pick worms (L4 larvae) 
from this synchronous population and transfer them to new plates 
(10–15 worms per plate), to begin the lifespan experiment.     

 Depending on whether or not post-embryonic development is 
included in the lifespan assay, either the day of hatching or the  fi rst day 
of adulthood may be set as day 1 of experiment (Fig.  1 , step 2a).  

  An alternative way of acquiring synchronized embryos is to allow 
gravid adults to lay their eggs for a short period of time (a few 
hours) on freshly seeded plates (Fig.  1 , step 2b).

  3.  Methods

  3.1.  Preparation 
of NGM Plates 
with Bacterial Lawn 
(Seeded Plates)

  3.2.  Choosing Parental 
Worms

  3.3.  Synchronizing 
Populations

  3.3.1.  Egg Preparation 
from Gravid Adults

  3.3.2.  Egg-Laying for 
a Short Period of Time



47731 Lifespan Assessment in C. elegans

  Fig. 1.    Lifespan assay on solid media. The schematic shown here summarizes the protocol, including preparation of the 
parental generation grown under ad libitum conditions, and the subsequent synchronization of experimental populations. 
Three different procedures are depicted: ( a ) Egg preparation by lysing gravid adult worms, ( b ) egg-laying for a few hours 
on freshly seeded plates, and ( c ) manual picking of L4 larvae. Worms are transferred to freshly seeded plates every other 
day during their reproductive period, and every 3–4 days during the post-reproductive period. Death events are recorded 
daily. The acquired survival data are analyzed using GraphPad Prism software and a Kaplan–Meier survival plot is 
constructed.       
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    1.    One day before egg-laying, select L4 larvae (starting from a 
mixed population, see Subheading  3.2 ) and transfer them to 
freshly seeded NGM plates.  

    2.    Let the larvae mature overnight at 20°C, until they start laying 
eggs.  

    3.    Transfer  fi ve adults per plate and let them lay eggs for 3 h.  
    4.    Remove the adults from the plate and let the eggs hatch, to 

begin a synchronous population. When working with the stan-
dard wild-type strain (N2), this procedure will give approxi-
mately 50 eggs/plate (see  Note 7 ). Day 1 of the assay can be 
set as either the day of hatching, or the  fi rst day of adulthood.      

  This type of synchronization is chosen when the duration of the 
post-embryonic development period is not included in the assay. 
L4 animals are selected from mixed populations (prepared in 
Subheading  3.2 ). Pick with a platinum wire and transfer to sepa-
rate plates to start the experiment. Day 1 of this experiment will be 
the  fi rst day of adulthood (Fig.  1 , step 2c).   

  An adequately sized population for a lifespan assay typically includes 
about 100 animals (see Note 8). Usually, experiments are started 
with populations of more than 100 worms, because it is expected 
that about 20% of animals will be removed from the assay later on 
as “censored” (see Subheading  3.5.3 ).

    1.    Prepare ten freshly seeded plates per worm population/strain 
(see  Note 9 ).  

    2.    Transfer 10–15 worms per plate.  
    3.    Annotate plates with numbers from 1 to 10, in order to follow 

worms on each plate separately (see  Note 10 ).  
    4.    Prepare a chart where the number of alive, dead, and censored 

worms will be noted each day.      

  In summary, this part of the experiment includes the following steps:
    1.    Counting of worms daily and transferring when necessary (see 

below) onto fresh pre-annotated plates.  
    2.    Removing dead and censored worms form the plates.  
    3.    By the end of the experiment, when the worm population 

shrinks, pool noncontaminated worms from different plates on 
the same plate.     

      1.    During the egg-laying period (approximately the  fi rst week of 
adulthood), worms should be transferred to fresh plates daily 
or every other day, to separate them from their progeny. The 
egg-laying period may differ between different strains, so the 
daily transfer routine can be extended or shortened accordingly. 

  3.3.3.  Picking L4 Larvae

  3.4.  Setting up the 
Experiment

  3.5.  Scoring Lifespan

  3.5.1.  Reproductive Period: 
Progeny Separation
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During the reproductive period, it is important that the worms 
are monitored and recorded every day.  

    2.    To maintain population synchrony without having to transfer 
parental worms every day, strains with temperature-sensitive 
fertility defects have been used (for example  fer-15(b26)  or  glp-
4(bn2)  mutants). Both these mutants are fertile when grown at 
15°C but become sterile when grown at 25°C, starting at the 
L1 stage. The  fer-15(b26)  allele blocks sperm production at 
high temperature, while the  glp-4(bn2)  mutation prevents 
ef fi cient germ line proliferation  (  7,   8  ) . These fertility mutants 
have been also used in cases where the genetic trait to be moni-
tored causes deleterious phenotypes (i.e., hatching of eggs 
inside the uterus)  (  9  ) .  

    3.    Alternatively, 5- fl uoro-2-2deoxyuridine (FUdR), an inhibitor 
of DNA synthesis that blocks egg-hatching may be used. In 
this case, L4 worms are transferred to FUdR-containing plates 
(concentration 120  μ  Μ ) (see  Note 11 ). The drug can cause 
complete sterility by inhibiting egg-hatching, within 5 h of its 
application  (  10  ) . Lower concentrations of FUdR (25  μ  Μ ) have 
also been used successfully  (  11  ) . However, recent data have 
shown that FUdR in some cases can affect the overall lifespan 
of the animals, so it must be used with caution  (  12,   13  ) .      

  After, animals stop laying eggs, they can be transferred every 
3–4 days or even once a week, depending on the availability and 
the quality of the food source (see  Note 12 ). However, worms 
should be counted daily, for deaths to be scored on time and for 
the removal of censored worms from the plate.  

  Animals are excluded from analysis (censored) when they display 
obvious defects that interfere with normal aging, or have been 
otherwise compromised by experimental mishandling or accidents. 
Examples of such censoring instances can be:

    1.    Internal hatching of eggs (bag-of-worms phenotype or bag-
ging): Hermaphrodites carrying internally hatched eggs usu-
ally do not move. Upon inspection, newly hatched worms can 
be spotted moving inside the animal. The mother is literally 
eaten by its progeny, up until larvae escape by penetrating the 
cuticle. It is important to remove these animals early on, 
because worms that escape from bagging parents may already 
be old enough to be mixed with their parental generation on 
the plate, altering the results of the experiment.  

    2.    Vulva protrusion: The vulva protrusion phenotype should be 
dealt with caution as it can also be a trait accompanying some 
mutant strains. In general, it is advisable to remove animals 
with vulva protrusion that also show additional signs of sickens 
such as impaired movement or paralysis.  

  3.5.2.  Post-reproductive 
Period: Scoring of Lifespan

  3.5.3.  Censoring Individual 
Death Events
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    3.    Vulva rupture: These worms appear to drag their intestine 
that has spilled out of their body cavity through the opening 
of the vulva.  

    4.    Paralysis or uncoordinated movement: These phenotypes, 
when not attributed to mutant alleles carried by the strain 
itself, indicate injury or experimental mishandling, which can 
affect animal lifespan and skew the outcome of the assay.  

    5.    Bacterial or fungal contamination: Contamination of NGM 
plates with bacteria not indented for feeding or with fungi may 
have a detrimental impact on animal survival (see  Note 13 ).      

  As they grow older worms gradually stop moving and only forage 
for food by just moving their head. Ultimately they also cease 
foraging, but they may remain alive for several more days. Worms 
are scored as dead if they fail to respond to repeated light prodding 
on the head and tail.   

  The Kaplan–Meier analysis is the most common method used for 
processing and plotting survival data. The graph generated pres-
ents the percentage of animals surviving at each observation point 
plotted against time. The advantage of the Kaplan–Meier survival 
analysis is that it takes into account censoring events. The curve 
usually comprises horizontal steps with progressively lower magni-
tude (beginning at 100%; Fig.  2 ). In this case, survival in between 
different sample observation points is considered steady. Two 
Kaplan–Meier survival curves corresponding to different popula-
tions can be compared by means of several statistical tools like the 
log-rank test (or Mantel-Cox test), the Gehan-Breslow-Wilcoxon 
test, and the Cox hazard regression. The key parameters, derived 
from survival analysis, which are used to interpret and compare 
survival data are the mean and maximum lifespan values. Mean 
lifespan is the time interval by which half of the population (50% of 
the total number of animals, nor including censored individuals) is 
dead. Maximum lifespan is de fi ned by the time of death of the 
longest-lived survivor within the population. Maximum lifespan is 
also alternatively calculated as the mean lifespan of the longest-
lived 10% of the population (Fig.  2 ).  

 There are several software applications that perform survival 
data analysis based on the Kaplan–Meier method. Microsoft Excel 
(Microsoft Corporation, Redmond, WA, USA) is an extensively 
used application for a wide range of statistical analyses. Speci fi c 
Excel add-ins can be obtained and installed for easier analysis of 
survival data  (  14  ) . Origin is another software package (OriginLab 
Corporation, Northampton, USA) for scienti fi c graphs and data 
analysis that is capable of generating Kalpan–Meier plots. GraphPad 
Prism (GraphPad Software Inc., San Diego, USA) is an additional, 
useful software application for scienti fi c graphing, including sur-
vival curve construction and analysis.   

  3.5.4.  Scoring Death 
Events

  3.6.  Data Analysis
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     1.    Caution: do not  fl ame or autoclave!  
    2.    Caution: do not  fl ame or autoclave! Store at 4°C in a dark bottle 

or wrap the bottle in aluminum foil since it is photosensitive.  
    3.    Do not spread the bacterial lawn close to the edges of the plate. 

Worms tend to stay within the bacterial lawn and by extending 
it near the ends, the probability of worms crawling on the sides 
of the plate and dying by desiccation increases.  

    4.    It is not uncommon that genetic or environmental manipula-
tions have different effects on lifespan at different tempera-
tures. For this reason a comprehensive analysis should include 
lifespan assays at different temperatures (within the 15–25°C 
range of rearing temperatures).  

    5.    Several studies with diverse species indicate that parental age or 
stress experienced by the parental generation affects progeny 
physiology and lifespan  (  3,   15–  17  ) . For this reason it is impor-
tant that synchronous worm populations assayed derive from 
synchronous parents grown under optimal conditions.  

  4.  Notes

  Fig. 2.    Examples of survival curves. The GraphPad Prism software was used for the construction of Kaplan–Meier survival 
curves for each of the two hypothetical strains A and B. The same set of data is used for the construction of the two differ-
ent types of curves: the staircase type shown in panel ( a ), where points are connected with steps, and the point-to-point 
 fi t in panel ( b ), where the points are connected with  straight lines . Two  dashed lines  starting from 50 and 5% survival 
( Y  axis) intersect the two curves at different points. For each curve, the projections of these points on the  X  axis, indicate 
the median lifespan of the total population, and the median lifespan of the upper 10% of the longest-lived survivors in the 
population (maximum lifespan), respectively. The median and maximum lifespan of each strain are shown in panel ( c ). Both 
the Log-rank test and the Gehan-Breslow-Wilcoxon test estimate the difference between the two survival curves to be 
statistically signi fi cant, with  p  values < 0.001.       
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    6.    Egg preparation from gravid adult worms: gather animals 
from plates containing mixed worm populations, using 1 mL 
of sterile water per plate and transfer them to 1.5 mL micro-
centrifuge tubes. Spin down shortly and resuspend worms in 
sodium hypochlorite solution (bleach) (0.5 N NaOH, 20% 
bleach). Vortex for about 1 min, until animal bodies are com-
pletely dissolved (check the tube under a dissecting micro-
scope to monitor when lysis is complete). Eggs, protected by 
the egg shell, are resistant to this treatment. When only eggs 
are visible in solution, spin down and wash extensively the egg 
preparation (2–3 times) with sterile water. Washing off the 
bleaching solution is important for the survival of embryos.  

    7.    If more embryos are needed, the number of plates, the number 
of gravid adults per plate, or the duration of the egg-laying can 
be increased accordingly.  

    8.    Largest populations provide more statistically reliable survival 
data.  

    9.    Given that the quality of bacterial food and the composition/
condition of the solid medium, which are important compo-
nents of the microenvironment that can cumulatively affect 
survival lifespan of a population, it is important to keep these 
parameters steady throughout the study. Plates should be no 
more than 2 weeks old and always freshly seeded. Moreover, it 
is important to use the same batch of seeded NGM plates for 
all different worm populations within one experiment, to 
ensure that all populations age within comparable microenvi-
ronments and survival data are directly comparable.  

    10.    Annotation of the plates confers better control over the course 
of an experiment. For example, animals on speci fi c plates can 
be monitored separately from the rest of the population allow-
ing to animals in contaminated plates to be discarded without 
adversely affecting the outcome of the experiment.  

    11.    Preparation of FUdR-containing plates: make a stock solution 
of FUdR at a concentration 40 mM in dd H 2 O (by adding 
984 mg in 100 mL dd H 2 O). Filter-sterilize the solution, ali-
quot and freeze at −20°C. Add 3 mL of the stock solution in 
1 L NGM agar after it cools down to 55°C, just before pouring 
plates.  

    12.    If drugs are used in the food source or if RNAi by feeding is 
performed, the stability of the compounds examined or the 
ability of the HT115  E. coli  strain to induce double-stranded 
RNA after several days should be taken into account, to deter-
mine the frequency of transferring. Typically, for feeding RNAi 
experiments, dsRNA levels and consequently target gene 
knockdown is not considered ef fi cient after 4 days on the same 
plate. Therefore transferring frequency should be adjusted 
accordingly.  
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    13.    Contamination problems are already mitigated by the use of 
the  E. coli  strain OP50-1, a uracil auxotroph resistant to strep-
tomycin, and also by the addition of streptomycin and nystatin 
in NGM agar plates. However, contaminations may still appear 
during the course of an experiment, originating from the NGM 
agar plates, the feeding bacterial cultures used or airborne con-
taminants. Hence, sterilization practices should be meticu-
lously implemented and all necessary safety measures taken 
when performing animal transfers and population observa-
tions. In cases of extensive contamination, affected plates 
should be removed from the experiment. Transferring worms 
from contaminated plates would risk spreading the contamina-
tion to the rest of the population. If contamination is less 
extensive, transferring animals more often or passing them 
through a clean intermediate plate for about an hour prior to 
moving them to their  fi nal destination may rid animals of con-
taminants. However, if contamination persists for several days, 
contaminated animals should be removed from the 
experiment.          
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    Chapter 32   

 High-Throughput and Longitudinal Analysis of Aging 
and Senescent Decline in  Caenorhabditis elegans        

     Eirini   Lionaki    and    Nektarios   Tavernarakis         

  Abstract 

  Caenorhabditis elegans  is becoming a multipurpose tool for genetic and chemical compound screening 
approaches aiming to identify and target the molecular mechanisms underlying senescent decline, aging, 
and associated pathologies. In this chapter, we describe specialized methods that have been developed to 
facilitate such screening strategies using  C. elegans . The  fi rst section provides detailed procedures for the 
assessment of lifespan parameters on liquid growth media that are typically used for rearing nematodes. In 
the second section, we consider methodologies optimized for high-throughput survival analysis, applicable 
to large-scale chemical compound or genetic screening ventures. Finally, we discuss recently developed 
micro fl uidics tools for the noninvasive monitoring of behavioral and physiological traits in longitudinal 
studies of aging and senescent decline.  

  Key words:   Aging ,   Caenorhabditis elegans  ,  Drug screening ,  Lifespan ,  Longitudinal studies , 
 Micro fl uidics ,  Nematode ,  Senescent decline ,  Stochastic death ,  Survival analysis    

 

  Caenorhabditis elegans  is a model organism that is particularly 
suited for large-scale, high-throughput approaches to dissect and 
target mechanisms underlying senescent decline and age-associated 
pathologies. The small size and transparent body, coupled with a 
short lifespan and proli fi c clonal reproduction provide a unique 
combination of advantages that decisively facilitate such studies. In 
this chapter, we describe methods based on liquid worm cultures 
that build on these features and advantages of  C. elegans , to moni-
tor and quantify parameters and phenotypes associated with senes-
cent decline and aging. 

  1.  Introduction
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 The  fi rst method described here has proven particularly useful 
for nematode-based, high-throughput drug screening approaches 
 (  1–  3  ) . It allows lifespan assessment of  C. elegans  animals in 96-well 
plate liquid cultures. Survival assays in liquid media reproduce 
results obtained with lifespan experiments on solid media both for 
wild-type (N2) worms in different temperatures and for mutants 
strains with altered lifespan  (  3  ) . Because this method of lifespan 
determination is relatively not labor-intensive and also amenable to 
automation, it can be readily integrated into automated drug 
screening platforms. 

 The increasing need for screening large libraries of chemical 
compounds to identify molecules that promote survival under dif-
ferent conditions (acute stress  (  4  ) , bacterial infections  (  5  ) ) led to 
the development of high-throughput methods for lifespan assess-
ment. In this chapter, we describe a dedicated method or high-
throughput analysis and screening of several thousands of 
compounds simultaneously, based again on liquid cultures in multi-
well plates. This method uses survival after stress (a few hours) as a 
predictor of long-term lifespan (a few weeks)  (  4  ) . Survival after 
stress is often linked to the normal lifespan of the animal. The con-
nection between lifespan and stress resistance has been shown for 
different kinds of stressors  (  6–  8  ) . This approach is much shorter 
compared to performing lifelong survival analysis and can be easily 
combined with identi fi cation of drugs that affect worm survival 
after acute stress (thermal stress, oxidative stress, etc.). It can also 
be implemented for the examination of multiple genetic mutants 
simultaneously, to investigate how molecular pathways are impli-
cated in stress responses (for an extended discussion of high-
throughput screens in C. elegans see ref.  9  ) . 

 The third method described in this chapter exploits a 
micro fl uidic device suitable for longitudinal studies and monitor-
ing of age-related changes and senescent decline, in a noninvasive 
manner, throughout the lifetime of single animals. Detailed study 
of age-related changes is important because they reveal mecha-
nisms implicated in the aging process, they indicate cause-and-
effect relationships between these mechanisms and aging, and 
some may also be used as biomarkers for the assessment of the 
biological age of an organism. Micro fl uidics technologies and 
devices have recently been developed that greatly facilitate such 
analyses by allowing long-term observation of age-related traits in 
single animals  (  10  ) . These devices can also be utilized in longitudi-
nal studies that combine exposing of worms to chemical or other 
stressors at speci fi c time points through life. They are also excellent 
tools for downstream analysis of chemicals or metabolites gener-
ated by the worm itself (for example pheromones).  
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  ●     Luria Bertani (LB) medium and agar plates containing 
streptomycin: For 1 L, add 10 g Bacto-tryptone, 5 g yeast 
extract, 10 g NaCl. Adjust pH to 7.0 with NaOH, adjust vol-
ume to 1 L with dd H 2 O, and autoclave. For LB agar plates 
add 20 g of agar to the previous mixture and a magnetic stirrer 
prior to autoclaving. After autoclaving let the mixture cool 
down to 55°C (with stirring when it is LB agar) add 1 mL of 
streptomycin stock 100 mg/mL and poor into petri dishes 
(10 mm diameter).  
  2 Streptomycin stock 100 mg/mL: For 10 mL, add 1 g of  ●

streptomycin in 10 mL of dd H 2 O. Shake until the streptomy-
cin is dissolved. Filer-sterilize the solution and store at 4°C.  
  Nystatin suspension 10 mg/mL: For 50 mL, add 0.5 g nysta- ●

tin, in 70% ethanol in dd H 2 O. This is going to be a suspen-
sion, so it needs shaking prior to use ( see   Note 1 ).  
  Hypochloride solution: For 10 mL, add 1 mL NaOH 5 N,  ●

2 mL bleach, 7 mL double-distilled (dd) H 2 O.  
  M9 buffer: For 1 L, add 6 g Na  ●

2 HPO 4 , 3 g KH 2 PO 4 , 5 g 
NaOH, 0.25 g MgSO 4 ·7H 2 O (or 1 mL of MgSO 4  1 M solu-
tion). Add dd H 2 O up to 1 L and autoclave.  
  Potassium Phosphate Buffer pH 6.0: For 1 L, add 136 g  ●

KH 2 PO 4 , adjust pH to 6.0 with 5 M KOH, add dd H 2 O water 
up to 1 L and autoclave.  
  Trace metal solution: For 1 L, add: 1.86 g Na  ●

2 EDTA, 0.69 g 
FeSO 4 ·7H 2 O, 0.20 g MnCl 2 ·4H 2 O, 0.29 g ZnSO 4 ·7H 2 O, 
0.016 g CuSO 4 . Add dd H 2 O up to 1 L, autoclave, and store 
in the dark.  
  Potassium citrate Buffer 1 M: For 1 L, add 268.8 g tripotas- ●

sium citrate, 26.3 g citric acid monohydrate and dd H 2 O up to 
900 mL. Adjust pH to 6.0 with 5 M KOH, add dd H 2 O up to 
1 L and autoclave.  
  S-basal medium: For 1 L, add: 5.9 g NaCl, 50 mL of 1 M  ●

Potassium Phosphate Buffer pH 6.0 ( see  above for details). 
Adjust the volume with dd H 2 O up to 1 L and autoclave. Let 
the medium cool down and add 1 mL of 5 mg/mL cholesterol 
(dissolved in ethanol).  
  S-complete medium: for 1 L, add: 977 mL S-basal medium,  ●

10 mL 1 M Potassium citrate pH 6 (sterile) ( see  above for 
details), 10 mL Trace metal solution (sterile), 3 mL 1 M CaCl 2  
(sterile), 3 mL 1 M MgSO 4  (sterile). Use sterile technique, do 
not autoclave.  

  2.  Materials

  2.1.  Lifespan Assay 
in Liquid Media
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  0.6 mM Fluorodeoxyuridine (FUDR): For 67 mL, dissolve  ●

10 mg FUDR in 67 mL sterile S-complete medium. Filter-
sterilize the solution, aliquot and store at −20°C.  
  Flat bottom 96-well plates.   ●

  Plate mixer.   ●

  Transparent adhesive plate sealers.   ●

    ● Escherichia coli  strain OP50-1.  
  Incubator for stable temperature.      ●

  ●     COPAS Biosort instrument (Union Biometrica Inc., Holliston, 
USA).  
  SYTOX Green  fl uorescent dye (Life Technologies Corporation,  ●

Eugene, Oregon, USA).  
  Microtiter plate-reading  fl uorometer (Thermo Labsystems,  ●

Beverly, USA).  
  Epi- fl uorescence microscope.   ●

  Black wall clear bottom 384-well plates.   ●

  Transparent adhesive plate sealers.      ●

  ●     Micro fl uidic device: Photolithography is used to pattern raised 
features of SU-8 photoresist (Microchem Corp., Newton, MA, 
USA) on silicon wafer (Silicon Sense, Inc., Nashua, NH, USA). 
This silicon master serves as a template for replica molding 
with poly(dimethyl siloxane) (PDMS, Dow Corning Sylgard 
184, Corning, NY). Subsequently, masters are treated with 
trideca fl uoro (1,1,2,2 tetrahydrooctyl) trichlorosilane (Gelest, 
Inc., Philadelphia, PA, USA)  (  10  ) .  
  Polyethylene tubing.   ●

  Syringe.       ●

 

       1.    An outline of this protocol is presented in Fig.  1 . Starting from 
a freshly streaked culture of OP50-1  E. coli  bacteria on an LB, 
streptomycin-containing agar plate, pick a single colony and 
inoculate 5 mL LB/streptomycin medium (see  Note 2 ).   

    2.    Incubate overnight (12–16 h) at 37°C, shacking at 250 rpm.  
    3.    The following day, inoculate 500 mL LB/streptomycin using 

500  μ L of the overnight-saturated culture (1/1,000 dilution) 
and incubate at 37°C shacking for ~12 h until saturation.  

    4.    Transfer the bacterial culture in a pre-weighted sterile centri-
fuge tube, and centrifuge for 10 min at 3,000 ×  g .  

  2.2.  Automated 
High-Throughput 
Assessment 
of  C. elegans  Survival 
After Acute Stress

  2.3.  Lifespan 
Assessment on a Chip: 
The Micro fl uidics 
Approach

  3.  Methods

  3.1.  Lifespan Assay 
in Liquid Media

  3.1.1.  Preparation 
of Feeding Bacteria
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    5.    Discard the LB medium and wash the cells twice with sterile 
water.  

    6.    After the second wash, discard carefully all the remaining water 
and weight the cell pellet.  

    7.    Resuspend the cell pellet in S-complete medium to a  fi nal con-
centration of 100 mg/mL (see  Note 3 ). No cell clumps should 
remain after resuspension in S-complete medium. After adding 
the S-complete medium, resuspend the pellet by shacking for 
15–60 min at 250 rpm at room temperature.  

    8.    Resuspended bacteria can be stored at 4°C, for up to 2 weeks.      

  Fig. 1.    Lifespan assay in 96-well plates. Brie fl y, this protocol involves the preparation of synchronous L1 larvae in S-complete 
medium, mixing them with bacterial suspension and dispersing them in the 96-well plate, at a concentration of ~12 worms 
per well. Just before larvae reach adulthood, FUdR is added to sterilize the population. Feeding bacteria are added once 
per week and the sealer is also changed once per week to allow aeration. Death and censoring events are recorded daily 
and analysis of the survival data follows the completion of the experiment.       
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  Preparation of synchronous worm populations for liquid cultures is 
easily accomplished by means of the egg-preparation technique 
(see Chapter   31    ).

    1.    Prepare 3 NGM agar plates with mixed worm population (see 
Note 4 and Chapter   31    ).  

    2.    Collect worms by washing plates with 5–10 mL of sterile water 
(see Note 5) and transfer animals to a sterile tube.  

    3.    Let worms settle to the bottom of the tube for about 5 min.  
    4.    Remove supernatant and add 3 mL of freshly prepared sodium 

hypochlorite solution.  
    5.    Vortex for about 1 min until worm bodies are dissolved and 

only eggs are obvious under the dissecting microscope.  
    6.    Spin down the egg preparation for 2 min at 300 × g.  
    7.    Wash the egg pellet three times with 5 mL of sterile water (see 

Note 6).  
    8.    Wash eggs once with 5 mL of S-complete medium (see  Note 6 ).  
    9.    After the  fi nal centrifugation, resuspend eggs in 5 mL 

S-complete medium and transfer to a 50 mL sterile canonical 
tube.  

    10.    Add another 35 mL of sterile S-complete medium and incu-
bate overnight with gentle shacking on a nutator mixer.  

    11.    Eggs will hatch during their overnight incubation in the 
S-complete medium. By next morning the tube will contain a 
suspension of L1 larvae (see  Note 7 ).      

       1.    Mix the L1 suspension by inverting the tube several times.  
    2.    Spot 10  μ L drops on NGM agar plates (make sure to mix 

directly before each pipetting). Measure the number of worms 
in each drop. Measure at least ten drops and estimate the mean 
number of worms per milliliter of suspension.  

    3.    Adjust the  fi nal volume so that worm concentration in the sus-
pension is approximately 100 worms/mL. If the estimated 
worm concentration is less than 100 worms/mL, spin down 
worms shortly and remove the appropriate amount of medium, 
to achieve the desired concentration.  

    4.    Add streptomycin (to a  fi nal 200  μ g/mL) and the antifungal 
drug nystatin ( fi nal concentration 10  μ g/mL) to avoid con-
tamination (see  Note 2 ).  

    5.    Add an appropriate volume of feeding bacteria in S-complete 
media (prepared in Subheading  3.1.1 ) to a  fi nal concentration 
of 6 mg/mL. The bacterial suspension will be further diluted 
by later adding the FUdR solution.      

  3.1.2.  Population 
Synchronization

  3.1.3.  Setting Up 
the Experiment

   Preparation of L1 Larvae 
and Feeding Bacteria 
Suspension
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  It is important to use 96-well plate with transparent  fl at bottom.

    1.    Mix the worm suspension thoroughly by inverting the tube 
several times.  

    2.    Disperse 120  μ L of the suspension in each well. Mix the sus-
pension often, because the larvae are quickly swimming down-
wards and their concentration on the surface changes.  

    3.    Each well should contain approximately 12 L1 larvae.  
    4.    Count worms in all wells and note the number of worms in 

each well.  
    5.    Remove the wells that contain more than 18 worms from the 

assay. These wells are likely to run out of food earlier than the 
rest of the wells.  

    6.    Seal the plate with a transparent adhesive sealer, to avoid con-
tamination and evaporation of the samples.  

    7.    Mix the plate on a micro-plate mixer for 2 min.  
    8.    Put the plate in a 20°C incubator for 2 days.      

  FUdR sterilizes L4 worms without signi fi cantly affecting adult 
physiology or aging (see Chapter   31    ). It can be used in a range of 
concentrations from 25 to 400  μ  Μ   (  11,   12  ) . It should not be 
added to the culture before animals reach the L4 stage of develop-
ment (approximately 2 days after the L1 larvae have been trans-
ferred to the 96-well plate), because it will affect their development 
(see  Note 8 ).

    1.    Prepare an FUdR stock solution in S-complete medium at a 
concentration 0.6 mM.  

    2.    Add 30  μ L of the stock in each well containing late L4 larvae.  
    3.    Seal again the micro-plate with an adhesive sealer.  
    4.    Shake the plate for 2 min on a micro-plate shaker.  
    5.    Return the plate back into the 20°C incubator.     

 Worms stop producing eggs within a few hours of FUdR 
 addition. Eggs that will be already produced within this time frame 
will not develop normally in the presence of FUdR so they will not 
interfere with the assay by mixing with parents.   

  To prevent starvation of worms, feeding bacteria need to be added 
once a week in each well.

    1.    Mix the feeding bacteria suspension kept in the refrigerator by 
inverting the tube several times.  

    2.    Transfer an adequate fraction of the suspension into a fresh 
sterile tube and leave on the bench for 15–20 min to warm up 
to room temperature.  

   Transfer Animals 
to 96-Well Plates

   Sterilize the Worms 
with FUdR

  3.1.4.  Feeding and 
Aeration of Worms 
in Liquid Cultures

http://dx.doi.org/10.1007/978-1-62703-239-1_31
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    3.    Remove the sealer from the micro-plate (next to a Bunsen 
burner to maintain sterile conditions).  

    4.    Add 5  μ L of bacterial suspension in each well and seal the plate 
again.  

    5.    Mix the cultures for 2–3 min on a micro-plate shaker.  
    6.    Return it into the 20°C incubator.     

 To allow fresh oxygen to enter culture wells, the tape sealer 
needs to be removed twice a week.

    1.    Remove the old sealer.  
    2.    Leave the plate uncovered for 2 min, next to a Bunsen burner 

(to maintain sterile conditions).  
    3.    Put a new sealer and shake for 2 min on a micro-plate shaker.  
    4.    Return the plate into the 20°C incubator (see  Note 9 ).      

  Prepare a worksheet where the number of live, dead, and censored 
animals will be noted and monitor the cultures every 1–2 days.

    1.    Remove the plate from the 20°C incubator.  
    2.    Mix the plate for 2–3 min to induce animal movement.  
    3.    Monitor the plate every 1–2 days under the dissecting micro-

scope without removing the tape sealer.     

 Scoring of live worms is based upon their motility and their 
body shape  (  5  )  (see  Note 10 ). Live worms move (subtle move-
ments can be visualized at higher magni fi cation) and their body 
typically assumes a sinusoidal posture. Dead worms don’t move 
and their body shape is usually like a rigid rod. Score and record 
the live and dead worms in each well every day. Do not remove 
dead animals from the assay wells. Some worms may appear as dead 
1 day but then the next day they may move again.  

  The Kaplan–Meier analysis is the most common method used for 
processing and plotting survival data. The graph generated depicts 
the percentage of animals surviving at each observation point plot-
ted against time. Several software applications perform survival 
data analysis based on the Kaplan–Meier method. Microsoft Excel 
(Microsoft Corporation, Redmond, Washington, USA) is an exten-
sively used application for a wide range of statistical analyses. 
Speci fi c Excel add-ins can be obtained and installed for easier anal-
ysis of survival data  (  13  ) . Origin is another software package 
(OriginLab Corporation, Northampton, USA) for scienti fi c graphs 
and data analysis that is capable of generating Kalpan–Meier plots. 
GraphPad Prism (GraphPad Software Inc., San Diego, USA) is an 
additional, useful software application for scienti fi c graphing that 
also includes survival curve construction and analysis. For further 
information on survival data analysis see Chapter   31    .   

  3.1.5.  Scoring of Lifespan

  3.1.6.  Survival Data 
Analysis

http://dx.doi.org/10.1007/978-1-62703-239-1_31
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  In summary, synchronous worm populations of the same larval 
stage are selected by an automated large particle  fl ow-sorting sys-
tem and subsequently dispensed into 384-well plates containing a 
 fl uorescent dye, SYTOX green. Following stress, the dye stains 
only dead animals, and the overall survival of a population will be 
calculated based on the individual  fl uorescent curves that deter-
mine the time of death for each, single animal-containing well. The 
 fer-15(b26)  temperature sensitive sterile mutant strain can be used 
to avoid progeny interference (see  Note 11 ). 

       1.    Grow mixed populations of  fer-15(b26)  mutant worms at 15°C 
to maintain fertility (see  Note 4 ).  

    2.    Transfer (with a wormpick)  fi ve young adult worms per plate, 
on 5 NGM agar plates (25 worms, total) and incubate at 25°C 
for 3–4 days. The progeny of  fer-15(b26)  worms will develop 
into sterile adults. The total number of worms needed depends 
on the experimental design. However, one NGM plate will 
hold approximately 1,500 worms, and ideally, the percentage 
of adult worms in the overall population should not exceed 
25% at the beginning of the experiment.     

 If larger worm populations are needed, then preparation of a 
liquid culture is a more convenient alternative.  

      1.    Prepare feeding bacteria as described in Subheading  3.1.1 , and 
three medium NGM agar plates with mixed worm population 
grown at 15°C to maintain fertility.  

    2.    Add 475 mL of S-complete medium and 25 mL of feeding 
bacteria in a 2 L  fl ask  

    3.    Collect the worms from the NGM agar plates and prepare eggs 
by treatment with hypochlorite solution.  

    4.    Add the eggs in the  fl ask with the S-complete medium and the 
feeding bacteria.  

    5.    Incubate at 25°C shaking at 160 rpm.  
    6.    Worms should clear the bacteria from the culture in approxi-

mately 3–4 days (see  Note 12 ).  
    7.    Collect worms by tilting the  fl ask and aspirating the superna-

tant after allowing animals to settle at the bottom.  
    8.    Transfer worms in a sterile canonical tube.       

  Using 384-well plates not only multiplies the number of samples 
that can be assayed simultaneously but also improves the detection 
of signal coming from dead worms, as in 96-well plates worms can 
stay in the periphery of the well, introducing high variation in the 
detected results.

  3.2.  Automated 
High-Throughput 
Assessment 
of  C. elegans  Survival 
After Acute Stress

  3.2.1.  Preparation 
of fer-15(b26) Sterile 
Populations

   Solid Media

   Liquid Media

  3.2.2.  Preparation 
of 384-Well Plate Cultures
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    1.    Inoculate 5 mL of LB/streptomycin with a single OP50-1 
colony and incubate at 37°C shacking overnight.  

    2.    In the next morning, add 50  μ L of the saturated culture into 
50 mL of fresh LB/streptomycin medium and incubate at 
37°C, shacking until OD 600  is about 0.2.  

    3.    Spin down cells for 10 min at 3,000 ×  g .  
    4.    Resuspend in equal volume (50 mL) of S-complete medium.  
    5.    Wash twice in S-complete medium.  
    6.    Add the antibiotics, streptomycin (200  μ g/mL  fi nal concen-

tration) and nystatin (10  μ g/mL  fi nal concentration).  
    7.    Dispense 20  μ L of the bacterial suspension in S-complete 

medium in each well (see  Notes 13  and  14 ).  
    8.    Add SYTOX Green dye in each well at a  fi nal concentration 

1  μ  Μ  (see  Note 13 ).      

  Animals of different larval stages within a mixed population can be 
separated and sorted by large particle  fl ow cytometry. The COPAS 
(Complex Object Parametric Analyser and Sorter; Union Biometrica 
Inc., Holliston, USA) Biosort platform has a specially engineered 
 fl uidic path and  fl ow cell optimized to separate eggs, all larval 
stages and adults from mixed  C. elegans  populations. This system is 
capable of sorting worms using physical and optical properties, 
such as length and internal complexity  (  5,   14  ) .

    1.    Once mixed population of sterile  fer-15(b26)  worms have been 
established, animals are collected in conical tubes and resus-
pended in M9 buffer containing 0.01% Triton X-100.  

    2.    Wash 2–3 times in the same buffer.  
    3.    Samples are passed through a 180  μ M nylon mesh  fi lter to 

remove larger clumps of eggs and debris.  
    4.    Estimate the worm concentration in the sample (as described 

in Subheading  3.1.3 ). Adjust to 1 worm/ μ L using M9 (see 
 Note 12 ).  

    5.    Place the worm suspension to the sample cup a COPAS 
Biosorter, following the manufacturer’s instructions, and 
proceed to dispense them. You may select both the develop-
mental stage of worms in the assay and the number of worms 
per well.  

    6.    Seal the plate with a transparent adhesive plate sealer to avoid 
evaporation and contamination.  

    7.    Shake the plate using a plate mixer at 1,800 rpm.      

  3.2.3.  Automated Selection 
and Distribution 
of Age-Matched Individuals 
in 384-Well Plates with the 
COPAS Biosort Platform



49532 High-Throughput and Longitudinal Methods for Aging Analysis

   Animals are dispersed in 384-well plates (1 worm per well). Acute 
thermal stress is induced at 35–37°C, either in an incubator or 
inside the  fl uorometer used for detection, for precise temperature 
control. Fluorescence quanti fi cation is performed with a microtiter 
plate-reading  fl uorometer (Thermo Labsystems, Beverly, USA). 
Fluorescence intensity is measured in each well every 30 min, over 
a 24 h period, with 20 ms integration time for each well. Reading 
of a 382-well plate is typically completed in about 30 s. The excita-
tion wavelength for the SYTOX Green Dye is 485 nm, with emis-
sion wavelength at 538 nm. 

 Individual  fl uorescence intensity curves are examined to deter-
mine the time at which there is a signi fi cant increase in  fl uorescence 
over baseline. This point is considered the actual time of death  (  4  ) . 
After acquiring all time points of death, a Kaplan–Meier plot can 
be generated and used to estimate and compare mean lifespan val-
ues after speci fi c thermal or other insults (see Subheading  3.1.6  
and Chapter   31    ).  

      1.    Dispense bacteria and/or drug-containing media in 384-well 
plates at a  fi nal volume of 55  m L.  

    2.    Add up to 15 sterile adult worms per well (total volume 15  μ L), 
using the automated COPAS Biosorter.  

    3.    Perform stress resistance assays as dictated by the experimental 
design for each speci fi c stressor.  

    4.    Add SYTOX dye in each well, to a  fi nal concentration of 1  μ M, 
a few hours after treatment (to allow death events).  

    5.    Mix for 15 s on a microtiter plate mixer.  
    6.    Incubate at RT for 15 min.  
    7.    Capture images from each well separately using an auto-

mated  fl uorescence microscope (see  Note 15 ). Two images 
should be captured from each well: one  fl uorescence image 
in which only dead worms will be visible (stained with 
SYTOX) and one bright- fi eld image in which all the ani-
mals are visible.     

 Collected images are analyzed to determine the ratio of the 
total SYTOX-positive area in each well ( fl uorescence image), 
divided by the total area occupied by all worms in the same well 
(bright- fi eld image). This ratio is indicative of the percentage of 
survival in each well  (  5,   9  ) . This analysis can be automated by using 
the open-source cell image analysis software CellPro fi ler  (  5,   15  ) . 
For additional information on whole-animal, high-throughput 
analyses based on C. elegans see also ref.  9 .    

  3.2.4.  Thermotolerance    
Assay and Fluorescence 
Data Analysis

   Assay Conditions and Data 
Acquisition

   Survival at Speci fi c Time 
Points After an Insult: 
Multiple Worms Per Well
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   Micro fl uidic devices are typically fabricated with poly-dimethylsiloxane 
(PDMS), a biocompatible material, which is mechanically mallea-
ble, permeable to O 2  and CO 2 , and nontoxic. In addition, it is 
transparent for wavelengths above 230 nm, allowing bright- fi eld 
and  fl uorescence imaging analysis. Directly after sealing the devise 
on PDMS-coated glass substrate, the walls are coated with 
2-(methoxy(polyethyleneoxy) 6–9 propyl) trimethoxysilane (mPEG-
silane) to reduce bacterial absorption that would interfere with 
continuous liquid  fl ow and would obscure the observation of the 
worms. 

 The device contains circular chambers (of 1.5 mm diameter) for 
growing individual worms. Each chamber is linked on one side, to 
a channel which allows loading of individual worms and the con-
tinuous  fl ow of S-complete medium, and from the opposite side, to 
a conical 7.5 mm-long clamp channel. The width of the clamp wide 
side is 100  μ m, and is proximal to the chamber, allowing an adult 
worm to enter the clamp. The other side of the clamp is narrow 
(25  μ m), so that animals may be reversibly restricted and immobi-
lized within the clamp. If animal immobilization is not required, an 
alternative design can be used, where the clamp is replaced by a 
constant width channel (100  μ m). The  fl ow of liquid through each 
chamber is regulated by a screw valve, located above the channel on 
the side of each clamp, proximal to the inlet of the device.  

      1.    Synchronize worms by allowing synchronous gravid adults to 
lay eggs on NGM agar plates (see Chapter   31    ).  

    2.    Incubate plates at 24°C for 2 days. At this point, most worms 
will be at the L4 larval stage.  

    3.    Preload the device with S-complete medium containing OP50 
bacteria at a concentration 10 9  cells/mL (using the network 
outlet of the device).  

    4.    Once the device is saturated with the feeding bacteria suspen-
sion in S-complete medium, add worms from the outlet, one 
at a time.  

    5.    Add a single worm into the network outlet.  
    6.    Connect a syringe (containing bacterial suspension in 

S-complete medium) to the network outlet via a polyethylene 
tubing. Note that all the valves need to be open during this 
procedure.  

    7.    Depress the plunger of the syringe manually. The resulting 
 fl ow will carry the worm through the network channels into a 
random chamber.  

    8.    Once the  fi rst worm reaches a chamber, close the valve of the 
corresponding channel, so that the  fl ow of liquids in this cham-
ber is blocked (see  Note 16 ).  

  3.3.  Lifespan 
Assessment on a Chip: 
The Micro fl uidics 
Approach

  3.3.1.  The Micro fl uidic 
Device

  3.3.2.  Loading Animals 
into Micro-Chambers

http://dx.doi.org/10.1007/978-1-62703-239-1_31
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    9.    Continue until all the chambers are  fi lled with L4 larvae (this 
procedure takes about 1 min/worm).  

    10.    Within 6 h after loading, worms are big enough not to  fi t in 
the ori fi ce proximal to the outlet and thus the continuous  fl ow 
of liquid from the inlet can begin (see  Note 17 ).      

  Feeding of animals while in the device is achieved by a continuous 
 fl ow of bacterial suspension (from the inlet to the outlet) at a  fl ow 
rate of 300  μ L/h. In total, 25 mL of fresh bacterial suspension in 
S-complete medium is added to the inlet reservoir each day. To 
remove any bacterial aggregates, debris or dust particle that could 
clog the channels of the device, each bacterial suspension is  fi ltered 
through a 5  μ m porous polycarbonate membrane, before loading 
into the inlet reservoir. The liquid that passes through the device, 
exits through the outlet and gathers into a waste reservoir. 
 Over time, bacteria from the inlet reservoir settle and form aggre-
gates at the junction of tubing connecting the reservoir and the 
inlet of the device. To prevent clogging of device channels, a bypass 
outlet is built into the device. Every 1–2 days, fresh bacterial sus-
pension is  fl ushed down the inlet tubing and into the inlet of the 
device and diverted to the bypass outlet (by closing of appropriate 
valves on the device), thus removing sediment and aggregated bac-
teria from the inlet of the device. The waste from the bypass outlet 
is collected into a third reservoir. 

 The continuous  fl ow of liquid through the chambers also serves 
to remove eggs laid by the hermaphrodite in the chamber. If aggre-
gates of eggs form that cannot pass through the 25  μ m diameter 
ori fi ce towards the network outlet, eggs may hatch inside the cham-
ber. In this case, L1 larvae are easily removed with the  fl ow and are 
separated from the mother. Thus, the synchrony of the population 
is maintained throughout the experiment (see  Note 18 ).  

  As mentioned above a micro fl uidic device provides the opportunity 
to monitor senescent decline in  C. elegans  by monitoring age-related 
changes of individual worms throughout lifetime. For longitudinal 
studies, it is important to choose phenotypes that can be monitored 
noninvasively so that worms are minimally disturbed by the act of 
observation. To this end, reversible immobilization takes place in 
the clamp. For example, to immobilize a worm in chamber 1:

    1.    Close all the valves of chambers 2–16.  
    2.    Reverse the direction of  fl ow from the network outlet to the 

inlet, by raising the reservoir connected to outlet in a higher 
position than the inlet reservoir.  

    3.    For as long as the  fl ow is reversed, the worm is immobilized in 
the clamp and observation can take place.  

    4.    To return worm back in the chamber, just reverse the direction 
of  fl ow.        

  3.3.3.  Maintenance 
of Worms in the Device

  3.3.4.  Immobilizing 
Animals into Clamps
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     1.    Caution: Do not  fl ame or autoclave! Store at 4°C in a dark 
bottle or wrap the bottle in aluminum foil since it is 
photosensitive.  

    2.    In addition to the OP50-1 bacteria, two  E. coli  strains available 
at the  Caenorhabditis  Genetics Center (CGC;   http://www.
cbs.umn.edu/CGC/    ) are resistant to antibiotics: the OP50-
GFP strain which is resistant to Ampicillin  (  16  )  and the OP50-
NeoR, resistant to neomycin  (  17  ) . Since, in this assay worms 
remain in the same well until their death, it is very important 
to avoid contamination by using antibiotics and exercising 
good lab practice. To add more antibiotics in the S-complete 
medium, OP50 bacteria we can be transformed with plasmids 
that bear the respective selection marker genes. For example, 
OP50-1 bacteria can be transformed with the empty pL4440 
RNAi vector, which confers resistance to ampicillin, which can 
then be added together with streptomycin and nystatin in the 
S-complete medium.  

    3.    A bacteria concentration of 100 mg/mL corresponds to about 
2 × 10 10  cells/mL. The OD 600  of the suspension should be 
around 25. Caution: the measurement of the OD 600  in a spec-
trophotometer should be performed with a diluted sample 
(1/50 dilution) so that the measured OD is below 1.0, within 
the linear range of the spectrophotometer. Otherwise the mea-
surement will not be accurate.  

    4.    Preparation of mixed worm populations involves transferring of 
 fi ve (5) L4 larvae on a freshly seeded Nematode Growth Media 
(NGM) plate and incubating at 20°C for four (4) days. For 
detailed information on the preparation and seeding of NGM 
plates see Chapter   31     (Chapter   31    ).  

    5.    Caution: Use sterile conditions!  
    6.    After each wash, spin down eggs for 2 min at 1,500 ×  g  at room 

temperature.  
    7.    To verify that all eggs hatch during the night, drop 20  μ L of 

L1 suspension on a clean NGM agar plate and monitor under 
a dissecting microscope.  

    8.    The exact time of FUdR addition can vary when the experi-
ment is performed at different temperatures or when strains 
with shorter or longer post-embryonic developmental periods 
are used. It must always be added when worms are well into 
the L4 larval stage.  

    9.    Alternatively one can use gas permeable adhesive seal which 
allows air exchange, but prevents evaporation.  

  4.  Notes

http://www.cbs.umn.edu/CGC/
http://www.cbs.umn.edu/CGC/
http://dx.doi.org/10.1007/978-1-62703-239-1_31
http://dx.doi.org/10.1007/978-1-62703-239-1_31
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    10.    Moving into liquid media is much easier then moving onto 
solid media.  

    11.    For antimicrobial drug screening studies, a mutant strain more 
susceptible to infections ( sek-1(km4) ; available at the CGC), is 
used to increase the sensitivity of the assay.  

    12.    Monitor worm culture progress by removing aliquots and exam-
ining under a dissecting microscope. Ideally the percentage of 
adult worms in the sample should be no more than 25%.  

    13.    When performing screens for anti-microbial substances, OP50 
bacteria in the wells may be substituted for microbes causing 
infection  (  5,   18  ) . The presence of bacteria in the wells gener-
ally increases baseline  fl uorescence when working with SYTOX 
Green. For this reason, bacterial concentration in wells should 
not exceed 5 × 10 8  cells/mL. It is also helpful to include no-
worm control wells to monitor bacteria-speci fi c background 
 fl uorescence with time. The medium dispensing step can be 
automated by using reagent dispenser machines (for example 
Multidrop Combi reagent dispenser; Thermo Fisher Scienti fi c, 
Massachusetts, USA).  

    14.    The chemical compounds to be tested can be added at this 
step. DMSO (Dimethyl sulfoxide) is a common diluent of 
many chemical compounds. However, DMSO concentration 
above 0.6% may adversely affect worm lifespan.  

    15.    Versatile imaging devices are available that enable automated 
image acquisition from multiwall plates. The High-throughput 
Digital Imager (HiDI 2100; Elegenics, California, USA), is 
such a devise incorporating two functionally distinct modules: 
a plate management module and an image acquisition and 
management system  (  14  ) .  

    16.    Closing the valve of a chamber occupied by a worm, will stop 
liquid  fl ow through this chamber, thus preventing entry of 
additional animals in the same chamber.  

    17.    L4 larvae are particularly convenient for loading the device, as 
within a few hours (6–12) they grow to become ef fi ciently 
trapped within the chambers.  

    18.    The probability of death by internal hatching of progeny (bag-
ging) is increased up to 30–35% when worms are grown in liquid 
cultures  (  10  ) . These animals are censored during the experiment.          

  Acknowledgment 

 Work in the authors’ laboratory is funded by grants from the 
European Research Council (ERC), the European Commission 
Framework Programmes, and the Greek Ministry of Education.  



500 E. Lionaki and N. Tavernarakis

   References 

    1.    Petrascheck M, Ye X, Buck LB (2007) An anti-
depressant that extends lifespan in adult 
Caenorhabditis elegans. Nature 450:553–556  

    2.    Braungart E, Gerlach M, Riederer P, 
Baumeister R, Hoener MC (2004) 
Caenorhabditis elegans MPP + model of 
Parkinson’s disease for high-throughput drug 
screenings. Neurodegener Dis 1:175–183  

    3.    Solis GM, Petrascheck M (2011) Measuring 
Caenorhabditis elegans lifespan in 96 well 
microtiter plates. J Vis Exp pii:2496  

    4.    Gill MS, Olsen A, Sampayo JN, Lithgow GJ 
(2003) An automated high-throughput assay 
for survival of the nematode Caenorhabditis 
elegans. Free Radic Biol Med 35:558–565  

    5.    Moy TI, Conery AL, Larkins-Ford J, Wu G, 
Mazitschek R, Casadei G, Lewis K, Carpenter AE, 
Ausubel FM (2009) High-throughput screen for 
novel antimicrobials using a whole animal infec-
tion model. ACS Chem Biol 4:527–533  

    6.    Lithgow GJ, Walker GA (2002) Stress resis-
tance as a determinate of C. elegans lifespan. 
Mech Ageing Dev 123:765–771  

    7.    Van fl eteren JR (1993) Oxidative stress and 
ageing in Caenorhabditis elegans. Biochem J 
292(Pt 2):605–608  

    8.    Barsyte D, Lovejoy DA, Lithgow GJ (2001) 
Longevity and heavy metal resistance in daf-2 
and age-1 long-lived mutants of Caenorhabditis 
elegans. FASEB J 15:627–634  

    9.    O’Rourke EJ, Conery AL, Moy TI (2009) 
Whole-animal high-throughput screens: the C. 
elegans model. Methods Mol Biol 486:57–75  

    10.    Hulme SE, Shevkoplyas SS, McGuigan AP, 
Apfeld J, Fontana W, Whitesides GM (2010) 
Lifespan-on-a-chip: micro fl uidic chambers for 
performing lifelong observation of C. elegans. 
Lab Chip 10:589–597  

    11.    Mitchell DH, Stiles JW, Santelli J, Sanadi DR 
(1979) Synchronous growth and aging of 
Caenorhabditis elegans in the presence of 
 fl uorodeoxyuridine. J Gerontol 34:28–36  

    12.    Gandhi S, Santelli J, Mitchell DH, Stiles JW, 
Sanadi DR (1980) A simple method for main-
taining large, aging populations of 
Caenorhabditis elegans. Mech Ageing Dev 
12:137–150  

    13.    Khan HA (2006) SCEW: a Microsoft Excel 
add-in for easy creation of survival curves. 
Comput Methods Programs Biomed 83:
12–17  

    14.    Burns AR, Kwok TC, Howard A, Houston E, 
Johanson K, Chan A, Cutler SR, McCourt P, 
Roy PJ (2006) High-throughput screening of 
small molecules for bioactivity and target 
identi fi cation in Caenorhabditis elegans. Nat 
Protoc 1:1906–1914  

    15.    Carpenter AE, Jones TR, Lamprecht MR, 
Clarke C, Kang IH, Friman O, Guertin DA, 
Chang JH, Lindquist RA, Moffat J, Golland P, 
Sabatini DM (2006) Cell Pro fi ler: image analy-
sis software for identifying and quantifying cell 
phenotypes. Genome Biol 7:R100  

    16.    Labrousse A, Chauvet S, Couillault C, Kurz 
CL, Ewbank JJ (2000) Caenorhabditis elegans 
is a model host for Salmonella typhimurium. 
Curr Biol 10:1543–1545  

    17.    Giordano-Santini R, Milstein S, Svrzikapa N, 
Tu D, Johnsen R, Baillie D, Vidal M, Dupuy D 
(2010) An antibiotic selection marker for 
nematode transgenesis. Nat Methods 7:
721–723  

    18.    Tampakakis E, Okoli I, Mylonakis E (2008) A 
C. elegans-based, whole animal, in vivo screen 
for the identi fi cation of antifungal compounds. 
Nat Protoc 3:1925–1931    



501

Lorenzo Galluzzi et al. (eds.), Cell Senescence: Methods and Protocols, Methods in Molecular Biology, vol. 965,
DOI 10.1007/978-1-62703-239-1_33, © Springer Science+Business Media, LLC 2013

    Chapter 33   

 Assessing Senescence in Drosophila Using Video Tracking       

     Reza   Ardekani   ,    Simon   Tavaré   , and    John   Tower         

  Abstract 

 Senescence is associated with changes in gene expression, including the upregulation of stress response- 
and innate immune response-related genes. In addition, aging animals exhibit characteristic changes in 
movement behaviors including decreased gait speed and a deterioration in sleep/wake rhythms. Here, we 
describe methods for tracking Drosophila melanogaster movements in 3D with simultaneous quanti fi cation 
of  fl uorescent transgenic reporters. This approach allows for the assessment of correlations between behav-
ior, aging, and gene expression as well as for the quanti fi cation of biomarkers of aging.  

  Key words:   Aging ,  Biomarkers ,   Drosophila melanogaster  ,  GFP ,  In vivo imaging ,  3D video tracking    

 

 Aging of living organisms (senescence) has traditionally been 
assayed by lifespan, and altered lifespan is still generally considered 
the “gold standard” for verifying interventions in aging  (  1  ) . 
However, assay of lifespan is problematic in that it takes a long 
time to determine, and once determined there is limited addi-
tional information that can be obtained from the animal. For these 
reasons there has been extensive interest in identifying predictive 
biomarkers of aging, i.e., parameters that can be assayed in a non-
destructive way in young animals that will be indicative of aging 
rate, future performance and lifespan  (  2–  4  ) . Aging in both 
Drosophila and mammals is characterized by changes in gene 
expression including upregulation of stress response and innate 
immune response genes  (  5–  8  ) . Expression of transgenic reporter 
constructs derived from such genes correlates with Drosophila 
lifespan  (  9,   10  )  and is predictive of remaining lifespan when 
assayed in young animals including Drosophila  (  7,   11  )  and  C. 
elegans   (  12  ) . Movement behaviors are also promising as aging bio-
markers: aging in Drosophila and humans is characterized by 

  1.  Introduction
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reduced gait speed  (  13  )  and disrupted sleep/wake cycles  (  14,   15  ) , 
and gait speed is predictive of remaining lifespan in elderly humans 
 (  16  ) . We have previously reported methods that allow for 3D 
video tracking of  Drosophila melanogaster  movement behaviors 
 (  17  ) , while simultaneously quantifying gene expression in aging 
 fl ies using  fl uorescent reporter proteins  (  18,   19  ) . Video tracking 
in 3D has also been applied to studies of aging in additional  fl y 
species  (  20  ) . We have recently developed a system called 
FluoreScore that utilizes two synchronized cameras and recorded 
videos and provides a simpli fi ed operating system and a user-
friendly interface  (  21  ) . FluoreScore allows for quanti fi cation of 
 fl uorescent transgenic reporter expression in groups of free mov-
ing  fl ies and provides 3D movement patterns with simultaneous 
 fl uorescence quanti fi cation for single  fl ies. Here we provide a 
detailed protocol for FluoreScore, including instructions on 
assembling the hardware and running the software.  

 

  The physical setup consists of the following parts:

   Desktop computer with FW800 PCI-E cards to connect the  ●

cameras.  
  2 × video cameras (Grasshopper type GRAS-20S4C, Point  ●

Grey Research, Scottsdale, AZ).  
  2 × 8mm Megapixel  fi xed focal lens (Edmund Optics Inc.,  ●

Barrington, NJ).  
  2 × Adaptor with external SM30 threads and internal SM1  ●

threads (SM1A15, Thorlabs Inc, Newton NJ).  
  2 × Lens tube, Ø1 ● ″, 0.3″ long (SM1L03, Thorlabs Inc, 
Newton, NJ).  
  2 × blue LED lights (Blue 3 Watt LED MR16 bulb, Super  ●

Bright LEDs, Inc., St. Louis, MO).  
  2 × MR16/MR11 Socket—GX5.3/GZ4 (MR16S, Super  ●

Bright LEDs, Inc., St. Louis, MO).  
  2 × 12V DC Single Color LED Dimmer (LDK-8A, Super  ●

Bright LEDs, Inc., St. Louis, MO).  
  2 × 0700C24F 17W Xitanium LED Driver, 700mA, plus Power  ●

Cord (XI-LED120A, LED Supply, Randolph, VT).  
  2 × Xitanium Driver Connector (1365323-1, LED Supply,  ●

Randolph, VT).  
  MDF-GFP  fi lter set (Thorlabs Inc, Newton, NJ). ●

   2 × MF469-35  fi lters (pass range: ~450–490 nm).   –
  2 × MF525-39  fi lters (pass range: ~500–550 nm).      –

  2.  Materials

  2.1.  Hardware
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  Standard glass Drosophila culture vial as observation chamber.   ●

  Aluminum Breadboard, 24 ● ″ × 24″ × 1/2″ (MB2424, Thorlabs 
Inc., Newton, NJ).  
  2 × Mounting Post, Length = 14 ● ″ (P14, Thorlabs Inc., 
Newton, NJ).  
  2 × 1.5 ● ″ Mounting Post Bracket (C1505, Thorlabs Inc., 
Newton, NJ).  
  2 × 3 ● ″ One-Arm Package, Two Knuckles, 3″ Shaft (NT53-885, 
Edmond Optics Inc., Barrington, NJ).  
  2 × Mounting Post Base Ø2.40 ● ″ × 0.50″ High (PB2, Thorlabs 
Inc., Newton, NJ).  
  2 × U-shaped Base Support Stand, Cast Iron (12985-078,  ●

VWR, Brisbane, CA).  
  2 × Talon Rod, Aluminum 457 mm (60079-381, VWR,  ●

Brisbane, CA).  
  2 × Talon 3-Prong Dual Adjust Extension Clamp (21570-302,  ●

VWR, Brisbane, CA).  
  Cardboard box.     ●

 Cameras are connected to the desktop computer via FW800 
PCI-E cards. A low-end desktop computer is used, including Intel 
64-bit Quad-Core Xeon Processors (2.13 GHz/Core) with 6GB 
of RAM and running Windows 7 enterprise (64 bit). The two LED 
lights have the MF469-35  fi lters  fi tted in front of them using elec-
trician’s tape, and are pointed toward the observation chamber. 
These  fi lters pass light in the range of approximately 450–490 nm, 
which overlaps the eGFP absorption peak at approximately 488 nm. 
Each camera has an Edmund Optics 8 mm Megapixel  fi xed focal 
lens, with an MF525-39  fi lter  fi xed in front using lens tube and 
adaptor. The emission peak for eGFP is approximately 509 nm and 
is within the pass-range of the  fi lter (500–550 nm). The observa-
tion chamber is a standard glass Drosophila culture vial. The bot-
tom of the vial and the vial stopper are covered with nonre fl ective 
black cotton cloth. For longer tracking periods where water and 
nutrition are required we have found that grape agar media 
(Genesee Scienti fi c, San Diego, CA) produces the least back-
ground. Typical  fl y media was found to produce signi fi cant back-
ground, which can be reduced by adding dark food coloring. 
Plastic (polystyrene) Drosophila culture vials can also be used but 
re fl ect more light, and although these re fl ections can be removed 
in processing, glass vials are preferable (see  Note 1 ). After making 
cameras and lights rigid and stable on the breadboard, using 
mounting posts for the cameras and ring stands and clamps for the 
lights, the setup (lights, cameras, observation chamber) is isolated 
from outside light by covering with a cardboard box. The chamber 
and other parts are accessible from one side of the box that can be 
opened and closed to make a light-tight seal.  
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     The FluoreScore software suite has multiple modules. Each mod-
ule is implemented independently to facilitate ease of use and 
future developments. Figure  1  shows components and data- fl ow 
of the FluoreScore suite. Custom software called VideoGrabber is 

  2.2.  Software

  Fig. 1.    FluoreScore suite modules and data  fl ow. Each module is shown in an  ellipse . Input and outputs are shown in a 
 rectangle .  Arrows  show data  fl ow between different components.       
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used to capture videos from the cameras (  http://code.google.
com/p/video-grabber/    ). VideoGrabber exploits FlycapSDK soft-
ware (provided by Point Grey Research with the cameras) to 
capture synchronized videos from multiple cameras. Cameras 
are calibrated using software called Camera Calibration Tools, 
which is freely available at   http://www.cs.ucl.ac.uk/staff/Dan.
Stoyanov/calib/    .  

 In addition, we provide  fi ve additional custom software mod-
ules, written in Visual Studio C++ (2005):  

  CalibHelp (version 1.0): converts intrinsic and extrinsic param- ●

eters of cameras generated by Camera Calibration Tools to a 
projection matrix.  
  FluoreScoreGUI (version 1.0): includes a graphical user inter- ●

face (GUI) and is used to determine processing parameters 
such as the detection threshold. It also can be used to process 
videos, for example for extracting GFP information as well as 
2D position of  fl ies.  
  FluoreScoreCMD (version 1.0): for experiments involving  ●

longer tracking periods the user needs to process multiple vid-
eos. A command line version of FluoreScore (FluoreScoreCMD) 
is provided that allows for batch processing of videos.  
  FluoreScoreSQ (version 1.0): removes noise and irrelevant  ●

measurements from the data. In particular, it removes the data 
from objects with size smaller than a user-chosen threshold. In 
addition it combines the data from the two cameras.  
  FluoreScore3D (version 1.0): generates 3D tracking using the  ●

2D positions generated by FluoreScoreCMD.    

 More details about each module are provided in the next head-
ing. FluoreScore suite is freely available at   http:// fl uorescore.cmb.
usc.edu    .   

 

 Here, we describe the methods for conducting experiments, assum-
ing that the hardware setup is ready. More speci fi cally, cameras are 
connected to a workstation and have a full view of the chamber 
(see  Note 2 ) and lighting conditions are appropriate ( see   Note 3 ). 
The major steps for running experiments after having the hardware 
setup and  fl ies ready are as below:

    1.    Recording videos.  
    2.    Calibrating cameras for 3D reconstruction.  
    3.    Parameter  fi ndings.  

  3.  Methods

http://code.google.com/p/video-grabber/
http://code.google.com/p/video-grabber/
http://www.cs.ucl.ac.uk/staff/Dan.Stoyanov/calib/
http://www.cs.ucl.ac.uk/staff/Dan.Stoyanov/calib/
http://fluorescore.usc.edu
http://fluorescore.usc.edu
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    4.    (Batch) processing of videos and obtaining GFP and 3D 
trajectories.  

    5.    Data analysis.     

 Details are described for each step and sub-step. 

  A custom program called VideoGrabber is used to record com-
pressed videos (see  Note 4 ). 

 Steps for recording videos are:

    1.    Create a new folder, copy “VideoGrabber.exe” to the folder 
and run it by double clicking on it.  

    2.    Indicate the number of frames that you want to record. If the 
videos are recorded at 30 fps, this means for each second you 
will record 30 frames. For example to record a 5 min video, 
you will need to input 7,200 (= 5 min × 60 s/min × 30 fps).  

    3.    After indicating other options including display On/Off 
(choose Off) and recording option (choose openCV AVI) as 
well as the number of cameras (input 2) the display will show 
the camera con fi guration GUI where you can de fi ne the reso-
lution, frame rate, and other options for videos. A typical set-
ting is resolution 800 × 600, frame rate 30 fps, and YUV 422 
color space for recording.  

    4.    After pressing ok, it will ask about the codec; press Enter to 
choose the default codec, which is FFDS and stands for ffd-
show codec (see  Note 5 ) and it will begin to grab frames from 
the cameras and save them in a  fi le. It will show a “done!” mes-
sage after it grabs the number of frames that you have indi-
cated at step 2.      

  To reconstruct 3D points the projection matrix must be obtained 
for each camera. The camera projection matrix  P  describes the 
mapping between the real 3D points ( X ,  Y ,  Z ) to the 2D points 
( x ,  y ) in the image  (  22  ) . Freely available software called Camera 
Calibration Tools is used to  fi nd the intrinsic and extrinsic param-
eters of the cameras. A small custom program called “CalibHelp” 
converts these parameters to a projection matrix for the cameras. 

  Camera Calibration Tools (  http://www.cs.ucl.ac.uk/staff/Dan.
Stoyanov/calib/    ) has been developed by Daniel Stoyanov. This 
software calibrates cameras using multiple images of a checker-
board in different positions. The checkerboard should be an N × N 
grid with squares of the same size. Figure  2a  shows a 13 × 13 check-
erboard that we used for calibration, and the 10 × 10 square in the 
middle of the checkerboard was used as follows: Each corner is 
marked by a number to indicate the  x -axis and  y -axis and origin. 
Since we want to keep the axes and the origin the same in all 2D 

  3.1.  Recording Videos

  3.2.  Calibrating 
the Cameras

  3.2.1.  Camera Calibration 
Tool

http://www.cs.ucl.ac.uk/staff/Dan.Stoyanov/calib/
http://www.cs.ucl.ac.uk/staff/Dan.Stoyanov/calib/
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images, we indicate them with a number to make sure the origin 
(O) is the same for all 2D images.  
 The steps for calibration are:

    1.    Create an N × N checkerboard (at least 5 × 5).  
    2.    Take  fi ve different images for each camera and in each image 

incline the checkerboard at different angles (Fig.  2b–e ).  
    3.    Add images to the Camera Calibration Tool, de fi ne the size of 

the checkerboard (here 10 × 10) and choose the corners for 
each image. Make sure the order of choosing the corners stays 

  Fig. 2.    Camera Calibration. ( a ) Sample checkerboard for calibration. ( b – f ) Checkerboard in  fi ve different orientations. 
Except for position one, at each position one side of the checkerboard is elevated to cover different 3D points in space and 
provide more sample points for Camera Calibration Tools.       
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the same (i.e., corner1 → corner 2 → corner 3 → corner 4). 
After selecting corners, Calibration Tool extracts intersection 
points of inner squares (Fig.  3 ).   

    4.    Press the calibration button for each camera and save the 
project. All intrinsic and extrinsic parameters will be saved in 
an output  fi le.     

 For more details please refer to the manual of Camera Calibration 
Tool that is available online.  

  This program converts intrinsic and extrinsic parameters into a 
projection matrix. To use CalibHelp, copy “CalibHelp.exe” to the 
same folder where the output of Camera Calibration Tool is located 
and run it. It will create a  fi le named “projMat.txt” in the same 
folder. This  fi le contains the projection matrix of the cameras, 
which will be used by the FluoreScore3D module to generate 3D 
points from 2D points (see  Note 6 ).   

      1.    There are three parameters that should be determined before 
processing using FluoreScoreGUI. The most important one is 
the threshold for detecting  fl ies  (  21  ) . The optimal value for 
this threshold will vary based on the lighting conditions and 
speci fi c experimental setup. Once the user starts to (pre)pro-
cess a video, they can see what will be detected with different 
thresholds. In the processed window  fl ies should be marked, 
and background pixels should be minimized or eliminated. 
Figure  4  shows examples of detected  fl y silhouettes with differ-
ent threshold values (see  Note 7 ).   

  3.2.2.  CalibHelp

  3.3.  Parameter Finding

  Fig. 3.    Camera Calibration Tools. Camera Calibration Tools selects the vertex of each 
square in the checkerboard.       
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  Fig. 4.    Selecting threshold for silhouette detection. ( a ) Original image from the camera. ( b – f ) Detected components using 
different thresholds: threshold = 5 ( b ), threshold = 10 ( c ), threshold = 20 ( d ), threshold = 30 ( e ), or threshold = 50 ( f ). Different 
thresholds lead to different detected components. FluoreScoreGUI enables the user to see the detected components and 
choose appropriate thresholds.       
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    2.    Because of the LED lights, sometimes there is glare in videos 
on the wall of the vial or on the base of the chamber. To exclude 
such glare from the analysis, the user can de fi ne a processing 
mask for each view by free-hand drawing; the mask marks 
regions that will not be included in the quanti fi cation. 
FluoreScoreGUI saves the mask in a .jpg  fi le, which is used as 
an input parameter for FluoreScoreCMD so that it can be 
applied to multiple videos recorded under the same conditions 
(see Subheading  3.4.1 ).  

    3.    To make the processing faster as well as more accurate the user 
can also de fi ne a region of Interest (ROI) in a view, which is a 
rectangle that just covers the chamber in the view. By de fi ning 
an ROI, FluoreScore does not process the part of the images 
that are not useful, thereby increasing processing speed. An 
ROI rectangle is de fi ned by two points (top-left and bottom-
right). These points are saved in a text  fi le and used as input 
parameters for FluoreScoreCMD.      

  After  fi nding parameters, the user can start processing the videos. 
Processing videos has several steps. The  fi rst step is to generate 
from the videos the raw data  fi les that contain GFP values and 2D 
positions of the  fl y, using FluoureScoreGUI or FluoreScoreCMD. 
The next step is to process the data and combine the information 
from both views using FluoreScoreSQ. These  fi les along with the 
projection matrix  fi le (see Subheading  3.2 ) will be used in 
FluoreScore3D to generate 3D position of the  fl y. 

  FluoreScoreCMD should be called from the command-line to start 
processing videos. It will generate two CSV  fi les for each view. One 
 fi le contains 2D positions of the  fl ies in that view. The other  fi le 
contains intensity information on detected  fl ies. More speci fi cally, 
for each frame, intensity values (between 0 and 256) are calculated 
for red, blue, and green channels for pixels that represent  fl ies. For 
each channel the pixels are separated into four bins based on the 
pixel intensity values. For example, for the green channel, pixels 
are separated into bins G1, G2, G3 and G4 of increasing intensity. 
For each  fl y, the histogram of pixel intensity values is calculated 
along with the sum of intensities for each bin of the histogram. 
Below, the input parameters and command line format for 
FluoreScoreCMD are shown. 

  3.4.  Processing Videos

  3.4.1.  FluoreScoreCMD
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  Command:  

  FluoreScoreCMD.exe  <a1> <a2> … <a16>
     a1 : inputAviFile for View 1  

    a2 : threshold value for View1, should be between 0 and 127  

    a3 : inputAviFile for View 2  

    a4 : threshold value for View2, should be between 0 and 127  

    a5 : showing videos while processing (y or n).  

    a6 : Number of frames to process, put −1 to the whole video  

    a7 : Mask  fi le name for view 1 (jpg  fi le)  

    a8 : X-coordination of top-left for view 1, min = 0, max = 800  

    a9 : Y-coordination of top-left for view 1, min = 0, max = 600  

   a10 :  X-coordination of down-right for view 1, min = 0, 
max = 800  

   a11 :  Y-coordination of down-right for view 1, min = 0, 
max = 600  

    a12 : Mask  fi le name for view 1 (jpg  fi le)  

    a13 : X-coordination of top-left for view 1, min = 0, max = 800  

    a14 : Y-coordination of top-left for view 1, min = 0, max = 600  

   a15 :  X-coordination of down-right for view 1, min = 0, 
max = 800  

   a16 :  Y-coordination of down-right for view 1, min = 0, 
max = 600    

  Example :
    FluoreScoreCMD.exe  Case_View0.avi 15 Case_View1.
avi 15 y −1 mask1.jpg 200 200 400 400 mask2.jpg 100 
100 500 500    

        1.    After processing videos from each view, FluoreScoreSQ is used 
for de-noising and for combining information from both views. 
FluoreScoreSQ combines the intensity values from two views 
and generates a CSV  fi le including the intensity values for each 
frame. Moreover, if there are some detected components 
whose size is smaller than a chosen threshold, they will be 
removed (see  Notes 8  and  9 ). Below, the use of FluoreScoreSQ 
is exempli fi ed.     

  3.4.2.  FluoreScoreSQ
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        2.    FluoreScore3D uses the 2D position  fi les for each view as 
well as the projection matrix  fi le, and generates 3D position 
for each frame where 2D positions were available in both 
views (see  Notes 10  and  11 ). FluoreScore3D is used as 
described below:     

  3.4.3.  FluoreScore3D

  Command:  

  FluoreScoreSQ.exe  <a1> <a2> <a3> <a4> <a5>
    a1 :  input intensity CSV  fi le for view 1 (contains intensity info 

and is generated by FluoreScore)  

   a2 :  input intensity CSV  fi le for view 2 (contains intensity info 
and is generated by FluoreScore)  

   a3 :  output CSV  fi le for combined results of view 1 and view 2  

   a4 :  fl y number (should be 1 for 3D tracking)  

   a5 :  threshold of the size of  fl y in pixels (with current setup it 
would be around 20–50)    

  Example :

    FluoreScoreSQ.exe  0_0.csv 0_1.csv 0.csv 0_pos1.csv 0_pos2.
csv 1 20    

  Command:  

  FluoreScore3D.exe  <a1> <a2> <a3> <a4>
    a1 :  input CSV  fi le for view 1 (contains 2D positions of  fl y, is 

generated by FluoreScore)  

   a2 :  input CSV  fi le for view 2 (contains 2D positions of  fl y, is 
generated by FluoreScore)  

   a3 : projmat.txt (generated in Subheading 3.2.1)  

   a4 : output CSV  fi le containing 3D position of the  fl y    

  Example: 
    FluoreScore3D.exe  experiment_pos1.csv experiment_
pos2.csv projmat.txt experiment_3dpos.csv    

    Experiments involving longer tracking periods will generate mul-
tiple videos. For example, if an experiment is for 48 h, VideoGrabber 
(with default settings) will generate 48 1-hour video segments. 
Processing these videos one by one is laborious. Because we have 
provided command line versions of the software modules, it is 
straightforward to have a BAT  fi le that runs all the modules on 

  3.4.4.  Batch Processing
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multiple videos. A  fi le called “runFSInBatch.bat” is provided that 
processes all segments of an experiment at once (see  Note 12 ). 
Below, the use of FluoreScoreBatch.bat is shown: 

  Command:  

  FluoreScoreBatch.bat  <a1> <a2>
    a1 :  fi rst hour to be processed  

   a2 : last hour to be processed    

  Example: 
    FluoreScoreBatch.bat  1 48    

    After running the previous modules, GFP data as well as the 3D 
positions of the  fl y have been calculated. R is then used to perform 
basic statistical analysis, including mean and standard deviation, 
calculation of motion parameters including velocity and frequency 
of directional heading changes, and data visualization.    

 

     1.    When preparing the chamber make sure the following steps are 
done; (a) clean the chamber with water followed by ethanol, 
using cotton swabs. (b) Clean the chamber plug using scotch 
tape to remove any lint and prevent background re fl ection. (c) 
Put  fl ies into the chamber and push the plug into the vial until 
2.0 cm from the bottom. (d) Place observation vial in de fi ned 
location in front of the cameras. For optimal results the cam-
eras should be inclined slightly downwards towards the obser-
vation chamber. A stand for the observation chamber can be 
 fi xed in place in front of the cameras; we have used stacked 
plastic eppendorf tube racks, taped together, with a circle 
drawn on top to indicate the location for placement of the 
observation chamber. We have also found it useful to tape 
pieces of thick black paper to the top of the stand to create a 
slot into which the observation chamber  fi ts. The ring stands 
holding the LED lights can be moved closer or further away 
from the observation chamber to optimize lighting conditions 
and to make lighting equal for the two cameras; alternatively 
lighting can be adjusted using the LED Dimmers.  

    2.    Once the cameras are calibrated they should not be moved or 
rotated; make sure they are sturdy and  fi xed in place before 
starting the calibration process.  

  3.4.5.  Data Analysis

  4.  Notes
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    3.    To get the best signal possible make sure there is no light 
changing during an experiment. To do so make sure that the 
observation chamber and cameras are completely isolated from 
outside light.  

    4.    The data storage capacity of the operating system employed 
here requires that  fi les be smaller than 2 GB; therefore 
VideoGrabber will record videos in separate  fi les of a length of 
108,000 frames (equal to 1 h at 30 fps).  

    5.    Recording uncompressed videos requires a lot of space and 
storing long experiments is practically impossible. 
VideoGrabber can record compressed videos. However the 
appropriate codec should be installed. More speci fi cally, to be 
able to read/write compressed videos, codecs are needed. 
There are many codecs available for this task. We chose “ffd-
show” due to its compatibility with openCV library and high 
compression rate. It is freely available at (  http://sourceforge.
net/projects/ffdshow/    ).  

    6.    HelpCalib writes the projection matrices of cameras in “proj-
mat.txt” with the same order that they have been added in 
Camera Calibration Tool. It is arbitrary to choose which cam-
era be the “ fi rst” view. However, the order should be same for 
the FluoreScore3D to assign projection matrices to cameras 
correctly ( see   Note 10 ).  

    7.    To choose an appropriate threshold for  fl y detection adjust the 
threshold such that the  fl y is detected in the majority of frames, 
and background (scattered) pixels are eliminated. Once you 
 fi nd the optimal threshold make sure you keep it the same 
across any additional samples that you wish to compare so that 
data are analyzed consistently.  

    8.    Fly Size choice means the minimum size of the  fl uorescent 
region of the  fl y, as that is what is being detected. If this param-
eter is set too large, you will never detect  fl ies. At the same time 
you want to set it large enough that you  fi lter noise (which is 
mostly small connected components consisting of a few pix-
els). Larger settings will tend to eliminate frames where your 
 fl y is farther away and/or oriented such that only a part of the 
 fl uorescent region is detected. This is not ideal for a movement 
assay as you want to detect your  fl y in as many frames as pos-
sible. Typical values for expression speci fi cally in eye tissue is 
15–20, and for expression throughout the  fl y ~50.  

    9.    Fly Number usually is equal to the number of  fl ies in the obser-
vation chamber. However, it is possible to have multiple  fl ies in 
the observation chamber and to set Fly Number to a smaller 
value if you want to recognize only a subset of the  fl ies (for 
example the brightest or biggest, depending upon how the 
detection threshold and  fl y size have been set).  

http://sourceforge.net/projects/ffdshow/
http://sourceforge.net/projects/ffdshow/
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    10.    The order of inputs is important. Make sure the  fi rst  fi le (view 
1 csv  fi le) belongs to the camera that is chosen to be the “ fi rst” 
view in the calibration step.  

    11.    There are some frames in which a  fl y is not visible in either 
view. In these frames the 3D position of the  fl y cannot be 
obtained because two views of 2D points are needed to be able 
to perform 3D reconstruction.  

    12.    To be able to use the batch  fi le make sure you do not change 
the name of the video  fi les that are generated by 
VideoGrabber.          
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    Chapter 34   

 Assessing Vascular Senescence in Zebra fi sh       

     Sandra   Donnini   ,    Antonio   Giachetti   , and    Marina   Ziche     

  Abstract 

 Zebra fi sh, a diurnal vertebrate characterized by gradual senescence, is an excellent model for studying 
age-dependent diseases, such as neurodegenerative diseases. Cerebral amyloid angiopathy (CAA) caused 
by amyloid  b  (A b ) deposition around brain microvessels is a human neurovascular degenerative disease 
that is characterized by an early onset of recurrent stroke episodes, vascular brain degenerative changes, 
and moderate to severe clinical presentations. Recently, by using the zebra fi sh model, we investigated 
whether A b  peptides cause endothelial cells to enter senescence at an early stage of vascular development. 
During early embryonic zebra fi sh development, the presence of senescence-associated biomarkers, such 
as  b -galactosidase and the cyclin-dependent kinase inhibitor p21, has been shown to be predictive of the 
premature aging phenotype. By measuring  b -galactosidase activity and p21 expression in whole-mount 
zebra fi sh embryos exposed to A b , we demonstrated that these oxidative peptides promote vascular senes-
cence at an early stage of development, a harbinger of vascular clinical symptoms in adult. This chapter 
describes the methods for studying cell senescence in zebra fi sh, detailing protocols for  b -gal activity and 
the in situ p21 hybridization in whole-mount zebra fi sh embryos.  

  Key words:   Amiloid  b  peptides ,   b -Galactosidase ,  Cerebral amyloid angiopathy ,  Cyclin-dependent 
inhibitor p21 ,  In situ hybridization ,  Vascular senescence    

 

    The interest in the age-associated cerebrovascular diseases stems 
from the recognition that brain vessels dysfunction concurs to the 
progression, and perhaps to the aggravation of neurodegenerative 
pathologies, among which Alzheimer’s disease is the most promi-
nent. Cerebral amyloid angiopathy (CAA) is a cerebrovascular dis-
ease, characterized by deposition of amyloid peptides around brain 
vessels, hypoperfusion, and aberrant vessels  (  1–  3  ) . CAA, frequently 
coexisting with Alzheimer disease, is primarily an age-related dis-
ease, and, therefore, appears to be a suitable model for exploring 
the relationship between aging and development of cerebrovascu-
lar diseases. Furthermore, numerous dominant hereditary human 

  1.  Introduction
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CAA variants, which originate from genetic mutations in the amy-
loid precursor protein (APP), give rise to different disease pheno-
types. The best known, the Dutch mutant, features early onset of 
recurrent stroke episodes (occurring as early as in the fourth 
decade), and severe clinical presentation  (  4  ) . In this context, given 
the long-term interest of our laboratory in the vascular effects of 
amyloid peptides, in order to investigate whether natural Amyloid 
 b  (A b ) or the A b -Dutch peptides would cause endothelial cells to 
enter senescence at an early stage of vascular development, we used 
the zebra fi sh model at the embryonic/larval stages, when blood 
vessels develop very rapidly  (  5  ) . 

 Among the models of human senescence, zebra fi sh ( Danio 
rerio ) has emerged as a highly promising model for studies of ver-
tebrate senescence  (  6,   7  ) . The optical transparency of zebra fi sh at 
embryonic and larval stages, combined with the small size and high 
fecundity has made them a preferred vertebrate of developmental 
biologists. Zebra fi sh is a diurnal vertebrate which lives for approxi-
mately 3–5 years and show gradual senescence similar to humans. 
With age, they often display spinal curvature, related to muscle 
abnormalities  (  8  ) , increased lipofuscin (aging pigment) in the liver, 
similar to mice and humans  (  9  ) , and retinal atrophy  (  10  ) . In aged 
zebra fi sh, senescence-associated  b -galactosidase (SA- b -gal) activity 
has been detected in skin  (  11  ) . Further, SA- b -gal activity early in 
the development correlates with an accelerated aging phenotype in 
zebra fi sh. 

 Here, we describe the protocol to study the senescence marker 
 b -gal in embryos zebra fi sh exposed to A b  peptides, and in histo-
logical sections, to determine  b -gal staining in vessels. 

 We also describe a novel approach for investigating senescence 
in zebra fi sh, which consist in measuring the expression of the mes-
senger RNA for p21, a cyclin-dependent inhibitor that induces cell 
cycle arrest, a typical feature of cell senescence  (  12–  14  ) . In situ 
hubrydization in whole-mount embryos is a method widely used 
to evaluate the expression pattern of developmentally regulated 
genes  (  15–  18  ) . By measuring  b -galactosidase activity and p21 
expression in whole-mount zebra fi sh embryos exposed to A b , we 
demonstrated that these oxidative peptides promote vascular senes-
cence at an early stage of vascular development, a harbinger of 
vascular clinical symptoms in adult.  

 

  ●     Zebra fi sh AB strain (see  Note 1 ).  
  Fish water (Instant Ocean, 0.01% Methylene Blue).   ●

  Petri dishes.   ●

  2.  Materials

  2.1.  Common 
Materials
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  Pronase solution (100   ● m g/mL; Protease from Streptomyces 
griseus; Sigma, cat. no. P6911).  
  1-Phenyl-2-thiourea (PTU, Sigma, cat. no. P7629) (see  Note 2 ).   ●

  Sterile distilled water.   ●

  Dulbecco’s phosphate-buffered saline (PBS, Sigma, cat. no.  ●

D-5652).  
  Paraformaldehyde (PFA, Sigma, cat. no. P-6148) (see  Note 3 ).   ●

  Ethanol absolute (Sigma, cat. no. 459844) (see  Note 4 ).   ●

  Glycerol >99% (Sigma, cat. no. G6279) (see  Note 5 ).   ●

  Images are taken with a Leica microscope DM6000B equipped  ●

a Leica DCF480 digital camera and the software LAS (Leica 
Application Suite) (Leica, Germany).  
  Planachromatic objectives.      ●

  ●     Paraformaldeyde/phosphate-buffered saline 4%.  
  SA-  ● b -galactosidase detection kit (Millipore-Chemicon, 
Billerica, MA, USA) (see  Note 6 ). 
 Components: ●

   100× Fixing Solution: One 1.5 mL vial.   –
  10× Staining Solution A: One 15 mL bottle.   –
  10× Staining Solution B: One 15 mL bottle.   –
  X-gal Solution: Two 1.5 mL vials.      –

  30–50–70% EtOH in water.   ●

  NaN  ●

3  0.1% (Sigma-Aldrich, St. Louis, MO, USA) (see  Note 7 ).  
  Glycerol 70% in water (Sigma-Aldrich).   ●

  LR White resin (London Resin Company; Working, Surrey,  ●

UK) (see  Note 8 ).  
  Reichert Ultra-cut “E” (see  Note 9 ).      ●

  ●     p21 plasmid or genomic p21.  
  PCR master mix (Promega, Madison, WI, USA) (see  Note 10 ).   ●

  Trizma base (Sigma-Aldrich).   ●

  Ethylenediaminetetraacetic acid (EDTA) (Sigma-Aldrich)  ●

(see  Note 11 ).  
  Boric acid (Sigma-Aldrich).   ●

  Agarose (Sigma-Aldrich) (see  Note 12 ).   ●

  Transcription buffer (Promega).   ●

    ● DL -Dithiothreitol (DTT) (Promega) (see  Note 13 ).  
  DIG RNA labeling mix (UTP) (Roche, Basel, Switzerland).   ●

  RNasein (Promega).   ●

  2.2.  SA- b -Gal Staining

  2.3.  p21 In Situ 
Hybridization
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  T3 RNA-Polymerase (Promega).   ●

  T7 RNA-Polymerase (Promega).   ●

  RNase free DNAse I (Roche).   ●

  NaOH (Sigma-Aldrich).   ●

  RNAlater (Sigma-Aldrich).   ●

  Methanol (MeOH) (Sigma-Aldrich) (see  Note 14 ).   ●

  NaCl (Sigma-Aldrich).   ●

  KCl (Sigma-Aldrich).   ●

  MgSO  ●

4  (Sigma-Aldrich).  
  Ca(NO  ●

3 ) (Sigma-Aldrich).  
  HEPES (Sigma-Aldrich).   ●

  H  ●

2 O 2  (Sigma-Aldrich) (see  Note 15 ).  
  KOH (Sigma-Aldrich).   ●

  Tween 20 (Sigma-Aldrich) (see  Note 16 ).   ●

  Proteinase K (10 mg/mL) (Roche Diagnostics).   ●

  Formamide (Sigma-Aldrich) (see  Note 17 ).   ●

  Citric acid trisodium salt (Sigma-Aldrich).   ●

  Citric acid monohydrate (Sigma-Aldrich).   ●

  Heparin sodium salt (Sigma-Aldrich).   ●

  tRNA from wheat germ type V, lyophilized powder (Sigma- ●

Aldrich).  
  Phenol solution saturated with 0.1 M citrate buffer, pH 4.3  ●

(Sigma-Aldrich) (see  Note 18 ).  
  Chloroform (Sigma-Aldrich) (see  Note 19 ).   ●

  Sodium acetate (Merck, Darmstadt, Germany).   ●

  Sheep serum (Sigma-Aldrich).   ●

  Albumin from bovine serum (BSA, Sigma-Aldrich).   ●

  Sheep anti-digoxigenin-AP Fab fragments (Roche  ●

Diagnostics).  
  HCl (Sigma-Aldrich) (see  Note 20 ).   ●

  MgCl  ●

2  (Sigma-Aldrich).  
  Nitro blue tetrazolium (NBT, Sigma-Aldrich) (see  Note 21 ).   ●

  5-Bromo 4-chloro 3-indolyl phosphate (BCIP, Sigma-Aldrich)  ●

(see  Note 22 ).  
    ● N , N -dimethylformamide anhydrous, 99.8% (Sigma-Aldrich) 
(see  Note 23 ).  
  Na  ●

2 HPO  4  
·  12H 2 O (Fluka-Sigma-Aldrich).  

  NaH  ●

2 PO 4  (Merck).  
  Stop solution (see  Note 24 ).   ●
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  10× PBS, pH 5.5, stock solution (see  Note 25 ).   ●

  PBT (see  Note 26 ).   ●

  20× SSC stock solution (see  Note 27 ).   ●

  Blocking buffer (see  Note 28 ).   ●

  Alkaline Tris buffer (see  Note 29 ).   ●

  Microcon YM-50 columns (Millipore).   ●

  Sigmaspin post-reaction puri fi cation columns (Sigma-Aldrich).       ●

 

      1.    Zebra fi sh are raised and maintained at 28°C on a 14 h 
light/10 h dark cycle. Embryos are collected by natural spawn-
ing in  fi sh water (Instant Ocean, 0.01% Methylene Blue) in 
Petri dishes, and their age is expressed in hours post fertiliza-
tion (hpf) or in days post fertilization (dpf), according to 
   Kimmel  (  14  ) .  

    2.    Dechorionate embryos with pronase solution (100  m g/mL) at 
6 hpf (see  Note 30 ).  

    3.    Treat with 0.003% phenylthiourea (PTU) at 24 hpf to prevent 
pigmentation (see  Note 31 ).  

    4.    Administer A b  from 12 somites stage (somitogenesis) until 
7 dpf (larval stage) of zebra fi sh development, every 24 h 
(see Note 32).  

    5.    Fix zebra fi sh larvae (7 dpf) at room temperature for 2 h in 4% 
paraformaldehyde/phosphate-buffered saline (see  Note 33 ).  

    6.    Wash three times in PBS 1×, 15 min each wash.  
    7.    Make up the senescence staining mixture as recommended by 

the vendor (Millipore-Chemicon). Add 1 mL to embryos and 
incubate for 4 h at 37°C. We have used the SA-Galactosidase 
Detection Kit (Millipore-Chemicon).  

    8.    Wash animals three times in 1× PBS, 15 min each washes.  
    9.    Zebra fi sh can be stored at 4°C in 1× PBS and 0.1% NaN 3  or in 

70% glycerol at 4°C.  
    10.    Photograph all animals under the same conditions and quan-

tify SA- b -gal activity using a selection tool in Adobe Photoshop 
for blue color range, according to    Kishi et al.  (  10  ) .  

    11.    Take images with microscope (Fig.  1 ).      

 For histological analysis

    1.    Start from  step 5  above:  fi x zebra fi sh larvae for 4 h at room 
temperature in 4% paraformaldehyde/PBS.  

    2.    Stain the larvae as described above (steps 6– 8 ).  

  3.  Methods

  3.1.  SA- b -Gal Staining
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    3.    Dehydrate the embryos in 30–50–70% EtOH at room 
temperature.  

    4.    Immerse the larvae in a mixture 2:1 LR White resin (London 
Resin Company; Working, Surrey, UK): 70% EtOH for 
5 min.  

    5.    Wash in PBS 1× 10 min.  
    6.    Immerge in pure LR White resin, overnight on a rotary 

device.  
    7.    Embed the larvae at 50°C with LR white resin.  
    8.    Each larvae are sectioned on a Reichert Ultra-cut “E” at 3  m m.  
    9.    Stain with basic fuxine for light microscopy.  
    10.    Take images (Fig.  2 ).       

      1.    For the p21 probe (also known as  cdkn1a ) set up 100  m L PCR 
in a 0.5 mL sterile tube as follow:  

 Template DNA  0.5  m L  (10–100 ng) 

 Forward primer (500 ng/mL)  0.5  m L  (250 ng) 

 Reverse primer (500 ng/mL)  0.5  m L  (250 ng) 

 PCR master mix (2×)  50  m L  (1×) 

 Sterile water up to  100  m L 

  3.2.  p21 In Situ 
Hybridization

  Fig. 1.     b -Gal activity in whole-mount zebra fi sh at 7 dpf. Zebra fi sh were exposed to A b  
repeated treatment (2.5  m M) (images at ×3.2). Image adapted from ref.  5.        
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 p21 forward:  5 ¢ -ATGCAGCTCCAGACAGATGA-3 ¢  , 
 p21 reverse:  5 ¢ -CGCAAACAGACCAACATCAC-3 ¢   (see 
 Note 34 ).  

    2.    Run the PCR using the follow conditions: 4 min at 95°C, 40 
cycles as follows: 30 s at 95°C, 30 s at 55°C, and 1 min at 
72°C; 7 min at 72°C.  

    3.    Add the 100  m L PCR to a Microcon YM-50 column and add 
400  m L of sterile water. Centrifuge for 15–20 min at 1,000 ×  g  
at room temperature.  

    4.    Place the Microcon column into a new microfuge tube, add 
20  m L of sterile water, vortex brie fl y, and then turn the 
Microcon column upside down. Spin for 1 min at 1,000 ×  g  at 
room temperature to recover the DNA (see Note 35).  

    5.    Check the quality, quantity, and size of the PCR ampli fi cation 
product by loading 1/20 of the preparation on a 1% (w/v) 
agarose gel in 1× TBE buffer.  

  Fig. 2.     Top \nel :  b -Gal-positive vessels in larvae trunk (transversal section, ×40), taken from whole mounts reported in 
Fig.  1 .  Bottom panel : enlarged areas show axial vessels  b -Gal positive ( arrows ). NT, neural tube; NC, notochord; PD, pro-
nephric ducts. Image adapted from ref.  5.        
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    6.    Add to a microfuge tube:  

 Template DNA from PCR  2.5  m L  200 ng 

 5× Transcription buffer  1  m L  1× 

 DTT (0.1 M)  0.5  m L  10 mM 

 DIG-RNA labeling mix (10×)  0.5  m L  1× 

 RNAsein (40 U/mL)  0.25  m L  10 U 

 T3 or T7 RNA polymerase (20 U/mL)  0.25  m L  5 U 

    7.    Mix and incubate for 2 h at 37°C (see  Note 36 ).  
    8.    Add 2  m L of RNase-free DNase I and 18  m L of sterile water. 

Mix and incubate for 30 min at 37°C.  
    9.    Stop the reaction by adding 1  m L of sterile 0.5 M EDTA and 

9  m L of sterile water.  
    10.    Place a Sigmaspin post-reaction puri fi cation column on top of 

a microfuge tube. Centrifuge for 15 s at 750 ×  g .  
    11.    Break the base of the column and discard the lid. Spin for 

2 min at 750 ×  g .  
    12.    Place the column on a new microfuge tube. Add the RNA 

template on top of the resin. Centrifuge for 4 min at 750 ×  g . 
Discard the column.  

    13.    Add 1  m L of sterile EDTA 0.5 M and 9  m L of RNAlater to the 
sample (see  Note 37 ).  

    14.    Visualize 1/20 of the synthesized RNA on 1% (w/v) agarose 
gel in 1× TBE buffer after 30 min of electrophoresis at 230 V.  

    15.    Fix embryos (72 hpf, after dechorionation) for 2 h at room 
temperature in 4% paraformaldehyde/phosphate buffered 
saline, then wash twice in PBS-Tween, 5 min each, at room 
temperature (see  Note 38 ).  

    16.    Dehydrate the embryos in 100% methanol (MeOH) for 15 min 
at room temperature and store at −20°C until processed (see 
Note 39).  

    17.    Rehydrate embryos into successive dilutions of methanol in 1× 
PBS: 5 min in 75% (v/v) methanol; 5 min in 50% (v/v) metha-
nol; and 5 min in 25% (v/v) methanol.  

    18.    Wash four times, 5 min per wash, in 100% PBT.  
    19.    Permeabilize the embryos by digestion with proteinase K 

(10  m g/mL in 1× PBS) at room temperature (40 min) (see 
 Note 40 ).  

    20.    Stop the proteinase K digestion by incubating the embryos for 
20 min in 4% (w/v) paraformaldehyde in 1× PBS.  

    21.    Transfer the embryos from to 1.5 mL sterile Eppendorf tubes 
(up to 50 embryos per tube).  
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    22.    Prehybridize the embryos for at least 3 h at 62°C in hybridiza-
tion buffer (50% formamide, 5× SSC, 50  m g/mL heparin, 
500  m g/mL tRNA, 0.1% Tween 20, 1 M citric acid pH 6.0) 
(see  Note 41 ).  

    23.    Discard the hybridization buffer and replace with 400  m L of 
hybridization buffer containing 200 ng of antisense DIG-labeled 
RNA probe. Hybridize overnight at 62°C (see  Note 42 ).  

    24.    Incubate for 10 min the embryos with 200  m L of hybridization 
buffer (without RNase-freetRNA and heparin) warmed at 62°C.  

    25.    Gradually change the hybridization buffer to 2× SSC: wash 
once in each of the following: 75% hybridization buffer, 50% 
hybridization buffer, 25% hybridization buffer and 100% 2× 
SSC. Perform washes in a 62°C water bath with gentle shak-
ing, 10 min each wash.  

    26.    Wash twice, for 30 min/wash, in 0.2× SSC at 62°C.  
    27.    Gradually replace 0.2× SSC with PBT: wash once at room tem-

perature, in agitation, in 200  m L of the following solutions: 
75% 0.2× SSC, 50% 0.2× SSC, 25% 0.2× SSC and 1× PBT, 
10 min each wash.  

    28.    Incubate the embryos for 3–4 h at room temperature in block-
ing buffer under agitation (see  Note 43 ).  

    29.    Incubate in 200  m L of anti-DIG antibody solution diluted at 
1/10,000 with blocking buffer overnight at 4°C with gentle 
agitation.  

    30.    Discard the antibody solution and wash the embryos brie fl y 
in PBT.  

    31.    Wash six times, 15 min/wash, in PBT at room temperature 
with gentle shaking.  

    32.    Brie fl y dry the embryos on a sheet of absorbent paper.  
    33.    Incubate the embryos at room temperature three times, 5 min/

wash, in alkaline Tris buffer with agitation.  
    34.    Transfer the embryos to 1.5 mL microfuge tubes.  
    35.    Remove the alkaline Tris buffer and replace with 0.7-mL stain-

ing solution prepared fresh and kept in the dark (see  Note 44 ).  
    36.    Transfer the embryos to 12-well ceramic plates. Monitor the 

color reaction periodically under a dissecting microscope, lit 
from above. Keep the embryos in the dark between checks.  

    37.    Stop the reaction by transferring the embryos to 1.5-mL 
Eppendorf tubes containing 1 mL stop solution.  

    38.    Transfer embryos to a 6-well plate containing 100% glycerol. 
Shake gently overnight at room temperature in the dark.  

    39.    Mount the embryos in 100% glycerol and observe 
microscopically.  

    40.    Take images (Fig.  3 ).        
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     1.    All animal experiments should be performed in accordance 
with the relevant authorities’ guidelines and regulations.  

    2.    Poison. Highly toxic, may be fatal if swallowed or inhaled. 
Experimental teratogen. Irritant. Use safety glasses, gloves, 
and dust mask and ensure good ventilation if powdered prod-
uct may get into the atmosphere.  

    3.    Noxious substance. Avoid inhalation and contact with the eye 
and skin. Use protective clothes during preparation and appli-
cation. To prepare 4% PFA (see Subheading  2.1 ), dissolve 4 g 
of paraformaldehyde in 1× PBS and heat until the powder has 
dissolved completely. When the powder is completely dis-
solved, cool the solution until it reaches room temperature 
(18–25°C). This solution, stored at room temperature, can be 
used for a couple of days. Never boil the solution because para-
formaldehyde will be degraded and the medium will acidify 
due to the formation of formic acid.  

    4.    Avoid inhalation and contact with the eye and skin.  

  4.  Notes

  Fig. 3.    p21-In situ hybridization in embryos at 72 hpf. Lateral (×4) view of control and 
treated embryos (A b  and Dutch peptides at 2.5  m M), showing p21 mRNA expression in 
whole body, with enrichment in the head. Image adapted from ref.  5.        
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    5.    This substance is not classi fi ed as dangerous, it may act as a 
mild irritant for the eyes, skin, and respiratory system.  

    6.    Store X-gal solution protected from light at −20°C, and other 
kit components at 4°C. All components supplied are stable for 
1 year. X-gal solution, contains the 5-bromo-4-chloroindol-3-yl 
beta- D -galactopyranoside (XGal) and  N , N -dimethylformamide 
(DMF), which are de fi ned as dangerous substances or hazard-
ous chemicals as de fi ned in European Community Directives 
67/548/EEC or 1999/45/EC, and Hazard Communication 
Standard 29 CFR 1910.1200. Wear eye protection, and gloves 
to prevent skin contact. Use this product with adequate ventila-
tion. Similarly, 10× Staning Solution A contains Potassium 
hexacyanoferrate (III) (Red prussiate), and Potassium hexacy-
anoferrate (II) trihydrate (Yellow prussiate), 100×  fi xing solu-
tion contains glutaraldehyde and methanol and,  fi nally, 10× 
Staining Solution B contains Sodium chloride, Sodium dihy-
drogenorthophosphate, Citric acid, and Magnesium chloride, 
all of which are de fi ned as dangerous substances or hazardous 
chemicals as de fi ned in European Community Directives 
67/548/EEC or 1999/45/EC, and Hazard Communication 
Standard 29 CFR 1910.1200.  

    7.    NaN 3 , sodium azide is toxic by ingestion and under acidic con-
ditions may release the highly toxic gas hydrazoic acid. It 
should be manipulated carefully and under an appropriate 
fume hood.  

    8.    The resin contains 80% polyhydroxy substituted bisphenol 
A dimethacrylate resin, 19.6% C12 methacrylate ester, 0.9% 
benzoyl peroxide. The resin is of very low viscosity and designed 
to penetrate biological tissue being an embedding resin. Hence 
care should be taken to minimize skin contact. Be careful if 
allergy to methacrylates is known. Avoid all contact with eyes. 
The resin should be kept cool (4°C) to prevent premature 
polymerization.  

    9.    Methacrylates resins as LR White are hydrophilic and tend to 
wet the block surface because they attract water. Dry the block 
face with  fi lter paper, and if necessary, use an antistatic device 
(gun) to eliminate electrostatic charging.  

    10.    Work careful to avoid contamination, use appropriate tips with 
 fi lter RNAse/DNase free and wear gloves.  

    11.    To prepare 0.5 M EDTA (see Subheading  3.2 , step 8), dissolve 
186.1 g of EDTA in 800 mL of water. Add 15 g of NaOH pel-
lets and make up to 1 L by adding water when all pellets are 
dissolved. EDTA may behave as a mild irritant for the eyes, 
skin, and respiratory system.  

    12.    Not a hazardous substance or mixture according to Regulation 
(EC) No. 1272/2008. Avoid dust formation, breathing vapors, 
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mist, or gas. During the preparation of the gel, avoid boiling 
and bubbles.  

    13.    DTT is a hazardous substance that can cause skin irritation and 
severe ocular damage.  

    14.    Avoid inhalation and contact with the eye and skin.  
    15.    Hydrogen peroxide solution should be prepared fresh immedi-

ately before use.  
    16.    Stock solution is prepared by diluting 200 mL of Tween 20 

with 800 mL of sterile water. After complete homogenization 
of the solution, store at room temperature. Protect the solu-
tion from light.  

    17.    Tween 20 may behave as a mild irritant for the eyes, skin, and 
respiratory system.  

    18.    The solution is extremely destructive to tissue of the mucous 
membranes and upper respiratory tract, eyes, and skin. Be very 
careful. Wear suitable protective clothing, gloves and eye/face 
protection. Wear respiratory protection.  

    19.    Caution, chloroform is harmful, and irritating to eyes and skin. 
Harmful if swallowed. Limited evidence of a carcinogenic 
effect. Harmful: danger of serious damage to health by pro-
longed exposure through inhalation and if swallowed. Probable 
Carcinogen. Target organ(s): liver and cardiovascular system. 
Use only in a chemical fume hood. Wear chimica resistant 
gloves.  

    20.    Caution, hazard solution, causes severe skin burns and eye 
damage. May cause respiratory irritation. Wear respiratory 
protection. Avoid breathing vapors, mist or gas. Ensure ade-
quate ventilation. Evacuate personnel to safe areas.  

    21.    Dissolve 50 mg of NBT in 0.7 mL of  N , N  ¢ -dimethylformamide 
and 0.3 mL of sterile water and store at −20°C for max 
6 months.  

    22.    Dissolve 50 mg of BCIP in 1 mL of  N , N  ¢ -dimethylformamide 
anhydrous and store at −20°C for max 6 months.  

    23.     N , N  ¢ -dimethylformamide is a dangerous substance as de fi ned 
in European Community Directives 67/548/EEC or 
1999/45/EC, and Hazard Communication Standard 29 CFR 
1910.1200. Wear gloves to prevent skin contact. Use this 
product with adequate ventilation.  

    24.    Mix 1× PBS, pH 5.5, with 1 mM EDTA, and 0.1% Tween 20 
(v/v) and store at room temperature.  

    25.    Dissolve 10.8 g of Na 2 HPO 4 , 65 g of NaH 2 PO 4 , 80 g of NaCl 
and 2 g of KCl in 1 L of water.  

    26.    Mix 1× PBS, and 0.1% Tween 20 (v/v) and store at room 
temperature.  
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    27.    Dissolve 175.3 g of NaCl and 88.2 g of Citric acid trisodium 
salt in 1 L of water and store at room temperature.  

    28.    Mix 1× PBT, 2% sheep serum (v/v), BSA 2 mg/mL, and store 
at 4°C.  

    29.    100 mM Tris–HCl, pH 9.5, 50 mM MgCl 2 ,100 mM NaCl 
and 0.1% Tween 20 (v/v).  

    30.    Dissolve 1 g of protease in 100 mL of 0.3× Danieau buffer, 
incubate for 2 h at 37°C, aliquot in 5-mL tubes and store 
at −20°C. The Danieu buffer should be prepared as follow: 
mix 2.9 M NaCl (60 mL), 70 mM KCl (30 mL), 40 mM 
MgSO  4  

·  7H 2 O (30 mL), 60 mM Ca(NO 3 ) 2  (30 mL), 0.5 M 
HEPES (pH 7.2) (30 mL), H 2 O to 1,000 mL. Pronase softens 
the chorion. In this stage, approximately half of the population 
should be dechorionated after rinsing. To remove any remain-
ing chorions, pass the embryos gently through a Pasteur capil-
lary pipette with a small opening. Once dechorionated, the 
embryos are very fragile and should be manipulated gently.  

    31.    PTU solution prevents the formation of melanin pigments and 
greatly facilitates visualization of the  fi nal signal. PTU is an 
inhibitor of tyrosinase, an enzyme required for melanin synthe-
sis. PTU affects early development: do not treat embryos 
before the end of gastrulation. Further a reduction of cell via-
bility in catecholaminergic neuronal cells has been reported 
after PTU treatment. These effects can be avoided by using the 
hydrogen peroxide for dechorionation.  

    32.    A b  (1–40) peptides, WT or bearing the Duch mutation—were 
synthesized at Espikem (University of Florence, Italy). In all 
cases peptides were puri fi ed by reverse phase high-pressure liq-
uid chromatography, eluting as a single peak, and their respec-
tive molecular masses corroborated by mass spectrometry. 
Peptides were  fi rst dissolved to 1 mM in cold (4°C) hexa fl uoro-
isopropanol (HFIP,) in a chemical fume hood to break down 
 b -sheet structures and disrupt hydrophobic forces in aggre-
gated A b . HFIP was allowed to evaporate, and the resulting 
clear peptide  fi lms were vacuum dried. Before use, HFIP-
treated peptides were dissolved to 5 mM in anhydrous dime-
thyl sulfoxide (DMSO) and further diluted (1–25  m M) in  fi sh 
water.  

    33.    Alternatively, embryos can be left in  fi xing solution overnight 
at 4°C.  

    34.    In addition to the use of antisense RNA probes, a sense (con-
trol) RNA probe of the corresponding gene should be per-
formed to provide indications about the background signal 
that may appear. Primers should generate linear DNA contain-
ing one T3 or T7 RNA polymerase promoter, which should be 
located at 3 ¢  (for antisense probes) or 5 ¢  (for sense probes) of 
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the cDNA or exon of interest. The sequences to include the T3 
or T7 RNA polymerase promoter in the appropriate primer are 
T3: 5 ¢ -CATTAACCCTCACTAAAGGGAA-3 ¢  or T7: 5 ¢ -TAAT
ACGACTCACTATAGGG-3 ¢  (reverse primer for antisense 
probes, forward primer for sense probes). Sequences should be 
located at the 5 ¢  extremity of the primer. Be careful not to con-
taminate the PCRs. Use sterile tubes and  fi lter tips and wear 
gloves. Alternatively to PCR ampli fi cation, cDNAs in plasmids 
can be linearized using restriction enzymes that have a unique 
site located 5 ¢  (for antisense probes) or 3 ¢  (for sense probes) to 
the insert. Puri fi cation of linear DNA can be achieved by phe-
nol/chloroform extraction followed by ethanol precipitation.  

    35.    Centrifuge for 1 min only to avoid overdrying of the sample. 
Puri fi ed PCR products can be stored for several months at −20°C.  

    36.    In this chapter, we describe the approach using the synthesized 
p21 RNA probe tagged with digoxygenin uridine-5 ¢ -
triphosphate. Following hybridization, the transcript is visual-
ized by immunohistochemistry using an anti-digoxygenin 
antibody conjugated to alkaline phosphatase.  

    37.    Puri fi ed digoxygenin-labeled antisense (or sense) RNA can be 
stored for months at −20°C.  

    38.    Alternatively, embryos can be left in  fi xing solution overnight 
at 4°C.  

    39.    This step is necessary for permeabilization of embryos even if 
you do not want to store them. These embryos can be stored 
at −20°C for several months. Use MeOH and not ethanol 
because ethanol causes a higher background.  

    40.    This step permeabilizes the embryos and allows the RNA probe 
to penetrate. It is important to use the times indicated for pro-
teinase K treatment. There are different times of treatment for 
each developmental stage. Under-digestion would not allow 
the probe to get in, whereas over-digestion will alter the mor-
phology of the embryo.  

    41.    The prehybridized embryos can be stored in hybridization 
medium at −20°C for up to several weeks.  

    42.    Do not use excessive amounts of RNA probe. This increases 
background labeling. This high hybridization temperature and 
the percentage of formamide in the hybridization buffer ensure 
high stringency of hybridization and decrease the occurrence 
of cross-hybridization.  

    43.    These high-stringency washes prevent nonspeci fi c hybridiza-
tion of the probe.  

    44.    The staining solution should be light yellow. If it turns pink, 
prepare a fresh solution to prevent background staining. Stain 
for 30 min to overnight.          
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