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Preface

Immunology--Immunogenomics--Immunomics

One of the major differences that distinguishes vertebrates from nonvertebrates is the

presence of a complex immune system characterized by a highly complex web of

cellular and humoral interactions. Over the past 500 million years, many novel

immune genes and gene families have emerged and their products form sophisticated

pathways providing protection against most pathogens, both extrinsic (microbes) and

intrinsic (tumorous tissue). In recent years, the Human Genome Project has laid the

foundation for the study of these genes and pathways in unprecedented detail.

Genomics or, in other words, genome-based biology offers an entirely new

perspective on strategies applicable to the study of distinct physio-pathological

conditions. Indeed, analysis of genomic variation at the DNA level and functional

genomics has been used extensively by bioscientists to study various disease states

and this trend has spread more recently to applications in basic and clinical

immunology. This paradigm shift in the study of biology and in immunology is

particularly apt for the understanding of immune regulation in sickness and in health.

The extreme versatility of the immune system in its responses to environmental

changes, such as pathogen invasion or the presence of malignant or allogeneic tissue,

and in some cases toward normal autologous tissues, makes it a very complex system.

The study of single immunological parameters has so far failed to answer several

questions related to the immune-system complexity. The time has come for a global,

systematic approach. New methods have been developed that allow a comprehensive

vision of genetic processes taking place in parallel at various levels, encompassing

genetic variation (single-nucleotide polymorphism analysis), epigenetic changes

(methylation-detection arrays or comparative genomic hybridization) and global

transcription analysis (cDNA- or oligonucleotide-based microarrays like the lympho-

chip or the peptide–MHC microarrays). When combined with rapidly developing

bioinformatics tools, these methods provide a new way of approaching the descrip-

tion of complex immunological phenomena.

It is likely that database mining will supplement classical experimentally driven

scientific thinking with a more interactive in silico processing of information

integrated by software programs that link material in the literature with extensive



databases from different laboratories. The resulting increased data pool can then be

used to generate new hypotheses. The novel word ‘immunogenomics’ describes the

switch from hypothesis-driven immunological research to a more interactive and

flexible relationship between classical research and a discovery-driven approach. I

also believe that immunogenomics will be particularly useful in clinical immunology

for the simple reason that genetic variation of patients and their diseases is so much

greater in humans than in inbred animal models.

As several of the authors in this book emphasize, immunogenomics is not in

competition with traditional hypothesis-driven science. I hope that the ‘fishing’ in

large data sets will complement traditional approaches by revealing new processes or

validating known concepts that best fit the reality of human disease.

At least four major aspects of immunogenomics can be identified. Immunoge-

nomics covers:

1. The convergence of studies on distinct elements of the immune system into a

network of information regarding the gene structure, the expression profile and the

product localization of various components of the innate and the acquired immune

responses.

2. The genetic regulation of physiological immune functions by inherited or

epigenetic processes such as immunoglobulin or T cell receptor gene rearrange-

ment, somatic hypermutation, immune selection in primary and peripheral

immune tissues, antigen processing and presentation by major histocompatibility

molecules, and cytotoxic interactions.

3. The genetic changes in immune function in pathological conditions such as onco-

haematological diseases, allergy, immune deficiencies, infections, chronic inflam-

mation, autoimmunity and cancer. Genetic linkage analysis of multicase families

has recently identified new major susceptibility loci for a few immunologically

determined common diseases. However, the greatest potential lies in genome-wide

searches for susceptibility genes that individually might have quite modest effects

but cumulatively have a large effect on individual risk. This new era of

immunogenomics promises to provide key insights into disease pathogenesis

and to identify multiple molecular targets for intervention strategies.

4. Personalized approaches to immune therapy – immunogenomics should help to

predict which treatments will be successful or have deleterious side effects in

certain populations and, therefore, help select therapies appropriate for individual

patients. This new era will start when such data can be easily collected during

clinical trials through inexpensive high-throughput methods for detection of

genomic variation or for expression profiling in large patient populations. With

this strategy, it will be possible to immune-phenotype individuals according to

xiv PREFACE



their genetic make-up and the epigenetic adaptations of their immune system.

Hopefully, the kinetics of individual immune responses, the network in which they

operate and their vulnerability in sickness or in health, as well as adverse drug

effects, may be predicted for each individual.

The global immunogenomics approach stands on three foundations: (i) the revolu-

tionary expansion of genome knowledge that is now available in giant computer

databanks; (ii) robust nanotechnology such as microarray chips and similar tools that

allow real-time measurement of gene variants and gene expression; and (iii) the

availability of improved techniques in immune bioinformatics (‘immunomics’) that

could generate data-mining tools for efficient interpretation of otherwise unmanage-

able biological information.

Given the complexity of the immune system network and the multidimensionality

in clinical situations, such as tumour–host interactions, autoimmune and allergic

disfunctions, the comprehension of immunology should benefit greatly from high-

throughput DNA array analysis, which can portray the molecular kinetics of an

immune response on a genome-wide scale. This will accelerate the accumulation of

knowledge and ultimately catalyse the development of new hypotheses in cell

biology. Although in its infancy, the implementation of DNA array technology in

basic and clinical immunology studies has already provided investigators with novel

data and intriguing hypotheses concerning the cascade of molecular events that leads

to an effective immune response in diseased tissue.

Recent trends in immunology focus on immunological databases, antigen proces-

sing and presentation, immunogenomics, host–pathogen interactions and mathema-

tical modelling of the immune system. Immunogenomics represents one of the first

stages in the systems biology era in immunology. Computational analysis is already

becoming an essential element of immunology research, particularly in the manage-

ment and analysis of immunological data.

On the basis of the individual chapters in this book, I foresee the emergence of

immunomics not only as a collective endeavour by researchers to decipher the

sequences of T cell receptors, immunoglobulins and other immune receptors, but also

to functionally annotate the capacity of the immune system to interact with the whole

array of self and non-self entities, including genome-to-genome interactions.

András Falus
Budapest, June, 2005
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1
Genotyping Methods and Disease
Gene Identification

Ramón Kucharzak and Ivo Glynne Gut

Abstract

Technical approaches are described that are used for the identification of genes that

might be associated with disease. As many diseases show association with the major

histocompatibility complex (MHC), methods for the analysis of DNA variability in this

region of the genome are described and particularities highlighted. A general overview

of single-nideotide polymorphism (SNP) genotyping methods is given, starting from

very early developments to methods currently used for high-throughput studies. Their

optimal window of use is shown in terms of applicability to the study of a limited

number of SNPs in a huge cohort to the study of many different SNPs in a limited

number of individuals. Further, methods for more effective resequencing that are

currently emerging are discussed, as well as an outlook given on the potential future

of genome variation studies.

1.1 Introduction

Genotyping – the measurement of genetic variation – has many applications: disease

gene localization and identification of disease-causing variants of genes, quantitative

trait loci (QTL) mapping, pharmacogenetics and identity testing based on genetic

fingerprinting, just to mention the major ones. Genotyping is used in genetic studies,

in humans, animals, plants and other species. Classical strategies for identifying

disease genes rely on localizing a region harbouring a disease-associated gene by

genome scan. Two approaches can be taken: the linkage study, where related

individuals are analysed, and the association study where individuals are solely

selected on the basis of being affected by a phenotype or not. For a linkage studies,

families with affected and nonaffected members are genotyped with usually on

the order of 400 microsatellite markers that are fairly evenly spaced throughout the
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genome (this can be done with a commercially available panel of microsatellite

markers from Applied Biosystems; www.appliedbiosystems.com). The alleles of the

different microsatellites are analysed and associations of alleles with the phenotype

sought. A genomic region where affected individuals have the same genotype which

is different from that of nonaffected individuals has an increased probability of

harbouring a disease-causing variant of a gene. Owing to the usually large number of

alleles that each microsatellite can have, the informativity is quite good even if the spacing

of markers is 10 cM. However, this also means that many genes fall into the interval

between any two neighbouring markers. To home in on the right gene, the region has

to be saturated with additional markers. Increasing the mapping density with

microsatellites is effective to a certain degree, but limited, as the number of

polymorphic microsatellites is not very high. If, for example, an association to the

major histocompatibility complex (MHC) is identified, the number of applicable

microstellites does not help resolve the problem because too many genes are in the

interval and few useful microsatellites exist for fine mapping the MHC. The overall

approach taken nowadays is to identify the most promising candidate genes in the

interval and either sequence them or genotype the SNPs to increase resolution. This

strategy has successfully been applied for the identification of genes responsible for

many monogenic disorders. In the case of an association with the MHC human

leukocyte antigen (HLA) typing can be carried out to achieve further resolution.

Associating functional candidate genes in the MHC, in general, is very difficult owing

to the gene density of this locus and the, in many cases, limited understanding of gene

function. For pathologies with potentially many genes throughout the genome impli-

cated, such as common diseases like diabetes and cardiovascular disease, this strategy

loses power. One way to increase power is to increase the number of individuals entered

into a study as well as the density of markers that are tested. Excessively large families

affected by a single complex pathology are extremely rare. This forces researchers to

move from a linkage to an association study (Cardon and Bell, 2001).

Microsatellite markers (also called short tandem repeats – STRs, or a frequently

used subgroup, CA repeats; Figure 1.1) are stretches of a repetitive sequence motif of

a few bases. The standard microsatellite markers for linkage studies have a two-base

CA sequence repeat motif. Alleles of a microsatellite carry a different number of

repetitions of the sequence motif and thus a large number of different alleles is

possible. There are some technical challenges associated with the analysis of

microsatellites. They are analysed by sizing polymerase chain reaction (PCR)

products by electrophoretic separation, usually on automated sequencers. PCR of

microsatellites results in stutter products, owing to slippage of the template strand,

which gives rise to parasite peaks in the electropherograms. Particularly in cases

where two alleles are close together, automated interpretation is very difficult owing

ATATTGAGCTGATCCT(CA)NCCTGGATATTCGATC

Figure 1.1 A microsatellite polymorphism, also known as short tandem repeat (STR), or CA

repeat.
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to problems of deconvolution. Consequently, substantial manual labour is involved in

the interpretation of microsatellite genotyping results. It is necessary to use families

so that the transmission of alleles can be used to compensate for the lack of absolute

calibration of product peaks in the electropherogrammes. The fact that microsatellites

are largely intergenic in the best case puts them into complete linkage disequilibrium

(LD) with a disease-causing variant of a gene – never is an allele of a microsatellite

the causative variant. SNPs, in contrast, can be intragenic and can thus represent

disease-causing variants of genes. However, microsatellite markers still are largely

valued for statistical analysis owing to the large number of alleles they can have and

the power provided by this.

1.2 Genotyping of Single-Nucleotide Polymorphisms

SNPs (Figure 1.2) are changes in a single base at a specific position in the genome, in

most cases with only two alleles (Brookes, 1999). SNPs are found at a frequency of

about one in every 1000 bases in human (Kruglyak, 1997). By definition, the rarer

allele should be more abundant than 1% in the general population. The relative

simplicity, number of methods for SNP genotyping and the abundance of SNPs in the

human genome have made them a very popular tool in recent years. First projects

using SNPs as markers for disease gene identification have been shown (Ozaki et al.,

2002). Yet, there still is quite some debate about the usefulness of SNP markers

compared with microsatellite markers for linkage studies and how many SNP markers

will have to be analysed for meaningful association studies (Kruglyak, 1999;

Weiss and Terwilliger, 2000). It has been reported that the human genome is

structured in blocks of complete LD that coincide with events of ancient ancestral

recombination (Reich et al., 2001; Patil et al., 2001). Using high-frequency SNPs,

usually only a very limited number of haplotypes is detected and, depending on the

region of the genome, LD can extend more than 100 kb. The HapMap project has the

objective of providing a selection of SNP markers that tag haplotype blocks in order

to reduce the number of genotypes that have to be measured for a genome-wide

association study (Couzin, 2002; Weiner and Hudson, 2002). This project is nearing

completion and first products harvesting the results are hitting the market. Both

Affymetrix and Illumina offer array-based solutions for genotyping 100 000 SNP

distributed across the human genome.

An approach that is still widely used and requires genotyping of only a limited set

of SNPs is the candidate gene study. For this, genes are selected based on criteria such

ATATTGAGCTGATCCTGGATATTCGATC
TATAACTCGACTAGGACCTATAAGCTAC

ATATTGAGCTGATCTTGGATATTCGATC
TATAACTCGACTAGAACCTATAAGCTAC

Figure 1.2 A single-nucleotide polymorphism.
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as likely association based on literature searches or presence of a gene in a likely

pathway of action. SNPs in the candidate genes are selected and genotyped. The

number of SNPs can be reduced by examining the haplotypes and removing SNPs

that are redundant for the capture of haplotypes.

Nevertheless the flurry of activity in the arena of SNP genotyping technology

development has still not come to a halt. SNP genotyping methods are constantly

being improved and integrated and new methods are still emerging to satisfy the

needs of genomics and epidemiology. The reason for this is that each application has

to be well suited to the study that is being carried out. By applying the most suitable

method, efficiency can be achieved often without using the cheapest method.

Many SNP genotyping technologies have reached maturity in last five years and

have been integrated into large-scale genotyping operations. No one SNP genotyping

method fulfils the requirements of every study that might be undertaken. The choice

of method depends on the scale of a study and the scientific question a project is

trying to answer. A project might require genotyping of a limited number of SNP

markers in a large population or the analysis of a large number of SNP markers in one

individual. Flexibility in choice of SNP markers and DNA to be genotyped or the possi-

bility and precisely quantifying an allele frequency in pooled DNA samples might be

issues. Studies might also use combinations of typing methods for different stages.

SNP genotyping methods are very diverse (Syvänen, 2001). Broadly, each method

can be separated into two elements, the first of which is a method for interrogating a

SNP. This is a sequence of molecular biological, physical and chemical procedures

for the distinction of the alleles of a SNP (Gut, 2001). The second element is the

actual analysis or measurement of the allele-specific products, which can be an array

reader, a mass spectrometer, a plate reader, a gel separator/reader system, etc. Often

very different methods share elements, for example, reading out a fluorescent tag in a

plate reader (SNP genotyping methods with fluorescent detection were reviewed by

Landegren et al., 1998), or the method of generating allele-specific products (e.g.

primer extension, reviewed by Syvänen, 1999), which can be analysed in many

different analysis formats.

1.3 Methods for Interrogating SNPs

Only a few examples of SNP genotyping methods are cited in the text. The most

common ones and the ones most pertinent for genotyping in the MHC are high-

lighted. A more complete list of SNP typing methods is given in Table 1.1.

Hybridization

Alleles can be distinguished by hybridizing complementary oligonucleotide

sequences to a target sequence. The stringency of hybridization is a physically

controlled process. As the two alleles of a SNP are very similar in sequence,
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Table 1.1 A selection of SNP genotyping methods and their features

Method Allele distinction Strength Reference

Microarray

GeneChip Hybridization Sophisticated software Wang et al. (1998),

www.affymetrix.com

Tag array Primer extension Detector for a high

degree of multiplexing

www.affymetrix.com

APEX Primer extension Data quality Shumaker et al. (1996);

Pastinen et al.

(1996B), 1997, 2000)

OLA Ligation High multiplexing Khanna et al. (1999)

EF microarray Hybridization Flexibility, stringency Edman et al. (1997);

Sosnowski et al.

(1997)

Mass spectrometry

PNA Hybridization Simple principle, rapid

data accumulation

Ross, Lee and Belgrader

(1997); Griffin, Tang

and Smith, (1997)

Masscode Hybridization, mass tag Very high throughput www.qiagen.com,

Kokoris et al. (2000)

Mass tags Hybridization, mass tag High throughput Shchepinov et al. (1999)

PROBE Primer extension Accurate, rapid data

accumulation

Braun, Little and

Köster, (1997);

Little et al. (1997)

MassArray Primer extension Accurate, high-

throughput, complete

system

www.sequenom.com

PinPoint Primer extension High-quality data, rapid

data accumulation

Haff and Smirnov

(1997); Ross et al.

(1998)

GOOD Primer extension Accurate, easy handling,

no purification

Sauer et al. (2000a, b)

VSET Primer extension Accurate Li et al. (1999)

Invader Cleavage No PCR, isothermal Griffin et al. (1999)

Gel

ARMS Primer extension Easy access Newton et al. (1989)

RFLP Cleavage Easy access, often used

as reference

Botstein et al. (1980)

MADGE Cleavage Easy access, low set-up

cost

Day and Humphries

(1994)

SNaPshotTM Primer extension Multiplexing www.appliedbiosystems.

com

OLA Ligation High plex factor for

allele generation

Baron et al. (1996)

Padlock Ligation No PCR Nilsson et al. (1994);

Landegren et al.

(1996)

(Continued )
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Table 1.1 (Continued)

Method Allele distinction Strength Reference

Plate reader

Invader Cleavage End-point, no PCR,

isothermal

DeFrancesco (1998);

Mein et al. (2000)

SNP-IT Primer extension End-point, integrated

system for

SNPstream UHT

www.orchidbio.com

OLA Ligation End-point, easy format Barany, (1991);

Samiotaki et al. (1994)

FP-TDI Primer extension,

fluorescence

polarization

End-point,

homogeneous assay

Chen et al. (1997, 1999)

50-Nuclease

(TaqManTM)

Hybridization Real-time or end-point,

homogeneous assay

Holland et al. (1991);

Livak et al. (1995)

www.appliedbiosystems.

com

Molecular

beacons

Hybridization Real-time,

homogeneous assay

Tyagi and Kramer, 1996;

Tyagi, Bratu and

Kramer (1998)

Kinetic PCR Allele-specific

primer extension

Real-time,

homogeneous assay

Germer, Holland and

Higuchi, (2000)

AmplifluorTM Allele-specific

primer extension

Real-time or end-point,

homogeneous assay

Myakishev et al. (2001)

www.serologicals.com

Scorpions Hybridization Real-time or end-point,

homogeneous assay

Whitcomb et al. (1999)

DASH/DASH-2 Hybridization Low cost Howell et al. (1999,

2002); Jobs et al. (2003)

Flow cytometer

Coded spheres Ligation Flexibility, high-

throughput

Iannone et al. (2000)

Coded spheres Primer extension Flexibility, high-

throughput

Cai et al. (2000);

Chen et al. (2000)

Sequencing

Sequencing Primer extension Complete sequence

information

www.appliedbiosystems.

com

Pyrosequencing Primer extension Quantitation Ronaghi et al. (1996,

1999); Ronaghi (2001)

Current generation

Illumina Primer extension and

ligation

High degree of

multiplexing

www.illumina.com

Parallele Primer extension and

ligation

High degree of

multiplexing, detection

on tag array

www.parallelebio.com

SNPlex Ligation 50–100-plex reactions www.appliedbiosystems.

com

www.serologicals.

comtems.com

Perlegen Hybridization Whole genome

representation

www.affymetrix.com
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significant cross-talk can occur. Allele-specific hybridization with two differently

labelled oligonucleotides, one for each of the alleles, is generally used in conjunction

with stringent washing to remove probes that are not fully complementary. Alter-

natively the probes can be immobilized and labelled probes hybridized to them.

Hybridization generally suffers from a lot of cross-talk of the two alleles. A way to

circumvent this difficulty is dynamic allele-specific hybridization (DASH). It relies

on the different thermal stability of fully complementary probes compared with

probes with one mismatch. Templates are immobilized and probes hybridized. The

separation of the duplex is monitored in real time (Howell et al., 1999; Howell, Jobs

and Brookes, 2002; Jobs et al., 2003).

HLA typing by sequence-specific oligonucleotide probe hybridization (SSOP;

Saiki et al., 1986) and the reverse line blot (Saiki et al., 1989) use direct hybridiza-

tion.

The 50-nuclease assay, more commonly known as the TaqManTM assay (www.

appliedbiosystems.com) is a hybridization-based assay, similar to molecular beacons,

except that the probe is degraded enzymatically during PCR. A labelled oligonucleo-

tide probe complementary to an internal sequence of a target DNA is added to a PCR

(Holland et al., 1991; Livak Marmaro and Todd, 1995; Kalinina et al., 1997).

The nucleotide probe carries a fluorescent dye and a fluorescence quencher molecule.

Successful hybridization of the oligonucleotide probe due to matching with one allele

of the SNP results in its degradation by the 50- to 30-nuclease activity of the employed

DNA polymerase whereby the fluorescent dye and quencher are separated, which

promotes fluorescence. Since the inclusion of minor groove binders into the probes in

2001, the TaqManTM assay has become a very reliable SNP genotyping method

which is easy to integrate and run at high throughput. TaqManTM was implemented

for class I HLA typing by Gelsthorpe et al. (1999).

Strictly speaking, TaqManTM is not a pure hybridization approach for genotyping,

but uses a combination of hybridization and nuclease activity for allele distinction.

Adding an enzymatic step to distinguish alleles in general helps increase fidelity. A

hybridization event is followed by the intervention of an enzyme. Many different

enzymes, like DNA polymerases, DNA ligases, sequence- or structure-specific

nucleases can be applied. Most enzymatic methods allow the generation of both

allele products of an SNP in a single reaction.

Primer extension

Primer extension is a stable and reliable way of distinguishing alleles of an SNP. For

primer extension an oligonucleotide is hybridized next to an SNP. Nucleotides are

added by a DNA polymerase generating allele-specific products (Syvänen, 1999).

Either only terminating nucleotides (ddNTPs result in single base primer extension)

or a mix of non-terminating nucleotides (dNTPs) and terminating bases (ddNTPs) are

provided. For fluorescence detection a fluorescent molecule can be attached either to

the primer (when used in conjunction with fragment sizing) or to the terminating

METHODS FOR INTERROGATING SNPS 7



nucleotide (in conjunction with fragment sizing or direct detection). In most instances

it is necessary to provide a substantial amount of template material and a reduction of

complexity prior to the primer extension reaction. This is effectively achieved by a

PCR.

The formation of a product in a PCR is dependent on complementary primers. The

concept of ARMS (amplification refractory mutation system; Newton et al., 1989) is

used in commercial HLA typing systems (www.dynal.no). Primers are chosen to be

completely complementary to certain alleles, giving rise to a PCR product of a

specific size only in the case of the template DNA carrying that allele. Multiple

primer systems are combined in a kit using different fluorescent dye-labelled primers.

Analysis of PCR products is done by gel electrophoresis. An ARMS system was

published by Tonks et al. (1999).

DNA sequencing is a viable method for assigning alleles of polymorphisms.

Automated fluorescence Sanger sequencing is currently not competitive for the

kind of throughput that is being targeted for association studies. However, in highly

polymorphic regions of the genome such as the MHC, when many SNPs can be

captured with a few sequencing reactions, it does become very competitive (Kotsch

et al., 1997, 1999). Some problems revolve around interpreting the sequences, and

efficient software for HLA allele assignment has been developed (Sayer et al., 2004;

Sayer, Goodridge and Christian, 2004). Sequence-based typing identifies previously

unknown HLA alleles.

Oligonucleotide ligation

For oligonucleotide ligation (OLA), two oligonucleotides adjacent to each other are

ligated enzymatically when the bases next to the ligation position are fully

complementary to the template strand by a DNA ligase (Barany, 1991; Samiotaki

et al., 1994; Baron et al., 1996). Padlock is a variant of OLA, in which one

oligonucleotide is circularized by ligation (Nilsson et al., 1994, 1997; Landegren

et al., 1996). Allele-specific products can be visualized by separation on gels or in

plate reader formats. These allele-discrimination formats have much unharvested

potential and are being tapped for the new generation of SNP typing methods.

Cleavage

The restriction fragment length polymorphism (RFLP) is one of the most commonly

used and the oldest format for SNP genotyping in a standard laboratory setting

(Botstein, et al., 1980). It far predates the coining of the term SNP. PCR products are

digested with restriction endonucleases that are specifically chosen for the base

change at the position of the SNP, resulting in a restriction cut for one allele but not

the other. Fragment patterns are used for allele assignment after gel separation.

Owing to the limited number of restriction enzymes, the complex patterns that may

8 CH1 GENOTYPING METHODS AND DISEASE GENE IDENTIFICATION



result and gel separation, it is a very labour-intensive method and does not lend itself

to automation.

Alternatively, a flap endonuclease can be used for the discrimination between

alleles of SNPs (Harrington and Lieber, 1994; DeFrancesco, 1998). This is known as

the Invader assay. An invader oligonucleotide and a signal oligonucleotide with a 50-
overhang (flap) over the invader oligonucleotide are hybridized to a target sequence.

Only in the case of a perfect match of the signal oligonucleotide with the target

sequence is the flap cleaved off. Cleavage of the flap by this class of structure-

sensitive enzymes can be linked to a change in fluorescence, for example with a

fluorescence resonance energy transfer system.

1.4 Analysis Formats

Over recent years diverse analysis formats have been devised. They include gel

electrophoresis, microtitre plate fluorescent readers with integrated thermocyclers,

oligonucleotide microarrays (DNA chips), coded spheres with reading in a flow

cytometer or on a bead array and mass spectrometers. Nearly all of the above-

described methods for allele-distinction have been combined with all of these

analysis formats (Figure 1.3).

Gel-based analysis

DNA fragments can be separated by size by electrophoretic migration through gels.

The current state-of-the-art is separation in ‘gel-filled’ capillaries. Instrumentation

with 96 or even 384 capillaries is commercially available. A great advantage of

capillary systems over slab gels is the degree of automation these instruments come

with that allows 24 h unsupervised operation. The cumbersome activity of gel pouring

and loading, and lane tracking of slab gels is not required. This instrumentation is

perfectly suited for sequence-based HLA typing as well as sequence-specific primer

approaches.

Primer
extension

Oligonucleotide
ligation

Hybridization
Nuclease
cleavage

Gel 
separation

Plate
reader

DNA array
Mass 

spectrometry

Figure 1.3 Methods used for allele distinction and detection.
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Fluorescent-reader-based analysis

SNP typing methods with fluorescent endpoint readout, such as TaqManTM or

AmplifluorTM, where fluorescence in two detection channels is quantified, are usually

very easy to operate as they can often be combined with homogeneous preparation

schemes.

Array-based analysis

For oligonucleotide microarrays (DNA-chips) a series of oligonucleotides (features)

is chemically attached to a solid surface, usually a glass slide (Shalon et al., 1996).

The position of a specific oligonucleotide on the solid surface is used as the identifier.

Far in excess of 10 000 different oligonucleotides can be arrayed on 1 cm2 of the solid

surface. The preparation of microarrays on a solid surface is done by one of two

methods, either by spotting oligonucleotides or DNA (Cheung et al., 1999), or by

in-situ synthesis (Pease et al., 1994; Lipshutz et al., 1999). Hybridizing an unknown

sequence to a known sequence on the DNA chip identifies a complementary sequence

element in the unknown sequence. Microarrays primarily found their application

in expression analysis (Brown and Botstein, 1999; Debouck and Goodfellow, 1999).

In principle, there are three different formats that are used for SNP genotyping in an

oligonucleotide microarray format:

1. Hybridization arrays – this format uses allele-specific hybridization. Oligonucleo-

tides covering the complementary sequence of the two alleles of a SNP are on

specific positions of the array. Fluorescently labelled PCR products containing the

SNP sequences to be queried are hybridized to the array. This approach was

applied by Patil et al. (2001) to resequence the entire chromosome 21 (www.

perlegen.com). A practical difficulty is that the entire chromosome had to be

amplified by PCR prior to hybridization, which is very labour-intensive. This is

now available as a product from Affymetrix (www.affymetrix.com).

2. Arrays with enzymatic processing – arrayed primer extension (APEX) is a

prominent example where single base primer extension is carried out using

primers that are in an array format.

3. Tag arrays – an array approach that has become very popular recently is the tag

array (Fan et al., 2000). The features on the array represent tag oligonucleotides

that are solely chosen based on their maximum sequence difference. Comple-

mentary tag sequences are included in the oligonucleotides for allele distinction

and are used to capture allele-specific products on arrayed complementary

features. All molecular biological procedures are carried out in solution using

the complementary tag sequences. In the final step the samples are hybridized to

the tag array and read. A completely integrated system of this kind is realized
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in the Orchid SNPstream UHT system (www.orchid.com), which uses SNP-IT

single-base primer extension for allele-discrimination. Genflex is an array

marketed by Affymetrix. The feature density of this product is still increasing.

This array is also used for genotyping by Parallele.

The direct use of genomic DNA on a microarray without amplification is still not

possible, probably due to the high complexity and low concentration of target

sequence. Thus all oligonucleotide array SNP genotyping approaches require the

template DNA to be amplified, usually by PCR. To match the highly parallel analysis

qualities of the microarrays, either highly multiplex PCRs have to be established or

multiple PCR products have to be pooled. Multiplex PCR is difficult to control and

the risk of cross-talk increases. PCR has a bias towards smaller products, which

means that only very small PCR products can be generated in highly multiplex PCR.

Multiplexes beyond 8 with small-fragment-size PCR products (<200 bases) require a

significant optimization effort. An approach that was implemented recently is the

restriction digest of genomic DNA, followed by size selection and the 50 adaptation of

universal primer sequences. Thereafter the entire genome can be amplified with

universal PCR conditions, giving good representation of all regions of the genome

(www.affymetrix.com).

Fluorescent emission from the features is recorded with an array scanner and used

for allele calling. The majority of commercial array scanners are capable of

distinguishing two different fluorescent emissions (Cy3 and Cy5). Recently, Xu

et al. (2003) presented an SNP genotyping application with Q-dot beads. This

effectively moves the array into solution. This bead system could potentially provide

20 000 different beads and could be used for 20 000-plex detection in conjunction

with a flow cytometer for detection.

Mass spectrometry-based analysis

Mass spectrometry, specifically MALDI mass spectrometry (matrix-assisted laser

desorption/ionization time-of-flight mass spectrometry) has been demonstrated as an

analysis tool for SNP genotyping (for an exhaustive review see Tost and Gut, 2002).

Allele-specific products are deposited with a matrix on the metal surface of a target

plate. The matrix and the analyte are desorbed into the gas phase with a short laser

pulse. Analytes are ionized and accelerated towards the detector. The time-of-flight of

a product to the detector is directly related to its mass. The analysis is done serially

(one sample after another), but at a very high rate. Mass spectrometers are capable of

recording a single trace in much less than 1 s. Apart from the speed and accuracy, a

major strength of mass spectrometric analysis is the number of available detection

channels. Resolution of the current generation of mass spectrometers allows the

distinction of base substitutions in the range 1000–6000 Da (this corresponds to

product sizes of three to 20 bases; the smallest mass difference for a base change

thymine to adenine is 9 Da). In principle this would allow the analysis of hundreds of
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products in a single trace. However, for reasons of difficulty in multiplexing the

sample preparation, only SNP genotyping multiplexes on the order of up to 12 SNPs

have been shown (Ross et al., 1998). Sample consumption is very low, the data

accumulation can be fully automatic and absolute mass information allows automatic

allele calling with high confidence. In contrast to fluorescence-based methods, mass

spectrometry allows the direct observation of the products. This makes the detection

method far more reliable. Further, the interpretation of fluorescence-based methods

relies on clustering of data points into classes (homozygous and heterozygous). A

single independent result cannot be interpreted. SNPs where one allele is very rare

and thus one of the homozygote classes might not be represented in the sample are

difficult to score. In mass spectrometry this does not pose a problem. Each allele has a

discrete mass. The presence of a peak surpassing a threshold at the discrete mass

indicates the presence of an allele in a sample. An individual result can be scored

independently of other results.

Many devised SNP genotyping methods tended to have a shelf-life and benefitted

from different degrees of popularity. Some very effective methods did not achieve the

popularity they deserved. The reasons for this can probably be found in some very

subjective criteria, such as the ease of access. TaqMan, for example, benefitted from

very effective support in getting started, easy operation and good quality data. Even

though the cost per SNP is higher than many other methods, it is still very popular.

1.5 The Current Generation of Methods for SNP Genotyping

In the last few years SNP genotyping methods have started emerging that dramati-

cally increase the number of SNPs that are analysed in a single reaction. They use the

same principles as outlined above, but in some instances inverse the order of allele-

distinction and amplification. Rather than amplifying genomic DNA (by PCR) to

provide a sufficient amount of DNA template for allele query, the allele-distinction

takes place at the level of genomic DNA by strategies with increased specificity. PCR

is then used to provide a detectable amount of the allele-specific products using a

universal amplification system. Multiplexing by these methods is 50–13 000-plex.

Thus a 96-well plate can provide 1 000 000 genotypes. Manipulation of a single 96-

well microtitre plate is easily achieved manually by a single technician without the

need for extensive automation. On the other hand, with automation it is feasible to

record millions of SNP genotypes per day.

SNPlex is a method for 50-plex genotyping using detection on a capillary

sequencer. It relies on ligation for allele-distinction followed by universal amplifica-

tion (www.appliedbiosystems.com). A higher degree of multiplexing is envisaged.

Illumina (www.illumina.com) uses coded-sphere arrays (Healey et al., 1997; Oliphant

et al., 2002). The code on the spheres consists of an oligonucleotide tag capture

sequence. The coded-spheres are lodged in solid-phase wells in an array format. The

Golden Gate Assay of Illumina combines allele-specific primer extension with

ligation, a tag system and a universal amplification system. This system allows
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1536-plex SNP genotyping. In a 96-well format this equates to about 150 000

genotypes. ParAllele is another company (www.parallelebio.com) that has focussed

on increasing the multiplex factor for SNP genotyping. The molecular biological

procedure that underlies the allele-distinction uses single-base primer extension in

four individual reactions with each one of the four dNTPs, followed by ligation. This

results in cyclization of probes. After amplification, the products are read on a

Affymetrix Genflex array. According to ParAllele, 13 000-plex reactions are possible.

In a 20ml reaction volume this corresponds to a virtual reaction volume of less than

1 nl. With a read-time of a few minutes per array, millions of data points can be

accumulated in a day.

Perlegen, a spin-off from Affymetrix, has adopted a brute force approach for

re-sequencing entire genomes (www.perlegen.com). The entire sequence of a genome

is synthesized on an array in short oligonucleotides. The DNA sequence of an

individual is amplified by PCR and hybridized to the array. The absence of alleles of

SNPs results in a decrease in the hybridization signal. Effectively the sequence of an

individual is compared with a reference sequence. Data derived for chromosome 21

by this approach was presented by Patil et al. (2001) and was extended to the entire

human genome. The technology developed by Perlegen is being distributed in

products of Affymetrix. The HapMap project, a large systematic effort to define

common haplotypes and determine discrete haplotype boundaries in the human

genome, is well underway. It is based on the common disease–common variant

hypothesis. It promises to provide a vehicle to facilitate whole-genome association

studies based on choosing haplotype block-defining tag SNPs. This work is mainly

being carried out on Illumina and ParAllele platforms (Couzin 2002).

Based on the HapMap project and based on the work of Perlegen and Affymetrix,

Illumina and Affymetrix have developed products with up to 500 000 SNPs for genome-

wide association studies. These products are currently being tested in many laboratories.

1.6 The Next Generation

Whole-genome association products do not take account of effects of rare variants.

Chasing up rare variants will be difficult and cost-intensive. Essentially, sequencing

can be considered a genotyping method with the highest resolution and does not

require prior knowledge of the position and content of polymorphism. However,

sequencing with the currently available methods for the identification of rare variants

is economically not feasible. Thus there is an urgent need for cheaper, high-

throughput sequencing methods. These will quite likely be based on other concepts

than the ones that are currently used. Highly interesting methods for DNA sequencing

are on the horizon. Most of these approaches are currently still very experimental, but

promise to sequence an entire human genome in less than a day. The proponents are

companies like Solexa (www.solexa.co.uk), 454 Corporation (www.454.com), US

Genomics (www.usgenomics.com) and Visigen (www.visigenbio.com). In some

instances the approaches differ dramatically from classical sequencing approaches
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and the emerging genotyping methods described above mainly in that they rely on

sequencing single DNA molecules. They do not use standard laboratory tools and

methods like microtitre plates or PCR. In some cases sequencing relies on directly

monitoring a DNA polymerase incorporating dNTPs during DNA replication. Pulling

DNA electrophoretically through a nanopore and measuring impedance changes is

another option. In other cases a multitude of single oligonucleotides is used to capture

fragments of genomic DNA and then sequence 25 bases from these primers.

Thereafter the sequence tags are aligned and compared with a reference sequence.

Alternatively, a pyrosequencing reaction can be carried out in a microwell format.

Most of these innovative sequencing methods require extensive preparation of

samples before the actual sequencing can start. However, once initiated they can

produce vast amounts of DNA sequence data very rapidly. Promises go as far as

accumulating the sequence of an entire human genome in a matter of a couple of

hours at extremely low cost. Demands on informatics will be extensive for these

methods. In any case these are exciting prospects for genetics.

1.7 Classical HLA Typing

Until the mid-1980s, typing of the human leukocyte antigens was carried out

exclusively by serological methods. These methods are based on antibody screening

approaches, such as complement-dependent microlymphocytoxicity. In operation

they are comparatively inexpensive and today still appreciates widespread popularity.

However, their main drawback is the high degree of cross-reactivity of antibodies,

which leads to inaccurate and false positive results. They also only provide resolution

at the two-digit level.

The introduction of PCR allowed the development of a variety of simple and rapid

DNA sequence-based HLA typing methods (Erlich et al., 1991; Erlich, Opelz and

Hansen, 2001). These are now well established for four-digit typing. The most

common methods in HLA typing laboratories are SSOP (Saiki et al., 1986), reverse

line blot (Saiki et al., 1989), sequence-specific primers amplification (SSP; Welsh and

Bunce, 1999), reference strand conformation analysis (RSCA; Arguello et al., 1998)

and sequence-based typing (SBT; Spurkland et al., 1993).

SSOP uses a panel of labelled sequence-specific oligonucleotide probes. These

probes are hybridized to a PCR product that has been immobilized on a nylon or

nitrocellulose membrane. The hybridization and washing conditions are chosen so

that only the complementary sequence binds to the immobilized PCR template. The

probes are typically labelled with an enzyme (e.g. horseradish peroxidase) or biotin.

The biotin labelled probes are interacted with streptavidin-conjugated enzyme or a

fluorescent dye. The reverse line blot in principle is the same method, except that the

oligonucleotide probes are immobilized on a membrane and the PCR template is

labelled and hybridized.

For SSP a set of primers is used to amplify the template by PCR. Each primer has a

specific sequence and just if the sequence is complementary to the sequence of the
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template amplification is possible. The success of amplification can be detected by

gel electrophoresis. Effectively this is ARMS (Tonks et al., 1999).

RSCA is a high-resolution HLA typing method which is used in quite a few HLA

typing laboratories (Arguello et al., 1998). Here the PCR product, which is to be

analysed, is mixed with a reference product. Denaturation and renaturation result in a

mixture of two homoduplexes and a heteroduplex. Sequence differences between the

tester and the reference result in mismatches loop and bulges which affect the gel

mobility of these products. The gel mobility is compared with a standard set of

markers for each allele. It identifies previously unknown HLA types.

SBT is DNA sequencing of the different HLA genes (Kotsch et al., 1997, 1999). It

is the most labour-intensive method of the DNA-based methods for HLA typing, but

at the same time a method that easily pinpoints so far unknown HLA alleles.

However, heterozygous samples can pose many problems owing to ambiguous

combinations of alleles and insertion/deletion polymorphisms resulting in a frame

shift which cannot be called. A workaround is to generate homozygous samples by

cloning. Key to SBT is the ability to call HLA alleles from the often very convoluted

sequencing traces. Assign 2.0 an excellent software package for this was presented by

Sayer et al. (2004) and Sayer, Goodridge and Christian (2004).

The DNA-based HLA typing methods have the use of polymorphisms to identify

HLA types in common. Methods that rely on PCR amplification of the HLA genes all

suffer from the difficulties associated with the efficiency of the PCR owing to the fact

that there are very limited possibilities for positioning primers due to polymorphic

positions. Sets of optimal primers are published by the International Histocompat-

ibility Working Group (www.ihwg.org). These are subject to frequent change as

better solutions are identified.

1.8 MHC Haplotypes

The MHC is the most gene dense regions of the human genome (Horton et al., 2004).

Owing to its relevance with respect to disease association and immunity, it has been

very well studied and several common haplotypes of the entire MHC have been

sequenced (Stewart et al., 2004). The MHC is divided into three classes (I, II and III).

Class III is between class I and class II. For disease the entire MHC is relevant. For

tissue matching between a donor and recipient, genes in the class II region are

primarily relevant followed by genes in class I. The number of alleles across the three

classes of the MHC varies quite substantially. For the HLA-B, a class I gene, over 600

alleles are known, while HLA-DRB1, a class II gene, has nearly 400 known alleles.

Interestingly the class III region has a comparatively limited number of haplotypes,

maybe fewer than than 20 (Allcock et al., 2004). This was determined by SNP

genotyping. Gourraud et al. (2004) tried to establish a correlation between micro-

satellite markers and HLA types. Some correlation was established however, it was

not a one-to-one correlation. Thus it is unlikely that microsatellite genotyping will be

of great use for HLA typing.
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1.9 Molecular Haplotyping

One of the major drawbacks of SNPs compared with microsatellites as genetic

markers is the limited number of alleles they present – usually only two. A work-

around is combining the information of several SNPs and determination of the phase

haplotypes. A method to carry out molecular haplotyping at high throughput has been

presented (Tost et al., 2002). A multiplex primer extension SNP genotyping method

with mass spectrometric detection was combined with allele-specific PCR. The allele-

specific PCR amplifies each of the two parental alleles separately, while the multiplex SNP

assay allows genotyping several polymorphisms on the amplified fragment. The phase of

the SNP alleles is used to assemble the haplotype.

1.10 Microhaplotyping

Several years ago, under the auspices of an EU-funded programme (MADO;

www.euromado.org) to develop an effective method to screen bone marrow donor

registries, we decided to develop a set of SNPs that could be used for HLA typing.

These were going to be the most indicative positions to distinguish ‘frequent’ and

‘rare’ HLA alleles in HLA-A, HLA-B and HLA-DRB1. In the course of this work we

encountered difficulties with the high degree of polymorphism these genes presented,

the number of known alleles and the amount of sequence variance. The use of a

primer extension protocol coupled with mass spectrometric detection was literally

impossible owing to the degree of polymorphism underneath the extension primers.

As a consequence we started working with degenerate primers. We then discovered

that, if there was polymorphism under the first eight nucleotides from the 30 end of the

primer, the primer would not be extended by DNA polymerase. As in the GOOD

assay (Sauer et al., 2000a, b), only at most the last four nucleotides of the primer plus

the single extended base was carried to the analysis, the number of mass peaks being

usually less than 8 with each mass representing a unique microhaplotype. Hetero-

zygous samples resulted in two out of the possible masses, thus both parental

microhaplotype alleles were resolved in a single reaction. By selecting 19 positions

for HLA-A, 19 positions for HLA-B and 10 positions for HLA-DRB1 resolution of

frequent and rare HLA alleles, and in some instances four-digit resolution, could be

achieved (Kucharzak et al., manuscript in preparation).

1.11 MHC and Disease Associations

Many diseases with a genetic component have been associated with the MHC. Once a

disease gene association with the MHC has been established, for example by a whole

genome scan, HLA typing is often used for further definition. Disease gene

identification within the MHC is difficult due to gene density and the limited

functional understanding of genes in this locus. A comprehensive list is of HLA

alleles and disease association is given by Shiina, Inoko and Kulski: (2004).
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1.12 Conclusions

The field of genotyping technologies still is in great flux. There is no telling which

method will emerge as the best. Some methods that were hailed as unbeatable a few

years ago are no longer available. On the other hand the field seemed content when

methods with one allele-discrimination step and processing of a few SNPs in single

reaction emerged and large-scale studies were initiated by automating this way

of processing. Since then methods have emerged that combine multiple allele-

discrimination procedures to increase the specificity, thus making it possible to

improve multiplex preparation. Another advantage of multiplexing is that, apart from

reducing DNA and reagent consumption, it takes the pressure off operational issues.

Controls can be built into multiplexes that allow errors in manipulation to be

pinpointed. A laboratory information management system (LIMS) for multiplex

systems is far less complex. An important factor for any SNP genotyping method is

its success rate – how many polymorphisms can be turned into working assays, and

what percentage reliable genotype calls does an assay return. Considering that a few

years ago people were struggling with multiplex reactions in the single digits, today

multiplex factors of a few thousand are being achieved. This represents an increase of

three orders of magnitude. The availability of the first whole-genome association

genotyping systems with in excess of 100 000 SNPs is very exciting and a substantial

advance. The prospect of obtaining whole genome sequences in a matter of a few

hours is a great perspective for the future of genome variation analysis. However,

complex regions of the genome such as the MHC will probably for some time to

come require very sophisticated analysis tools using a less generic approach than the

ones used in whole-genome association products.
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2
Glycomics and the Sugar Code:
Primer to their Structural Basis
and Functionality

Hans-Joachim Gabius

Abstract

Cell surfaces are characterized by the presence of an array of glycoconjugates. This

chapter highlights the remarkable talents of natural oligosaccharides as a high-density

information coding system. The currently phenomenologically interpreted changes in

the cell glycan profile (glycome) during, for example, differentiation or malignant

transformation can thus underlie a change in the biological meaning of sugar-encoded

signals, thereby attaining a functional dimension. The translation of this information into

biological responses is carried out by lectins. Their binding to distinct epitopes with

specificity to the carbohydrate structure, shape and spatial presentation is involved in

innate immunity, regulation of cell adhesion, migration and apoptosis/proliferation as

well as mediator release. Clinical perspectives focusing on tissue lectins such as

galectins and their operative ligands are outlined.

2.1 Introduction

This chapter aims to raise the awareness for an emerging molecular aspect within the

hardware panel assigned to functions in biological information storage and transfer.

After all, the central dogma of molecular biology has limited our view of the

downstream flow of genetic information to nucleic acids and proteins. Fittingly, these

two substances gained a glamorous status which overshadowed other classes of

biomolecules for decades (Sharon, 1998). Speaking of biological information auto-

matically invoked the concept of the genetic code. This situation is becoming subject

to a fundamental change because of two major lines of evidence. First, a systematic

calculation of the upper limits of coding capacity for biomolecules by means of
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oligomer formation has revealed a frontrunner: carbohydrates are second to no other

compound class in this respect (Laine, 1997). While only 64 permutations (code

words) are possible for a codon (nucleotide triplet) in protein biosynthesis with the

four types of base, a total of 38 016 trisaccharides is already theoretically possible

when starting with only three different monosaccharides as letters (Laine, 1997).

Three different letters (amino acids, nucleotides) will only form 27 permutations.

Even more intriguingly, 20 letters will lead to 6.4� 107 different hexapeptides, a

number which is orders of magnitude less than the 1.44� 1015 theoretically possible.

Ironically, the structural manifestation of this potential to enable high-density coding

is at the heart of the problem of why recognition of the concept of the sugar code has

apparently lagged so far behind the other fields, i.e. genomics and proteomics

(Roseman, 2001). The plethora of oligosaccharides – valuable as it is for high-

density coding – poses an analytical challenge of a new dimension compared with the

structural analysis of nucleic acids and proteins. To clear this hurdle required

development of novel strategies to integrate and refine different separation and

analytical procedures such as high-resolution anion-exchange chromatography,

mass spectrometry and NMR spectroscopy (Hounsell, 1997; Geyer and Geyer,

1998). Today, sophisticated analytical protocols have been successfully established

and major guidelines, which govern glycan assembly and processing, have been

delineated (Kobata, 1992; Brockhausen and Schachter, 1997; Sharon and Lis, 1997;

Reuter and Gabius, 1999; Spiro, 2002). As an equivalent of the terms genome and

proteome, the result of mapping the profile of glycan epitopes has been referred to as

establishing the glycome. Naturally, the list of -omics terms has consequently been

extended by the introduction of glycomics. With the demanding task to define glycan

structures thus elegantly mastered, it is now possible to confidently introduce this topic into

courses of basic biochemistry to let the message on this aspect of the sugar code gather

momentum (Kobata, 1992; Sharon and Lis, 1997; Reuter and Gabius, 1999; Spiro, 2002).

The second line of reasoning reshaping our view on carbohydrates relates their

diversity to a biological meaning. Interpreting glycan epitopes on the cell surface as

biochemical signals, their high-density coding capacity is a real boon. Faced with

stringent space limitation in the biological context, sugar coding facilitates presenta-

tion of a large number of signals in a minimum of space. That the inferred coding

potential is actually utilized and is of medical relevance is attested by the clinical

delineation of causal relationships between defects in glycosylation and disease.

Proof-of-principle examples are lysosomal storage diseases or LAD II (leukocyte

adhesion deficiency syndrome type II; see below), flanked by the insights from

developmental biology that impaired glycosylation leads to embryonic defects and

the list of examples for sugar compounds as pharmaceuticals (for a representative

compilation, see Table 2.1; Reuter and Gabius, 1999; Gabius et al., 2004; Haltiwanger

and Lowe, 2004). It seems fair to say that further developments in drug design

based on the sugar code can be anticipated by progress in basic research (Rüdiger

et al., 2000; Yamazaki et al., 2000). At this stage, the reader may wonder why coding

along the germline does not take advantage of the availability of the high-capacity

hardware as utilized in the glycocalyx.
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Admittedly, information storage in a minimum of space would be facilitated by

such a mode of coding. However, the genetic material does not serve as an immediate

effector. Its information acts as a template, and it has to be copied as flawlessly as

possible. The prime aim of optimizing copying fidelity in heredity accounts for

limiting the structure to linearity and the alphabet size to four letters (Szathmáry,

2003). In contrast, the generation of directly read code words with carbohydrates as

letters can take full advantage of all structural levels to achieve chemical diversity

including anomeric variation and branching (note that starch and cellulose differ only

in the anomeric position, an impressive illustration of what this single change means

for the biochemical properties). In addition to anomeric variability, each hydroxyl

group of a carbohydrate can in principle be engaged as an acceptor of a glycosidic

bond, a situation totally different from nucleotides and amino acids and another

reason for the unsurpassed structural variability. As a consequence, the number of

enzymes responsible for generating the apparent glycan diversity must be considerably

larger than in DNA/RNA and protein synthesis. Indeed, the elaborate system of

glycosyltransferases ensures versatile glycan (code word) generation, although the

synthesis of the complete panel of theoretically calculated linkage types is enzymatically

Table 2.1 Examples for sugar compounds as pharmaceuticals

Compound Target Disease

Acarbose a-Glucosidases (amylases) Diabetes mellitus

Heparin/heparinoids Antithrombin III Thrombosis

Heparin pentasaccharide

(Fondaparinux)

Antithrombin III(factor Xa) Thrombosis

Derivatives or mimetics of

2-deoxy-2,3-dehydro-N-

acetylneuraminic acid

Neuraminidase Viral infection

N-Butyldeoxynojirimycin a-Glucosidases

(N-glycan processing)

Viral infection

Derivatives or mimetics of

milk oligosaccharides

Adhesins and toxins (lectins) Bacterial infection

GlcN-(2-O-hexadecyl)

phosphatidylinositol

GPI-mannosyltransferase I Protozoan infection

(e.g. African sleeping

sickness)

Derivatives or mimetics

of sialylated/sulfated

Lea/x-epitopes

Selectins Inflammatory reaction

D-Man Phosphomannose isomerase

deficiency

Congenital disorder of

glycosylation Ib

L-Fuc GDP–fucose transport Congenital disorder of

glycosylation IIc (LAD II)

N-Butyldeoxygalactonojirimycin

and properly glycosylated

b-gluco(galacto) cerebrosidase

Glycosphingolipid synthesis

and enzymatic degradation

Glycosphingolipid

storage disorders

From Gabius et al. (2004).
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not possible for each sugar moiety (Brockhausen and Schachter, 1997; Gabius et al.,

2002). As concrete examples for the attained levels of sophistication, 19 different

a/b-galactosyltransferases, at least 18 sialyltransferases and 11 fucosyltransferases have

already been detected in mammalian cells (Harduin-Lepers et al., 2001; Hennet, 2002;

Martinez-Duncker et al., 2003). To start mucin-like O-glycan synthesis with conjugation

of GalNAc in a-anomeric linkage to serine/threonine residues, the reader would therefore

be surprised if only one enzyme were present. This seemingly simple reaction mechan-

ism is indeed shared by 24 individual enzymes, as estimated by database mining, an

indication for intricate regulation mechanisms (Ten Hagen, Fritz and Tabak, 2003).

This overall investment in genetic coding (i.e. genes for glycosyltransferases and

supporting proteins such as transporters for the nucleotide sugars, for example GDP-

fucose, a target for mutations causing LAD II; for details on this deficiency, see Wild

et al., 2002) pays off handsomely by rendering synthesis of a wide array of oligomers,

especially at branch ends in glycans, feasible. However, their availability would be

futile without intricate biochemical mechanisms for accurate translation of the high-

density information coding of glycan determinants into a particular biological

meaning. Towards this end, nature has devised carbohydrate recognition domains

(CRDs) organized in the superfamily of lectins (Gabius, 1991, 1997; Lis and Sharon,

1998; Rüdiger and Gabius, 2001; Loris, 2002; Vasta et al., 2004). This term denotes

carbohydrate-binding (glyco)proteins. The following restrictions for its current use

apply: proteins which enzymatically modify the bound carbohydrate ligand (e.g.

glycosyltransferases or sulfotransferases; incidentally, these enzymes introduce sub-

stitutions into code words, increasing coding capacity), which are immunoglobulins

or which physiologically interact with free mono- or disaccharides or their derivatives

in transport or chemotaxis, are explicitly excluded (Rüdiger and Gabius, 2001). To

describe noncatalytic recognition sites for plant cell wall glycans in bacterial

glycoside hydrolases (currently listing 39 families) the term carbohydrate-binding

module is in use (Boraston et al., 2004). In a nutshell, lectins serve as an essential

interface between glycan structure and function, and they also have been exploited in

analytical methods (Spicer and Schulte, 1992; Gabius and Gabius, 1993, 1997;

Cummings, 1997; Manning et al., 2004). Notably, fucose-specific plant and animal

(eel) lectins were instrumental in unraveling the structural basis of the AB0 blood

group system, and the mitogenicity of plant lectins such as PHA for lymphocytes in a

role model for illustrating cellular responses to lectin binding (Watkins and Morgan,

1952; Nowell, 1960; Kilpatrick and Green, 1992; Watkins, 1999; Rüdiger and

Gabius, 2001; Gabius et al., 2004). With the major players in information transfer

by the sugar code thus identified, the next chapter will guide the reader to structural

and functional aspects of lectins.

2.2 Lectins as Effectors in Functional Glycomics

The documented beginning of research on lectins dates back to 1860. Silas Weir

Mitchell (1829–1913), later a leading expert in neurology and psychiatry in his time
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and also a successful novelist, observed that one drop of venom from the rattlesnake

(Crotalus durissus) and a drop of blood from a pigeon’s wounded wing ‘coagulated

firmly within three minutes’ (Mitchell, 1860). More than 100 years after this

pioneering observation, Marie Louise Ogilvie and T. Kent Gartner were able to

conclusively prove Ca2þ-dependent lectins (later referred to as C-type lectins) in

Crotalidae venoms to structurally embody this activity (Ogilvie and Gartner, 1984).

Technically, sugar-dependent agglutination was the common assay to detect and

monitor lectin activity, and lectins were then classified according to their mono-

saccharide specificity measured by systematic inhibition studies. The introduction of

affinity chromatography to purify lectins in 1965 and the development of protein and

gene sequencing to determine their primary structure as well as the application of

biophysical techniques to move on to describe the folding have paved the way to

refine the criteria to group lectins into families (for a detailed historical description,

see Gabius, 2001a; Gabius et al., 2004; Sharon and Lis, 2004). In this respect,

sequence alignments have become a powerful tool to track down similarities (or even

homologies) in proteins sharing a common sugar target. An example of the extent of

identity scoring which is commonly encountered in these computer-supported

calculations is shown for mammalian prototype galectins in Figure 2.1. We will

come back to these lectins, which are potent growth regulators, in the next section.

Such systematic computations in conjunction with biochemical properties, e.g. Ca2þ-

dependence of sugar binding, led to the definition of five classes of animal lectins

(Table 2.2). Crystal structures could thus be predicted to define characteristic folding

patterns underlying this separation. The classical route from protein to crystal, its

diffraction pattern and then to the resolved secondary/tertiary structures, shown in

Figure 2.2 for the case of a galectin (Varela et al., 1999), confirmed the validity of this

classification system. Accounting for ongoing studies which are defining new folds

for carbohydrate recognition in animals, we can conclude that the complexity of code

word generation by glycosyltransferases is matched on the level of decoding devices.

The crystallographic analysis of lectins not only aids establishment of a knowledge-

based classification scheme. It has also led to an understanding of the positioning of

invariant amino acid residues emerging from sequence alignments. An instructive

example is delineated from looking at the sequences of galectins in Figure 2.1. Here

the only Trp moiety can clearly be singled out as a constant feature. In principle, the

binding site’s topology should explain the epimer specificity of a galectin. As

illustrated for the recognition of D-galactose in Figure 2.3, directional hydrogen

bonds with distinct side chains and also the stacking and CH–p interactions with the

Trp ring system govern the ability of galectins (or bacterial toxins such as the cholera

toxin; see below) to distinguish b-galactosides from natural epimers such as mannose

or glucose (note the involvement of the axial 40-hydroxyl group in contacts shown in

Figure 2.3; Lis and Sharon, 1998; Varela et al., 1999; Sharon and Lis, 2001; Solı́s

et al., 2001). The involvement of hydrophobic patches in binding (here the C–H-rich

bottom side of the galactose) documents the, at first sight, unexpected capacity of

sugars to be engaged in different modes of contact in intermolecular interaction, a

further reason for the versatility of the carbohydrates’ role as ligand (Lemieux, 1996).
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Beyond these insights structural lectin investigation has answered another pertinent

question regarding the overall binding energy: how will the inherently low affinity of

a single protein–carbohydrate contact be turned into strong binding when a lectin

meets a binding partner?

Drawing an analogy, antibodies exploit the option of spatial clustering to attain this

aim. As noted above, immunoglobulins are yet excluded from the lectin definition.

Nonetheless, similar means to reach the same aim could be envisaged. Indeed,

structural and cell biological studies have taught the amazing lesson that CRDs in a

lectin often tend to be spatially associated, either noncovalently or by covalent bonds.

The spatial topology is thus a factor which matters to a considerable extent,

establishing a recurring theme in functional glycomics. Generation of multiple

contacts by clustering is undoubtedly a general means of enhancing binding activity.

To help the reader appreciate this strategy, Figure 2.4 presents an overview of CRD

presentation in mammalian lectins. When the reader goes over this figure and its

legend, the idea should be conveyed that the different modes of presentation of CRDs

are tailored by evolution for distinct functions. Looking, for example, at lectins in

innate immunity, the serum mannan-binding lectin (and also other collectins such

as surfactant proteins-A and -D or the ficolins) and the tandem-repeat C-type

Table 2.2 Main families of animal lectins

Modular

Family Structural motif Carbohydrate ligand arrangements

C-type Conserved CRD Variable (mannose,

galactose, fucose,

heparin tetrasaccharide)

Yes

I-type Immunoglobulin-like

CRD

Variable (Man6GlcNAc2,

HNK-1 epitope,

hyaluronic acid,

a2,3/a2,6-sialyllactose)

Yes

P-type Conserved CRD Mannose-6-phosphate-

containing

Yes

Galectins

(formerly S-type)

Conserved CRD Galb1,3(4)GlcNAc core

structures with species-

and galectin-type-dependent

differences in affinity for

extensions to, e.g., blood

group A, B or H epitopes;

internal stretches of

poly(N-acetyllactosamine)

chains

Variable

Pentraxins Pentameric

subunit

arrangement

4,6-Cyclic acetal of

b-galactose, galactose,

sulfated and phosphorylated

monosaccharides glycoproteins

Yes

CRD, carbohydrate recognition domain; from Gabius (2000) with modifications.
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(macrophage) mannose receptor, their widely spaced CRDs are ideal sensors for the

non-mammalian surface glycosignatures of infectious bacteria or yeasts, explaining

the graphic term ‘pattern recognition receptors’ for these lectins (Lineham et al.,

2000; Kilpatrick, 2002; Lu et al., 2002; McGreal et al., 2004; Sano and Kuroki,

2005). Further informations on individual cases have been compiled in a recent

collection of reviews on animal lectins (Gabius, 2002). As indicated, the presence of a

CRD and the functional cooperation of CRDs by being positioned in spatial vicinity

(or of a CRD in conjunction with other modules in mosaic-like proteins) is

instrumental for lectin functionality. An overview on the current spectrum of

documented lectin functions is given in Table 2.3. Its content underscores the validity

of this chapter’s heading, referring to lectins as effectors in functional glycomics.

Figure 2.2 Orthorhombic crystal (C2221) of the developmentally regulated homodimeric galectin

from chicken liver (CG-16) grown in 2 M ammonium sulfate, 5% (v/v) isopropanol and 1% b-

mercaptoethanol, pH 5.6, at an estimated final protein concentration of 10 mg/ml. The crystal size is

0.4� 0.6 mm3 (a). Ribbon diagram of CG-16, prepared with MOLSCRIPT. The b-strands in the

five-stranded (F1–F5) and six-stranded (S1–S6a/S6b) b-sheets are denoted by the letter–number

code. The two carbohydrate-binding sites located at the opposite ends of the homodimer are

indicated by spheres (b), adapted from Solı́s et al. (2001).
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Having accomplished the relation of lectin structure to function and defined

guidelines to translate sequence information of newly discovered lectins into

structural motifs by homology-based modeling, an emerging research topic is to

address the following question: does glycan presentation in natural glycoconjugates

regulate lectin affinity? Intuitively, it would mean missing opportunities not to let this

parameter influence affinity. Thus, the aspect complementary to CRD presentation,

i.e. the influence of distinct topological presentation of the lectin-reactive glycans by

branching or clustering on the glycan’s ligand properties, has become a promising

research topic, and its assumed importance is in fact being unraveled. Systematic

analysis of lectin binding to well-characterized glycoproteins with complex glyco-

sylation profiles including multiantennary or branched glycan chains and to synthetic

mimics of natural glycans proves indispensable in this respect (Wu et al., 2001, 2002,

2004; Ahmad et al., 2004). As will be discussed in the next but one chapter, we are

now becoming aware of more than one level of specificity in lectin–carbohydrate

recognition. Their definition, given after describing the properties of a selected lectin

family, highlights the enormous potential to work with carbohydrate-based messages

using the sugar code.

At this stage, we can reliably summarize that carbohydrates are ‘ideal for

generating compact units with explicit informational properties’ (Winterburn

and Phelps, 1972). Code word generation is achieved by a complex array of

Figure 2.3 The main enthalpic features to facilitate binding of a sugar to a protein: hydrogen

bonds using lone electron pairs of sugar oxygen atoms as acceptors and the hydrogen atoms of

hydroxyl groups as donors as well as C–H/p-electron interactions between patches of a positively

polarized character (in this case the B-face of D-Gal) and the delocalized p-electron cloud of a

suitably positioned aromatic residue (here Trp).

LECTINS AS EFFECTORS IN FUNCTIONAL GLYCOMICS 31



Figure 2.4 Illustration of the strategies for how CRDs in animal lectins are positioned to reach

optimal affinity, ligand selection (e.g. to separate self from nonself glycan profiles in innate

immunity) and accessibility (modified from Gabius et al., 2002). From left to right, the CRD

display in the three subtypes within the galectin family (chimeric, prototype and tandem-repeat-

type arrangements), the presentation of CRDs in serum and surfactant collectins or ficolins

connected to their collagenous stalks and the noncovalent association of binding sites in

transmembrane C-type lectins by a-helical coiled-coil stalks (e.g. asialoglycoprotein and Kupffer

cell receptors, CD23, DC-SIGN or DC-SIGNR) are given. Next, the tandem-repeat display in

mannose-specific macrophage receptor (also found on dendritic cells, hepatic endothelial cells,

kidney mesangial cells, retinal pigment epithelial cells and tracheal smooth muscle cells) and

related C-type subfamily lectins (e.g. DEC-205 or Endo-180) as well as in the cation-independent

P-type lectin is presented. The occurrence of lectin activity for GalNAc-4-SO4-bearing pituitary

glycoprotein hormones in the cysteine-rich domain, a member of the b-trefoil familiy of protein

modules, in the N-terminal section of the mannose receptor, which is linked via a fibronectin-type-

II-repeat-containing module to the tandem-repeat section, is also included into the schematic

drawing for these two classes of lectins/lectin-like proteins with more than one CRD per protein

chain. Moving further to the right, the association of a distal CRD in selectins [attached to an

epidermal-growth-factor-(EGF)-like domain and two to nine complement-binding consensus

repeats] or in the siglec subfamily of I-type lectins using one to 16 C2-set immunoglobulin-like

units as spacer equivalents to let the CRD reach out to contact ligands and to modulate the capacity

to serve in cis- or trans-interactions on the cell surface is shown. In the matrix, the modular

proteoglycans (hyalectans/lecticans: aggrecan, brevican, neurocan and versican) interact with

hyaluronan (and also link protein) via the N-terminal loop assigned to the immunoglobulin

superfamily, with receptors binding to the glycosaminoglycan chains in the central region and with

carbohydrates or proteins (fibulins-1 and -2 and tenascin-R) via the C-type lectin-like domain

flanked by EGF-like and complement-binding consensus repeat modules. For further information

on individual lectin groups, see Gabius (2002).



Table 2.3 Functions of animal lectins

Activity Example of lectin

Ligand-selective molecular chaperones

in endoplasmic reticulum

Calnexin, calreticulin

Intracellular routing of glycoproteins

and vesicles

ERGIC-53 and VIP-36 (probably also

ERGL and VIPL), P-type lectins, comitin

Intracellular transport and

extracellular assembly

Nonintegrin 67 kDa elastin/laminin-binding

protein

Inducer of membrane superimposition

and zippering (formation of

Birbeck granules)

Langerin (CD207)

Cell-type-specific endocytosis Hepatic and macrophage asialoglycoprotein

receptors, dendritic cell and macrophage

C-type lectins (mannose receptor family

members (tandem-repeat type) and single

CRDa lectins such as langerin/CD207),

cysteine-rich domain of the dimeric form of

mannose receptor for GalNAc-4-SO4-bearing

glycoprotein hormones in hepatic endothelial

cells, P-type lectins

Recognition of foreign

glycans(b1,3-glucans, LPS)

CR3 (CD11b/CD18), dectin-1, Limulus

coagulation factors C and G, earthworm CCF

Recognition of foreign or aberrant

glycosignatures on cells

(including endocytosis or initiation

of opsonization or complement activation)

Collectins, L-ficolin, C-type macrophage

and dendritic cell receptors, a/y-defensins,

pentraxins (CRP, limulin), tachylectins

Targeting of enzymatic activity

in multimodular proteins

Acrosin, laforin, Limulus coagulation factor C

Intra- and intermolecular modulation

of enzyme activities in vitro

Porcine pancreatic a-amylase,

galectin-1/a2-6-sialyltransferase

Bridging of molecules Homodimeric and tandem-repeat-type galectins,

cytokines (e.g. IL-2:IL-2R and CD3 of TCR),

cerebellar soluble lectin

Induction or suppression of effector

release (H2O2, cytokines etc.)

Galectins, selectins and other C-type lectins

such as CD23, BDCA-2 and dectin-1

Cell growth control and induction

of apoptosis/anoikis

Galectins, C-type lectins, amphoterin-like

protein, hyaluronic acid-binding proteins,

cerebellar soluble lectin

Cell migration and routing Selectins and other C-type lectins, I-type lectins,

galectins, hyaluronic acid-binding proteins

(RHAMM, CD44, hyalectans/lecticans)

Cell–cell interactions Selectins and other C-type lectins

(e.g. DC-SIGN), galectins, I-type lectins

(e.g. siglecs, N-CAM, P0 or L1)

Cell–matrix interactions Galectins, heparin- and hyaluronic acid-binding

lectins including hyalectans/lecticans, calreticulin

Matrix network assembly Proteoglycan core proteins (C-type CRD and

G1 domain of hyalectans/lecticans), galectins

(e.g. galectin-3/hensin), non-integrin 67 kDa

elastin/laminin-binding protein

acarbohydrate recognition domain. From Gabius et al. (2004), extended and modified.



glycosyltransferases without the stringency of a template. The regulation of their

expression and activity facilitates dynamic and reversible shifts in the glycome.

Glycan diversity is matched on the level of receptor proteins (lectins). Strategic

positioning of CRDs in lectins leads to high-affinity binding and a remarkably wide

range of lectin functions. The classification of lectins is based on homology criteria in

primary and secondary structures. Examples are given here in Figures 2.1 and 2.2 for

galectins [lectins with Ca2þ-independent specificity to b-galactosides and the b-

sandwich folding pattern shown in Figure 2.2(b)]. Because the case of the cell adhesion

molecules, integrins, has epitomized the range of functional fine-tuning residing in

intrafamily diversity, we next address this question on diversity and biological

implications in the case of the lectin family listed in Table 2.2. With similar principles

emerging from recent studies of different lectin families such as C-, I- and P-type

lectins and even cytokines capable of bind to sugars (Kaltner and Stierstorfer, 1998;

Angata and Brinkman-van der Linden, 2002; Cebo et al., 2002; Dahms and Hancock,

2002; Crocker, 2004; Geijtenbeek et al., 2004; Kanazawa et al., 2004; Takahara et al.,

2004; McGreal et al., 2005; van de Wetering et al., 2005), we can select galectins as a

representative example. They, like several C- and I-type lectins, home in on a class of

glycans with distinguished properties, so we start the next part by explaining the

structural significance of these determinants.

2.3 Galectins: Structural Principles and Intrafamily Diversity

A carbohydrate epitope should be spatially accessible to serve in information transfer.

Its versatility will profit from the biosynthetic potential of introducing an array of

substitutions, which modulates or even reversibly switches off its ligand activity.

Which type of carbohydrate structure meets these two demands? Being positioned at

ends of glycan branches, b-galactosides readily fulfill this topological requirement.

Moreover, not a single but 13 different b-galactosyltransferases are responsible for

synthesis of b1,3(4)-galactosides, an indication of intricate fine-tuning on the level of

the acceptor structure (Hennet, 2002). Adding a variety of different substitutions

introduced by a-fucosyl-, a-galactosyl- and N-acetylgalactosaminyltransferases and

the switch-off signal a2,6-sialylation, b-galactosides in glycolipids and glycoproteins

easily also satisfy the second requirement for structural diversity defined above

(Gabius et al., 2002). That being said, it becomes clear that b-galactosides are ideal to

embody the prophetic statement that ‘glycosyl residues’ can ‘impart a discrete

recognitional role to the protein’ (Winterburn and Phelps, 1972). By extending

from a cell’s or a protein’s surface, these epitopes can act like sensors (or tentacles) in

a sugar-based communication with galectins. Turning to Table 2.3, it thus comes as

no surprise to find that galectins show up frequently in signaling and adhesion

activities. The above-mentioned exquisite discrimination against other natural

hexoses, explained in structural terms in Figure 2.3, excludes errors in decoding.

On the molecular level, the axial 40-hydroxyl group of D-galactose, as illustrated in

Figure 2.3, is a major contact site for hydrogen bonding. This significance was

34 CH2 GLYCOMICS AND THE SUGAR CODE



verified independently by systematic chemical mapping with deoxy and fluoro

derivatives of lactose as galectin ligands (Solı́s et al., 1996; Solı́s and Dı́az-Mauriño,

1997). Systematic work with the panel of synthetic lactose variants satisfactorily

explains the above-mentioned selection against the naturally occurring epimers

glucose and mannose and pinpoints major contact sites for hydrogen bonding.

As emphasized above when describing the first observation of activity for an

animal lectin which later turned out to be a C-type lectin, galectins were also initially

detected by the hemagglutination assay. The inhibition of lectin activity, i.e.

agglutination of trypsin-treated rabbit erythrocytes, by lactose but not unrelated

sugars led to the discovery of the activity of the first prototype member of this family.

It was called electrolectin, because it was the lectin activity in extracts of electric

organ tissue of Electrophorus electricus (Teichberg et al., 1975). Acquisition of

ability to cross-link cells or glycolipids/glycoproteins calls for bivalency with sites

spatially separated from each other. The second panel of Figure 2.2 and the left

section of Figure 2.4 illustrate how the two CRDs are positioned in a homodimeric

prototype galectin to generate a cross-linking device (Gabius, 1997). Besides this

noncovalent association of modules, two CRDs can be covalently linked by a

connecting peptide establishing the tandem-repeat-type organization, and the third

topological arrangement in the galectin family is found in galectin-3 with its

collagenase-sensitive domain, which substantially contributes to account for oligomer

formation (see Figure 2.4, left section). Purification of a galectin has become rather

easy with custom-made resins.

Affinity chromatography with resin-immobilized sugar has become the method of

choice for lectin purification, dating back to the landmark report that a cross-linked

dextran gel is suited for one-step purification of concanavalin A (Agrawal and

Goldstein, 1965). Oddly enough, this pioneering work was forthrightly rejected by

the editors after submission to the first target journal (Sharon, 1998). Owing to the

engineering of highly efficient prokaryotic expression vectors, bacterial extracts have

replaced tissues as a convenient source for lectins. Because galectins are not

glycosylated, it is not necessary in this case to work with mammalian cultures.

Pure products are obtained after processing by affinity chromatography, e.g. using

resin after divinyl sulfone activation (Gabius, 1990, 1999). The highly sensitive

technique of nano-electrospray ionization mass spectrometry verifies the absence of

any substitution by bacterial enzymology which might confound application of the

lectins (Kopitz et al., 2003). The latter method has even been adapted to determine

the quaternary structure and is able to pick up dimers without signs of dissociation by

sample processing. With the detailed information on structural aspects and the

extensive sequence alignments, it was possible to assign each of the 14 currently

known mammalian galectins to the three distinct subgroups (Kasai and Hirabayashi,

1996; Gabius, 2001a). Albeit practically useful, this classification system is not

sufficiently detailed to mirror evolutionary traits. In order to depict such relationships

between galectins, we constructed the genealogical tree, presented in Figure 2.5. An

early separation between the prototype galectins-1 and -2 vs -7, the close similarity

of prototype rat galectin-5 to the C-terminal domain of the tandem-repeat-type
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galectin-9 and the difference between N- and C-terminal CRDs of any tandem-repeat-

type galectin are noteworthy messages arising from this illustration. The latter point is

taken into account in Figure 2.4 (left section). Here, the two CRDs of tandem-repeat-

type galectins are sketched as different in contrast to those in homodimeric prototype

family members. It is reasonable to assume that the origin of this subgroup can be

attributed to merging two monomeric modules. This process facilitates the design of a

protein for the cross-linking of two different ligand types, a special task for which

homodimeric prototype galectins are not suited. Within this class, a close functional

similarity was intuitively expected, which could reflect the sequence similarity (see

also Figure 2.1). In other words, galectins-1 and -2 from the same branch of the

evolutionary tree are surmised to be structural and functional homologs. It is pertinent

to rebut this notion by referring to the observation that human galectins-1 and -2

activate disparate caspase profiles in T cell apoptosis (Sturm et al., 2004). Galectin-

3’s position in the genealogical tree reflects its status as sole chimera-type family

member.

At this stage, we can conclude that galectins establish a complex family of

endogenous lectins with different degrees of sequence similarity and two principal

types of structural organization: as cross-linking modules with identical or different

Figure 2.5 Genealogical tree of mammalian galectins.
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CRDs (after dissociation or proteolytic cleavage turned into monomers) or as

chimeric protein with a collagenase-sensitive domain for reversible intermolecular

self-aggregation (Gabius, 1997; Cooper, 2002; Ahmad et al., 2004). A common

feature is their secretion by a nonclassical pathway, by which intracellular association

with glycoproteins originating from the Golgi apparatus is precluded. However, the

intracellular presence of galectins can be detected. In this case, peptide motifs of

proteins can serve as ligands such as oncogenic H-Ras for galectin-1 or b-catenin for

galectin-3 (Elad-Sfadia et al., 2002; Liu, 2004; Rotblat et al., 2004; Shimura et al.,

2004; André et al., 2005a). These telling examples require no further comment on the

potential of the approach to turn endogenous lectins into tools in cyto- and

histopathology (Gabius and Bardosi, 1991; Purkrábková et al., 2003; Plzák et al.,

2004).

Of further general medical relevance in this context is the fact that a cell not only

expresses a single galectin species but can harbor a characteristic, albeit often not yet

fully explored profile of galectin expression. To determine a cell’s lectin pattern, we

have introduced fingerprinting by RT-PCR or by immunohistochemistry with non-

crossreactive galectin-type-specific antibodies (Gabius et al., 1986; Lahm et al.,

2001, 2003, 2004; Wollina et al., 2002; Kayser et al., 2003a, b; Nagy et al., 2003).

Intrafamily diversity even extends beyond the presence of several family members.

Explicitly, variability of the length in linker peptides, detected for galectin-8 and also

for galectin-9 with an in-frame insertion of 96 base pairs into the coding region of the

linker (Lahm et al., 2003), and alternative splicing [also known to be operative in

C-type lectins such as dectin-1, CD23, DC-SIGN and DCL-1/CD205(DEC205)] add

further mechanisms to increase intrafamily diversity (Gabius, 1997; Cooper, 2002).

The current status of immunohistochemical fingerprinting not only confirms the

RT-PCR data but also provides new prognostic information in tumor diagnosis. In a

case study on colon cancer, low indices of expression of galectins-1 and -4 (but not

-7) were favorable prognostic markers for patients with Duke’s A and B tumors

(Nagy et al., 2003). In parallel, studies in animal models together with histopatho-

logical monitoring have collected evidence for the functional basis of galectin-1 in

tumor progression for another tumor type (for the crystal structure of human galectin-

1, see López-Lucendo et al., 2004). This galectin was found to be negatively

correlated to prognosis in patients with glioblastoma, and it strongly stimulated

cell motility and tissue invasion in vitro and in xenografts (Camby et al., 2002). In

order to preclude raising the impression of a generally negative effect of galectin-1

expression for the (tumor) patient, the next sets of discussed results teach the

important lesson that the galectin-induced effect is specific for the cell type. On

activated T cells and neuroblastoma (SK-N-MC) cells galectin-1 induces apoptosis or

reduces cell growth, respectively, an emerging perspective for a new treatment

modality in autoimmunity and this type of aberrant cell growth (Gabius, 2001b;

Kopitz et al., 2001, 2003; Rappl et al., 2002). Notably, naive T cell survival is

maintained by galectin-1, illustrating the dependence of the activity on the cell’s

physiological status (Endharti et al., 2005). The availability of these experimental

systems with a clear function of a certain galectin makes it possible to answer the
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question on functional overlap/divergence between galectin family members. As

noted above, the presence of galectin-1 caused a drastic decrease in neuroblastoma

cell proliferation in vitro. Galectin-3 blocks this effect, allowing tumor cells to

maintain their growth pattern (Kopitz et al., 2001). Competitive inhibition of cell

surface binding of galectin-1 by galectin-3 is the reason for neutralizing the

functionality of galectin-1 by the chimera-type family member, a case of functional

divergence among galectins (Kopitz et al., 1998, 2001, 2003). Likewise, a monomeric

galectin also blocks galectin-1 activity on these cells, probably by making the

essential cross-linking impossible (André et al., 2005b). The galectins’ major target in

these cells is the pentasaccharide of ganglioside GM1, a molecular rendezvous which

will further be explained in structural terms in the next chapter. Evidently, galectin-3

is in this case not able to trigger signaling pathways as the cross-linking galectin-1

does (Brewer, 2001, 2002). This example highlights the critical importance of spatial

factors in the realm of protein–carbohydrate recognition. So far, we have mainly

focused on themes in CRD positioning summarized in Figure 2.4 and not looked at the

glycans. Therefore, it is warranted to discuss this issue, already touched upon in the

previous chapter, systematically and in more detail in the next part of our review.

2.4 Ligand-Dependent Levels of Affinity Regulation

The ongoing systematic scrutiny of all aspects of the molecular interaction between a

lectin and its ligand is revealing an enormous intricacy in how spatial factors regulate

lectin affinity. The way glycan structures are enzymatically substituted can thus have

a biological meaning. As noted above, lectin activity was first detected by inhibition

of hemagglutination by mono- or disaccharides. The first level of affinity regulation is

embodied thus by mono- or disaccharide discrimination, detected for example in the

hemagglutination assays. Commercially available substances generally suffice for this

first-step characterization. Reflected in the term galectin, the b-galactoside lactose (or

thiodigalactoside) is a commonly potent inhibitor for the members of this lectin

family. However, this property by no means implies that the sugar specificity is an

absolutely constant feature for all galectins. Among them, the selectivity for a distinct

disaccharide, e.g. Galb1,4GlcNAc (LacNAc, N-acetyllactosamine), may already

differ markedly, endowing certain lectins with a distinctive capacity for ligand

selection. This assumption was indeed validated in this case by measuring relative

potency values of 5.6 and 700 compared with lactose in inhibition assays in three

model studies on two different galectins (Wu et al., 2001, 2002, 2004). While sharing

the galactose unit as major contact point, selectivity already sets in on the level of the

disaccharide. This result signifies that the elongation of the chain length of the sugar

ligand guides us to the second level.

The current availability of a wide panel of oligosaccharides by chemical synthesis

or biochemical purification from natural sources makes it possible to proceed to map

the fine-specificity of any lectin at level 2. For example, it has become evident that

human galectin-7 can bind internal LacNAc determinants (e.g. in a2,6-sialyl DiLacNAc),
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which are in contrast not accessible for galectin-1 (Ahmad et al., 2002). Constituting

level 2, the sequence of the carbohydrate structure, starting with linkage-

point variations of the dimer, brings about affinity modulation. In detail, the selection

of the two hydroxyl groups for the glycosidic linkage (1–2, 1–3, 1–4 or 1–6) and

also the introduction of substitutions such as a1,2-fucosylation and then addition of

a1,3-Gal(GalNAc) to obtain ABH-blood group substances can all account for

affinity changes. Is the lectin a passive acceptor during binding? Intriguingly,

lectins can respond to ligand contact. Binding of lactose triggered a significant

change in galectin-1’s shape in solution, revealing a structural impact of the

ligand on the lectin (He et al., 2003). Increasing contact complementarity beyond

the basic structural unit of lactose offers the potential for enthalpic gains by

new hydrogen bonds. Notably, the introduction of the term complementarity directly

leads us to the next level. By moving from the initial depiction of a carbohydrate

structure as sequence (in two dimensions) to the third dimension (the shape), we

reach level 3 of affinity regulation. Here, a truly remarkable feature of glycans is

disclosed.

The fact that the chair conformation of the hexopyranose rings is energetically

preferred readily pinpoints the main source for flexibility of saccharides. It stems

from the dihedral angles f, � of the glycosidic bond. The reader can visualize the

basic principle of conformational mobility for a disaccharide by letting his thumbs

touch and turn each hand (sugar unit) independently without losing thumb contact.

Configurations where the pyranose rings come into spatial vicinity (clash) will

resemble ‘hills’ in a topographical map, giving f, �, E-map contour lines for energy

levels (von der Lieth et al., 1998; Gabius et al., 2004). Modeling studies and

experimental monitoring by NMR spectroscopy have discovered that the accessible

conformational space for a disaccharide is represented by a few ‘valleys’ so that

carbohydrates, in contrast to peptides, harbor limited flexibility. Only distinct

conformations are energetically favorable so that a small set of shapes constitutes a

saccharide’s three-dimensional repertoire (Gabius et al., 2004). In this respect,

carbohydrate epitopes resemble peptide motifs embedded in a protein. However,

there is an important difference regarding flexibility, which we recently underscored

by the study of a peptide free in solution and interacting with its sugar ligand (Siebert

et al., 2002). Whereas protein sections are conformationally restrained by the

indispensable presence of neighbouring residues, such an expenditure to build special

surroundings in order to let a bioactive section in a protein adopt its suitable shape is

not necessary for carbohydrates: their preference to only distinct shapes simply

comes by nature! This property is a valuable asset for a biomolecule to become a

ligand in biorecognition. In the thermodynamic balance sheet, the entropic penalty

incurred by binding such carbohydrates is obviously far less than what could be

expected during the same process with a highly flexible ligand. Inevitably, it must

lose its conformational freedom. As a result, we have pinpointed another feature

rendering glycans predestined for a role in information transfer. With this back-

ground, we can proceed to look at the interaction process of a carbohydrate with a

lectin in more detail.

LIGAND-DEPENDENT LEVELS OF AFFINITY REGULATION 39



In allegoric terms, drawing on E. Fischer’s famous lock-and-key principle (Fischer,

1894), one carbohydrate conformation can be likened to a key. We are accustomed to

think that one sequence will build only one key. The given results on bioactive

carbohydrates have changed this notion completely. This discovery signifies that one

sequence can form a ‘bunch of keys’ (Hardy, 1997). The conformational interconver-

sion between low-energy conformers was described with its attractive consequence as

follows: ‘the carbohydrate moves in solution through a bunch of shapes, each of

which may be selected by a receptor’ (Hardy, 1997) – and, indeed, this is the case:

depending on the nature of the receptor the same sugar sequence can either be

bioactive or bioinert. In other words, a certain carbohydrate ligand is present in

solution in a limited set of conformations. When we examined the bound-state

conformation of a digalactoside in case studies with two lectins, each of them was

found to exclusively host only a single shape (‘key’), leaving the other aside (Gabius

et al., 2004). This principle is referred to as differential conformer selection (Gabius,

1998). A perspective for medical application exploiting this mechanism becomes

apparent by looking at the growth-regulatory binding of the pentasaccharide of

ganglioside GM1 by galectin-1 (see above) and the cholera toxin (Kopitz et al., 1998,

2001; Siebert et al., 2003b). The pentasaccharide can form only a few distinct shapes

in solution which are defined by the measured f, �-angle combinations at each

glycosidic linkage. Besides crystallographic information, the strategic combination of

NMR spectroscopy with computational calculations made it possible to define

topological aspects of the lectin–ligand complex in solution (Siebert et al., 2003a).

The human lectin and the bacterial toxin both bind the pentasaccharide. In this

context, the ensuing question is: will they select the same or two different

conformations or alternatively permit the ligand to change shape while remaining

bound? As explained with experimental detail recently (Siebert et al., 2003b),

galectin and toxin select two different conformers. The clinical perspective of this

result is evident: by tailoring an inhibitor arrested in the toxin-binding shape, a potent

pharmaceutical without side reactivity to the tissue lectin can become available.

Further structural scrutiny of the lectin–ligand complex in this case also taught the

lesson that carbohydrate units other than the primary contact site (here GalNAc/sialic

acid) can significantly increase the interaction energy in the overall thermodynamics

of binding (Siebert et al., 2003b). In this case, enthalpic gains assigned to level 2

underlie conformer selection at level 3. These additional contributions make it

difficult to predict ligand affinity for oligosaccharides without experimental input,

as exemplified by the discussed case of the ganglioside’s pentasaccharide (Siebert

et al., 2003b). Caution is thus to be exercised when extrapolating binding data from

simple structures (level 1) to linear or branched oligosaccharide shapes (levels 2 and

3) is attempted. However these insights could be highly relevant to explain the target

specificity of a tissue lectin for only a few cell surface epitopes. In fact, despite the

abundance of b-galactosides on the cell surface, a galectin appears to be very

selective, associating with only few glycoconjugates. So far, we have only dealt

with oligosaccharide chains, at best from a ganglioside. Besides extending a ligand’s

sequence and taking shape alterations into consideration, a look at the strategic
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presentation of CRDs in lectins (see Figure 2.4) implies that lectin-reactive epitopes

could also be naturally displayed with impact on affinity. The choice for the

branching/substitution mode of an N- or O-glycan would then mean more than a

mere structural alteration picked from a panel of synthetic possibilities. Basically, we

imply functional significance of this property arising from glycan synthesis. This

assumption of nonrandom origin of glycan chain design leads us to further levels for

the regulation of ligand affinity.

The basic structural motif of N-glycans is the biantennary chain. Further elaborat-

ing this element by enzymatic modifications yields (a) substituted versions, e.g.

containing a core-fucose unit or a bisecting GlcNAc in the stem region, and (b) an

increase in the number of branches by adding up to three antennae (Brockhausen and

Schachter, 1997; Sharon and Lis, 1997; Reuter and Gabius, 1999). Initially viewed as

a bothersome complication within the process of systematic structural analysis, the

questions can now be addressed as to whether and to what extent these structural

refinements serve to modulate the affinity for lectins. Progress in chemoenzymatic

synthesis of the substituted N-glycans made it possible to start providing answers

(André et al., 1997, 2004; Unverzagt et al., 2002). The reader may wonder whether

the presence of such a substitution at a site distant from the lectin-reactive

determinant in the branches can really affect the glycan’s conformation. As proven

by experimental and computational monitoring, presence of a substitution such as

core fucosylation or bisecting GlcNAc is in fact able to alter the accessible

conformational space of the N-glycan markedly, and recent reports substantiate

that this effect on the conformational dynamics has an impact on lectin affinity,

notably depending on the nature of the studied sugar receptor (Unverzagt et al., 2002;

André et al., 2004). As a means of malleable glycoengineering, the substitutions also

affect clearance of the N-glycans from circulation, shown by monitoring biodistribu-

tion in mice (Unverzagt et al., 2002; André et al., 2004). Thus, the consideration of

the shape of the complete chain and the topological characteristics of ligand

presentation influenced by substitutions leads us from level 3 to level 4.

This level is subdivided into two subcategories, because substitutions can go along

with increases in the branching mode. The way this parameter acts upon lectin affinity

is convincingly documented by proof-of-principle studies on glycan clearance from

circulation in vivo. Citing the classical example of the hepatocyte C-type lectin

(asialoglycoprotein receptor; see Table 2.3 and Figure 2.4), an increase in valency

from mono- and bi- to trivalent glycans resulted in a geometrical increase in affinity,

termed the glycoside cluster effect (Lee and Lee, 1997). Complementarity between

the topology of presentation of the three CRDs of this lectin and sugar target

presentation causes the relative affinity to increase from 1 to 1000 and finally

reaching 1 000 000 with triantennary glycans (Lee and Lee, 1997). It goes without

saying that this effect is of great potential for drug targeting to the liver (Yamazaki

et al., 2000; for a historical account of the prominent role of the hepatic asialogly-

coprotein receptor in this area, see Gabius, 2004). Also, the availability of a

triantennary glycan in a glycoprotein from human ovarian cyst fluid was instrumental

in revealing the strong impact of branching on the avian galectin CG-16 and poor
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inhibitory capacity for a mammalian CRD, i.e. the N-terminal domain of galectin-4

(Wu et al., 2001, 2002, 2004).

We stated above that glycans as information carriers offer the potential for dynamic

and reversible structural alterations. Also, the activity profile of glycosyltransferases

can be the object of modulation with implications for the glycome, as detected in

various diseases, including inflammation (Brockhausen et al., 1998; Rosen, 2004). So

far, they have primarily been mapped and interpreted phenomenologically. The

presented reasoning and evidence lead to the hypothesis that they can be functionally

relevant. To give an example from clinical chemistry, the changes in glycosylation of

a1-acid glycoprotein with its five N-glycosylation sites in inflammation have been

related to its anti-inflammatory effects on the level of interfering with leukocyte

adhesion to endothelium by blocking the C-type lectin subfamily of the selectins (van

Dijk et al., 1998). Here, branching of O-glycans introduced by core 2 N-acetylglu-

cosaminyltransferase and sulfation of GlcNAc moieties matters too (Hiraoka et al.,

2004; Ley and Kansas, 2004; Rosen, 2004). Needless to say, respective reports open a

wide study area with clinical relevance.

As a message we can conclude that the spatial vicinity of branches from an

individual glycan, a factor valid for N- and O-glycans, has a bearing on affinity for

animal lectins. This consideration immediately guides us from level 4 to level 5. Of

course, glycan clustering can be brought about by reaching spatial vicinity between

different N- and/or O-glycans. Instructive examples are mucins with their high

density of O-glycan chains, where branches of a single O-glycan and chains of

different O-glycans are closely spaced together. Because mucin-like domains in

glycoproteins are also not rare, it is straightforward to put the hypothesis to the test

that this topological aspect of glycosylation has a functional meaning for protein–

carbohydrate interaction. Equally important, different N-glycans or antennae from

different N- and O-glycans of a glycoprotein can cooperate in such a setting. This

property is lost when working with free glycans after digestion of the protein carrier.

In order to examine the extent to which this level of affinity regulation is operative, a

panel of well-characterized glycoproteins is indispensable, as are systematic studies

in a lectin family, which are currently in progress for galectins (Wu et al., 2001, 2002,

2004).

On the level of cell surfaces, we suggest encountering the sixth level of affinity

regulation, i.e. the modulation of local density of lectin-reactive glycans. Micro-

domains, lipid rafts or glycosynapses are candidate structures to facilitate cell

adhesion or signaling by lectin–carbohydrate recognition (Hakomori, 2002). Mem-

brane fluidity, aggregate formation of glycoproteins/glycolipids and structural

changes in glycan structures (sequence and shape) afford an array of possibilities

for a wide range of regulatory events. A topological parameter is arresting or shifting

conformational equilibria for glycan determinants by altering their density. To let this

system work requires a conspicuous level of inherent specificity of a lectin toward

certain cell surface glycans. In other words, despite binding a frequently present basic

element on level 1, a lectin is expected to be very selective for ‘real’ cell surface

ligands. Indeed, this is the case for galectins. A survey of the literature has attested
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that galectins-1 and -3 react only with distinct glycoproteins or glycolipids to trigger

cell-type-specific activities (André et al., 1999). Integrins such as the b1-subunit or

cell markers such as CD3, CD7 or CD45 are among these galectins ligands.

Obviously, it is justified to define level 6, giving further research direction and

aim. To avoid this work appearing purely academic, it is worth explicitly familiariz-

ing the reader with perspectives for medical applications focusing on galectins.

2.5 Perspectives for Galectin-Dependent Medical Applications

The monitoring of the presence/absence of distinct lectins or lectin ligands is a

current topic in tumor pathology, examples of new prognostic information having

been given above. In vitro and animal models including cell clones with deliberate

changes in galectin expression are and will be helpful in exploring the relevance of a

certain lectin for tumor progression in distinct tumor classes. These experiments have

a therapeutic dimension too. Merging the information on the importance of spatial

factors for ligand presentation with the power of synthetic chemistry to prepare

custom-made blocking substances, it has actually become feasible to synthesize

target-selective inhibitors. The natural precedents of branched glycans inspire

mimicry of their potency by devising suitable neoglycoconjugates (Gabius, 1988;

Gabius et al., 1988, 1991, 1993; Gabius and Bardosi, 1991; Bovin and Gabius, 1995;

Lee and Lee, 1997; Roy, 2003). These tools can be employed not only to block CRDs

but also to localize sugar-binding capacity on cells and in tissue sections cyto- and

histochemically (Gabius, 2001a). Current experience in this area has shown that

strong multivalency effects are attainable, especially for galectin-3 (André et al.,

2001, 2003). An enhancement of almost 4300-fold compared with the monomeric

derivative was determined for the chimera-type galectin-3 with a tetravalent scaffold

presenting lactose as ligand (Vrasidas et al., 2003). The creativity of the chemist to

supply suitable scaffolds is definitely not a limiting factor to turn this approach into

further experiments (Lee and Lee, 1994; Bovin and Gabius, 1995; Roy, 2003). These

tools can lead to advances in drug or enzyme targeting (see case study on

asialoglycoprotein receptor above) or lectin-mediated vaccine delivery (Keler et al.,

2004). While such synthetic products are capable of localizing, targeting or blocking

lectins, the development of vectors from molecular biological engineering is instru-

mental for another aim, i.e. rationally modulating lectin expression. Down-regulation

of galectin-1 responsible for tissue invasion in glioblastoma is a perspective supported

by current experimental evidence, as presented above. Similarly, the functional role

of galectin-3 in cardiac dysfunction, an effector for increased mycocardial cyclin

D1 expression and collagen I:III ratio, can be counted as an incentive for taking

the next steps to test therapeutic relevance (Sharma et al., 2004). Establishing a

local environment rich in pro-apoptotic activity on autoreactive T cells is a sugges-

tion for the management of autoimmune disorders. Because any lectin effect is

dependent on the highly specific selection of ligands, manipulating ligand presenta-

tion is an alternative route. A key role in this respect will be played by the
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a2,6-sialyltransferase, which introduces a switch-off signal to ligand properties for

galectin-1. Consequently, regulating distinct glycosyltransferases is a long-range

perspective as well, to deliberately channel signaling in the directions of clinical

benefit. Glycomic profiling with plant/animal/human lectins or monoclonal antibo-

dies in pathology, which maps disease-associated glycan changes, is thus on the way

from phenomenology to defining functionally relevant shifts in the pattern of

potential ligands for tissue lectins. With growing understanding of the functional

relevance of disease-associated alterations in glycosylation, the envisaged interven-

tions are likely to be more than symptomatic treatment modalities.

2.6 Conclusions

When asked to deliver input on how to construct an operative artificial cell, special

attention will have to be paid to the design of cell surface determinants. They are

required as sensors for communication with the environment. Spatial accessibility

and a molecular vocabulary to encode a wide array of messages with high density

(note that the space on the cell surface is limited) are salient parameters for signal

functionality. When looking at natural role models, these prerequisites are completely

fulfilled by the virtues of carbohydrates of the glycocalyx. In fact, the sugars of

cellular glycoconjugates are second to no other class of biomolecules in terms of

high-density information storage. The formation of only a few, energetically favored

shapes is markedly suited for an intermolecular interaction. Fittingly, the emerging

insights into the expression of binding partners for the information-storing sugar

epitopes have given the concept of the sugar code its present shape: lectin–

carbohydrate interactions transmit the information from oligosaccharides of glyco-

conjugates into diverse biological responses. The initially puzzling degree of diversity

of glycan structures thereby gains a functional dimension. Topological aspects of the

two sides in this recognition system, i.e. glycan and lectin, are presently being related

to affinity modulation with perspectives for medical applications. As the current

status of results presented herein attests, new diagnostic tools have already been

established. Moreover, experimental approaches for examining therapeutic perspec-

tives have been inspired. Merging the fields of synthetic and analytical chemistry,

biochemistry and molecular cell biology with medical subjects such as immunology,

oncology or pathology is sure to pave the way to a new level of understanding on the

role of glycomics and functional lectinomics in disease (Gabius, 2000).
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André S, Unverzagt C, Kojima S, Dong X, Fink C, Kayser K, Gabius H-J. 1997. Neoglycoproteins

with the synthetic complex biantennary nonasaccharide or its a2,3-/a2,6-sialylated derivatives:

their preparation, the assessment of their ligand properties for purified lectins, for tumor cells in

vitro and in tissue sections and their biodistribution in tumor-bearing mice. Bioconjugate Chem 8:

845–855.

André S, Kojima S, Yamazaki N, Fink C, Kaltner H, Kayser K, Gabius H-J. 1999. Galectins-1 and -3

and their ligands in tumor biology. J Cancer Res Clin Oncol 125: 461–474.
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Lahm H, André S, Hoeflich A, Kaltner H, Siebert H, Sordat B, von der Lieth CW, Wolf E, Gabius H-J.

2004. Tumor galectinology: insights into the complex network of a family of endogenous lectins.

Glycoconjug J 20: 227–238.

Laine RA. 1997. The information-storing potential of the sugar code. In Gabius H-J, Gabius S. (eds),

Glycosciences: Status and Perspectives. London: Chapman & Hall, pp 1–14.

Lee RT, Lee YC. 1997. Neoglycoconjugates. In Gabius H-J, Gabius S (eds). Glycosciences: Status

and Perspectives. London: Chapman & Hall, pp 55–77.

Lee YC, Lee RT. (eds). 1994. Neoglycoconjugates. Preparation and Applications. San Diego, CA:

Academic Press.

Lemieux RU. 1996. How water provides the impetus for molecular recognition in aqueous solution.

Acc Chem Res 29: 373–380.

Ley K, Kansas GS. 2004. Selectins in T-cell recruitment to non-lymphoid tissues and sites of

inflammation. Nat Rev Immunol 4: 1–11.

Lineham SA, Martı́nez-Pomares L, Gordon S. 2000. Macrophage lectins in host defence. Microbes

Infect 2: 279–288.

Lis H, Sharon N. 1998. Lectins: carbohydrate-specific proteins that mediate cellular recognition.

Chem Rev 98: 637–674.

Liu F-T. 2004. Double identity: galectins may not function as lectins inside the cell. Trends Glycosci

Glycotechnol 16: 255–264.

López-Lucendo MF, Solı́s D, André S, Hirabayashi J, Kasai K-i, Kaltner H, Gabius H-J, Romero A.

2004. Growth-regulatory human galectin-1: crystallographic characterization of structural changes

induced by single-site mutations and their impact on thermodynamics of ligand binding increasing

entropic penalty. J Mol Biol 343: 957–970.

Loris R. 2002. Principles of structures of animal and plant lectins. Biochim Biophys Acta 1572: 198–

208.

Lu J, Teh C, Kishore U, Reid KB. 2002. Collectins and ficolins: sugar pattern recognition molecules

of the mammalian innate immune system. Biochim Biophys Acta 1572: 387–400.
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F-T, Klı́ma J, Smetana K, Motlik J, Gabius H-J. 2003. New aspects of galectin functionality in

nuclei of cultured bone marrow stromal and epidermal cells: biotinylated galectins as tool to detect

specific binding sites. Biol Cell 95: 535–545.

Rappl G, Abken H, Muche JM, Sterry W, Tilgen W, André S, Kaltner H, Ugurel S, Gabius H-J,
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Gabius H-J. (2003b). Unique conformer selection of human growth-regulatory lectin galectin-1 for

ganglioside GM1 versus bacterial toxins. Biochemistry 42: 14762–14773.

Solı́s D, Dı́az-Mauriño T. 1997. Analysis of protein–carbohydrate interaction by engineered ligands.

In Gabius H-J, S Gabius (eds), Glycosciences: Status and Perspectives. London: Chapman & Hall,

pp 345–354.

Solı́s D, Romero A, Kaltner H, Gabius H-J, Dı́az-Mauriño T. 1996. Different architecture of the

combining sites of two chicken galectins revealed by chemical-mapping studies with synthetic

ligand derivatives. J Biol Chem 271: 12744–12748.
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Wu AM, Wu JH, Liu J-H, Singh T, André S, Kaltner H, Gabius H-J. 2004. Effects of polyvalency of

glycotopes and natural modifications of human blood group ABH/Lewis sugars at the Galb1-

terminated core saccharides on the binding of domain-I of recombinant tandem-repeat-type

galectin-4 from rat gastrointestinal tract (G4-N). Biochimie 86: 317–326.

Yamazaki N, Kojima S, Bovin NV, André S, Gabius S, Gabius H-J. 2000. Endogenous lectins as

targets for drug delivery. Adv Drug Deliv Rev 43: 225–244.

REFERENCES 51



3
Proteomics in Clinical Research:
Perspectives and Expectations

Ivan Lefkovits, Thomas Grussenmeyer, Peter Matt, Martin Grapow,
Michael Lefkovits and Hans-Reinhard Zerkowski

Abstract

Proteomics is one of the most rapidly evolving fields of biomedical research. In this

work we define the tools of proteomics and the perspectives of the clinical applications.

For more than two decades, two-dimensional gel electrophoresis has been the primary

tool for defining the constituents of the proteome and the alterations of its composition.

More recently, powerful methods of protein identification have evolved based on

measuring the mass of peptidic fragments. The synergism from the combined efforts

of genomics, transcriptomics and proteomics is discussed, and projects that are under

scrutiny in the cardiovascular research group. Elucidating the alterations of protein

components in physiological and pathological processes is expected to provide both

diagnostic biomarkers and predictors for adequate therapy and risk stratification.

3.1 Introduction

Patterns of protein expression are modulated and often profoundly modified in

metabolic processes in healthy and diseased tissue of the human organism. Patho-

logical changes are accompanied by alterations of protein expression that also leave

traces in the bloodstream.

If these molecules are present at a high enough concentration, they can serve as

biomarkers. Even minor lesions leave molecular marks that can be scrutinized. Thus

both physiological and pathological events can be monitored provided we learn which

entities are supposed to be monitored.

We have reasons to assume that events related to diseases that are studied in our

group, e.g. acute coronary syndromes (conditions that are accompanied by platelet

activation, inflammation, coagulation and myocyte necrosis) are traceable in the
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blood circulation. Biomarkers of necrosis (cardiac troponin), inflammation (high-

sensitivity C-reactive protein, CRP) or haemodynamic stress (brain natriuretic

peptide, BNP, or the N-terminal portion of the precursor of BNP, NT-proBNP)

identify patients who are at higher mortality risk. Elevated troponin in the setting of

an acute coronary syndrome is a marker of elevated risk of death and mandates an

early invasive therapeutic strategy (e.g. percutanous coronary intervention). Elevated

CRP and BNP at presentation identify patients at higher risk, irrespective of troponin

elevation. The therapeutic implications have yet to be established (James et al., 2003;

Lefkovits, 2004; Morrow and Braunwald, 2003).

A rapidly emerging set of biochemical methods is making it possible to identify

large numbers of proteins in a complex mixture, to examine their identities, their

interactions, their biological activation and especially processes in disease states,

which in turn offers great promise for both diagnostics and therapy. The research

endeavour that aims to elucidate the functional and structural aspects of the web of

protein interactions in a systematic manner has been termed proteomics.

What is a proteome and what is proteomics about?

The term proteome (and the concept of proteome) in its strict sense is supposed to

define the complete set of proteins expressed in a lifetime of a cell. Its everyday

meaning is, however, the set of proteins involved in a certain complex cellular task

and pathway or in a disease state.

The term proteomics (and the entire proteomic research) is defined as the

systematic analysis and documentation of the overall distribution of proteins in

biological samples, performed as a high-throughput analysis, aiming to elucidate the

functional role of the proteins in physiological and pathological processes.

The emphasis on the analysis of sets of proteins indicates the expectation that

proteomics will answer fundamental questions about biological mechanisms on a

‘systems level’ rather than on an ‘individual protein level’. To reiterate, proteomics

includes not only the identification and quantitation of proteins, but also the

modifications, interactions, tissue localization and ultimately determination of their

function.

Proteomics in basic science, clinical research and drug discovery

Basic proteomics will allow a complex map of cell functions to be built up by

analysing how changes in one signalling pathway affect other pathways. Clinical

Research aims to discover the multiplicity of factors involved in disease. The drug

discovery effort will attempt to define proteins with which drugs selectively interact

to achieve a precise therapeutic response, and as a fine tuning the identified targets

will allow identification of individuals who, owing to their proteome composition,

would suffer side effects from drug therapy.
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From genomics to transcriptomics to proteomics

Biological systems of higher organisms display regulation of functions on genomic,

transcriptomic and proteomic levels. Although the blueprint of all functions is provided

on the genomic level, fine-tuning of these functions occurs through transcriptomic

regulation, and the final manifestation of biological functions occurs on the protein level.

The genome tells us what could ‘theoretically’ happen, the transcriptome tells us what

might happen, and the proteome tells us what does happen. To reiterate, the entire

proteomic endeavor is geared towards describing the phenotype instead of the genotype.

Thus, protein expression is intimately associated with the biological function, and

any perturbation of a cellular function finds its counterpart in the translational or post-

translational repertoire of proteins. Since it is the proteins that are ultimately

responsible for all active life processes, the aim of proteomics, in clinical research,

is to reveal changes that are correlated with state of health and disease. It is at the

protein level where:

� most regulatory processes take place;

� disease processes manifest themselves; and

� most drug targets will eventually be found.

Synergism of the triad of ‘-omics’

Although each discipline is using its own tools, the resulting information feeds into

one single system of life sciences, and the complementary information of the ‘three

-omics’ synergizes the resulting ‘knowledge base’.

Transcriptome provides a snapshot of the genome’s plans for protein synthesis

under the conditions of the study. Although the expression of mRNA is modulated

during alterations of biological processes, and the up- or down-regulation of mRNA is

of great importance for the resulting function, the conclusion of ‘down-stream

events’, i.e. the protein synthesis, cannot be derived from the level of mRNA. The

level of messages correlates poorly with the resulting abundance of protein species.

Besides the above considerations, we have to be aware of the fact that transcriptomic

results provide no clue as to the post-translational products.

3.2 Proteomics: Tools and Projects

Although the availability of a technology for protein separation and detection is a

prerequisite for the identification of protein structure, there have been serious

attempts to analyse entire mixtures of proteins without prior separation. For the time

being, the two-dimensional gel electrophoresis and the mass spectrometry are the basic

pillars of the proteomics.
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Synopses of the relevant technologies

� for protein separation and detection; and

� for protein structure identification.

are given below.

Technology for protein separation and detection by two-dimensional
gel electrophoresis

It is now accepted that the technique of two-dimensional gel electrophoresis was

developed independently in the laboratories of O’Farrell (1975) and of Klose (1975).

The first dimension of separation is based on differences in the charge of polypep-

tides; the second dimension is a molecular separation according to the mass of

polypeptide molecules.

Two-dimensional gel electrophoresis: step one -- charge separation

Isoelectric focusing (IEF) is an electrophoretic method that separates proteins according

to their charge. Proteins are amphoteric molecules; they carry positive, negative or zero

net charge, depending on their amino acid composition and the pH of their surroundings.

For many years the charge separation matrix was based exclusively on the use of

carrier ampholytes (small, soluble, amphoteric molecules) with a high buffering

capacity near their pI (Amersham Biosciences; www.electrophoresis.apbiotech.com),

and usually it was a broad range of ampholytes covering pI values from 3 to 9 that

was used. The era of ampholytes (the LKB brand was named Ampholines) was

followed by the development of immobilized pH gradients (Righetti et al., 1989;

Görg et al., 1995). There are several definite advantages of the use of Immobilines –

three of them are mentioned here: first, owing to commercial availability of the

Immobiline strips, a rigorous comparison of results among various laboratories is

possible; second, the loading capacity of the Immobiline strips is considerably higher

than that of Ampholine gels; third, narrow range separations are reasonably

reproducible. A disadvantage is in the relatively high cost of the Immobilines strips,

their limited shelf-life and also various technical inconveniences like the requirement

for soaking the strips prior to use or the relatively long separation time (almost double

the separation time required by the Ampholine system).

Two-dimensional gel electrophoresis: step two -- size separation

The size ‘separation is performed in a polyacrylamide matrix in SDS milieu. The

most common procedure utilizes an acrylamide gradient of 10–20 per cent. Although

several attempts were made to commercialize pre-cast gels, financial considerations
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(and the relatively short shelf-life of such gels) drive most of the researchers to cast

their own gels.

Large-scale Isodalt separation system

Norman and Leigh Anderson have upgraded the method into a robust system capable

of simultaneously performing analysis of 20 samples (Anderson and Anderson,

1978a,b, 1982; Anderson et al., 1983). The Ampholine IEF gradient as well as the

gels for the second dimension are cast in a single step for all 20 samples. For charge

separation the tubes are immersed in a large container (2 l) of acidic buffer, and for

size separation a tank with 30 l cooled electrolyte contents is used. The emphasis of

the Isodalt system is not only to achieve reproducibility within the studied set of

20 samples, but also to obtain stable and robust experimental comparisons for

consecutive experiments (Anderson, 1988; Lefkovits et al., 1985).

Metabolic labeling and sensitivity of detection

The most common labeling procedures involve incorporation of 35S methionine in to

the de novo synthesized polypeptides. A spot containing as little as 0.3 dpm can be

detected when a radiofluorographic readout is used, while about 3 dpm are required

for autoradiographic detection. Autoradiographic readout yields spots with sharper

boundaries, and closely localized spots of very different abundances can be well

distinguished as distinct spots.

Sample preparation

It has been recognized that one of the prerequisites for successful analysis is an

adequate preparation of samples that are to be applied on the separation matrix. A

standard solubilizing buffer, containing NP-40 and urea (Anderson, 1988; Anderson

et al., 1983; Lefkovits et al., 1985), is used in most instances, although a number of

recipes have been worked out for the solubilization of various ‘difficult’ tissues

(Santoni, Molloy and Rabilloud, 2000; Rabilloud, 1998; Chevallet et al., 1998). It is

our experience that the art of sample preparation remains the bottleneck of the whole

separation system. Especially problematic are extracts of human aorta specimen that

are used in our laboratory. Combinations of various homogenization procedures are

under scrutiny at present (Anne von Orelli, dissertation in progress). In addition,

samples in which there are predominant accompanying proteins, e.g. high actin,

myosin light chain or serum albumin (Lucchiari et al., 1992; Nezlin and Lefkovits,

1998) create serious obstacles to reproducible separation.

Staining of gels

Coomassie blue staining was developed some 40 years ago by Fazekas et al.,

(1963), and it is used either in its original recipe or as a staining protocol using
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colloidal Coomassie staining (SLRI Proteomics Database; http://proteomics.

mshri.on.ca/sample_preparation.php). A clear advantage of the colloidal staining is

that excessive destaining is not necessary. Another suitable method for protein

detection is based on staining with fluorescent dyes and ruthenium reagents

(Lamanda et al., 2004).

Silver staining is considerably more sensitive than Coomassie blue staining. In our

hands, very good silver-stained gels (Switzer et al., 1979; Kuhn, Kettman and

Lefkovits, 1989) are obtained when about one-tenth of the amount of the polypeptide

sample required for Coomassie staining is applied to the separation system.

Wet gels, dried gels

For drying, we use an apparatus constructed in the workshop of the Basel Institute for

Immunology. The apparatus enables simultaneous drying of all 20 gels from the

Isodalt system; it is constructed as a system of 10 drawers, each platform accom-

modating two gels, and during the (overnight) drying cycle it regulates heat and

vacuum. Blueprints of the system are available from the author (I.L.) upon request

(Anderson et al., 1983). Wet gels are maintained in a sealed plastic folder, usually for

further handling for mass spectrometry.

Autoradiography, radiofluorography

Metabolic labeling, followed by autoradiography or radiofluorography, is the most

common readout in functional proteomics, while unlabeled material is used for

structural proteomics. Usually several exposures are performed from each gel, and the

most suitable ones are selected for image analysis. Radiofluorography is based on the

impregnation of gels with diphenyloxazole (PPO) and on exposure of films at

temperature of �70�C. The sensitivity of detection is considerably higher than

with standard autoradiography, and the exposure time can be shortened by about

8-fold. The OD saturation curve for radiofluorography is different from autoradio-

graphy, and the two detection systems cannot be combined to evaluate gels within one

experiment. We have recently started to use the phosphoimager readout. The high

costs of the detection plates make this detection method prohibitive for many

laboratories.

PDQuest image analysis

There are many sophisticated software systems for the evaluation of two-dimensional

gel images. Until recently our laboratory has been experienced with the image

analysis system, originally developed by John Taylor in Norman Anderson’s team at
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the Argonne National Laboratory, under the name ‘Tycho’, (Taylor et al., 1980) and

the follow-up software ‘Kepler’ (Anderson, 1992). We currently use a PDQuest

system that is similar to Kepler but with a more advanced user-friendly interface. The

image files are processed for noise and streak removal and background correction,

and then converted into spot files by spot modelling and fitting. In the final ‘spot lists’,

each spot is defined by the x and y coordinates and by the spot volume. At the end of

the matching process the master pattern contains all the spots occurring in each of the

images.

Technology for protein structure elucidation by mass spectrometry
and related methods

Each molecular species of a polypeptide is defined by its amino acid sequence.

Methods for establishing such sequences were devised decades ago in which

sequential cleavage of each consecutive N-terminal amino acid was performed.

Once it became apparent that the mass of small peptides can be measured by mass

spectrometry, and the amino acid composition can be deduced from the mass data,

considerable effort was invested in adopting the methodology of working with ‘true’

polypeptides. Since the prerequisite for such analysis is conversion of the analyte into

‘gas-phase ions’, polypeptide molecules have to be cleaved into peptidic fragments,

then converted into gas-phase ions and ejected to measure the ‘time of flight’. The

measured masses of the resolved analytes are then compared with those calculated for

the predicted peptides from the genomic database, and the molecular identity of the

analysed polypeptide is established. Compared with classical sequencing procedures,

a million times less starting material is required, thus analysis of individual (excised)

spots of proteomic pattern becomes feasible.

Mass spectrometers consist of three principal parts:

(1) an ionization source – converts molecules into gas-phase ions;

(2) a mass analyser – separates individual components according to their mass-to-

charge ratio (usually measuring the ‘time-of flight’, TOF);

(3) an ion detector – measures the magnitude of the current (as a function of

time).

Ionization by MALDI and ESI

Two ionization procedures are used in mass spectrometry:

(1) matrix-assisted laser desorption ionization (MALDI) – peptides are deposited on

an energy-absorbing crystalline matrix and subsequently the laser energy strikes
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the matrix and causes excitation of the matrix and ejection of the ions into the gas

phase;

(2) electrospray ionization (ESI) – peptides in a solvent are induced by application of

a potential to spray; the electrospray creates nanometer-size droplets, and

subsequently the solvent is removed (by evaporation) and multiply charged

ions are detected.

These and other approaches yield highly precise estimates of the molecular mass of

the peptide sample. MALDI is used typically in conjunction with TOF mass

analysers, while another type of information is obtained by tandem mass spectro-

meters (MS/MS), which produces a ladder of fragment ions that represent cleavage of

amide bonds. Peptide molecular weight measurements are predictive of amino acid

composition, and peptide fragmentation information relates to the amino acid

sequence. Both types of information can be correlated to protein sequences of the

database. Clearly, a single peptide mass is not unique to a specific protein, thus a

collection of peptides (from the same tryptic digest) has to provide the required

match. A peptide spectrum is obtained and this is a diagnostic identifier of the given

protein sequence.

Peptide mass fingerprinting in single MS mode

This method is adequate to analyse material in single spots or in not overly complex

mixtures. It does not provide optimal accuracy for protein identification.

Mass spectrometry -- high throughput of excised spots

Mass spectrometry made it possible to establish molecular structures of a large

number of two-dimensional gel spots. Although the methodology is a highly

sophisticated one, and is an expensive undertaking, this approach has no competitive

alternative. Because this ‘one-by-one’ analysis is based on robotic support, it provides

a truly high-throughput system, and is capable of producing and integrating an

enormous amount of data in a reasonably short time.

There is an ongoing discussion whether the methodology is also suitable for finding

rare components, which are present at an abundance of only 10 polypeptide copies

per cell. Gradually a consensus has started to take shape: standard proteomic

procedures based on two-dimensional gels of entire cell extracts provide results for

the most abundant set of proteins, while material from subcellular fractions furnishes

data for low-abundance proteins. Special enrichment procedures will be needed for

the above-mentioned example of the abundance of 10 polypeptide copies per cell. If

indeed 1011 polypeptide copies extracted from a spot yield usable MS spectra, an

extract of 1010 cells might be needed to enter the fractionation procedure.
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Mass spectrometry -- entire two-dimensional matrix

Another way to proceed, is to use an extension of the MS methodology to analyse the

entire matrix of the two-dimensional gel. This approach, currently under scrutiny in

Hochstrassers’ laboratory, will probably give the final breakthrough, since in this

approach the MS spectra are inspected in the context of all neighbouring MS spectra.

This procedure, considered conceptually, will enable results to also be read from

overlapping spot entities (that is minor spots masked by overlapping large spots).

It is probable that, owing to the enormous computing power of modern computers,

it will become possible to deduce polypeptide structures from MS spectra obtained

from polypeptide mixtures. Each month thousands of spectral prototypes are added to

the databases of each MS laboratory, and each new sample has an increased chance of

instantaneous structural identification.

Overview of projects under scrutiny

The major objective of proteomic studies in cardiovascular research is the identifica-

tion of molecular changes causative or indicative for the disease under investigation.

Biopsy samples from affected tissues represent precious material that can be

subjected to proteomic scrutiny. The rather limited availability of biopsy samples

from either normal or diseased persons, however, hampers adequate statistical

coverage. Therefore, in addition to the investigation of human material (biopsies

and body fluids), we include in our studies tissue samples from relevant animal

models.

An important and well studied model for heart failure is the Dahl salt-sensitive rat.

If these inbred animals are fed with a high-salt diet, they develop arterial hypertension

and, as a consequence of this, left ventricular hypertrophy that in the time course

further develops to left ventricular dilatation (Inoko et al., 1994). Two-dimensional

gel electrophoresis of ventricular tissues of diseased and control animals revealed 12

qualitative differences in protein expression (in preparation).

A valuable source of human heart tissue is the auricle of the right atrium, which has

to been removed in bypass operations. From those auricles, complete and physiolo-

gically intact trabeculae can be obtained and cultured in vitro. We currently employ

proteomic analysis to elucidate the effect of reactive oxygen stress on the examined

trabeculae (Lampert, 2005). Proteomic projects in our group include studies of

ischaemic heart disease (coronary artery disease), advanced heart valve disease,

arterial hypertension, dilative cardiomyopathy and myocarditis. We attempt to

establish proteomic patterns related to some of these diseases as well as progressive

exhaustion of the myocardial energetic resources and alterations of the cardiomyo-

cytes.

The proteomic approach might provide an important clue to the precise molecular

pathways in the development and time course of these diseases. Our additional goal is

to compare the proteome of cardiac tissue removed at implantation of LVAD (left
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ventricular assist devices) to the heart, combined with blood samples taken during the

time course of circulatory support.

3.3 Discussion

We reported earlier on our attempts to establish proteomic patterns relevant to

cardiovascular diseases (Zerkowski, 2004), while our interest in defining molecular

components relevant to heart function (Zerkowski, 1991) paved the way for these

studies.

The scientific community is certainly not discouraged by the finding that ‘only’

some 45 000 genes are present in the human genome (Lander and Weinberg, 2000;

The Genome Issue, 2000). Owing to a profoundly large number of possible post-

transcriptional and post-translational changes, we shall find that the 45 000 genes are

only the basic blueprint for an excessive amplification of final products, where the

resulting protein repertoire might be at least an order of magnitude higher (maybe 106

different proteins).

Annotation of genes, annotation of proteins

Those scientists who search literature for the key word ‘proteomics’ will realize that

there are no papers on proteomics before 1994. Those thousands of pre-1994 papers

have to be searched via different keywords: two-dimensional gel electrophoresis,

protein catalogue, protein index, etc. Some 25 years ago Norman Anderson realized

that the understanding of biological processes on a ‘system level’ would only be

possible if a complete catalogue of human proteins was established. He called the

catalogue the ‘Human Protein Index’ and, with hindsight, we recognize that this

seminal paper pre-defined a new era of a holistic approach to molecular components

of biological systems (Anderson and Anderson, 1981).

Biosignature of disease phenotypes

The combination of the two-dimensional gel components with mass spectrometry

determination created a potent synergy of the two methods. Nevertheless, one should

realize that, as the exploration of the complex samples from various disease

conditions continues, there is (and there will be) a ‘diminishing return’ in the

discovery of new proteins. Therefore one should not underestimate the unique (and

not yet fully appreciated) aspect of the two-dimensional gel system, that the

constellation of spots or alterations of entire clusters of spots might often be more

significant than the knowledge of the structure of these proteins.

To obtain a meaningful biosignature it is of prime importance to achieve a proper

quantitation, since the emphasis is not so much on ‘all or none’ findings, but rather on
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‘up and down’ regulations, followed by a numerical taxonomy analysis (including

‘principal component analysis’ and ‘cluster analysis’).

Biomarkers as predictors to subsequent therapy and risk stratification

In present medical practice any (molecular) marker that enables a proper diagnosis is

considered highly useful. There are only a few disease states in which several markers

are available. Combining a biomarker of necrosis (cardiac troponin) with biomarkers

of haemodynamic stress (brain natriuretic peptide BNP) or of inflammation (high

sensitivity CRP) enhances the risk stratification of patients with acute coronary

syndrome. The appropriate therapeutic response to an elevated troponin in the setting

of acute coronary syndrome is well defined. However to date there is no consistent

evidence to guide treatment on the basis of elevated BNP or CRP (James et al., 2003;

Lefkovits, 2004; Morrow and Braunwald, 2003). The combination of multiple

molecular markers (for one disease) could lead to new definitions of differentiated

therapeutic strategies.

Finally, we will attempt to generate a proteomic approach for patients after heart

transplantation in peripheral blood samples with the aim of avoiding the need for

biopsy and furthermore to find a proteomic pattern for the development of a new

grading score for detection of chronic or acute rejection.

How much is 1 ng?

The experimenter has a good chance to detect a spot, if the spot contains 1 ng of

proteins. Is 1 ng a lot or a little? [In order to be able to imagine such miniscule

quantities, one should consider that the (average) mass of one single cell is 1 ng. The

mass of all proteins in one cell is about 0.1 ng (100 pg)].

A total of 10 000 000 000 polypeptide molecules, each one 400 amino acid long,

has a mass of 1 ng. If this number of molecules is ‘focused’ in a single spot of a two-

dimensional gel, then it is readily detectable (by silver staining). Thus, when an

extract of 1 million cells is used as a proteomic sample, then those molecular species

which are present in the cell at an abundance of 10 000 molecules (or more) will be

detectable (106� 104).

How much is 1 mg?

If we look at the number game from the other side, we can ask how many protein

molecules have to be released into the blood stream (upon tissue damage such as

infarction or injury) in order to be detected by the proteomic approach. From

the calculation (above paragraph) it follows that 1 mg protein corresponds to
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1016 polypeptide molecules, and if these molecules are dispersed in the circulation

(5 l blood), then each 1 ml blood will contain some 2� 1012 polypeptide molecules.

This is not a bad premise for the search for biomarkers.

The above considerations might be useful when attempting to generate a proteomic

approach in peripheral blood samples with the aim of avoiding invasive actions

(biopsy) and furthermore to find a proteomic pattern for the development of a new

grading score for the detection of chronic or acute heart transplant rejection.

Post-translational modifications

Proteins are much more ‘sophisticated entities’ than nucleic acids. Proteins are

modified by many different means: they get glycosylated, phosphorylated, acetylated,

ubiqitinated, farnesylated and sulfated, they get cleaved into fragments, they combine

with other polypeptides or other biological entities, etc. The above modifications alter

the half-life of the proteins, they switch on and off their function, they prepare the

molecule to be removed from the ‘stage’ and often they determine their tissue

localization.

Discovery of new proteins

It is becoming apparent that the ‘easy proteins’ (those present at high and inter-

mediate abundances) have already been discovered and the high-throughput detection

methods in proteomics will provide an ever-diminishing return of newly discovered

proteins, the reason being that the concentrations of the yet to be discovered cytokines

and lymphokines and regulatory proteins are considerably below the detection limit

(of any proteomic method).

Detection limits

In the example below we consider a complex sample (cell lysate). Some proteins are

present at 107 copies per cell while others are present at 10 copies or less per cell. The

100 most abundant proteins account for 90 per cent of the mass of cellular proteins.

The ‘remaining’ species of proteins, maybe 3000–4000 of them, will account for the

remaining 10 per cent of the mass of protein.

If we take into consideration a hypothetical regulatory protein present at an

abundance of 100 copies (per cell), then the sample (extract of 106 cells) loaded

on a gel will contain 108 polypeptides (of the mentioned molecular species), which

will result in a two-dimensional-gel spot containing 10 pg polypeptides (1.5 fmol) –

far below the detection limit.
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3.4 Concluding Remarks

The above review would be incomplete if one would not add a note of caution about

the use of variations of proteomic approaches. Immunoaffinity techniques for the

removal of high-abundance proteins (e.g. albumin, immunoglobulins and transferrin)

are useful in extending the dynamic range of the protein detection. There is a general

consensus among practioners of two-dimensional gel methods that major proteins

like albumin, transferrin, actin, tubulin and many others obscure the proteomic

pattern, and should be removed prior to analysis. It turns out that some of the

isoforms of these proteins might be characteristic for the studied disease! For

example, there is an ischaemia-modified albumin that arises earlier than troponin

and therefore is an ideal biomarker for early infarction (Apple et al., 2005). The

release of free radicals that activate enzymes that modify the N-terminal structure of

albumin causes albumin to fail to bind metal. Removal of albumin would disguise the

characteristics of the disease. This explicitly shows that any alteration in established

proteomic protocols has to be well thought over and thoroughly justified.
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4
Chemical Genomics: Bridging the
Gap Between Novel Targets and
Small Molecule Drug Candidates.
Contribution to Immunology

György Dormán, Takenori Tomohiro, Yasumaru Hatanaka and Ferenc Darvas

4.1 Introduction of Chemical Genomics: Definitions

With the completion of the human gene map, understanding and healing a disease

will require the integration of genomics, proteomics and metabolomics (system

biology), with the early utilization of diverse compound libraries to create a more

powerful ‘total’ drug discovery approach. The major task in the post-genomic

discovery is to establish a synergy between the increasing number of targets and

new chemical entities in many aspects, reducing the mismatch between the biological

structure and chemical structure space. Chemical genomics/chemical biology could

be the solution to the discovery and validation of novel targets, which could provide

novel therapeutic interventions for traditional and newly emerging diseases, with

more specific, efficient and safer, small molecule drug candidates interacting on them.

Chemical genomics also contributes to the discovery of genetic variability accumu-

lating knowledge about biological responses to chemical compounds. These

approaches also contribute to the rapid development of diagnostics, which helps to

find the most effective treatment.

The interaction of chemical entities with their biological partner can be studied in

cell-based assays detecting expression or phenotype alterations. Alternatively, direct

interaction with proteins can be investigated in affinity/activity-based screening

methods.

Immunogenomics and Human Disease Edited by András Falus
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These approaches are reflected in the major trends in chemical genomics (Darvas,

Dormán and Guttman, 2004).

Chemical genomics

Chemical genomics is an extension of chemical genetics to a genome-wide scale:

1. (At cellular level.) Complex pathways are studied using a large number of small

molecules in parallel experiments, identifying the effect of them on cell pheno-

types and gene expression in cell-based assays.

2. (At proteome level.) Chemical genomics utilizes a large number of small

molecules in a parallel manner early in the discovery pipeline to identify, validate

and prioritize disease-associated proteins while simultaneously identifying com-

pounds suitable for drug candidates. The determination and analysis of the

function of proteins are carried out by analysing expression profiles in the

proteome by chemical interaction with small molecules.

3. (In broad sense/post-genomic medicinal chemistry.) The new parallel approach to

investigating and better understanding medicinal chemistry after we have the

genome sequenced helps to reduce the mismatch between the chemical and

biological structure space.

There are two major approaches, forward and reverse chemical genomics. Forward

chemical genomics (Figure 4.1) starts with probing the genome using small molecule

interaction at the cellular level (cell-based approach). Small molecules have been

Figure 4.1 Forward chemical genetics/genomics.
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used to activate or inactivate several proteins within a particular pathway; thus, their

overall cellular effects can be studied at the gene expression or protein expression

level. Subsequently, or in parallel, the binding partners of the small molecules can be

identified. Reverse chemical genetics (Figure 4.2) starts with an identified novel

protein target and screens for small molecules that affect its activity and then tests

whether the small molecule causes a phenotypic or gene-expression change. The

initial target–ligand pairs can be linked to specific changes of the cell behaviour in

disease-associated assays. The first step is identifying small molecule interaction in a

genome-wide or proteome-wide manner using activity/affinity-based approaches,

while the second step is a target validation in whole-cell assays. The first step is

often referred to as chemical proteomics, where affinity-based chemical probes can

reveal a binding affinity signature to proteins within a cell by investigating at the

proteome level. Many elements of chemical genomics can be utilized in different

areas of immunogenomics (Figure 4.3).

Immunogenomics is genome-wide analysis to define the genetic basis of suscept-

ibility to complex (or polygenic) diseases (e.g. autoimmune and infectious diseases),

in other words the identification of the genetic component of variable immune

responses [the estimated effect of major histocompatibility complex (MHC)

(Roopenian, Choi and Brown, 2002) and non-MHC chemokines and cytokine

genes; Hill, 2001].

The determination of immunogenetic variants could be useful in identification of

the physiological role of a large number of immunological mediators (chemokines,

cytokines etc.) still seeking a therapeutic indication. The identification of their

associations with receptors and signalling molecules in intracellular transduction

could provide new target molecules for drug design in various diseases linked to

defects of the immune system. Furthermore, immunogenetic profiling of patients
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Figure 4.2 Reverse chemical genetics/genomics.
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leading to the recognition of their immunogenetic polymorphisms could be used to

tailor immunotherapies. One of the rapidly developing fields of immunogenomics is

immunoinformatics, which collects data on immune responses, antigen processing

and generate mathematical models for host–pathogen interactions as well as the

whole immune system (Petrovsky, Schönbach and Brusic, 2003).

Chemical genomics supports these efforts similarly as in the case of functional

genomics, providing small or medium-sized chemical entities in this respect. The

‘omics’ approaches sooner or later complete the vision of their integration into

‘systems biology’ (Oltvai and Barabasi, 2002). Stuart Schreiber, the inventor of

chemical genetics, uses the term ‘chemical biology’ by using the chemical entities ‘to

modulate the individual function of multifunctional proteins activating or inactivating

individual functions’ in complex pathways (Owens, 2004). In his pioneering work,

which led to the designation of the approach, he elucidated the key signalling

pathway of immunosuppression through the mechanism of action of cyclosporin A

and FK506, and the identification of the interacting proteins (immunophilins, and the

resulting complex protein phosphatase target, calcineurin; Brown and Schreiber,

1996).

Genes and mechanisms involved in autoimmune disorders affect approximately 5%

of the population (Marrack, Kappler and Kotzin, 2001). The elucidation of the

pathways and genetic and environmental factors is crucial to develop efficient

therapy. Susceptibility to autoimmunity is described at three levels: the overall

reactivity of the immune system, the specific antigen and its presentation and

the target tissue (Ueda, 2003). Chemical agents that interact with the target proteins

(e.g. several kinases or TGF receptor; Gorelik and Flavell, 2000) in the pathway

could help the elucidation of the signalling path as well as providing a small molecule

drug candidate for future therapy.
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/ Proteomics
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Immunesupressant

Drug discovery
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Figure 4.3 Contribution of chemical genomics to immunology.
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Typical chemical genomics approaches are employed in the understanding of

anticancer immune responses through high-throughput gene expression profiling.

Anticancer immune responses can be enhanced by immune manipulation. Molecules

with immune modulatory properties are being produced by tumour and bystander

cells within the tumour microenvironment (Wang et al., 2004). Similarly, the effect of

exogenous immunostimulant agents can be monitored.

Similarly, the innate immune response against microbial pathogens can be

investigated by the gene expression analysis in human peripheral blood mononuclear

cells responding to bacteria and bacterial products (Boldrick et al., 2002). The

addition of antibacterial agents can alter or recover the modified gene expression. In

another paper, the kinetics of the immune response was identified by fuzzy clustering

of gene expression profiles (Guthke et al., 2005).

Gene expression cannot reveal post-translational modifications, like phosphoryla-

tion, glycosylation or changes in individual amino acids. For more precise elucidation

of the immune response, proteomics is the right choice. Tumour immunology is a

rapidly developing area aiming to discover cancer vaccines (Morse et al., 2001;

Mosca et al., 2003). Malignant tumours express antigens that may stimulate and serve

as targets for antitumour immunity. Tumours could also overexpress tissue differ-

entiation antigens, which also have the potential to be recognized by the immune

system (Shu et al., 1997). Proteomics allows rapid serological screening of tumour

antigens using two-dimensional (2-D) polyacrylamide gel electrophoresis, which

allows simultaneously separation of several thousand individual proteins from tumour

tissue or tumour cell lines (Le Naour, 2001). Autoantibodies to tumour antigens

represent one type of markers that could be assayed in serum for the detection

of cancer in individuals at risk. In lung cancer, as in other tumour types, the majority

of tumour-derived antigens that elicit a humoural response are not the products of

mutated genes. These antigens include differentiation antigens and other proteins that

are overexpressed in tumours (Brichory et al., 2001). Applied to different types of

cancer, the proteome-based approach has allowed several tumour antigens to be

defined. The common occurrence of autoantibodies to certain of these proteins in

different cancers may be useful in cancer screening and diagnosis as well as for

immunotherapy. As an extension of the concept, chemically synthesized proteins

could serve as tumour-specific vaccines. Recently, Dutch scientists synthesized a

synthetic E7 protein of the human papillomavirus type 16. This oncogene-derived

protein is largely expressed in cervical cancer and thus can be considered as a

potential target for tumour-specific immunity (Welters et al., 2004). This approach

has also been applied in other therapeutic areas like neurological diseases. Papini and

co-workers identified synthetic glycopeptide antigens for the early diagnosis of

multiple sclerosis (MS), Alzheimer’s disease and prion diseases (Lolli et al., 2003).

Based on these synthetic peptides, a simple test was developed for MS (Papini, 2005).

Recently several attempts were made to identify synthetic antigens for the immuno-

diagnosis of HIV-infected patients; the topic has been reviewed recently

(Alcaro et al., 2003). Advances in miniaturization and automation may also permit

characterization of the immune response more rapidly and from smaller amounts
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of biological sample than is possible with existing assay systems (Mosca et al.,

2003).

Protein/antibody and small molecule microarrays have been developed as succes-

sors of DNA microarrays, allowing a proteome-wide screening of protein function in

parallel (Glokler and Angenendt, 2003). A typical protein or small molecule

microarray contains an ordered array of protein-specific ligands, typically antibodies,

spotted onto a derivatized solid surface and studying protein–protein or protein–

ligand interactions in a miniaturized, uniform, high-throughput manner. Derivatiza-

tion chemistries of solid supports of chemical microarrays were mainly adapted from

DNA-microarray technology.

Other companies have been exploring capture agents that include protein scaffolds,

such as binding proteins, RNA or DNA aptamers – oligonucleotide sequences – and

partial-molecule polymeric imprints (Gershon, 2003). MacBeath arrayed collections

of proteins or protein domains onto a variety of chemically derivatized glass slides,

typically using robotic arrayers using fluorescent dyes as labels. The slides were

visualized using fluorescent scanners (MacBeath, 2002).

Microarrays of antibodies can measure the concentrations of many proteins quickly

and simultaneously in health and disease (Wilson and Nock, 2003). The current

generation of antibody microarrays has been developed as diagnostic tools as well as

for protein profiling. Relatively small numbers of antibodies are currently available

and sensitivity, specificity and signal-to-noise ratio are the critical issues (Taussig and

Landegren, 2003). There are two major types of microarrays (Stoll et al., 2004):

direct protein capture on microarrays (e.g. glass slides) and the reversed screening

approach. In the first case the detection of the interacting protein or other chemical

species can be detected by direct fluorescent labelling, label-free methods or by the

application of a second antibody if available (sandwich assays; Templin et al., 2004).

Another group is working on the development of antibody arrays for colon cancer

screening (Potter, Lampe and Roth, 2005).

Ivanov and co-workers developed an antibody array system for detecting various

post-translational modifications of proteins. In their approach, immunoprecipitated

proteins were labelled with fluorescent dye followed by incubation over antibody

arrays. The authors profiled protein tyrosine phosphorylation, ubiquitination and

acetylation in mammalian cells under different conditions (Ivanov et al., 2004).

Antibody arrays or chips are on the way to be used in drug discovery and diagnostics.

In a recent example, cytokine antibody array systems were used to identify various

cytokines in different tissues (Huang, 2003). This approach was also reported as

sandwich assays, where the antibody array system was combined with enzyme-linked

immunosorbent assays (ELISA), sensitivity of enhanced chemiluminescence (ECL)

and the high throughput of microspotting (Huang, 2004).

In reverse screening, cell lysates are immobilized by unspecific interactions and

they interact with antibodies. Immobilized tissue samples or cells can be used to

identify disease-specific antibodies that could serve as biomarkers. Reverse arrays

were used to profile hundreds of antigens. Cell lysates, material from laser capture

microdissection or serum samples were arrayed. The array was probed using a small

74 CH4 CHEMICAL GENOMICS: BRIDGING THE GAP



number of antibodies in order to profile the signalling pathway of ovarian cancer

(Sheehan et al., 2005).

The experience with DNA and protein arrays was extended to small-molecules

microarrays. Microarrays of small molecules have already been successfully applied

in important areas ranging from protein profiling to the discovery of therapeutic leads

(Uttamchandani et al., 2005). One of the major applications in immunogenomics is

the creation of allergen microarrays that allow determination of allergic patients,

immunoglobulin E (IgE) reactivity profiles. The allergen components were micro-

arrayed in triplicates onto glass slides in groups representing individual sources.

Microarrayed allergen components were exposed to sera from allergic patients who

were sensitized against a variety of allergen sources (Hiller et al., 2002). Other

investigators reported a rapid in vitro test system for allergy diagnosis, which is based

on microscope glass slides activated with (3-glycidyloxypropyl)trimethoxysilane.

Allergen extracts and solutions are immobilized as small droplets on the activated

glass slides using an arrayer robot. With the disposable microarray slides, it was

possible to distinguish between patients with and without elevated levels of allergen-

specific IgE. Repeated measurements of serum samples demonstrated a sufficient

reproducibility (Fall et al., 2003).

4.2 Chemical Microarrays

One of the most promising tools in target identification and hit discovery is the use of

chemical microarrays, which comprise thousands of small molecules attached to a

solid surface in an ordered format. There are three ways to generate a collection of

ligand molecules for immobilization on surfaces: combinatorial chemical library

synthesis on micro or macro beads, solid-phase diversity-oriented combinatorial

(preferably split-mix) synthesis of unique compounds separated by a bead-arrayer

then cleaved and anchored again; solution-phase parallel synthesis, where the

molecules are independently synthesized, separated, purified, analysed and finally

uniformly conjugated with a tether, allowing efficient anchoring. The standard

strategy to prepare microarrays is the attachment of compounds in solution to the

reactive surface by microprinting or microspotting, in other words, creating covalent

bonds with different groups (��OH,��SH or NH2) – positioned at the end of the linker

molecules – by reacting with the active groups on the surface. It is evident that solid-

phase combinatorial synthesis provides good opportunities for microprinting on glass

slides, after removal from the support, making use of the linker-arm (tether) present.

This approach can easily be used to prepare synthetic peptide antigens.

There are several reactive surfaces available for microspotting. MacBeath reported

thiol-reactive surfaces (MacBeath, Koehler and Schreiber, 1999; Figure 4.4) while

Hackler and co-workers developed a branched dendrimeric spacer system on

glass slides for preparing chemical microarrays, which allows high loading capacity

of the ligands with amino group-reactive anchoring groups (epoxy or acrylic;

Figure 4.5).
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Evaluation experiments were carried out in order to test the solid support for

covalent attachment of ligands and the preparation of chemical arrays. A diverse

subset of amino-alkyl ligands (600 compounds, >80% purity) were spotted onto

chemically modified glass slides by means of a mechanical microspotter (Hackler

et al., 2003). The resulting chemical microarray is currently under validation in

cancer proteomics studies using cell extracts in order to identify disease-specific

(particularly overexpressed) molecular targets through the identification of their small

molecule binders. For detection, two different dyes Cy-3 and Cy-5 are generally used

with chemical microarrays, similarly to the detection of interactions with DNA chips.

In order to prepare proteins, and small molecules for microspotting, the compounds

should be attached with a spacer or tether which is long enough to allow undisturbed

binding interaction with the proteins.

For known drugs, allergens, peptides or chemical probes, the potential sites

for tethering are frequently difficult to assess, thus, Darvas et al., (2001) devised

a combinatorial tethering approach, where the spacer arms were placed at

various sites around the molecular framework with appropriate terminal functional

groups.

Identification and selection of disease-specific targets is one of the most critical

steps in post-genomic drug discovery. Overexpression of genes and their protein

products is often the best starting point for dissecting the pathways that lead to the

development of specific diseases. Such proteins often serve as molecular targets,

particularly in cancer, where small molecules are designed to directly inhibit

oncogenic proteins that are mutated and/or overexpressed. In a novel integrated

approach, diverse small molecule microarrays are applied to identify such proteins

directly from cell extracts/fractions using healthy counterparts as controls. The

advantage of this approach lies in the fact that the ‘positive’ small molecules can

serve as a tool for target isolation and identification through affinity-based methods as

well as for target validation using phenotypic assays (Figure 4.6).

Healthy

Diseased

X

X

X
Protein marker

Affinity purification

‘Hunter’ ligand

Positive
ligand

Target
XX

X

XX

Figure 4.6 Identification of protein expression differences with chemical microarrays.
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4.3 Small Molecule and Peptide Probes for Studying Binding
Interactions Through Creating a Covalent Bond

Cystein-mutants as chemical sensors (SH-tagged libraries)

Goeldner introduced a novel method combining cysteine-scanning mutagenesis

and SH-selective tagged site-directed reactive ligands to create covalent linkage

between the receptor and ligands (Foucaud et al., 2001). Covalent linkage is

expected to form only if the binding site is in close proximity to one of the thiol-

linked reactive sites, thus, around the bound ligand. This method has been

applied successfully for the identification of several new compounds and binding

sites at Sunesis Pharmaceuticals (www.sunesis.com). This method is particularly

useful to study and inhibit protein–protein interactions in a specific biochemical

pathway.

Irreversible inhibitors: activity-based probes for profiling
catalytic activities

Cravatt and Bogyo reported this strategy independently, profiling the enzymatic

activity of enzyme superfamilies in complex proteomes. These activity-based probes

(ABPs) contain (1) a class-selective electrophyle that reacts primarily with a key

amino acid in the active site of the proteins of a particular class and covalently

attaches to it, (2) a reporter tag that allows detection and isolation and (3) a

recognition element (binding group) that directs the probe more specifically to the

active-site. ABPs have the potential to:

� identify the members of a given enzyme family or activity class;

� determine the activity levels of individual family members;

� localize active enzymes within cells;

� screen small molecule libraries in crude protein extracts for inhibitors.

These probes label the proteins based on their enzymatic activity rather than their

abundance, thus monitoring the functional state of large enzyme families (Cravatt and

Sorensen, 2000) and providing a sensitive detection of the alteration of the enzymatic

activity in normal vs diseased state as well as in different tissues. This approach can

be referred to as activity-based proteomics, which simplifies the proteome according

to activity classes. ABPs react with a broad range of enzymes from a particular

family, correlating with their catalytic activity and with minimal cross-reactivity with

other protein classes. ABPs exist for numerous enzyme classes, such as cysteine

proteases and serine hydrolases.
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4.4 Photochemical Proteomics

In order to study enzymes where ABPs do no exist, a relatively classic approach

provides opportunities, namely photocovalent cross-linking or photoafinity labelling.

This is a powerful technique that has been used for identification and localization of

binding proteins and mapping their contact region since the late 1960s. In photo-

covalent cross-linking, a covalent linkage is created between a light-sensitive,

detectable ligand and a biopolymer upon irradiation in a reversibly bound state. As

a result of the photoinitiated covalent coupling reaction, the functional biopolymer

(receptor protein or enzyme) may undergo irreversible activation or inactivation, and

at the same time, the occupied functional site is labelled with a detectable tag, which

allows easy determination of its location.

4.5 General Aspects of Photoaffinity Labelling

The technique of photoaffinity labelling is currently used as a powerful method of

chemical genomics for harnessing the target protein with its specific ligands by the

introduction of photochemical cross-linking. The application of photoaffinity label-

ling includes two levels of analysis: the first is the identification of target proteins

among crude protein mixtures using the photoreactive analogue of specific ligands;

the second is the identification of peptides forming the ligand binding site after the

HPLC separation of affinity-labelled peptides from the digest mixture of proteins

(Figure 4.7). This strategy is based on the replacement of a reversible ligand–receptor

interaction with a stable covalent bond, and indicates structural information on the

transient complex. Therefore, it should be a powerful tool in structural analysis of the

ligand–receptor interactions that are not suitable for crystallography or NMR

analysis, and for elucidation of cellular responses by tracing protein networks

involved in the binding of a specific ligand (Hatanaka and Sadakane, 2002;

Kotzyba-Hibert, Kapfer and Goeldner, 1995; Brunner, 1993; Sadakae and Hatanaka,

2004; Fleming, 1995).

For the application of photoaffinity labelling, photoaffinity ligands are usually

required to prepare by attaching a photophore, photoreactive group, to the specific

ligands. Carbonyl, azide and diazirine groups are commonly used as the photophore

for producing extremely reactive intermediates upon photolysis to yield an excited

Figure 4.7 Two levels of application of photoaffinity labelling technique.
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carbonyl, a nitrene and a carbene, respectively (Figure 4.2). Numerous derivatives

have been synthesized, (Fleming, 1995) and these are chemically tethered into the

molecules of interest such as peptide, nucleic acid, sugar, lipid and hormones to give

photoreactive probes. Although some of these are already commercially available, the

chemical properties of photoreactive probes should be considered to utilize them in

affinity labelling; wavelength for activation, cross-linking yields, stability of labelled

products, affinity of the photoreactive probes, cares for the preparation and handling

of probes, etc. (Figure 4.8; Hatanaka and Sadanake, 2002; Kotzyba-Hibert, Kapfer

and Goeldner, 1995; Brunner, 1993; Sadakae and Hatanaka, 2004; Fleming, 1995).

To define the specific interaction between interacting molecules, the cross-linking

must occur entirely at the binding site, not at any other site or with any another

protein and materials in the solution. Nonspecific labelling is, however, often a

major problem in photoaffinity labelling, since ligands are able to dissociate from the

binding site during photoaffinity labelling experiments especially in the case of low-

affinity interaction. Thus, the photochemically generated species with longer lifetime or

lower reactivity usually increase nonspecific labelling to the protein surface. Other

side reactions also arise after irradiation due to the species generated from excess

probes during heat denaturalization for SDS–PAGE analysis.

The most common photophore is the arylazide group, since a variety of compounds

are known to be commercially available. However, the chemical processes of nitrenes

generated from azide are considered to involve the side reactions for nonspecific

labelling (Fleming, 1995). Furthermore, the reactivity of nitrene depends on the

amino acid residues, where cysteine showed the highest reactivity and glycine was

Figure 4.8 General aspect of major photophores.
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essentially nonreactive. (Schäfer and Schuhen, 1996). The shorter wavelength is

usually required for the activation of azides, causing serious damage to biomolecules.

Benzophenone photophore usually gives higher labelling efficiency, since the gen-

eration of water-stable radical-like species increases the capability of cross-linking.

The longer irradiation also increases the nonspecifically formed cross-link at any site

of the protein. Among the photophores, diazirine and diazo are less likely to produce

undesired nonspecific labeling. Carbene species generated from the diazirine or diazo

group are extremely reactive and immediately make an electrophilic insertion into the

target proteins. Since they can react with water molecule, the unbound species are

rapidly quenched, that results in giving the labelled protein cross-linked at the proper

position with higher quality.

The following examples could be helpful in figuring out the proper design of

photoaffinity probes. Modification of ligands by photoreactive moieties is an

important matter affecting the affinity of ligand–receptor interaction, because the

photoreactive groups are relatively hydrophobic. The photophore should be attached

without significant loss of the ligand activity. A comparison of the binding affinity

among tetrafluorophenyl-azide, (3-trifluoromethyl)phenyldiazirine and benzophenone

derivatives has been reported for the interaction of ginkgolide derivatives and

platelet-activating factor (PAF) receptor, for example (Figure 4.9; Strømgaard et al.,

2002). Ginkgolides are terpene trilactones and potent antagonists of PAFR. The

binding ability of these photoreactive analogues was similar to each other and most of

them were more potent antagonists than the original ginkgolides. However, different

labelling results have been reported in several cases depending on the nature of the

photophore. Photoaffinity labelling of glucose transporter proteins has been studied

by three bis-mannose derivatives [Figure 4.10(a); Yang et al., 1992]. The azide

derivative gave nonspecific labelling and the benzophenone derivative required-

longer irradiation time. The distribution of glucose transporter in cells was achieved

using the diazirine derivative. Similar results have been reported for the interaction of

a-cobratoxin (CTX) Naja naja siamensis, a long neurotoxin consisting of 70–73

amino acid residues [Figure 4.4(b)], and nicotinic acetylcholine receptor (AchR)

(Utkin et al., 1998). Photoreactive CTX analogues were prepared by introducing a

Figure 4.9 PAFR binding activity of Ginkgolide derivatives having a different photophore;

inhibition of WEB 2086 as a potent and selective antagonist.
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photophore at Tyr23. The results indicated that the different subunits were labelled

depending on the photophore: the azido derivatives were labelled g and d subunits of

AchR; the benzophenone derivative was labelled a and d subunits; and the diazirine

derivative was labelled a, g and d subunits. However, the azido derivatives proceeded

as a side reaction and caused broadening of the HPLC peak compared with those

derived from the diazirine derivative, and the benzophenone derivative needed a

longer irradiation time that caused damage on the native toxin. In the case of DNA–

protein interaction, nucleobases themselves possess reactivity toward nucleophiles

upon photolysis at the shorter ultraviolet light region, which also damages biological

molecules [Figure 4.4(c); Meisenheimer and Koch, 1997]. Thus, four different

photoreactive nucleotides were incorporated into the SUP4tRNATyr gene at �3/�2

or þ11 bp and were tested for the photoaffinity labelling with Pol III initiation

complexes (Tate, Persinger and Bartholomew, 1998). The azide derivative was

incorporated at �3/�2 bp to cross-link only one subunit, whereas the result of

labelling with the diazirine coded at þ11 bp revealed that three subunits were

contacted with DNA.

Although the arylazide group has been used as the most common photophore be-

cause of its synthetic ease and availablity, the 3-aryl-3-trifluoromethyldiazirine group

has a very useful feature in the chemical and photochemical aspects and has given

successful results in the characterization of ligand-binding sites, as described above.

4.6 Photoreactive Probes of Biomolecules

The photoreactive derivatives of major biomolecules such as nucleotides, peptides,

oligosaccharides and lipids are the special interest of molecular probes for the

Figure 4.10 Photoaffinity probes of biomolecules having different photophores.
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analysis of the immunological network. Simple preparation of photoreactive biomo-

lecules can be achieved using photoreactive groups bearing a proper functional group

directional to the biomolecules of current interest. For example, the selective reaction

of a-halomethylcarbonyl group to an SH group was applied for the one-step

derivatization of DNA starting from a commercially available oligonucleotide

carrying a phosphorothioate group at an appropriate position [Figure 4.11(b)].

Photoreactive moieties can be easily incorporated into the phosphorothioate group

of DNA using 4-(a-iodoacetylamino)benzophenone (Musier-Forsyth and Schimmel,

1994) or 4-(a-bromoacetyl)phenylazide (Yang and Nash, 1994).

Immunologically important sugar ligands (Rudd et al., 2001) are one of difficult

biomolecules for the derivatization of the probes. Many synthetic steps are usually

required for the conventional derivatization method, including protection and

deprotection of a number of hydroxyl groups. In addition, natural oligosaccharides

were mostly provided on a small scale, and the amount is not enough for the multiple-

step synthesis. Recently, one-step derivatization of unprotected oligosaccharides with

a biotinyl diazirine photophore was accomplished [Figure 4.5(c); Hatanaka, Kempin

and Park, 2000]. The strategy utilized so-called oxime ligation by coupling aldehyde

in the reducing terminal of sugar chains and aminooxy groups. Various photoreactive

carbohydrates were synthesized and affinity labelling of the corresponding receptor

proceeded successfully. Recently, an Naþ/Kþ-ATPase b1 subunit was revealed to be a

potassium-dependent lectin that bound b-GlcNAc-terminating glycans, which was

confirmed using diazirine-conjugated chitobiose (Kitamura et al., 2005).

The pioneering work of photoreactive polypeptides was achieved for site-specific

incorporation of photoreactive moiety into synthetic peptides in the 1970s by the use

of azidophenylalanine as a building block (Schäfer and Schuhen, 1996), which led

to automated synthesis of the photoaffinity probes using solid-phase techniques.

Figure 4.11 Simple and site-specific incorporation of photophores into biomolecules: (a) Fmoc

phenylalanine derivative for automatic solid-phase peptide synthesis; (b) a photophore introduced in

phosphate backbone by the one-step modification of phosphorothioate group; (c) a chitobiose

photoprobe prepared by the one-step oxime ligation of a biotinyl diazirine at the reducing terminal

of oligosaccharide.
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40-Benzoylphenylalanine [Figure 4.5(a)] (Kauer et al., 1986) and 40-(trifluoromethyl-

diazirinyl)-phenylalanine (Falchetto et al., 1991) had already been reported to

improve analogue in the photophore. Furthermore, the site-directed, biosynthetic

incorporation of photoreactive amino acid into proteins was reported (Figure 4.12;

Johnson et al., 1976; Hohsaka et al., 2001). The strategy involved a cell-free

translation supplied with an unnatural tRNA that charged with unnatural amino

acid. A suppressor-tRNA-activated amino acid can be incorporated into the poly-

peptide chain in response to a stop codon at the desired position in the mRNA used.

The in vivo system of unnatural amino acid mutagenesis was developed for surface-

specific photocross-linking of interacting proteins inside a cell (Chin and Schultz,

2002). The approach of photoreactive proteins would be a powerful tool in chemical

genomics for probing protein–protein interactions involved in the immunological

network.

4.7 Application to the Immunobiology of Living Cells

To generate a pool of mature T cells that are self-MHC (major histocompatibility

complex) restricted and self-MHC tolerant, thymocytes we subjected to positive and

negative selection. T cell receptor (TCR)-mediated ligand recognition is essential for

the selection that depends on the affinity, that is, low-affinity ligands induce positive

selection and high-affinity ligands induce negative selection. Photoreactive (iodo,

4-azidosalicyloyl) peptide antigens were directly used in the molecular analysis of

antigen presentation on MHC class I molecules in living cells and recognition by

living cytotoxic T-lymphocytes (CTL; Romero, Maryanski and Luescher, 1993). The

use of photoreactive peptides also gave information about functional CTL response

correlated with the rate of TCR–ligand binding, and depended on the frequency of

serial TCR engagement (Figure 4.13; Romero, Maryanski and Luescher, 1993). In

fact, when TCR was cross-linked with the ligand, sustained intracellular calcium

mobilization, which is required for T cell activation (Ag binding), was completely

abolished. In addition, by peptide modification or blocking of CD8, the affinity of

ligand and TCR largely decreased, resulting in inducing Fas-dependent cytotoxicity

but not perforin-dependent cytotoxicity or cytokine or production (Kessler et al., 1998).

Figure 4.12 Site-specific incorporation of unnatural amino acid into protein using an in vitro

translation system by the amber codon method.
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Chemokines are a large family of proinflammatory peptides and related to the

recruitment and activation of leukocytes at the site of inflammation. Photoreactive

(benzophenone photophore) derivatives of the 70-amino-acid chemokine macrophage

inflammatory protein-1a (MIP-1a) were prepared and successfully cross-linked with

the chemokine receptors CCR1 and CCR5 expressed on the CHO cells (Zoffmann

et al., 2001). Another photoreactive 23-amino acid cytokine was used for searching

the target receptor using insect immune cells and found a single 190 kDa protein

(Clark et al., 2004).

4.8 Multifunctional Photoprobes for Rapid Analysis
and Screening

Introduction of the radioisotopic (RI) tag at the binding site of the target molecule is a

conventional application of affinity labelling to analyse and determine the interaction

at a molecular level. Instead of using RI, photoaffinity biotinylation of receptors is

attracting, since biotin binds to avidin tetramer, which provides non-RI chemilumi-

nescent detection of the labelled products. However, the limitation of the method

relies rather on the purification of the labelled peptides. As is distinct from PCR

technology for the genome analysis, there are few methods for amplifying the

photoaffinity identified binding site peptides. For the sequence analysis of binding

sites, the labelled peptide fragments should be separated from a large number of

unlabelled fragments before the mass spectrometric analysis. Immunoprecipitation is

an approach for fishing out the corresponding peptide fragments after digestion, but

sometimes requires great skills of the manipulation, and it takes time for the

preparation of anti-peptide antibodies to purify the labelled peptide. Recent devel-

opment of diazirine-based biotinylated probes provides an efficient solution to give

labelled products with high quality, since biotin binds to tetramer avidin with

extremely high affinity (Kd ¼ 10�15
M) (Bayer and Wilchek, 1990). The diazirine

photophore contributes to the formation of irreversible cross-link; the biotinylated

fragments can be isolated by single-step purification from avidin matrix. The

application of an N-acetylglucosamine photoprobe carrying biotinylated diazirine

provided the first information regarding acceptor site peptides of b1,4-galactosyl-

transferase (Figure 4.14; Hatanaka, Hashimoto and Kanaoka, 1998). In this case, a

Figure 4.13 Usage of photoaffinity labelling technique for elucidation of TCR–antigen–MHC

class I molecule interaction using living cells.
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simple but efficient detection system on solid surface has been developed for labelled

peptide fragments coupled to the HPLC purification. Usually, it is quite difficult to

know the peak of labelled fragments in HPLC after digestion, since the amounts are

quite small compared with the amount of unlabelled fragments. Fractionated sample

solutions by HPLC were subjected on a PVDF membrane and reacted with amino

groups on the surface to immobilize them. When chemiluminescent detection is

performed for each spot using avidin–HRP, only the spot including labelled

(biotinylated) fragments should be emitted.

Although the biotin tag has shown great performance for reducing the time in the

separation of labelled products, biotin–avidin binding is too stable to release trapped

biotinylated components from an immobilized avidin matrix. The use of monomeric

avidin contributes to the isolation of biotinylated products because of the lower

affinity to biotin (Kd ¼ 10�8
M); however, it requires a high concentration of the

biotinylated products for efficient trapping on the matrix (Schriemer and Li, 1996;

Hashimoto and Hatanaka, 1999). Alternatively, biotinylated reagents with a scissile

function have been considered for separation of the labelled proteins from a biotin–

avidin complex. For displacing labile disulfide groups, (Shimkus, Levy and Herman,

1985), photoreactive (Olejnik et al., 1995; Fang et al., 1998), fluoride-sensitive (Fang

and Bergstrom, 2003), alkali-sensitive, (Jahng et al., 2003), enzyme-cleavable

(Hashimoto et al., 2004) and safe-catch (Park et al., 2005) linkages have been

developed. Cleavage of acylsufonamide groups known as safety-catch linkers needs

an activation step by N-alkylation. Therefore, the linkage is very stable during probe

synthesis, disulfide reducing conditions and photolysis, and then easily cleaved under

mild activation conditions. Compared with a conventional heat denaturing method,

the recovered samples did not contain a significant level of proteins nonspecifically

adsorbed on the matrix (Figure 4.15).

Another application of biotin tag is rapid screening of molecules with high affinity

(Morris et al., 1998). SELEX (systematic evolution of ligands by exponential

Figure 4.14 Multifunctional photoprobe for the rapid identification of a binding site.
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enrichment) methodology is applied to the selection of high-affinity oligonucleotides

that bind specifically to any single protein of human red blood cell (RBC)

membranes. The oligonucleotides with high affinity were isolated from a very

large pool of random sequence molecules by reiterative rounds of selection and

amplification. The selected oligonucleotides bearing biotin and cleavable azide

derivative at the each end separately were incubated and irradiated with RBC

ghost. The labelled membrane proteins were collected using streptavidin beads and

isolated from the beads by dithiothraitol (DTT) treatment.

Also in response to the extensive study of proteins in proteomics, it was possible to

use them for profiling interacting proteins of certain ligands and for screening of

ligands/inhibitors for certain receptors. Photoaffinity labelling on a solid matrix can

increase performance of throughput for rapid analysis as well as easy handling. An

affinity-based screening system of inhibitors has been reported for glyceraldehyde-3-

phosphate dehydrogenase (GAPDH) and Cibacron Blue 3GA as a typical ligand

(Figure 4.16; Kaneda, Sadakane and Hatanaka, 2003). The GAPDH bearing a

diazirine at the binding site was photochemically captured on the Cibacron Blue

3GA immobilized matrix whereas the capture was diminished when inhibitors were

included in the solution. This method can be performed in a parallel fashion using a

conventional 96 or 384 format for the efficient screening of inhibitors of target

proteins. This will be a potential tool for the high-throughput affinity selection of

active components from combinatorial ligand libraries.

Figure 4.16 Affinity capture strategy for affinity-based drug screening on solid matrix.

Figure 4.15 Efficient isolation of labelled molecules using cleavable linkage.
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4.9 Advanced Application to Functional Proteomics

Since proteomic analysis becomes a major target in bioinformatics, investigation of

protein–protein interaction has been an inexhaustible challenge for chemical geno-

mics. Chemical and biological approaches to studying multiprotein complexes and

network have grown in popularity in a decade and given information on cellular

responses via identification of binding proteins and visualization of the dynamic

interaction, such as in situ imaging using fluorescence-labelled proteins, biopanning,

quarts crystal microbalance (QCM) and atomic force microscope (AFM). Photocross-

linking technique has been also applied to determine whish protein recognizes the

target and how they fit together and change the affinity over the response. Photocross-

linking label transfer technique has been employed for identifying the protein

complexes. The reagents have heterobifunctional cross-linkers with a cleavable

linkage connecting the two reactive functional groups (Figure 4.17). The method

involves two steps of cross-linking at different conditions. A target protein chemically

labelled with a heterobifunctional cross-linker at certain position was photochemi-

cally cross-linked to interacting molecules, and then a detection tag transferred onto

the interacting molecules after the cleavage of the cross-link. It is basically valuable

to identify proteins that interact weakly or transiently with the protein of interest. This

strategy was applied to histone acetyltransferase (HAT, related to the regulation of

gene expression) complexes (Brown et al., 2001) and the pore-forming mechanism of

intercellular membrane fusion using SASD-labelled calmodulin (CaM; Peters et al.,

2001). The latter indicated that the V0 sector of the vacuolar Hþ-ATPase was the

target of CaM, and the V0 trans-complex formed between docking and bilayer fusion

made sealed channels, and expanded to form aqueous pores in a Ca2þ/CaM-

dependent fashion. The cleavable linkage used in these cross-linkers is mainly the

disulfide group; this means that the SH group remains at the interacting sites of these

proteins after the cleavage reaction, and that may be useful for real-time analysis of

protein interaction using post-labelling technique (Hamachi, Nagase and Shinkai, 2000).

Figure 4.17 Label transfer method for the analysis of protein–protein interactions.
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During the past two decades, the methodology of photoaffinity labelling has greatly

advanced and has been applied extensively to the analysis of biosystems accompany-

ing understanding of the photochemical and chemical properties of each photophore.

The methods based on photoaffinity labelling will continue to be important tools for

chemical genomics of the immune system. The method is a rapid and sensitive

means to study structural aspects of biomacromolecules, dynamics of molecular

interactions within the cell cycle, functional analysis of weak interactions, transcrip-

tomics and proteomics at the cell surface as well as for the development of a rapid and

reliable method of affinity-based ligand screening, leading to post-genomic drug

discovery.

4.10 Summary

Chemical genomics/proteomics tools are widely used in the early stages of drug

discovery. Although there is a large variety of techniques and their integration is still

in progress, these approaches spread into other disciplines such as immunogenomics.

The examples in the present account illustrate that there is a synergy between the

methods, including microarray techniques, detection and miniaturization. In order to

investigate rapidly the diversity and mechanism of the immune response and utilize

the results in diagnosis and therapy, further improvements are needed in the areas of

sensitivity, data-mining and throughput. In the first decade of the new millenium,

rapid development is expected in immunology, and the chemical genomics/proteo-

mics methods could certainly contribute to this trend.
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5
Genomic and Proteomic Analysis
of Activated Human Monocytes

Ameesha Batheja, George Ho, Xiaoyao Xiao, Xiwei Wang and David Uhlinger

Abstract

We have used primary human monocytes as a model system for identification of novel or

known genes differentially expressed in inflammation. Our approach combines classical

cell biology with state of the art functional genomic, proteomic and analytical tools.

Transcriptional profiling in cells and tissues is a valuable tool for following changes in

gene expression in response to various biological and chemical effectors and models of

pathophysiology. We have effectively used this approach to identify and elucidate the

role of novel gene, Gene X, in inflammation. Owing to alternative splicing, post-

translational modification and proteolytic processing, a single gene may yield multiple

protein products with different functions/activities. We therefore performed proteomic

profiling of activated primary human monocytes by capillary LC and quadropole/linear

ion trap mass spectrometry. We demonstrate that genomics and proteomics coupled with

bioinformatic capabilities can provide new dimensions to understanding complex

biological systems such as inflammation.

This is an unprecedented time to study biological systems and signal transduction.

Transcriptional profiling, functional genomic tools, sophisticated proteomic analysis

and information from the human genome sequencing project have created a new

paradigm for basic research. The availability of tools that combine informatics with

genomics and proteomics allows us to look at a biological problem in many dimensions

and from many different angles. With years of development and improvement, whole

genome transcriptional profiling has evolved into a relatively mature tool for basic life

science research in academic and drug discovery research in the pharmaceutical

industry. Depending on the experimental system in question, one can either employ

serial analysis of gene expression (SAGE) or cDNA- or oligo-based microarray chips

to simultaneously observe changes in expression of thousands of genes. The advantage

of using SAGE is ease of data comparison and ability to perform expression profiling
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in organisms whose genomes have not been fully sequenced. Since SAGE requires

the sequencing of thousands of concatemers in an experiment, its cost can be high and

its high-throughput application limited. In comparison, microarrays are easier to use

and more amenable to high-throughput applications (Polyak and Riggins, 2001).

Bioinformatic tools have evolved to study and visualize extremely large and complex

datasets, making microarrays an important tool for drug discovery research. There are

many examples of successful application of this technology (Jain, 2004). In the near

future, this technology will become an integral part of discovery research, making

contributions to many steps along the drug discovery and development process.

5.1 Primary Human Monocytes, as a Model System

Bacterial infection followed by bacteraemia can result in septic shock, characterized

by hypotension and multiorgan failure, resulting in death. Although staphylococci

and Candida can also cause this condition, the majority of the septic shock cases are

due to infection by Gram-negative bacilli (Bone, 1993; Paterson and Webster, 2000).

Lipopolysaccharide (LPS), found in the cell wall of Gram-negative bacteria, potently

stimulates inflammation, leading to septic shock. LPS associates with the circulating

LPS binding protein (LBP) and, through the CD14–TLR4 complex in immune cells

like monocytes and macrophages, signals the production of many pro-inflammatory

cytokines such as IL-1b, tumour necrosis factor-a (TNF-a) and IL-6. LPS stimulates

the production of chemokines such as IL-8 and monocyte chemotactic protein-1

(MCP-1), as well as induces endothelial cells to produce nitric oxide. The presence of

all these inflammatory mediators is essential in orchestrating a balanced immune

response (Dinarello, 1997; Gogos et al., 2000; Rodriguez-Gaspar et al., 2001;

Boontham et al., 2003).

In response to a chemotactic signal, such as MCP-1, and in a complex sequence of

events, monocytes exit circulation in the blood vessels and are differentiated into

macrophages. These primed macrophages reside in the tissues and, in response to

secondary activation signals such as LPS through the CD14–TLR4 complex, become

fully activated. The activated macrophages not only produce inflammatory cytokines

and chemokines, but also produce anti-inflammatory cytokines such as IL-10, IL-18

and TGF-b. This is very important in generating a highly effective but tightly

regulated immune response (Gordon, 1999). In a disease state, this regulation is often

disrupted and discovering therapeutics that can help restore balance is the rationale

for much current drug discovery research.

We have used primary human monocytes as a model system for identification of

differentially expressed novel or known genes. The approach that we have taken

combines classical cell biology with state-of-the-art analytical tools. Primary human

monocytes were isolated from donated blood and treated with various pro-inflam-

matory agonists such as IL-1b, LPS, TNF-a, MCP-1 and PMA (phorbol myristate) þ
ionomycin for 4 h. As shown in Figure 5.1, we isolated cellular RNA and proteins,

and used the culture supernatant to analyse secreted proteins.
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5.2 Transcriptional Profiling of Activated Monocytes

Intrinsically, transcriptional profiling is a complex process involving many specialists,

including platform engineers, therapeutic scientists, bioinformatics/informatics scien-

tists and biostatisticians, contributing to experimental design, sample preparation,

microarray chip processing, data handling, analysis and interpretation. Therefore it is

not surprising to see a high degree of variation in different hands, primarily due to

different chip platforms, different statistical rigour in design and data handling and

interpretation. Moreover, there is no straightforward way to translate the high-

throughput content of gene expression studies into reliable functional information

without creating a downstream bottleneck. A multiplex approach is required to

combine gene expression with information at other levels, such as proteomics and

pathway information.

The RNA isolated from the activated, and control, monocytes was used for gene

expression profiling using cDNA microarrays. The study was designed so that we

could compare not only between the control and each agonist but also between

different agonists. This comparison was performed using bioinformatic software such

as OmniViz or Stanford tools. The microarray chip used in this study contains over

8000 clones representing over 5000 drug-able genes spanning many categories,

including G-protein coupled receptors (GPCR), kinases, phosphatases, ion channels

and membrane receptors. Hierarchical clustering was used to compare the expression

changes of genes (rows) along the treatment conditions (columns), while a galaxy

Figure 5.1 Analysis of activated human monocytes. Primary human monocytes were cultured and

treated with various pro-inflammatory agonists. RNA was isolated from the cells for transcriptional

profiling. Cellular and secreted proteins were investigated by 2D gel electrophoresis, mass

spectrometry and ELISA as indicated in the figure.
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map based on the first two principle components was used to map experimental

samples into two-dimensional space (Figure 5.2, left panel). We identified genes that

were either upregulated or downregulated by at least 4-fold in comparison to the

control. The results of this analysis are shown in the ‘heat map’ in the right panel of

Figure 5.2. A novel gene was identified in the process and will be named ‘Gene X’

throughout this chapter. Gene X was found to be upregulated by about 8-fold in LPS-

treated and PMAþionomycin-treated monocytes. Its expression remained unaltered

on treatment with TNF-a, MCP-1 and IL-1b. To ensure that the changes predicted by

the microarray data were not artefacts, genes that were of interest, including Gene X,

were analysed again in the context of the appropriate treatment using quantitative

real-time polymerase chain reaction (PCR). PCR confirmation of differential gene

expression predicted from microarray experiments is essential for many reasons,

including limitations imposed by the specificity of the probes, accuracy of sequences

being used on the chip and the calculation methods for fold changes (Kothapalli et al.,

2002).

Pathway tools help the integration of data from a large number of individual genes

into biologically relevant information. This information can lead to understanding

Figure 5.2 Monocyte transcriptional data analysis. A galaxy view of experimental samples and a

heat map of monocyte genes. The left panel is the galaxy view mapping samples into the first two

principle components. The right panel is the hierachical clustering of gene expression changes

(rows) in different samples (columns). The colour scale is from 4-fold to –4-fold with red

representing upregulation and blue representing downregulation. (A colour reproduction of this

figure can be viewed in the colour plate section)
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and prediction of cellular responses. In our experiments, we were able to compare the

effects of each treatment on different cellular pathways. Since some outcomes of

agonists used in our study are already known, this tool was also important in

determining whether the signature pathways were activated. For example, treatment

of monocytes with LPS should upregulate the cytokine pathways, resulting in the

expression of IL-6. When we linked the cytokine gene expression data from our

experiments to the BioCarta cytokine pathway (Figure 5.3), we were able to

demonstrate this effect. When data from each agonist was overlaid and only the

cytokine pathway analysed, differences in signalling events leading to the induction

of IL-6 could be identified.

Gene X overexpression has been correlated with LPS-induced IL-6 induction. To

further understand the role of this gene in inflammation and gauge it as a target for drug

discovery, we used the functional genomic tools discussed in the following section.

5.3 Functional Genomics

Following the identification of Gene X, we wanted to examine its role by either

overexpressing or reducing gene expression. Classical tools require the generation of

a cell line and finally an animal model where the gene of interest is deleted by

homologous recombination. However, gene silencing can be accomplished by a

phenomenon called RNA interference (RNAi). RNAi involves the targetting of

Figure 5.3 Cytokine signalling in activated monocytes. A cytokine network from BioCarta was

used to create this series of snapshots of gene expression changes upon different experimental

treatments.
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specific mRNA using 19–21 nucleotide-long small interfering RNA (siRNA)

sequences that engage naturally occurring enzyme complexes in the cells to degrade

specific mRNA. As a consequence, the levels of the targeted protein are decreased,

resulting in a functional knock-down (Dykxhoorn, 2003; Elbashir et al., 2001). The

rules for designing a good siRNA sequence are still being perfected. However, some

rules recently suggested include low G/C content, a bias towards low internal stability

at the sense strand 30-terminus, lack of inverted repeats and sense strand base

preferences at positions 3, 10, 13 and 19 in the siRNA sequence (Reynolds et al.,

2004). The siRNA sequence designed is BLAST queried against a sequence database

(typically the NCBI database) to ensure specificity. However, despite all the precau-

tions, the ultimate test is in the cells where off-target effects, toxicity and gene

specific responses are gauged.

Using siRNA prediction algorithms, we designed a 19-nucleotide sequence specific

to Gene X. The Gene X siRNA sequence was designed to contain a hairpin once the

double-stranded RNA molecule was expressed in the cell. These sequences are

referred to as short-hairpin RNA (shRNA). The Gene X shRNA was cloned into a

plasmid vector called psilencer 1.0 (from Ambion) containing the human U6

promoter. Before such a knock-down construct can be used in a functional assay, it

has to be validated for RNA as well as protein knock-down. Validation depends on

many RNA and protein expression conditions such as abundance, stability and

turnover rates for the molecule. Often, validation is done in relatively more artificial

systems, where the gene is overexpressed either transiently or stably and the silencing

ability of the shRNA construct/ sequence is determined.

Endogenous cellular levels of Gene X protein have been difficult to detect using

western blotting, making validation of the Gene X–psil construct difficult in primary

human monocytes or monocytic cell lines. Therefore, a construct encoding

glutathione S-transferase (GST)-tagged Gene X was designed. The ability of Gene

X shRNA construct (Gene X–psil) to knock down protein expression was tested by

co-transfecting the GST-tagged Gene X expression vector along with Gene X–psil.

Protein extracts from these cells were analysed with anti-Gene X antibodies to

confirm protein knock-down. The Gene X–psil construct was then transfected

into primary human monocytes and the transfected cells were challenged with

LPS. Since the literature suggested that Gene X overexpression resulted in an

increase in LPS-induced IL-6 expression, we used IL-6 secretion as the first

functional assay for validating Gene X knock-down. Using ELISA we observed a

50–75 per cent decrease in IL-6 production in cultures transfected with the Gene

X–psil construct.

Since IL-6 is one of many cytokines and chemokines produced by activated

monocytes, the effect of Gene X knock-down on other inflammatory mediators was

analysed (Figure 5.4). The availability of protein arrays allowed us to analyse

multiple cytokines and chemokines in each sample simultaneously, saving us samples

and time. Different arrays are categorized based on cell type (cytokines produced by a

certain cell), pathway (NFkb pathway), function (apoptotic genes), etc. The cytokine

array used in our experiments allowed us to analyse the differential expression of
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23 cytokines/chemokines in each sample. We observed that, in cells transfected with

Gene X-psil, the expression of IL-8 and MCP-1 was downregulated. On quantitation

with ELISA, we found a 50–75 per cent decrease in the expression of both MCP-1

and IL-8.

Since primary human monocytes are extremely difficult to transfect, we have

experimented with replication-deficient viral gene delivery systems such as adeno-

viruses and lentiviruses. The choice of a gene delivery system is crucial, especially

when delivering siRNA or shRNA, because the knock-down sequence validated in

one type of construct may not work as well in another vector. The reason for this

discrepancy is not understood. Some advantages of lentiviruses over adenoviruses are

the requirement of much lower virus-to-cell ratios, resulting in lower toxicity, and

stable integration in the cell. These properties greatly facilitate the generation of cell

lines stably overexpressing a gene or expressing shRNA. We observed that primary

human monocytes and the pro-monocytic cell lines U937 and THP-1 could not be

transduced with the tested adenoviral constructs, but were well transduced by

lentiviruses. Thus, lentiviral vectors were the chosen gene delivery system and a

lentiviral construct encoding Gene X was developed to generate a stable THP-1 clone

overexpressing Gene X. This cell line will be a great tool in the identification and

elucidation of Gene X functions.

Identifying proteins that interact with Gene X protein will be extremely valuable in

understanding how Gene X functions. We have overexpressed Gene X with a 6 X His

tag and purified it from E. coli. Through affinity coupling, this purified protein bound

to magnetic beads can be used to probe for interacting proteins in cell lysates that

have been induced by LPS. Furthermore, mass spectrometry allows us to identify

these interacting proteins, both known and novel, with very high sensitivity.

Figure 5.4 Cytokine profiling of human monocytes following Gene X knock-down. Following

transfection of human monocytes with either the vector alone (psil) or Gene X–psil, in the presence

or absence of LPS treatment, culture supernatants were harvested and profiled for differences in

cytokine/chemokine secretion using 23 cytokine arrays (Copyright Ray Biotech Inc.).
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5.4 Proteomic Analysis of Activated Human Monocytes

Transcriptional profiling of mRNA in cells and tissues has proven to be a useful

tool for following changes in gene expression in response to a variety of biological

and chemical effectors and models of pathophysiology. Recently it has become

apparent that there is little direct correlation between differences in mRNA

expression and the expression of the proteins they encode (Ideker et al., 2001). In

addition, due to alternative splicing, post-translational modification of proteins (e.g.

phosphorylation, glycosylation) and proteolytic processing, a single gene may yield a

variety of protein products with different functions/activities. Detection and analysis

of these modifications may be critical for discovery of biomarkers and determination

of their biological relevance. In light of this potential disparity we have chosen to

examine a number of proteomic endpoints in addition to the transcriptional profiling

presented above.

The most common proteomic platforms include protein arrays, two-dimensional

gel electrophoresis (2D gels), ProteinChip arrays (Ciphergen) and liquid chromato-

graphy–tandem mass spectrometry or multidimensional liquid chromatography–

tandem mass spectrometry (LC-MS/MS). Protein arrays consist of either ‘native’

protein bound to a support or capture antibodies directed against specific proteins/

peptides. This approach is limited by the capture protein or antibody and relies upon

prior knowledge of the biology of the system being studied. 2D gels are less biased

but are relatively slow, labour-intensive and difficult to reproduce (Wagner et al.,

2002). The ProteinChip technology from Ciphergen is also a less biased approach and

consists of performing chromatography on small surfaces then subjecting them to

surface enhanced laser desorption ionization/time-of-flight mass spectrometry

(SELDI-TOF). The resolution of this technology is best for proteins less than

20 kDa. The final platform, multidimensional liquid chromatography, in which

separation mechanisms are orthogonal, along with MS/MS, have been widely used

to identify proteins in complex protein digest mixtures (Wehr, 2003; Neverova and

Eyk, 2005, in press). Two-dimensional (2D) peptide LC MS/MS combined with

multiplexed iTRAQ labelling is an approach we are taking to provide higher-

throughput proteomics allowing for both protein characterization and quantification.

In our study, proteomic profiling of activated primary human monocytes was

performed by activating the cells for multiple time points, with different pro-

inflammatory agonists, as described earlier in the chapter. At first, protein extracts

from these samples were analysed using 2D gel analyses. Similar to microarrays, the

dataset obtained was very large and complex. Comparisons were drawn between

untreated samples and each agonist and also between the different agonists. In this

study 26 spots were up/downregulated and 13 spots were further identified by matrix

assisted laser desorption ionization (MALDI)/TOF or LC-MS/MS. Unlike transcrip-

tion data, 2D gel electrophoresis data is difficult to discern due to the differences in

mobility seen even between replicates. Also, the presence of some proteins in really

high abundance can completely mask the detection of a potentially important but low-

abundance protein.
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We have developed a proteomic strategy utilizing iTRAQ, a new mass labelling

reagent, and chromatographic supports. This paradigm entails relative quantitation

and differential profiling of complex protein mixtures simultaneously. iTRAQ

Reagent (Applied Biosystems) is a multiplexed set of four isobaric reagents which

are amine specific and yield labelled peptides identical in mass, hence also identical

in single MS mode, but produce strong, diagnostic, low-mass MS/MS signature ions

allowing quantitation in up to four different samples simultaneously. In this example,

human monocytes were activated with LPS for different lengths of time (0, 4, 10 and

20 h) and whole cell lysates were harvested for analysis. Each sample was indepen-

dently reduced, alkylated, trypsin digested and labelled with iTRAQ Reagents 114,

115, 116 and 117, respectively. The labelled samples from different time points were

then mixed and fractionated by strong cation exchange chromatography in the first

dimension into eight fractions (0 to 400 mM KCl in 16 min), followed by C18 reverse-

phase chromatography in the second dimension (5–40 per cent acetonitrile containing

0.1 per cent formic acid in 60 min). Both protein identification and relative

quantification were performed using MS/MS (4000 QTRAP), Pro Quant software,

Mascot search engine and NCBInr database. The experimental flow chart showing

parallel workflow employed using 2D LC MS/MS and the iTRAQ Reagents is shown

in Figure 5.5. Our analysis led us to a total of 120 proteins with scores greater than 55

(p < 0:05). Each protein has a specific accession number in the database. Twelve

proteins identified on 2D gel analysis (described earlier) were part of the 2D LC-MS/

MS dataset. Differential expression was indicated by the intensity ratio among m/z

Figure 5.5 2D LC MS/MS experimental protocol. Flow chart showing the parallel workflow

employed when using 2D LC MS/MS and the iTRAQ mass labelling reagents.
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114, 115, 116 and 117. This information included proteins that were upregulated or

downregulated upon treatment or treatment time. A typical MS/MS spectrum of an

LPS activated monocyte sample labelled with the multiplexed iTRAQ Reagent is

shown in Figure 5.6. The inset panel shows diagnostic reporter ions at m/z 114, 115,

116 and 117, suggesting an increase in the expression of the protein with LPS

treatment duration.

The availability of all the tools and technologies today has changed the speed and

capability of drug discovery groups throughout the pharmaceutical industry. Func-

tional genomics and proteomics platforms complement as well as strengthen each

other. The presented study is a good example of this paradigm. On one hand, using

microarrays and functional genomics in combination with classical molecular biology

and cell biology tools, we have explored a relatively novel gene and analysed its

potential as a drug discovery target. On the other hand, we have used state-of-the-art

methodologies to profile the proteome of a primary cell in the presence of various

agonists it might encounter in vivo in a disease state. A complete discussion of all the

data we have collected is beyond the scope of this chapter.

In conclusion, we have employed a variety of methodologies to study inflammation

in human monocytes. By transcriptional profiling we identified a number of novel

genes upregulated in response to pro-inflammatory agonists, confirmed these findings

by quantitative reverse transcriptase PCR and presented data for one of these genes.

Using siRNA directed against GeneX or by overexpressing GeneX monocytic cell

lines and primary human monocytes, we have analysed the role of Gene X in

inflammation. To address the functional consequences of these perturbations we

employed arrays to examine secreted cytokines from these cells in the presence or

absence of agonists. Interestingly we observed not only a decrease in IL6 production

but also IL8 and MCP1 in the knock-down experiments (see Figure 5.4). In parallel

with the transcriptional profiling and cytokine arrays, we have examined the

proteome in activated monocytes by 2D LC-MS/MS and iTRAQ labelling (see

Figure 5.6 Analytic mass spectrometry of LPS-activated human monocytes. A typical MS/MS

spectrum of a multiplexed iTRAQ reagent-labelled LPS-activated monocyte sample. The enlarged

part shows diagnostic reporter ions at m/z 114, 115, 116 and 117.
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Figures 5.5 and 5.6). Similar approaches used in the study of other disease systems

and drug discovery can be easily envisioned.
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6
Bioinformatics as a Problem
of Knowledge Representation:
Applications to Some Aspects
of Immunoregulation

Sándor Pongor and András Falus

Abstract

Bioinformatics uses a variety of models that fall into three broad categories such as

linguistic, three-dimensional and interaction network models. Although the latter allow

one to capture interactions among molecules and other cellular components, the

underlying representations are predominantly static. The main molecular mechanisms

of immunology, such as VJD recombination, cellular and molecular networks and

somatic hypermutations, cannot be and are not adequately covered in current molecular

databases. Other aspects, such as the maturation of single, monospecific immune

response or that of immunological memory, apparently fall outside the scope of current

molecular representations. The complexity of immunological regulation, such as the

polarized T cell cytokine web, Treg subpopulation, idiotypic networks, etc., calls for a

new generation of computational approach, leading to a new age of immunoinformatics

(‘immunomics’).

6.1 Introduction

The growing network of biomedical databases and analysis programs constitutes one

of the most sophisticated knowledge representation tools mankind has ever built.

Bioinformatics differs from other informatics applications not so much in the amount

of data but rather in the complexity and the depth of knowledge it communicates. As

an example, bioinformatics deals with a wealth of molecular representations, such as

Immunogenomics and Human Disease Edited by András Falus
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sequences, three-dimensional structures, symbolic diagrams (e.g. hydrophobicity

plots, helical wheel diagrams), as well as a variety of group-wise representations

such as multiple alignments, metabolic pathways, phylogenetic trees, etc., most of

which could not have been conceived without computerized methods. It is customary

to define bioinformatics as the informatics of biological data, but in fact it is not, or

not exclusively, a specialized branch of science: it is rather a general approach to all

life sciences that makes it possible to study problems previously inaccessible to

systematic research. This aspect – the access to new domains of knowledge – is one

of the common themes that link the current age of computerized resources to previous

innovations in storing and representing information, and as representations of

information are at the very heart of cultural evolution, it is appropriate to introduce

our subject within a historic context.

Complexity leaps in evolution are known to be powered by improvements in the

way genetic information is stored and transmitted (Szathmáry and Smith, 1995;

Maynard Smith and Szathmáry, 1995). By analogy, one can point out that major

improvements in scientific knowledge representation are correlated with innova-

tions in the way information is shared within human societies, such as the

appearance of writing, printing and the internet. In a traditional society, knowledge

is exchanged mainly by repeated, face-to-face communication and is confirmed

and stored by an entire community. Writing not only decoupled knowledge transfer

from personal communication but it also created a powerful new medium for the

storage and manipulation of complex symbols whose interpretation required, at

the same time, an increased intellectual effort from the recipient. Few would doubt

that the widespread use of written and especially printed information has been a

prerequisite of the modern science that characterizes industrial societies. The

paradigmatic knowledge source of this period is the encyclopaedia, an organized,

searchable knowledge base that is, in many respects, the predecessor of current

electronic databases.

The current age of bioinformatics is characterized by vast amounts of biological

data collected by computerized methods and distributed via the internet and stored in

electronic databases (Table 6.1). Knowledge in electronic databases is represented

and transferred in ways that are radically different from those known before. While

readers can directly interpret printed text, electronic databases can only be ‘read’ with

the mediation of computer programs. Programs carry a large amount of implicit

information in themselves that is not always transparent to the user. For instance, in

order to draw a three-dimensional picture of a protein molecule from an input of

atomic coordinates, a program needs to know how the atoms of various types of

amino acids are connected to each other. This kind of implicit information represents

an intermediate layer between the data and the program and is often organized into

ontologies, i.e. formal sets of definitions and rules that are valid for the data domain

(Table 6.2). Also, there are conspicuous changes in the way scientific information is

confirmed. In the age of printed information, the quality of scientific discoveries was

guaranteed by authoritative scientific societies, by the peer review of scientific
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Table 6.1 Main types of bioinformatics databasesa

Nucleotide sequence databases

International Nucleotide sequence database collaboration

Coding and noncoding DNA

Gene structure, introns and exons, splice sites

Transcriptional regulator sites and transcription factors

RNA sequence databases

Protein sequence databases
General sequence databases

Protein properties

Protein localization and targeting

Protein sequence motifs and active sites

Protein domain databases; protein classification

Databases of individual protein families

Structure databases
Small molecules

Carbohydrates

Nucleic acid structure

Protein structure

Genomics databases (nonvertebrate)
Genome annotation terms, ontologies and nomenclature

Taxonomy and identification

General genomics databases

Viral genome databases

Prokaryotic genome databases

Unicellular eukaryotes genome databases

Fungal genome databases

Invertebrate genome databases

Metabolic and signaling pathways

Enzymes and enzyme nomenclature

Intermolecular interactions and signalling pathways

Human and other vertebrate genomes
Model organisms, comparative genomics

Human genome databases, maps and viewers

Human open reading frames

Human genes and diseases

Model organisms, comparative genomics

Human genome databases, maps and viewers

Microarray data and other gene expression databases
Proteomics resources
Other molecular biology databases
Images of biological macromolecules

Bioremediation database

Drugs and drug design (Continued)
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journals, and last but not least by the personal reputation of individual authors. In

contrast, electronic databases are often produced by automated data collection, while

textual annotations, such as the description of biological function, are added by

anonymous teams of database annotators who often rely on computer-based predic-

tion methods. In other words, the amount of data and the number of databases is

growing while data quality is less transparent. However, there are signs of integra-

tion as well. Large efforts have been devoted to validating and interlinking biologi-

cal data (sequences, structures), and, what is perhaps more important, highly complex

scientific resources have been created wherein diverse data are controlled and

accessed by uniform methods. In this setting, data integrity and quality will be

increasingly controlled by autonomous agents, which will hopefully decrease the

quality gap of current databases.

The first goal of this chapter is to provide an overview of how knowledge is

represented in bioinformatics today and to show the cognitive roots of the underlying

models. Bioinformatics is primarily concerned with the structure of protein and

DNA molecules that fulfill functions in a series of interdependent systems such as

pathways, cells, tissues, organs and organisms. This complex scenario can be best

Molecular probes and primers

Organelle databases

Plant databases
General plant databases

Arabidopsis thaliana
Rice

Other plants

Immunological databases

aBased on the Database issue of Nucleic Acids Research, 2005;
www3.oup.co.uk/nar/database/cat/12/

Table 6.1 (Continued)

Table 6.2 Databases for annotation terms, onthologies and nomenclature used in bioinformatics

Genew the Human Gene Nomenclature Database, //www.gene.ucl.ac.uk/cgi-bin/nomenclature/

searchgenes.pl

GO – Gene Ontology, www.geneontology.org/

GOA – Gene Ontology Annotation, www.ebi.ac.uk/GOA

IUBMB – nomenclature database for enzymes, www.chem.qmul.ac.uk/iubmb/

IUPAC – nomenclature database for organic and biochemistry, www.chem.qmul.ac.uk/iupac/

IUPHAR-RD – pharmacological nomenclature for receptors and drugs, www.iuphar-db.org/iuphar-rd/

PANTHER – gene products nomenclature, http://panther.celera.com/

STAR/mmCIF – an ontology for macromolecular structure, http://ndbserver.rutgers.edu/mmcif

UMLS – Unified Medical Language System (thesaurus, lexicon and semantic networks),

http://umlsks.nlm.nih.gov
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described with the concepts of systems theory.* Models in molecular biology are

simplified systems that can be conveniently described in terms of entities and

relationships (Pongor, 1988). We will deal with three main kinds of representational

models, language-based models, three-dimensional models and networks, and briefly

review the development of computational tools that operate on these models. The last

sections of this chapter describe genomic and immunological resources. The second

goal is to review the current knowledge on the information processing mechanism of

the immune system. The immune system has specific algorithms for handling

environmental information, and these mechanisms are among the most intensively

researched and perhaps best understood phenomena in the life sciences that call for

specific informatics approaches yet to appear.

6.2 Sequences and Languages

Language-based descriptions are broadly speaking those that use semantic definitions

for entities and relationships. The term ‘molecular biology’ was independently coined

by Warren Weaver and John Astbury in the 1930s, at a time when scientific

methodology was dominated by linguistic theories (Wittgenstein, 1922; Carnap,

1939). Subsequent breakthroughs in information theory (Shannon, 1948a,b) and

formal linguistics (Chomsky, 1957) all pointed towards a broad metaphoric context

of language, communication and computation that provided the first framework

within which genetics was discussed. Cryptography (Shannon, 1948c) and pattern

recognition methods (Ripley, 1999), first developed within intelligence communities

of the time, also contributed a great deal to the general view that biological sequences

represent a code that carries information in a particular language, a metaphor

reflected by such terms as the ‘genetic code’ or ‘the book of life’.

The analysis of biological sequences first used the statistical tools developed to

analyse character strings in linguistics (Konopka, 1994), and many of the first

methods, such as those concerned with the string complexity, became standard bio-

informatics tools in the later years. From the 1980s, as bioinformatics became part of

laboratory routine, pattern recognition methodologies that used similarity measures

and classification algorithms proved to be of immediate interest, and with the onset of

the genomic era, heuristic methods of searching biological databases such as BLAST

(Altschul et al., 1990) became the most frequently used algorithms not only within

bioinformatics, but allegedly in the entire field of scientific computing.

Margaret Dayhoff and her colleagues at the national Biomedical Research

Foundation (NBRF), Washington, DC created the first sequence database in the

1960s, an Atlas of protein sequences organized into families and superfamilies, and

their collection centre eventually became known as the PIR resource. Collections of

* According to systems theory, a system is a group of interacting elements functioning as a whole and

distinguishable from its environment by recognizable boundaries (Csányi, 1989; Kampis, 1991). Molecules

can be regarded as such systems. Generally speaking, structure is fixed state of a system, and the study of a

system usually starts with its characteristic structures that are recurrent in space or time. Function on the other

hand is not a property of the system, rather a role that the system plays in the context of a higher system.
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DNA sequences (Table 6.1), started at the European Molecular Biology Laboratory

(EMBL, Heidelberg) at Los Alamos National Laboratory (New Mexico) and DDBJ,

Japan, gained importance with the spreading of productive DNA sequencing

technologies. Initially, sequence records included only the sequence filename. These

were eventually expanded to include annotation information such as references,

function, regulatory sites, exons and introns, modified amino acids, protein domains,

etc. The Swiss-Prot collection of protein sequences is an especially good example of

a well-annotated sequence database wherein a uniform syntax was developed for

annotations. Very soon, separate so-called secondary collections were created for

annotated segments, such as the first protein domain sequence database (Pongor et al.,

1993), as well as for post-translational modifications, functional annotations, etc.

(Table 6.3). Development of such secondary databases provided an important entry

Table 6.3 Examples of protein sequence databases

Primary protein sequence resources
Uniprot/Swiss-Prot – annotated protein www.expasy.org/sprot/

sequence db (University of Geneva, EBI)

Uniprot/Trembl – computer annotated protein www.ebi.ac.uk/trembl/

sequences (EBI)

Uniprot/PIR – annotated protein sequences http://pir.georgetown.edu/

(Georgetown University)

Uniprot (Universal Protein database, Swiss-Prot www.expasy.uniprot.org/

þ PIR þTREMBL)

Secondary protein sequence resources
COG – clusters of orthologous groups of proteins www.ncbi.nlm.nih.gov/COG

CDD – conserved domain database www.ncbi.nlm.nih.gov/Structure/cdd/

cdd.shtml

PMD – protein mutant database http://pmd.ddbj.nig.ac.jp/

InterPro – integrated resources of proteins www.ebi.ac.uk/interpro/

domains and functional sites

PROSITE – PROSITE dictionary of protein www.expasy.org/prosite/

sites and patterns

BLOCKS – BLOCKS database www.blocks.fhcrc.org/

Pfam – protein families database (HMM derived) www.sanger.ac.uk/Pfam/

[Mirror at St Louis (MO,USA)] http://genome.wustl.edu/Pfam/

PRINTS – protein motif fingerprint database http://bioinf.man.ac.uk/dbbrowser/

PRINTS/

ProDom – protein domain database (automatically http://protein.toulouse.inra.fr/prodom.html

generated)

PROTOMAP – hierarchical classification of proteins http://protomap.stanford.edu/

SBASE – SBASE domain database www3.icgeb.trieste.it/�sbasesrv/

SMART – simple modular architecture research tool http://smart.embl-heidelberg.de/

TIGRFAMs – TIGR protein families database www.tigr.org/TIGRFAMs/

BIND – biomolecular interaction network database www.bind.ca/

DIP – database of interacting proteins http://dip.doe-mbi.ucla.edu/

MINT – molecular interactions http://cbm.bio.uniroma2.it/mint/

ProNet – protein–protein interaction database http://pronet.doubletwist.com/
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for specialized information, and current databases such as PFAM are excellent

examples of this tendency. An important step was the application of internet

technology for cross-referencing the major databases with each other and subse-

quently with bibliographic database.

Information contained in current sequence databases (Tables 6.3 and 6.4) can be

best pictured as an annotated sequence, a linear string of characters to which

additional items of information are linked either as an added field within the same

Table 6.4 Examples of DNA sequence databases

Primary DNA sequence resources
EMBL – EMBL nucleotide sequence

database (EBI)

www.ebi.ac.uk/embl/

Genbank – GenBank nucleotide

Sequence database (NCBI)

www.ncbi.nlm.nih.gov/Genbank/GenbankSearch.html

DDBJ – DNA Data Bank of Japan www.ddbj.nig.ac.jp/

dbEST – dbEST (expressed sequence

tags) database (NCBI)

www.ncbi.nlm.nih.gov/dbEST/

dbSTS – dbSTS (sequence tagged

sites) database (NCBI)

www.ncbi.nlm.nih.gov/dbSTS/

Secondary DNA sequence resources
NDB – nucleic acid databank (3D

structures)

http://ndbserver.rutgers.edu/NDB/ndb.html

BNASDB – nucleic acid structure

database from University of Pune

http://202.41.70.55/www/net/deva.html

AsDb – aberrant splicing database www.hgc.ims.u–tokyo.ac.jp/�knakai/asdb.html

ACUTS – ancient conserved

untranslated DNA sequences

database

http://pbil.univ–lyon1.fr/acuts/ACUTS.html

Codon Usage database www.kazusa.or.jp/codon/

EPD – eukaryotic promoter database www.epd.isb–sib.ch/

HOVERGEN – homologous

vertebrate genes database

http://pbil.univ–lyon1.fr/db/hovergen.html

ISIS – intron sequence and

information system

www.introns.com/

RDP – ribosomal database project http://rdp.cme.msu.edu/html/

gRNAs database – guide RNA

database

http://biosun.bio.tu–darmstadt.de/goringer/gRNA/

gRNA.html

PLACE – plant cis-acting regulatory

DNA elements database

www.dna.affrc.go.jp/htdocs/PLACE/

PlantCARE – plant cis-acting

regulatory DNA elements database

http://sphinx.rug.ac.be:8080/PlantCARE/

sRNA database – small RNA

database

http://mbcr.bcm.tmc.edu/smallRNA/smallrna.html

ssu rRNA – small ribosomal subunit

database

http://rrna.uia.ac.be/rrna/ssu/

lsu rRNA – large ribosomal subunit

database

http://rrna.uia.ac.be/rrna/lsu/

5S rRNA – 5S ribosomal RNA

database

http://rose.man.poznan.pl/5SData/

(Continued)
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record or as a cross-reference to another database. Annotation item refer either to the

entire sequence (global descriptors, such as protein name) or to a segment of it (local

descriptors, such a protein domain or an exon). A database record itself can be an

annotation item in a different database, for instance, a record in a protein domain

database, or in a bibliographic database can be linked as an annotation item to a

sequence database. In principle, annotated sequences should point to a unique protein

or gene. In practice, a unique protein can be represented by many sequences, and

databases differ in the way redundancy is handled. GenBank contains all published

DNA sequences, so there is considerable redundancy. The same is true for the protein

sequence collections prepared by automatic translation, or by automated experimen-

tal procedures such as expressed sequence tag (EST) sequencing. Maintenance of

high-quality nonredundant databases requires a human overhead that is increasingly

difficult to provide.

Finally, much of annotation information today is provided by automated proce-

dures, such as similarity searches, HMM methods, etc. Even though these methods

constantly improve, there is no absolute guarantee behind the information, so much of

annotation information today is labelled as ‘putative’ or ‘by homology’.

Interpretation of annotations and bibliographic records requires a uniform,

computer-readable language. This need has fostered intensive research into the

natural languages used in science. In early cultures, scientific language describing

natural cultures was based on only four elements (earth, water, fire, wind), and a few

Table 6.4 (Continued )

tmRNA website www.indiana.edu/�tmrna/

tmRDB – tmRNA dB http://psyche.uthct.edu/db/tmRDB/tmRDB.html

tRNA – tRNA compilation from the

University of Bayreuth

www.uni-bayreuth.de/departments/biochemie/sprinzl/trna/

uRNADB – uRNA database http://psyche.uthct.edu/dbs/uRNADB/uRNADB.html

RNA editing – RNA editing site www.lifesci.ucla.edu/RNA

RNAmod database – RNA

modification database

http://medstat.med.utah.edu/RNAmods/

SOS-DGBD – Db of Drosophila DNA

annotated with regulatory binding

sites

http://gifts.univ–mrs.fr/SOS-DGDB/SOS-DGDB_home_

page.html

TelDB – multimedia telomere resource www.genlink.wustl.edu/teldb/index.html

TRADAT – transcription databases

and analysis tools

www.itba.mi.cnr.it/tradat/

Subviral RNA database – small

circular RNAs database (viroid

and viroid-like)

http://nt.ars–grin.gov/subviral/

MPDB – molecular probe database www.biotech.ist.unige.it/interlab/mpdb.html

OPD – oligonucleotide probe

database

www.cme.msu.edu/OPD/
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dichotomic relations (hot–cold, dry–wet, etc.) between them. Descriptions used in

database annotations are based on a large number of models for atoms, molecules and

reactions (Figure 6.1). This is a stripped-down language that can be kept uniform by

the makers of the databases. On the other hand, scientific publications and abstracts

use a ‘free-style’ scientific language that is hard to handle using computers. This

problem has emphasized the need to develop common ontologies for molecular

biology (Schulze-Kremer, 1997; Ashburner et al., 2000). An ontology defines a

common vocabulary and a shared understanding within a domain of knowledge such

as molecular biology. An ontology is an explicit description of the knowledge domain

using concepts, properties and attributes of the concepts, and constraints on properties

and attributes. The Gene Ontology Annotation (GOA) database (www.ebi.ac.uk/

GOA) is a system of concepts and relations that is designed to convert UniProt

annotation into a recognized computational format. GOA provides annotated entries

for nearly 60 000 species and is the largest and most comprehensive open-source

contributor of annotations to the GO Consortium annotation effort.

6.3 Three-Dimensional Models

As sequence databases were born within molecular biology, three-dimensional

databases were brought to life by chemistry and, later, structural biology. In the

same way as language, they provide a conceptual framework for sequences; the

metaphor for molecular models is common world objects whose handling and

recognition is as at least as deeply rooted in human cognition as is language (Pinker,

2001). The first three-dimensional model of a molecule was constructed in 1874 by

van t’Hoff, who recognized that optical isomerism can only be explained by a three-

dimensional arrangement of the chemical bonds. As methods of X-ray crystal-

lography became applicable to organic molecules, Olga Kennard and Desmond

Bernal initiated the collection of three-dimensional structures what later became

System Entities Relationships 
Molecules Atoms Atomic interactions 

(chemical bonds) 
Assemblies Proteins, DNA Molecular contacts 
Pathways Enzymes Chemical reactions 

(substrates/products) 
Genetic networks Genes Co-regulation 
Protein structure Atoms Chemical bonds 
Simplified rotein 
structure 

Secondary structures Sequential and 
topological vicinity 

Folds Cα atoms 3D vicinity  
Protein sequence Amino acid Sequential vicinity 

Fire

Dry

Earth

Cold

Water

Wet

Air

Hot

Figure 6.1 Examples of entities and relationships used in molecular models. Left: a simple 4-fold

semantics (earth, water, air, fire) and binary relations (hot–cold, wet–dry) was used in most early

cultures as a conceptual framework to describe nature. Right: entities and relationships of modern

databases.
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known as the Cambridge Crystal Structure Database, and access to three-dimensional

information consolidated the use of molecular geometry in chemistry.

Three-dimensional descriptions of macromolecules are based on a series of

concepts that resulted from several decades of scientific work. For instance, structural

descriptions of proteins is based on the stereochemistry of the peptide bond, but

elements of secondary structures, supersecondary structures and finally protein folds

are the joint results of several scientific disciplines that form what is called structural

biology today.

The common ancestor of structural databases is the Protein Data Bank (PDB;

Berman et al., 2000), which was established in 1971 and 6 years later contained only

77 atomic coordinate entries for 47 macromolecules (Bernstein et al., 1977). Over the

years, a conspicuous number of secondary databases has evolved from the PDB (see

Table 6.5). Many of them concentrate on various classes of structural features, such as

protein domains (Sander and Schneider, 1991; Orengo et al., 1997; Murzin et al.,

1995; Siddiqui Dengler and Barten, 2001), loops (Donate et al., 1996), contact

surfaces (Jones and Thornton, 1996; Luscombe et al., 2000), quaternary structure

(Henrick and Thornton, 1998), small-molecule ligands (Kleywegt and Jones, 1998),

metals (Castagnetto et al., 2002) and disordered regions (Sim, Uchida and Miyano,

2001). Other databases concentrate on biological themes. The very concept of the

‘protein fold’ owes much of its existence to such protein domain databases as CATH,

SCOP and FSSP.

The conceptual structure of current three-dimensional databases is similar to

sequence databases, inasmuch as the records contain both a structural description

and an annotation part. The definitions of the individual fields reflect the fact that

PDB was originally created as a crystallographic database, and despite the fast-

growing body of NMR data, this remains its legacy. Current databases are now linked

to other molecular and bibliographic databases.

The development of ontologies has begun in structural biology. The STAR/mmCIF

ontology (Westbrook and Bourne, 2000) of macromolecular structure is a description

of structural elements and data items in the framework of X-ray crystallographic

experiments, but it is extensible to other kinds of data collection techniques.

6.4 Genomes, Proteomes, Networks

Designing representations for genomes, proteomes and networks is a challenge as we

deal with a wide variety of entities and relationships, partly predefined, partly

discovered during the project. This class of representations can be called the ‘general

topological model’, wherein the nature of entities and relationships is not limited

either to semantic or to three-dimensional concepts, as in the previous chapters. The

resulting general representation is a graph wherein the physical entities are the nodes

and their relations are the edges. The common ancestor of this representation is the

structural formula, and graph theory itself owes a great deal to the development of

chemistry in the nineteenth century. The representations of genomes as a linear array
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of genes and other DNA segments follow a similar tradition (Table 6.6). The entities,

genes, are predicted with gene-prediction programs or are determined by experi-

mental methods, and this adds a new layer of knowledge to the molecular data. The

relationships are manifold but are predominantly binary in nature. Examples of

Table 6.5 Examples of three-dimensional databases

Primary three-dimensional resources
Protein Data Bank www.rcsb.org

Macromolecular Structure Database www.ebi.ac.uk/msd/index.html

Nucleic Acid Database Project http://ndbserver.rutgers.edu/NDB/index.html

BioMagResBank www.bmrb.wisc.edu/Welcome.html

Protein domain/fold databases
3Dee http://jura.ebi.ac.uk:8080/3Dee/help/help_intro.html

CATH www.biochem.ucl.ac.uk/bsm/cath

HSSP www.sander.ebi.ac.uk/hssp

SCOP http://scop.mrc-lmb.cam.uk.ac/scop

Examples of specialized resources
BIND – binding database www.bind.ca/index.phtml?page¼databases

BindingDB – binding database www.bindingdb.org/bind/index.jsp

Decoys ‘R’ Us http://dd.stanford.edu

Disordered structures http://bonsai.ims.u-tokyo.ac.jp/�klsim/database.html

DNA binding proteins http://ndbserver.rutgers.edu/structure-finder/dnabind/

Intramolecular movements http://molmovdb.mbb.yale.edu/MolMovDB/

Loops www-cryst.bioc.cam.ac.uk/�sloop/Info.html

Membrane protein structures http://blanco.biomol.uci.edu/Membrane_Proteins_

xtal.html

Metal cations http://metallo.scripps.edu/

P450 containing systems www.icgeb.trieste.it/�p450srv/

Predicted protein models http://guitar.rockefeller.edu/modbase

Protein–DNA contacts www.biochem.ucl.ac.uk/bsm/DNA/server/

Protein–protein interfaces www.biochem.ucl.ac.uk/bsm/PP/server/

ProTherm www.rtc.riken.go.jp/jouhou/protherm/protherm.html

Quaternary structure http://pqs.ebi.ac.uk

Small ligands http://alpha2.bmc.uu.se/hicup/.

Small ligands www.ebi.ac.uk/msd-srv/chempdb

The Protein Kinase Resource http://pkr.sdsc.edu/html/index.shtml

Examples of search/retrieval facilities and database interfaces
3DinSight – structure/function dbase www.rtc.riken.go.jp/jouhou/3dinsight/3DinSight.html

BioMolQuest – structure/function dbase http://bioinformatics.danforthcenter.org/yury/public/

home.html

Entrez www3.ncbi.nlm.nih.gov/entrez/query.fcgi

Image Library of Macromolecules www.imb-jena.de/IMAGE.html

OCA http://bioinfo.weizmann.ac.il:8500/oca-docs/

PDBSUM www.biochem.ucl.ac.uk/bsm/pdbsum/

ProNIT – protein–nucleic acid interactions www.rtc.riken.go.jp/jouhou/pronit/pronit.html

TargetDB http://targetdb.pdb.org/

SRS http://srs.ebi.ac.uk/
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relations include physical vicinity, distance along the chromosome and regulatory

links extracted from DNA chip data. The resulting picture is a graph of several tens of

thousand nodes and relatively few edges per node denoting various relationships. The

description of proteomes is somewhat different. The proteins are described in

functional, biochemical and structural terms, and the relationships between proteins

include metabolic relationships (sharing substrates in metabolic pathways) as well as

structural relationships (sequence and structural similarities). Network models used in

biology fall into two large categories. Dynamic models (such as metabolic network of

a cell) are based on differential equations of the constituent enzymatic reactions.

Topological models discussed here deal with the static properties of graphs, which

can be undirected, directed and weighted.

From the computational point of view, genomes and proteomes are described as

very large graphs in which the nodes (genes, proteins) and the edges (relations) are

unknown or unsure. These large and fuzzy descriptions are in sharp contrast with the

descriptions developed for well-defined graphs of molecular structures, but the

methods are not dissimilar to those used in other applications of graph theory.

Given the large and varied genome sizes as well as the uncertainties of the data,

genomic networks are usually characterized and compared in terms of gross global

Table 6.6 Examples of genomic resources

Genomic databases for various organismsa

Flybase – Drosophila melanogaster http://flybase.bio.indiana.edu/

Subtilist – Bacillus subtilis http://genolist.pasteur.fr/SubtiList/

Cyanobase – Synechocystis strain PCC6803 www.kazusa.or.jp/cyano/cyano.html

CYGD – Sacharomyces cerevisiae http://mips.gsf.de/genre/proj/yeast/

ENSEMBLE – human and other invertebrate www.ensembl.org/

genomes

Comparative genomic visualization tools
VISTA www-gsd.lbl.gov/vista/

PipMaker http://bio.cse.psu.edu/pipmaker/

Whole-genome annotation browsers
NCBI Map Viewer www.ncbi.nlm.nih.gov

UCSC genome browser genome.ucsc.edu/

Ensembl www.ensembl.org/

Whole-genome comparative genomic browsers
UCSC genome browser http://genome.ucsc.edu/

VISTA genome browser http://pipeline.lbl.gov/

PipMaker http://bio.cse.psu.edu/genome/hummus/

Custom comparisons to whole genomes
GenomeVista (AVID) http://pipeline.lbl.gov/cgi-bin/GenomeVista

UCSC genome browser (BLAT) http://genome.ucsc.edu/

ENSEMBL (SSAHA) www.ensembl.org/

NCBI (BLAST) www.ncbi.nlm.nih.gov/blast/

aA more complete list is available at the websites of the EBI, NCBI and DDBJ as well as within the current
database issue of Nucleic Acids research, cited in Table 1.
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descriptors such as the degree of distribution and composition (e.g. composition

expressed in terms of gene or protein classes). Biological networks are also believed

to contain recurrent local patterns (network motifs) that are analogous to sequence

motifs found in biological sequences.

Even this sketchy introduction implies that we deal with new a kind of complexity

that originates from the numerous and, to a large extent, unknown interactions

between the entities. On the other hand, the study of network topology in various

fields, such as internet, social, road and electrical networks, has provided interesting

insights that have been successfully applied to genomes, proteomes and bibliographic

networks. However these insights are limited by the fact that static network topology

is only a very general description of the underlying biological phenomena; in fact it

should rather be considered as a ‘metamodel’, i.e. a ‘model of models’.

6.5 Computational Tools

Bioinformatics came to life at a time when computer technology reached the daily

routine of scientific research. The development of bioinformatics tools (e.g. inter-

faces, database design, programming methods) is to some extent a mere reflection

of the concomitant trends in informatics. On the other hand, bioinformatics soft-

ware is peculiar because of its impact on how lay users access biological data

today. In the 1970s and early 1980s, the first published programs were written in a

basically sequential style for standalone computers such as campus mainframes.

The second stage started with the recognition that the input and output of bio-

informatics applications can be standardized, and modular packages based on the

software tools approach (Knuth, 1998) were developed. The best known example

of these, the GCG package of John Devereux (Devereaux and Haeberli, 1984),

developed into a battery of several hundred programs over the years, covering

virtually the entire scope of biological sequence analysis. However, such a large

body of knowledge is difficult to maintain in a commercial context. EMBOSS,

which is developed by a collaboration of academic researchers, was designed as an

open source alternative to commercial programs (Rice, Longden and Bleasby,

2000). The development of Bioperl (Stajich et al., 2002), a Perl library for bio-

informatics applications, and Bioconductor (Gentleman et al., 2004), a statistical

programming package for microarray analysis based on the R programming langu-

age, are further examples of successful open source collaborations. Web servers

developed by academic research groups represent a different trend since, in such

cases, the source code is often not released and users can access the programs only

on-line. Internet technology thus allows individual researchers to release their

programs before the commercial or open source development stage, and the users

interested in the most recent computational tools more and more accept the risk of

using nontransparent programs.

The most visible tools of current bioinformatics are the complex knowledge

resources composed of databases, analysis tools and internet interfaces that integrate

various kinds of data into a navigable dataünetwork (Figure 6.2; Table 6.6).
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6.6 Information Processing in the Immune System

The immune response includes a number of regulating mechanisms that are organized

into various networks affecting a wide range of phenomena ranging from uptake,

processing and presentation of the antigens, to T and B cell activation and performing

the effector functions. During the immune homeostasis, the spatial and temporal

patterns of the cellular and soluble interaction networks develop the optimal

qualitative and quantitative characteristics in starting, amplifying and finishing

the immune response in an optimal way. The real understanding of immune

response obviously requires a systems biology approach. There are four highly

specific aspects of immune functions that warrant a specific immuno-informatic

approach.

1. The immune systems itself functions as a highly regulated information pro-

cessing system. The major informations are the sequence [ab T cell receptor

(TCR) recognition] and the conformation [B cell receptor (BCR)/Immunoglo-

bulin (Ig) and gdTCR recognition] of the antigen/peptide molecule, the genetic

(e.g. major histocompatibility complex, MHC) background of the antigen

presenting cells, the activation of the innate immune systems [e.g. complement

or natural killer (NK) pattern] and the actual environmental scenario [e.g.

pathogen-associated molecular pattern (PAMP) or the local pattern of the inflam-

matory mediators).

Unknown DNA 
query 

+

DNA

Proteins

3D Structures 

Literature, 
abstracts

Blast 

Tanslated protein 
sequence 

+

Blast

Figure 6.2 Search on an integrated database. Items in the individual databases (DNA sequence,

protein sequence, three-dimensional structures, literature abstracts) are cross-referenced (dotted

line) by internet links. Additional links (thin arrows) connect ‘neighbourhoods’, i.e. similar data

items within each database. Consequently, if similarity search (thick arrows) points, for example,

to an unannotated DNA entry, a member of its neighbourhood may help the user to find proteins

or protein structures.
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2. The networking habits of the immune system, both at cellular level (enhancing

and inhibitory effects, feedback regulations) and as Ig networks, such as the

idiotypic-antiidiotypic webs.

3. The VJD recombinations and other mechanisms generating diversity of the

antigen receptor repertoires are basically different from other, more simple nets.

These molecular events result in rapidly evolving gene sets serving a more

sophisticated recognition tool during the afferent input of the immune response.

4. Somatic hypermutations through activation induced deamination (AID) and repair

machinery as highly effective ways to generate diversity belong to specific tools.

In the following issues some relevant representations of immune regulation are

mentioned.

Information management by lymphocytes

What ‘program’ the given cell has, namely what the ‘output’ signal, the response, is,

issues from its genetic characteristics and the features it acquired during its

ontogenesis (Figure 6.3). In other words, after the appropriate co-stimulatory and

cytokine effects, a cell-specific pattern of transcription factors develops. Upon their

effect, the appropriate cell-response develops, thus, the cell divides or/and differ-

entiates. Its fate will be the transformation into a memory cell or apoptosis; it releases

antibody, cytokines or other secretion products into the outer world. In this way, it

frequently participates in the activation or inhibition of another cell or functions as an

effector. Sometimes it happens that the cell ‘changes’ its means of signal transduction

during the regulation. For instance, the cAMP-signal transduction related to MHC

class 2 on B cells ‘switches’ on to the tyrosine–kinase path.

Figure 6.3 Information processing in lymphocytes.
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The network of co-stimulatory effects

During the immune response, many cell–cell relations are formed and dissociated.

Beyond the physical ‘approach’, these cell–cell relations may cause intracellularly

created signs, which change the functioning of the cell.

Besides the antigen-specific interaction (TCR-MHC–peptide), the T and B cells must

receive supplementary signals for carrying out a successful immune response. Without

these, the antigen-specific interaction in most case produces exactly produces anergy,

an incapability to respond. This anergy stands behind the phenomenon of immune

tolerance. Next to the specific antigen-receptor, there are co-receptors (CD4, CD8),

whose binding to the appropriate MHC-molecules orients T cells regarding the antigen-

presenting cells (and exogenous or endogenous antigens) they should be connected to.

Our present knowledge lists numerous co-stimulatory (formed with adhesion

molecules and other membrane-proteins) interactions of positive and negative effect

between the T cell and the antigen-presenting cell. Some interactions increase the

activation, e.g. the CD28–B7.1, CD2–LFA-3 and CD40–CD40L (CD154) interactions

(Sadra, Cinek and Imboden, 2004). The CTLA-4–B7.2 linkage, for instance, may have

a positive or negative effect depending on the circumstances (Zhang et al., 2003).

The possibility in relation to the special characteristics of NK receptors raises a

further regulation opportunity. The NKB1- and p58-receptors of NK-cells recognize

MHC, but this recognition hinders the activity of NK-cells (KIR) (Wilson et al.,

2000). It has recently been stated that these NK-receptors are also found on a

subgroup of ab–and gd-cells, where MHC recognition is exactly a (positive)

condition for the stimulus realized through the ab-TCR-receptors. The point is

that, within one cell, two receptor structures (NK receptor and TCR) are oppositely

regulated by the MHC; thus, the outcome of cell activation is influenced by the local

proportion of the two kinds of receptors.

Presumably, the local, cell-level pattern of costimulating effects organized in time-

order represents that fine regulation, which is optimal for starting, properly setting and

concluding the immune response in the right time (Frauwirth and Thompson, 2002).

T-cell-dependent stimulation and inhibition, the Th1- and Th2-cytokines

Th-cells are heterogeneous considering their cytokine-production. It is proved that the

cytokine-pattern of the Th1- and Th2-cells at the two ends of the polarized T-cell-

lineage does not only deviate from one another, but, because of the cross-regulation,

certain cytokines inhibit each other and each other’s effect crosswise. This, together

with the negative costimulation, has a significance in halting the response.

One of the most important effects of the IL-10 of Th2-origin is that it strongly

inhibits the cytokine production of Th1-cells, like, for instance, IL-2-synthesis (and

its effects). The influence of IL-2 on B-cells is inhibited in the same way by the IL-4,

which also has mainly Th2-origin. The antagonism between the effects of IL-4 (Th2)

and IFNg (Th1) is extremely sharp and two-directional [e.g. on immunoglobulin E
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(IgE) production, on delayed type hypersensitivity (DTH)]. Individual cytokines

frequently affect the isotype of antibody production in a different way, stimulating

one and inhibiting the other (e.g. IgG–IgE). The cytokine pattern determined by the

tissue environment of B cells significantly influences the class-switch, that is, the

development of the isotype (e.g. IgG or IgA antibodies are produced).

Usually it can be said (with exceptions) that T cells producing IFN-g, IL-2 and

TFN-b principally stimulate the cell-mediated immune response, while the T cells

producing IL-4, IL-5, IL-9 and IL-6 mainly stimulate the humoral immune response.

It is also interesting that chiefly B cells present the antigens to Th2-cells, while

macrophages present the antigens to Th1-lymphocytes (Figure 6.4).

Elegant results have proved that the ‘Th1–Th2’ character, also related to chemo-

kine patterns (Kim et al., 2001), is not connected strictly to the CD4 marker, since

this double nature has been detected in some CD8þ cells as well. These cells are

called Tc1/Tc2 cells. We also know Tgd-1, which mainly produces IFN-g and Tgd-2,

primarily secreting IL-4.

Th3 cells represent a separate subset characterized by TGF-b production. They

stimulate the functioning of Th1- and inhibit the functioning of Th2-subgroups. They

also have an important role in the IgA production of the immune system attached to

the gastro-intestinal system. Recently, markers characteristic of the Th1- (LAG-3)

and Th2- (CD30) population have been found on the plasma membrane. LAG-3 is a

molecule belonging to the immune-globulin supergene family, while CD30 is a

protein belonging to the TNF-receptor family, already known on activated T and B

cells as well as on the Sternberg–Reed cells typical of the Hodgkin lymphoma.

Figure 6.4 Cytokine patterns delivered by T cell polarization.
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If it is indeed true that these molecules are markers of the two T cell populations,

the cytofluorometry which detects the surface markers will be a supplementary

method for measuring the Th1/Th2 rate besides the rather expensive cytokine-mRNA

measurements. As a result of T cell polarization, an important ‘division of labour’ is

formed while overcoming different infections. The role of the Th1-type Th cells

is important against Gram-negative bacteria, while the role of the Th2-type Th cells is

essential against parasite infections (Figure 6.4).

In these inhibiting and stimulating processes, the nonantigen-specific cells and

products of the immune system also play an important role. For instance, if NK cells

are activated in the local immune reaction because of the antigen’s nature (tumour

cell, virus) or other factors, this causes an increase in the local IL-12 and IFNg-level,

that is, a ‘Th1’-like (þ and �) effect. According to present views, the IL-12 has a

central role in the regulation of cellular (cell-mediated) immune response and

promising results have come to light in the treatment of metastatic tumours and

diseases caused by hepatitis B and C virus infections, with the help of IL-12.

If the number of basophilic granulocytes increases locally because of the antigen’s

nature (allergen, vermin) or other factors, the result will be the exact opposite: it asserts

the increase of IL-4-level, that is, ‘Th2’-like influences (þ and �); Figure 6.5). On the

other hand, IL-4 plays the ‘conductor’ role regarding the humoral immune response.

There is a therapeutic possibility in IL-10 (which is also supposed to have Th2-origin)

in allergic diseases, because it inhibits the attractive effect of IL-5 on eosinophils.

Similar differences are caused by the locally effective prostaglandins produced

by macrophages, fibroblasts and follicular dendritic cells. Prostaglandin E1 (PGE1)

and PGE2 inhibit the cytokine-production of Th1 cells but do not influence Th2

lymphocytes. As a consequence, PGEs shift the balance locally in the direction of

Figure 6.5 Innate immunity and T1/T2-like cytokine polarization.

124 CH6 BIOINFORMATICS AS A PROBLEM OF KNOWLEDGE REPRESENTATION



humoral immune response. We have also come to know (e.g. from AIDS/HIV

research) that corticosteroids principally inhibit Th1 cells (apoptosis induction),

while certain androgen steroids (e.g. dehydro-epi-androsteron) inhibit the corticos-

teroids’ Th1-blocking effect, that is, they antagonize it. b-Endorphin inhibits the rate

of the Th1 and stimulates the rate of Th2 cells. b-Antagonists weaken the cellular

immune response through IL-12 inhibition.

Generally we can say that, in the organism, the Th1 and Th2 found on the two ends

of the polarized T-cell line participate in different processes as regulating cells.

Nevertheless, we should never explain the effects of the Th1/Th2 cytokines dogma-

tically, since the same cytokine can often act oppositely, depending on the concen-

tration, place and time.

The CD4þNK.1.1 and Treg subgroup

Recent results have reported on a T cell type called CD4þNK.1.1þ. It can be

considered the main source of IL-4 and plays central role in anti-microbial immunity.

The NK.1.1þ subgroup is a population which is CD4�CD8� ab in the thymus,

CD4þCD8� ab on the periphery, having numerous NK markers, cytotoxic ability

and a relatively homogenous ab repertoire. Its function is supposedly the regulation

of haematopoesis, the development of T cell tolerance, the cytotoxic removal of

virus-infected liver cells and the stimulation of the Th2 population’s maturation by

IL-4. It is presumed that these cells primarily recognize microbial antigens presented

by the monomorphic CD1 (Jiang and Chess, 2004).

On the basis of all these, the CD4þNK1.1 cells could be considered cellular

elements of the non-antigen-specific immunity, a new (regulating?) subclass of the T

cells (Godfrey and Kronenberg, 2004).

Most recently a new concept of Treg cells (CD4þ, CD25þ) has been developed

(Walsh, Taylor and Turka, 2004). These cells, representing over 10 per cent of CD4þ Th

cells, are mostly silencing cells expressing foxp3 transcription factor acting in various

regulatory networks of immune response, producing TGFb, IL-10 and negative co-

stimulatory molecules such as CTLA4 (Figure 6.6). Treg cells are involved in

transplantation tolerance, prevent pathological responses induced by the gut flora or

microbial infections, play a role in maternal tolerance, can suppress antitumor immunity

and protective immunity to pathogens and can lead to enhanced memory T cell

response. Recently immunoregulatory disturbances of many autoimmune diseases

(Frey et al., 2005) have been coupled to dysfunction of Treg subsets.

Idiotype regulation, idiotype network (Poljak, 1994)

The potential of antibody and TCR diversity developing in the immune response is

extremely high. About 1011 different antibody and 1015--1018 different TCR specifi-

cities develop in a healthy adult immune system. Since a significant part of this huge

repertoire is not expressed (or not in a significant degree) during maturation in the

thymus, an autotolerance cannot be formed against them. As a consequence, the
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segments of the variable region (paratope, complexity-determining region, CDR)

appear as antigens (idiotypes) in the organism. In 1973, Niels Jerne announced his

attractive theory according to which the organism produces anti-idiotype antibodies.

Antibodies (anti-anti-idiotypes) are formed again against the antigens in the variable

regions of these antibodies, and so on. In this way a network develops (Figure 6.7),

where there is a possibility for every second element to contain similar epitopes

(idiotopes) and have similar antibody specificity. Thus, the first antibody activates a

(B and Th cell) self-regulating network and the antibody playing the role of ‘antigen’

activates the next element of the ‘antibody’ role. This again activates the next one,

Figure 6.6 T regulatory cells.

Figure 6.7 Idiotypic web. The antigen (Ag) is recognized by a specific antibody (Ab1) carrying

idiotope stimulating asecond antibody (Ab2). Idiotypic determinant(s) of Ab2 may further activate

Abs, etc. Parts of antigenic structure may be similar to that of Ab2. [Reproduced from Yehuda

Shoenfeld, Nature Medcine 10: 17–18 (2004).]

126 CH6 BIOINFORMATICS AS A PROBLEM OF KNOWLEDGE REPRESENTATION



which may have ‘first antibody’-like idiotopes among its idiotopes. The network

starts to limit itself; smaller and smaller amounts of new antibodies are produced.

Theoretically, the situation is similar in the variable regions of the TCR’s ab- and gd-

chains. The idiotype–anti-idiotype network represents a complex network of inter-

acting T and B cells, which can equally stimulate or inhibit the immunological

activation. One of the most important central principles of the network model is that

the anti-idiotype antibody (second antibody), which reacts with an idiotope in the

CDR of another antibody (first antibody), presents a similarity with the original

epitope, being the inner image of the original antigen-determinant. This theory is

supported by fact: ‘second and third’-type anti-idiotype antibodies against mono-

clonal paraproteins have already been detected. By the improvement of detecting

techniques, researchers have recently identified anti-idiotype antibodies during

normal immune response as well. The idiotype network has a major significance in

keeping the memory cells of the immune system in small but lasting excitement after

the disappearance of the original antigen, in the presence of the second antigen,

through an ‘internal image’. This way, upon the repeated appearance of the ‘real’

antigen, they can react quickly to it.

The proof showing the presence of the idiotype network is the following: in a type

of autoimmune thyroid disease, the anti-idiotype antibody acting against the autoanti-

body against the thyreoid-stimulating hormone (TSH) behaves like the TSH and

binds to TSH receptors. In the future, this phenomenon can be possibly used in

vaccination. Anti-idiotype antibodies will be produced in an experimental animal

against the antibody (specific for a dangerous, living pathogen), also produced in an

experimental animal. This second antibody may be similar to the original infectious

antigen, therefore it can be used in immunization (securely, since it is an immuno-

globulin), and thus, immunity develops in the organism.

Today conflicting opinions are published concerning the central role and size of a

given idiotype network, but surely this system has a considerable role in the

regulation of the immune response. There are proofs of the existence of idiotype-

specific Th cells and idioype (antibody-, Th-) cross reactions are also assigned

importance in certain autoimmune diseases.

6.7 Concluding Remarks

The general approach of bioinformatics emerged from a parallel growth in two major

fields, life sciences and information technologies. This concomitant development

provided access to several new fields, and it also resulted in new conceptual and

technological tools for representing and manipulating scientific knowledge. Integrated

databases, analysis programs and ontologies are typical results of this development.

Current bioinformatics deals with a large number of models that are basically static

in nature. The molecular database represents information in terms of linguistic, three-

dimensional and network models. The latter allow one to capture part of the

interactions among the molecules and other cellular componenets; the descriptions
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are still predominantly static. A large part of the information is stored in cellular,

tissue and systemic models that are not part of the databases but, if they are

represented at all, are stored in ontologies or are part of the background knowledge

of biologists that is not accessible to computers.

The current immunology databases are similar in structure and in philosophy to

other molecular databases (Table 6.7). Nevertheless, immunology represents a

Table 6.7 Bioinformatics resources for immunology

ALPSbase – autoimmune lymphoproliferative

syndrome database

http://research.nhgri.nih.gov/alps/

BCIpep – experimentally determined

B-cell epitopes of antigenic proteins

http://bioinformatics.uams.edu/mirror/bcipep/

dbMHC – HLA sequences in human

populations

www.ncbi.nlm.nih.gov/mhc/

FIMM – functional molecular immunology,

T-cell response to disese-specific antigens.

http://research.i2r.a-star.edu.sg/fimm/

HaptenDB – hapten molecules www.imtech.res.in/raghava/haptendb/

HLA ligand/motif database – a database and

search tool for HLA sequences

http://hlaligand.ouhsc.edu/

IL2Rgbase – X-linked severe combined

immunodeficiency mutations

http://research.nhgri.nih.gov/scid/

IMGT – integrated knowledge resource http://imgt.cines.fr

IMGT-GENE-DB – genome database for

immunoglobulin (IG) and T cell receptor

(TR) genes from human and mouse

http://imgt.cines.fr/cgi-bin/GENElect.jv

IMGT/HLA – HLA sequence database www.ebi.ac.uk/imgt/hla/

IMGT/LIGM-DB – immunoglobulin and

T cell receptor nucleotide sequences,

from human and other vertebrate species,

http://imgt.cines.fr/cgi-bin/IMGTlect.jv

Interferon stimulated gene database (by

microarry)

www.lerner.ccf.org/labs/williams/xchip-html.cgi

IPD-ESTDAB – polymorphic genes in the

immune system

www.ebi.ac.uk/ipd/estdab/

IPD-HPA – human platelet antigens www.ebi.ac.uk/ipd/hpa/

IPD-KIR – killer-cell immunoglobulin-like

receptors

www.ebi.ac.uk/ipd/kir/

IPD-MHC – polymorphic genes in the

immune system

www.ebi.ac.uk/ipd/mhc

JenPep – peptide binding to

biomacromolecules within

immunobiology (epitopes)

www.jenner.ac.uk/Jenpep

Kabat – kabat database of sequences of

proteins of immunological interest

http://immuno.bme.nwu.edu/

MHC – peptide interaction database http://surya.bic.nus.edu.sg/mpid

MHCBN – peptides binding to MHC or TAP www.imtech.res.in/raghava/mhcbn/

MHCPEP – MHC binding peptides http://wehih.wehi.edu.au/mhcpep/

VBASE2 – germ-line V genes from the

immunoglobulin loci of human and mouse

http://www.vbase2.org
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specific case in many respects, and especially in the latter sense, since many of the

models in immunology are different from those in other fields. This is on the one hand

valid to the main molecular mechanisms of the immune system (such as VJD

recombination, cellular and molecular networks, somatic hypermutations) which

cannot be and are not adequately covered in current databases. On the other hand,

major aspects of the immune system are not presently considered in molecular

databases. As an example, the maturation of a single, monospecific immune response

or that of immunological memory calls for a selectionist description of cell

populations, or the similar structure–similar function paradigm that works magnifi-

cently at the level of most protein classes is blatantly invalid in discriminating IgG

molecules specific for different epitopes.

The overview presented in this chapter suggests that the needs of immunological

research will inevitably create a specific bioinformatics approach that will allow one

to represent and access knowledge gained in these highly important fields. Finally we

mention that many biological concepts have found their way back to informatics:

artificial neural networks and genetic algorithms are success stories of the computer

sciences. It is an intriguing possibility that the information processing methods of

immunology, the immunomics concept will inspire novel computational approaches

(De Groot, 2004; Wang and Falus, 2004; Brusic and Petrovsky, 2005).
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Szathmáry E, Smith JM. 1995. The major evolutionary transitions. Nature 374: 227–232.

Walsh PT, Taylor DK, Turka LA. 2004. Tregs and transplantation tolerance. J Clin Invest 114: 1398–

1403.

Wang E, Falus A. 2004. Changing paradigm through a genome-based approach to clinical and basic

immunology. J Transl Med 2: 2.

Westbrook JD, Bourne PE. 2000. STAR/mmCIF: an ontology for macromolecular structure.

Bioinformatics 16: 159–168.

Wilson MJ, Torkar M, Haude A, Milne S, Jones T, Sheer D, Beck S, Trowsdale J. 2000. Plasticity in

the organization and sequences of human KIR/ILT gene families. Proc Natl Acad Sci USA 97:

4778–4783.

Wittgenstein L. 1922. Tractatus Logico Philosophicus. London: Routledge and Kegan Paul.

Zhang X, Schwartz JC, Almo SC, Nathenson SG. 2003. Crystal structure of the receptor-binding

domain of human B7-2: insights into organization and signaling. Proc Natl Acad Sci USA 100:

2586–2591.

REFERENCES 131



7
Immune Responsiveness
of Human Tumours

Ena Wang and Francesco M. Marincola

Abstract

Immune responsiveness of solid tumours may be dependent upon factors related to the

genetic background of patients or to distinct characteristics of individual tumours that

may alter their microenvironment to facilitate or inhibit immune responses occurring

naturally in the tumour-bearing host. Whether either or both of these categories of

factors play a prominent role in determining tumour rejection in natural conditions

(spontaneous regression) or during immune therapy remains to be confirmed. Several

lines of evidence derived from experimental animal or in vitro models suggest that

immune responsiveness results from a combination of genetic and epigenetic factors that

modulate the activation of effector immune responses at the tumour site. However, direct

ex vivo observations in humans are scant, particularly when tumour–host interactions

have been analysed in the target tissue: the tumour site. Available technology allows

direct and kinetic analyses of such interactions in real time by serial sampling of lesions

using minimally invasive techniques such as fine needle aspirates. Serial sampling

permits the study of the biology of cancer while leaving the studied lesion in place. This

permits prospective evaluation of the natural history of the lesion left in place to identify

biomarkers as predictors of immune responsiveness to a given treatment. In addition,

serial sampling during and after treatment may inform about the actual mechanisms of

action of the treatment and its biological effects, including the induction of the tumour

escape mechanism. In this chapter we will systematically review the tool and strategies

available for this direct ex vivo analyses with particular attention on high-throughput

hypothesis-generating methods. In addition, insights into the postulated mechanism of

immune responsiveness in humans will be discussed based on pilot studies performed in

this vein.

Immunogenomics and Human Disease Edited by András Falus
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7.1 Introduction

The field of tumour immune biology stands at a delicate junction drawn by a positive

current originating from astonishing progress in the understanding of tumour immune

biology on one side and an upstream journey against the discontent of some who feel

that disappointingly small improvements in patient care have resulted from scientific

breakthroughs. A good example is the development of anticancer therapies specifi-

cally targeting tumour antigen recognized by T cells in the context of melanoma

(Marincola, 2005; Marincola and Ferrone, 2003; Mocellin et al., 2004; Rosenberg,

Yang and Restifo, 2004; Slingluff and Speiser, 2005; Timmerman and Levy, 2004).

The last two decades have seen enormous breakthroughs in the molecular under-

standing of autologous tumour cell recognition by the adaptive immune system. The

identification and utilization of tumour antigen for active-specific vaccination has

proven successful in expanding in vivo the number of antigen-specific T cells

(Cormier et al., 1997; Salgaller et al., 1996). However, no correlation was noted

between the extent of the tumour antigen specific immune response and its clinical

effectiveness (Cormier et al., 1997; Lee et al., 1999; Salgaller et al., 1996) and, more

generally, very little clinical benefit in the form of rare cancer regressions was

observed (Marincola and Ferrone, 2003; Rosenberg, Yang and Restifo, 2004). The

ensuing paradoxical scepticism toward active-specific immunization (Rosenberg,

Yang and Restifo, 2004), is, in our opinion, mostly the result of that hasty aspect

of human nature which sometimes overtakes scientific thinking, allowing expecta-

tions to obfuscate cogent molecular realities. For this reason, we often naively expect

an easy translation of novel therapeutic strategies crafted in animal or experimental

models into improvements in patient care, disregarding that intrinsic property of

human pathology that makes it elusive to over-simplification (Marincola, 2003).

More specifically, a T cell-specific epitope can be logically expected to induce

proliferation and activation of T cells when administered as an immunogen, but this

cannot be expected to induce cancer regression simply because the downstream

events related to T cell localization at the tumour site, proliferation and activation, are

beyond the control of the effects of immunization on the afferent loop of the immune

system.

In tune with the purpose of this book, we will discuss the reason why tumour

deposits most often tolerate the presence of circulating tumour antigen-specific

T cells. In addition, we will present some observations that might explain occasional

tumour regression, framing the topic of this chapter with the enigmatic term ‘immune

responsiveness’ (Wang and Marincola, 2001). In particular, we will discuss how

hypothesis-generating tools may best apply nowadays to outlining logically the

basis of human tumour immune responsiveness in contrast to academically more

acceptable hypothesis-driven speculations. Finally, we will summarize the concept

of immune responsiveness, taking into account global variables related to the

polymorphic nature of human immune response (Jin, Marincola and Wang 2004;

Jin and Wang 2003) and the extensive heterogeneity of human cancer (Wang et al.,

2004b).
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Hypothesis-driven research with its comfortable minimalist approach to problem-

solving has failed to produce results when the academic exercise reaches the clinical

setting for the simple reason that most of the hypotheses have not been generated

through direct clinical observations but through artificial systems (Marincola, 2003).

Although this reflects a general problem confronted in translational medicine

(Mankoff et al., 2004), it particularly applies to tumour immune biology because

this is a particularly complex system encompassing the complexity of human immune

responses characterized by extensive species variability (polymorphism) and epige-

netic adaptations on one side and the intrinsic heterogeneity of cancer and the rapid

evolution of cancer phenotypes due to genetic instability on the other (Wang et al.,

2004b; Wang, Panelli and Marincola 2003). In this chapter, we will describe the

application of high-throughput tools to address human reality with a hypothesis-

generating attitude best fitted to address its heterogeneity. In particular, we will

discuss tools that can allow the dynamic study of systemic and intratumoral immune

phenomena through serial analysis of human samples before, during and after

therapy.

7.2 Defining Tumour Immune Responsiveness

It should first be observed that tumour immune responsiveness is a general term

that may include a variety of biological phenomena associated with the interactions

between the host immune system and invading cancer cells in the context of

distinct therapeutic approaches. For this reason, two logical approaches could be

considered: the first is to categorize tumours of different histology and segregate

individual treatments and analyse immune responsiveness in the context of each

individual permutation. An approach that we have much preferred is to consider

the phenomenon of immune responsiveness as part of a general acute immune

reaction against self, similar to other autoimmune phenomena and look for common-

alities among different cancers and their treatments. In particular, we have been

interested in the identification of appropriate human cancer models to study

immune responsiveness. For instance, testing in humans the effectiveness of

TA-specific cancer vaccines has provided an unprecedented opportunity to dissect

at the molecular level T cell–tumour interactions (Marincola and Ferrone, 2003).

Most of this progress stemmed from the study of patients with advanced melanoma,

while other immune responsive cancers remained unexplored. Among them, we have

focused on basal cell carcinoma (BCC) and nasopharyngeal carcinoma (NPC). Yet

we believe that there is a scientific need to study cancers other than metastatic

melanoma. It could be argued that similar biological phenomena may result from

convergence of different pathways into a final outcome represented by a least

common denominator that, although masked by irrelevant biological variables,

governs their occurrence. Thus, the immune responsiveness of melanoma could be

compared with that of renal cell cancer or BCC, which are also quite responsive

to immune manipulation in spite of distinct biological profiles. Our hypothesis is
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that, by identifying commonalities and diversities among various cancers, it will be

possible to sieve those patterns that may be most relevant to immune responsiveness

and/or lack of it.

7.3 Studying Immune Responsiveness in Human Tumours

Basal cell carcinoma and its responsiveness to toll receptor ligands

Imiquimod is a small molecule developed by 3-M (St Paul, MN, USA) as an anti-viral

agent but soon recognized as possessing anticancer activity through stimulation of

innate immune mechanism(s) (Richwald, 2003; Urosevic et al., 2003). This drug is

too toxic for systemic administration and it is predominantly used for the local

treatment of skin cancers such as squamous cell carcinoma and BCC. In the case of

BCC, Imiquimod induces an acute inflammatory process followed in the large

majority of cases by complete regression of BCC. Like interleukin-2, Imiquimod

has no direct anticancer activity and its mechanism(s) of action appears to be related

to the induction of acute inflammation associated with massive infiltration of

macrophages and dendritic cells (Urosevic et al., 2003). It is reasonable to postulate

that this treatment model could yield useful information about the postulated least

common denominator responsible for tumour rejection. We therefore designed in

collaboration with the National Naval Medical Center and the Pathology Department,

NCI, a clinical protocol aimed at the study of the genetic and immunohistologic

profile of BCC lesions undergoing treatment with Imiquimod to be compared with

our previous findings in the context of melanoma (Panelli et al., 2002; Wang et al.,

2002). The results of this study are currently been analysed and will, hopefully, shed

light on the mechanism(s) of immune responsiveness.

Metastatic renal cell carcinoma and cutaneous melanoma

Another interesting phenomenon is the similarity in clinical behaviour of renal cell

carcinoma and metastatic cutaneous melanoma. Both tumours are particularly sensitive

to the administration of a systemic pro-inflammatory agent such as interleukin-2 or

interferons. The example of the systemic administration of interleukin-2, a drug

approved by the Food and Drug Administration specifically for the treatment of these

diseases (Atkins et al., 1998; Atkins, Regan and McDermott, 2004; Yang and

Rosenberg, 1997), is outstanding. In spite of its commercial utilization, very little

is known about the mechanism(s) inducing tumour regression and/or toxicity.

Possibly, these two cancers (or the subgroup that responds to therapy) may share a

number of intrinsic biologic characteristics conducive to immune attack. However,

here is where similarities and yet interesting differences are also noted. For instance,

melanoma is considered ‘highly immunogenic’ because of the relative ease with

which tumour-reacting T cells can be expanded in vitro (Itoh, Tilden and Balch, 1986;
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Kawakami et al., 1992; Wolfel et al., 1989) from metastatic lesions and the wealth

of tumour-associated antigens that they recognize (Brinckerhoff, Thompson and

Slingluff, 2000; Novellino, Castelli and Parmiani 2004; Renkvist et al., 2001).

Immunogenicity or ‘antigenicity’ in itself does not seem, however, to explain the

observed biological phenomenon of melanoma immune responsiveness to interleu-

kin-2 administration since renal cell cancer arguably as sensitive to such treatment

does not share this biological characteristic. Therefore, it is possible that the tendency

of metastatic cutaneous melanoma to recruit tumour antigen-specific T cells is not the

reason for its immune responsiveness but rather symptomatic of a biological milieu

that favours tumour rejection in response to interlukin-2 administration, and at the

same time favours the recruitment of T cells in melanoma lesions and their exposure

to melanoma-restricted T cell epitopes. We have been interested in studying

commonalities between these two cancers comparing their global transcriptional

profile with other nonimmune responsive cancers. In a recent analysis of a large

microarray data set, we identified a large number of genes whose expression is

predominantly restricted to metastatic cutaneous melanoma. Among those genes, we

identified a characteristic immunologic signature that robustly distinguished mela-

noma from any other cancer (Wang et al., 2004c). Analysis of the genes included in

this melanoma-specific immunologic signature suggested a specific presence of

natural killer cell function and in particular activation of immune effector function.

Comparison of the expression profile of primary renal cell carcinoma specimens did

not reveal a similar pattern (Wang et al., 2004a). Unfortunately, no metastatic renal

cell samples were available for this study. Since primary renal cell cancer is not as

sensitive to immunotherapy as metastatic lesions (Bex et al., 2002), we could not

exclude the possibility that the immunologic signature specific of melanoma could

explain its immune responsiveness as well as that of metastatic renal cells. Hopefully,

future studies will elucidate this point. The same study, however, revealed a large

proportion of genes coordinately expressed by both melanoma and renal cell cancer.

Unfortunately, the function of most of these genes remains to be elucidated.

Obviously, this line of study will need to be pursued more aggressively in the future

by comparing these two diseases (and in particular material from metastatic renal cell

carcinoma) to other nonimmunogenic cancers in natural conditions and in response to

immune therapy. Another interesting observation is the association reported between

the expression of Carbonic anhydrase IX and survival in advanced renal cell

carcinoma (Bui et al., 2003). This is an interesting observation because others have

reported an association between the expression of this enzyme and responsiveness to

interleukin-2 therapy (Atkins, Regan and McDermott, 2004). Once again, comparison

of the transcriptional profile of metastatic melanoma and renal cell carcinoma did not

reveal similarities in the expression of this gene (Wang et al., 2004a). However,

metastatic melanoma frequently expressed carbonic anhydrase III, opening up the

possibility that enzymatic redundancy may explain their similar behaviour.

Obviously, all these examples underline the hypothesis-generating attitude in which

they were performed. More extensive analyses will need to be conducted to test

whether any of these observations truly relate to immune responsiveness.
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7.4 Immune Responsiveness in the Context of Therapy

The mechanism of action of interleukin-2

Interleukin-2 mediated tumour regression stands as a prototype phenomenon of

immune responsiveness (Panelli et al., 2003). When it occurs, tumour regression is a

dramatic event characterized by tenderness and swelling of tumour lesions before

they disappear. Although relatively rare, this phenomenon is quite remarkable and

resembles in many ways an acute autoimmune reaction. Learning about this dramatic

biological phenomenon may improve our chances of expanding its usefulness to other

clinical settings and at the same time limiting its relatively high toxicity. We have

recently re-framed the hypothesis of how intereleukin-2 acts when systemically

administered, excluding a facilitator role in T cell migration to the tumour site as

suggested by others (Rosenberg et al., 1998). In addition, we could not document

induction of T cell proliferation, activation at the tumour site or induction of tumour

cell death through a cytotoxic cytokine cascade (Panelli et al., 2002). This conclusion

was based on direct analysis of transcriptional profile changes in melanoma

metastases during systemic interleukin-2 therapy obtaining snapshots 3 h after the

first and fourth dose of systemic cytokine administration through repeated fine needle

aspirates (FNA). Real-time observation of human disease under therapy suggested

that the predominant action of systemic interleukin-2 administration is to induce

activation of mononuclear phagocytes with a bi-polar tendency toward a classic

macrophage on one side and/or activated presenting cells on another. Subsequent in

vitro studies suggested that this effect on tumour-associated monocytes probably

results from a secondary release of an array of cytokines by circulating and/or

resident cells in response to interleukin-2 rather than by a direct effect of this cytokine

(Nagorsen et al., 2004). A recent analysis of the protein profile of sera obtained 3 h

after the first and fourth dose of systemic interleukin-2 administration outlined the

complexity of the organism response to this treatment with a broad array of soluble

factors increasing in concentration on a logarithmic scale, several of them with

pleyotropic activities ranging from chemo attraction, pro- and anti-inflammatory

properties, vascular adhesion and angioregulation and, finally, pro-apototic activity

(Panelli et al., 2004). Most importantly, several of the soluble factors released in

response to interleukin-2 administration had the opposite biological activity on

mononuclear phagocytes based on experimental models (Mantovani et al., 2002;

Nagorsen et al., 2004) as well as possible clinical effects including toxicity or

response to therapy. This type of study emphasizes the need for a broader, discovery-

driven and/or hypothesis-generating approach to the study of human disease, taking

advantage of modern, high-throughput methods. The identification of specific

biological patterns whether in the systemic circulation or in the tumour microenvir-

onment associated with toxicity pattern or therapeutic effectiveness of this cytokine

will be important not only to make this therapy safer and more affective but also to

shed light on the mechanism(s) mediating immune responsiveness in the context of

these and possibly other cancers.
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Although these studies were quite informative about the general mechanism of

action of interelukin-2, they were not as informative with regard to the mechanism(s)

occurring during tumour rejection. Interestingly, however, one of the six patients

analysed in this pilot study convincingly responded to treatment (Panelli et al., 2002).

Analysis of the genetic profile of this single patient compared with that from samples

obtained from nonimmune responsive lesions from other patients identified a small

set of genes strongly upregulated during immune regression. Interestingly, several of

the genes identified had been simultaneously reported by another group as associated

with acute rejection of kidney allograft (another T cell-mediated phenomenon),

suggesting that these mechanism(s) are similar if not identical. Interestingly, several

of the genes identified suggested that tumour rejection in response to interleukin-2

therapy is associated with a switch from a chronic to an acute inflammatory process

with expression of several genes associated with cytotoxic function such as NK4 and

NK-G5 (Panelli et al., 2002). In particular, NK4 may deserve special attention as this

gene is already differentially expressed in melanoma metastases with a high degree of

significance compared with other nonimmunogenic tumours (Wang et al., 2004c).

7.5 The Spatial Dimension in the Quest for the Target

Localization of T cells at the tumour site

It been experimentally shown that localization at the tumour site is necessary for the

fulfillment of the effector function of human tumour antigen-specific cytotoxic

T cells. The administration of tumour-infiltrating lymphocytes labelled with 111Indium

demonstrated that tumour regression occurs only when the transferred cells localize

within the lesion (Pockaj et al., 1994). This important observation underlines the

relevance of the presence of antigen-specific T cell at the tumour site as a mandatory

contributor of tumour rejection. Although necessary, localization is not sufficient.

Indium fact, in the same study several cases where observed of localization without

tumour regression. Similar observation could be made in the context of active-specific

immunization. A comparative expansion of tumour-infiltrating lymphocytes from

biopsies obtained before and after immunization suggested that it was easier to

expand immunization-specific T cells following immunization compared with before

(Panelli et al., 2000). An even more important observation came from the analysis of

interferon-g expression in melanoma metastases serially biopsied by FNA. Material

obtained from FNA performed during immunization had a higher content of

interferon-g messenger RNA compared with those obtained before immunization

(Kammula et al., 1999). The increase in IFN-g messenger RNA levels could be

attributed to the localization of vaccination-specific T cells at the tumour site by

identifying and enumerating them with tetrameric human leukocyte antigen (HLA) –

epitope complexes. Furthermore, the levels of interferon-g correlated tightly with the

expression by tumour cells of the antigen targeted by the vaccine. This suggests that

not only the T cells could localize at the tumour site but that they could also recognize
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tumour cells. Yet, this localization was not sufficient to induce tumour regression

since most of the lesions analysed continued their unaltered growth.

A quiescent phenotype of immunization-induced T cells

The previous observations are very important because they confirm that tumour

antigen-specific T cells induced by vaccination can reach the tumour site but they are

not able to expand in vivo and to exploit their potential anticancer activity in the

tumour microenvironment. If this observation is correct, various explanations could

be considered as previously discussed. We will here focus on the possibility that

circulating immunization-induced T cells rest in a physiologically quiescent state that

allows them to leave the lymph nodes draining the immunization site where their

loco-regional exposure to the immunogen occurred (Monsurro’ et al., 2004). This

hypothesis suggests that, after the primary stimulus, T cells need to be re-activated

in the target organ where they are re-exposed to the cognate antigen, and that such

re-activation requires a co-stimulatory stimulus besides antigen recall for the

induction of successful effector T cells. This is biologically intuitive in a teleological

sense because effector T cells are most efficiently utilized if they are only activated in

the presence of the relevant antigen and a danger signal that informs them of the

necessity of action (Matzinger, 2001). In fact, in a recent analysis of vaccination-

induced T cells, we observed in an in vitro model that full activation of effector

function as well as massive proliferation could only be achieved when T cells were

exposed to antigen recall plus interleukin-2 as a co-stimulating factor. In particular,

we noted that both stimulations were required for the complete activation. If we are

allowed to extrapolate the in vitro model to the in vivo situation, we could easily

picture how, at the tumour site, tumour antigen-specific T cells may be exposed to

antigen recall but seldom will sufficient co-stimulatory signals be present to induce

their full activation (Fuchs and Matzinger, 1996). This hypothesis raises the obvious

question: what are the requirements within the tumour microenvironment for full

T cell activation that may influence the outcome of immunotherapy and may switch a

dormant recognition of cancer cells into an acute rejection of cancer as observed in

the context of acute rejection of solid transplant organs? This question points to the

need for studying the tumour microenvironment and its complex biology.

7.6 Studying the Receiving end -- Tumour as an Elusive Target
for Immune Recognition

The role of escape, ignorance or immune editing

Cancer is a disease characterized by extreme genetic instability (Lengauer, Kinzler

and Vogelstein, 1998). Individual differences in telomere size (Londono-Vallejo,

2004), different patterns of methylation (Szyf, Pakneshan and Rabbani, 2004) and
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other factors may influence the patterns of growth and adaptation to the surrounding

environment of cancer cells. However, the role that environmental pressure mediated

by immune selection or other biologically relevant conditions may have in influen-

cing the rate of this natural process remains unclear. Animal models convincingly

show that the immune system plays a major role in regulating and modifying tumour

growth (Shankaran et al., 2001). A term has been suggested recently for this concept:

‘immune editing’ (Dunn et al., 2002; Dunn, Old and Schreiber, 2004), which differs

from the original idea of immune surveillance (Burnet, 1970; Smyth, Godfrey and

Trapani 2001) because it adds to the control of tumour growth by immune recognition

a plasticity of interactions leading to the sculpting the immunogenic phenotype of

tumour cells, which may in turn facilitate tumour progression (Dunn et al., 2002).

This process occurs in steps summarized by the acronym EEE, which includes at

the beginning the elimination (of target cells by immune cells). Subsequently an

equilibrium is stricken between the host immune response and the tumour cells,

which eventually degenerates into a situation of escape when tumour cells with a

phenotype capable of avoiding immune recognition take over the majority of the

tumour mass (Dunn, Old and Schreiber, 2004).

Immune editing has never been definitively demonstrated in humans because

the type of experimentation necessary to confirm that the de-differentiation naturally

occurring during the neoplastic process is influenced by the surrounding environ-

ment is impractical and in some circumstances unethical. This is because clinical

protocols would need to be designed where more effective therapies would be

compared with less effective and tissues would be compared for evidence of

escape with the hypotheses that more effective therapies would be more likely to

induce escape phenomena (Khong and Restifo, 2002; Marincola et al., 2003).

Obviously, such studies would be unethical and could be only done retrospectively

if appropriate material were available. Active-specific immunization may offer

the opportunity to study immune editing by comparing antigen loss variance

among groups of patients immunized against different antigens believed to have

similar therapeutic potential. There are, however, three problems that limit this

strategy: first, active-specific immunization in itself is not very effective in inducing

tumour regression and changes in antigen-expression are only seen when this

therapy is given in combination with cytokine stimulation (Jager et al., 1997;

Ohnmacht et al., 2001), which in turn decreases the specificity of the immune

response; second, epitope spreading in vivo may broaden the specificity of the

immune response to antigens other than the other targeted by the vaccination

(el-Shami et al., 1999; Lally et al., 2001; Vanderlugt and Miller, 2002); and finally,

the expression of several types of tumour antigens might be cocoordinately regulated

and, therefore, the growth of tumour cell phenotypes depleted of their expression may

be favoured by an immune response directed against one of them (Wang et al.,

2004c). This last difficulty could be overcome by immunizing with antigens

belonging to different categories that are not coordinately expressed, such as

melanoma differentiation antigens on one side and tumour testing antigens on the

other (Wang et al., 2004c).
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Nevertheless, some general observations support the concept that the evolution of

the neoplastic phenotype is accelerated by immune selection: (1) the neoplastic

process is by nature unstable (Lengauer, Kinzler and Vogelstein 1998) – gene

expression profiling has shown that the transcriptional program of cancer cells

evolves early in the determination of the disease and subsequent alteration in the

behaviour of tumours occurs because the most de-differentiated and aggressive

cellular phenotypes take over the other milder ones (Klein, 2003, 2004), offering a

venue for immune selection; (2) immune suppression, owing to disease or to

pharmaceutical manipulation to control transplant rejection, is associated with an

increased rate of cancer (Abgrall et al., 2002; Cottrill, Bottomley and Phillips 1997;

Euvrard, Ulrich and Lefrancois, 2004; Grulich, 2000; Lutz and Heemann, 2003;

Robertson and Scadden, 2003; Ulrich et al., 2004); (3) anecdotal examples have been

described by independent groups in which the phenotype of tumour cells changed to

promote their escape from the immune therapies (Hicklin, Marincola and Ferrone

1999; Jager et al., 1996, 1997; Lee et al., 1998; Marincola et al., 1994; Restifo et al.,

1996). Interestingly, most of these anecdotal observations were done on patients who

responded to immune therapy.

The evolution of cancer cell phenotypes can be altered by treatment other than

immune manipulation and some have argued that gene expression analysis should be

applied to study the dynamic profile of cancers undergoing various forms of therapy

(Ellis, 2003). Similarly, we have proposed that tools are now available to dissect in

real time changes related and specific to a given therapy through serial fine needle

aspirate (FNA; Wang and Marincola, 2000). With this strategy, we observed that the

pre-treatment level of expression of the gene targeted by active-specific immunization

(in this case the melanoma differentiation antigen, gp100/PMel17) did not predict the

immune responsiveness of melanoma metastases (Ohnmacht et al., 2001). However,

following the short-term kinetics of tumour antigen expression during therapy was

very informative and demonstrated a rapid loss of gp100/PMel17 in lesions under-

going clinical regression, while no changes were observed in progressing lesions.

Tumour antigen loss was partially specific since other tumour-specific antigens

belonging to the cancer/testis family and expressed selectively by tumour cells did

not change their level of expression. Interestingly, the expression of the melanoma

differentiation antigen MART-1/MelanA decreased in association with the expression

of gp100/PMel17, although the former was not targeted by vaccination. Indeed, we

had previously observed by immunohistochemical analysis that the expression of the

two melanoma differentiation antigens is relatively although not absolutely coordi-

nated in the majority of melanoma metastases (Cormier et al., 1998a, b; Marincola

et al., 1996a). Recently, we compared the genetic profile of melanoma metastases and

noted that the expression of melanoma differentiation antigens including gp100/

PMle17, Mart-1/MelanA, tyrosinase, tyrosinase related protein-1 and preferentially

expressed antigen in melanoma (PRAME) was tightly coordinated, suggesting

that their downregulation or loss of expression during melanoma progression may

be related to a central regulatory pathway not as yet identified (Wang et al., 2004c).

This finding may have important repercussions in the design of antigen-specific
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immunization protocols and at the same time may complicate the interpretation of

tumour antigen loss variant analysis by broadening loss of expression to antigens

other than those targetted by a given therapy.

Genetic profiling has been quite useful in analysing cancer progression in natural

conditions and during therapy, demonstrating the rate in which cancer phenotypes can

change and adapt to different environmental conditions. Several global transcript

analysis surveys suggest that tumours of the same histology can be differentiated into

molecularly defined subclasses beyond the discriminatory power of histopathological

observation and such distinction may have diagnostic and prognostic value (’t Veer

et al., 2002; Alizadeh et al., 2000; Bittner et al., 2000; Boer et al., 2001; Perou et al.,

2000; Takahashi et al., 2003; Wang et al., 2002; Wang, Panelli and Marincola, 2003;

Young et al., 2001). With minor exceptions (Perou et al., 2000), these studies did not

include a temporal dimension to the comparisons by evaluating the behaviour of the

same cancer at different time points in its natural progression. We have recently

argued that, while in some cases molecular subclasses may represent distinct disease

taxonomies associated with specific biological behaviours, temporal changes asso-

ciated with the dedifferentiation of cancer may contribute to the segregation of

taxonomically identical entities into separate groups. For instance, although origin-

ally we noticed that melanoma metastases can be segregated into two molecular

subclasses believed to represent distinct disease entities (Bittner et al., 2000), serial

sampling of identical metastases by FNA suggested that the two subclasses repre-

sented most likely temporal phenotypic changes since material from the same lesions

could cluster within either subgroup with a unilateral shift of the later samples toward

a less differentiated phenotype. This observation questions rigid classifications of

morphologically identical diseases based on single time point observations

(Marincola et al., 2003; Wang et al., 2002). Although this observation emphasizes

that dynamic state in which tumour growth occurs, they do not provide conclusive

evidence that the changes observed are due to the host’s immune pressure. These

studies only provide a potential molecular mechanism of evolution in the fast lane

that could facilitate tumour adaptation to unfavourable growth conditions. Future

studies should test whether a link exists between distinct global transcript patterns,

specific responses and subsequent escape from therapy using serial sampling of

identical lesions.

The basis of tumour phenotype change is not totally clear. To estimate the influence

of ontogeny on the transcriptional profile of cancer we analysed a series of primary

renal cell cancer accompanied by and paired with normal renal tissues subjected to

identical surgical manipulation and experimental preparation. The transcriptional

analysis of the paired specimens was compared with archival frozen samples of

melanoma metastases representing a putative extreme of diversity with regard to

ontogenesis and neoplastic progression as well as with various primary epithelial

cancers to frame the origin of similarities and discrepancies in the transcriptional

program. Primary renal cell cancers segregated into at least two molecular subgroups,

one of which contained only cancer samples while the other contained a mixture of

renal cell cancer samples and normal renal specimens. Gene signatures responsible
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for the segregation noted between the two subclasses of renal cell cancers demon-

strated that the cancers segregating with the normal kidney tissue shared the

expression of a large number of renal lineage-specific genes. If no information was

available about the transcriptional profile of paired normal tissues, it might have been

tempting to attribute such differences to separate taxonomies of disease as previously

done in the context of metastatic melanoma (Bittner et al., 2000; Wang et al., 2002).

This finding is very important because it suggests that the segregation of cancers of

the same histology into distinct molecular entities may simply represent their level of

de-differentiation at the particular time point evaluated rather than distinct biological

entities originating from diverse oncogenic mechanisms. In addition, comparison of

the genetic profile of renal cell cancers and other primary tumours suggested that only

a minority of genes related to oncogenesis was renal-specific, while in the large

majority the oncogenic process was shared not only among cancers of the same

histology but also by most primary tumours studied independently of their tissue of

origin. The implication of this observation is critical because it stresses the necessity

of studying immune editing and cancer cell evolution in a dynamic fashion respectful

of the time lines that might be most relevant to a particular therapy rather than

adopting a static attitude when comparing biological findings with clinical data.

7.7 The Role of the Host in Determining
Immune Responsiveness

Genetic background and immune responsiveness

Factor(s) independent of the individual tumour biology may also determine whether a

patient is more likely to respond to one therapy than another. The influence

that the genetic background of individual patients may have on the ability to respond

to biological therapies remains largely unexplored. An oversimplification of the

dynamics of the immune response may discriminate two distinct biological compo-

nents that may influence immune responsiveness during biological therapy: (a) the

genetic background of the patient; (b) the heterogeneous biology of individual

tumours.

Although genetic background has often been proposed as a predictor of immune

responsiveness, very little evidence exists that immune responsiveness is pre-

determined (Jin and Wang, 2003). Specific markers that may affect immune respon-

siveness, such as the HLA complex genes responsible for coding molecules involved

in antigen presentation, have not been conclusively linked to prognosis, response to

therapy and survival (Lee et al., 1994; Marincola et al., 1996b; Rubin et al., 1991;

Wang, Marincola and Stroncek, 2005). Associations between polymorphisms of

cytokine genes and predisposition to develop melanoma or other cancers (Howell

et al., 2002; Howell, Calder and Grimble 2002) suggest a genetic influence in the

immune modulation of cancer growth. However, the relevance of immune poly-

morphism as a modulator of the immune response to biological therapy has never
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been addressed in the context of tumour immunology (Howell, Calder and Grimble,

2002; Jin and Wang, 2003). This factor should be considered in future studies as

techniques are becoming available that are suitable for the screening at a genome-

wide level of polymorphisms in clinical settings (Jin and Wang, 2003; Wang et al.,

2003). Preliminary work in our laboratory suggests, for instance, that racial back-

ground may determine the transcriptional response of circulating immune cells to

cytokine stimulation (unpublished data). Linking this information to genomic detec-

tion of polymorphic sites might explain the results. Obviously, such genetic pre-

determination needs to be explored in the future, not only comparing distinct ethnic

backgrounds but various subsets of patients who demonstrate distinct responsiveness

to immune therapy.

The mixed response phenomenon

The mixed response phenomenon is one of the most fascinating examples of the

balanced influence that genetic predisposition and individual tumour biology may

have on immune responsiveness. Very little has been documented in the literature

about this biological phenomenon which is, however, relatively well known to

clinicians treating with biological therapy metastatic cutaneous melanoma and

renal cell carcinoma patients. Multiple lesions in patients with advanced forms of

these cancers have a propensity to respond differently to immunotherapy with some

regressing and others progressing in response to the same treatment. Considering the

genetic background and immune status of the individual bearing such lesions as a

constant at that point of time, the observation of the mixed responses suggests that

different conditions in the microenvironment of distinct synchronous metastases

present in the same individual may strongly affect the outcome. Obviously, the

observation of the mixed response phenomenon does not exclude the possibility that

genetic background could separately segregate individuals likely to respond from

those who are unlikely to respond. It simply suggests that, among those likely to

respond, some lesions may be more immune responsive than others. Because tumour

immunology merges the intricacy of human immunology with the complex biology

of cancer, the study of anticancer immune responses in humans should, therefore,

include the analysis of the biology of individual tumours as, contrary to other immune

phenomena, the immune systems confront in cancer a heterogeneous and potentially

rapidly evolving target. This may also explain why experimental animal models

created to bypass the complexity of humans through inbreeding and standardization

of cancer cell clones rarely predict human response to therapy, although they have

been extremely powerful tools for testing basic immunological concepts. Overall, this

observation represents in our eyes the most powerful example of the complexity of

tumour immune biology in humans and underlies the need to confront it with

powerful tools that can address the genetic make-up of patients, their epigenetic

adaptation to environmental stimulae and the evolving nature of tumour biology

(Wang, Panelli and Marincola, 2003).
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7.8 Concluding Remarks

To summarize, we discussed in this chapter various phenomena that exemplify the

complexity of studying immune responsiveness in humans. In spite of such complex-

ity, however, we believe that these examples are fundamental departure points for

future investigations because they represent the reality of human disease. Experi-

mental animal models have failed to shed light on human pathology because they are

not designed based on true human observation. This decade and the following ones

will hopefully mark a turn in the exploration of human tumour immune biology by

shifting its attitude from an arbitrary hypothesis-driven approach to a hypothesis-

generated approach based on direct human observation.
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8
Chemokines Regulate Leukocyte
Trafficking and Organ-specific
Metastasis

Andor Pivarcsi, Anja Mueller and Bernhard Homey

Abstract

Recently, small chemotactic proteins called chemokines have emerged as critical

regulators of organ-specific homing of both leukocytes and nonhaematopoietic cells

during organogenesis and normal tissue homeostasis. Chemokines play important roles

in orchestrating and integrating the afferent and efferent limbs of the immune system

and they are implicated in the integration of innate and adaptive immune responses.

Although it has been recognized for over a century that the organ preference for

metastasis is a nonrandom process, only in the last decade have we started to understand

that tumour dissemination is critically regulated by the chemokine system. Accumulat-

ing evidence suggests that the organ-specific metastasis of tumours is aided by

interactions between functional chemokine receptors expressed on the metastatic tumour

cells and the expression of their corresponding chemokine ligands in target organs.

Hence, tumour cells seem to ‘hijack’ the chemokine system and utilize chemokine

gradients for directing metastasis, growth and survival. This chapter aims to summarize

the recent findings about the multiple roles of chemokines in cancer metastasis.

8.1 Chemokines and Chemokine Receptors

Chemokines are small (8–11 kDa) chemotactic proteins which play a central role in

the organization of innate and adaptive immune responses (Homey and Zlotnik, 1999;

Matsukawa et al., 2000). The chemokine superfamily (45 members in the human) is

thought to be among the first functional protein families completely characterized at

the molecular level, offering a unique opportunity to systematically characterize their

involvement in physiological and pathophysiological processes. Most chemokines
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have four characteristic cysteines and, depending on the motif displayed by the first

two cysteine residues, they have been classified into CXC (termed as CXC ligands,

CXCL), CC (CCL), XC (XCL) and CX3C (CX3CL) chemokine classes (Zlotnik and

Yoshie, 2000). In addition, the CXC subfamily has been divided into two groups

depending on the presence of the ELR motif preceding the first cysteine residue: the

ELR-CXC and the non-ELR-CXC chemokines (Rossi and Zlotnik, 2000).

Chemokines bind to pertussis toxin-sensitive, 7-transmembrane-spanning G-

protein coupled receptors (GPCRs; Zlotnik and Yoshie, 2000). To date 18 chemokine

receptors have been identified in human: receptors for the CXC chemokines CXCR1–7;

the CC chemokines CCR1–10; the receptor for CX3C chemokine CXCR1; and the C

chemokine XCR1 (Murphy et al., 2000). In addition, there are several ‘orphan’

GPCRs, which may also be chemokine receptors for as yet unknown ligands

(Laitinen et al., 2004). Chemokine receptor signalling activates different pathways

that sustain cell survival, induce gene expression and most importantly enable

directional cell migration.

Interestingly, there is a certain degree of promiscuity in the chemokine superfamily

with many ligands binding different receptors or vice versa. So-called ‘cluster’

chemokines representing chemotactic proteins, which share a distinct chromosomal

location, are likely to bind to the same receptors. In contrast, ‘noncluster’ chemokines

are ligands, which demonstrate a unique chromosomal location and tend to present a

restricted or even specific chemokine receptor interaction (Homey and Zlotnik, 1999;

Zlotnik and Yoshie, 2000). Findings of recent studies show that, in contrast to cluster

chemokines, noncluster chemokines mediate nonredundant biological functions.

Initially, chemokines have been functionally defined as soluble factors able to

control the directional migration and organ-specific recruitment of leukocytes, in

particular during infections and inflammation. It appears, however, that chemokines,

expressed by virtually all cells including many tumour cell types, are also involved in

a number of other physiological and pathological processes including inflammation,

metastasis, angiogenesis, wound healing and lymphoid organ development (Rossi and

Zlotnik, 2000).

During the multistep process of leukocyte trafficking comprising the floating,

rolling, adhesion and extravasation of cells, chemokine ligand–receptor interactions

mediate in an integrin-dependent manner the firm adhesion of rolling leukocytes to

the endothelium and initiate transendothelial migration from the blood vessel into

perivascular pockets (Tan and Thestrup-Pedersen, 1995; Moser and Willimann,

2004). From perivascular spaces, matrix-bound sustained chemokine gradients direct

tissue-infiltrating leukocyte subsets to distinct anatomical locations within peripheral

tissues (Homey and Bunemann, 2004). Chemokine receptors expressed on specific

leukocyte subsets mediate directional migration of the cells toward tissues and organs

expressing the corresponding chemokine (Table 8.1).

One of the best examples for the mechanism by which chemokine–chemokine receptor

interactions mediate the organ-specific recruitment of leukocytes is CCR10, whose

respective ligand CCL27/CTACK is produced by epidermal keratinocytes (Morales et al.,

1999; Homey et al., 2000). The cutaneous lymphocyte-associated antigen (CLA)
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identifies a subset of skin-homing memory T cells. Some 80–90 per cent of memory T

cells in inflammatory skin lesions express CLA. In contrast, CLAþ T lymphocytes

represent only 10–15 per cent of the pool of circulating T cells and never exceed 5 per

cent of lymphocytes within noncutaneous inflamed sites (Picker et al., 1990; Berg et

al., 1991). These observations suggest that an active and specific recruiting process

focused on CLAþ memory T cells is present in inflammatory skin lesions. CLA

interacts with its vascular ligand E-selectin and mediates the rolling of distinct

leukocyte subsets along the vascular endothelium. However, E-selectin is not skin-

specific but it is expressed on inflamed endothelium of various tissues. Therefore,

other skin-specific cues must regulate the tissue-specific homing capacity of CLAþ

memory T cells.

CCL27 is abundantly expressed under homeostatic conditions and it is inducible by

pro-inflammatory mediators produced during skin inflammation (Morales et al.,

1999; Homey et al., 2002). The constitutive high level expression of CCL27 by

human keratinocytes suggest that chemokine is an important mediator of the

recruitment of CLAþ memory T cells during the homeostatic trafficking of leuko-

cytes as a part of the immune surveillance. Additionally, neutralization of CCL27, in

vivo, significantly impairs inflammatory skin responses in mouse models, mimicking

allergic contact dermatitis and atopic dermatitis, demonstrating a pivotal role for

CCR10/CCL27 interactions in the recruitment and retention of CLAþ CCR10þ
memory T cells in the skin (Morales et al., 1999; Homey et al., 2002). More recently,

CCL27–CCR10 interactions have also been shown to be involved in the selective

recruitment of cytotoxic lymphocytes to the skin in drug-induced cutaneous diseases,

providing another example of the central role of chemokine–chemokine receptor

interactions in organ-specific homing of leukocytes (Tapia et al., 2004).

Furthermore, it has been demonstrated that CCR7–CCL21 interactions play a

critical role in organizing the migration of antigen-loaded dendritic cells and naive T

and B cells into the lymph nodes (Gunn et al., 1999; Forster et al., 1999). CCR7 is

Table 8.1 Chemokine receptors associated with organ-specific recruitment of leukocytes

Chemokine

Receptor Ligand Biological function Reference

CCR7 CCL19

CCL21

Homing to secondary lymphoid

organs, e.g. lymph nodes

(Forster et al., 1999; Gunn

et al., 1999)

CCR9 CCL25 Immune cell trafficking to the gut (Youn et al., 1999; Zabel

et al., 1999)

CCR10 CCL27 Skin-selective recruitment of

memory T cells

(Homey et al., 2002)

CXCR4 CXCL12 Multiple; organogenesis,

haematopoetic system, trafficking

to lung, liver, brain, etc.

(Gunn et al., 1999; Sallusto,

Mackay and

Lanzavecchia, 2000)

CXCR5 CXCL13 B cell homing to the lymph nodes (Forster et al., 1996)
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expressed on the cell surface of naive T and B cells and its expression is upregulated

in dendritic cells during maturation, while the respective ligands, CCL21 and CCL19,

are abundantly expressed by the secondary lymphoid organs including lymph nodes.

Similarly, CXCR5/CXCL13 interactions play a pivotal role in the regulation of B cell

migration and localization in secondary lymphoid organs (Forster et al., 1996).

CCL25 is abundantly expressed in the epithelial cells of the small intestine; it plays

an important role in the selective extravasation of memory T lymphocytes and/or in

the migration of CCR9þ lymphocytes into the intestinal tissue (Zabel et al., 1999;

Papadakis et al., 2000).

Interestingly, the ligand of CXCR4, CXCL12, is produced in multiple organs

including liver, lung and bone marrow. In addition to mediating directional migration

of leukocytes, CXCR4–CXCL12 interactions play a critical role in the embryonic

development by regulating the migration of progenitor cells into the appropriate

microenvironments, suggesting that CXCR4–CXCL12 interactions are vital for the

migration of both haematopoietic and nonhaematopoietic cells, in vivo (Rossi and

Zlotnik, 2000).

Taken together, circulating immune cells are known to use chemokine receptor-

mediated mechanisms to home on specific organs (Table 8.1). Therefore, chemokines

are critical regulators of organ-specific homing of both leukocytes and nonhaemato-

poietic cells during organogenesis and normal tissue homeostasis. Chemokines play

important roles in orchestrating and integrating the afferent and efferent limbs of the

immune system and they are implicated in the integration of innate and adaptive

immune responses.

It has been recognized for over a century that the organ preference for metastatic

colonization is influenced by interactions between the circulating tumour cell (the

Table 8.2 Chemokine receptors associated with organ-specific metastasis

Chemokine

Receptor Ligand Tumour type(s) Target organ(s) Reference

CCR7 CCL19

CCL21

Breast cancer,

melanoma, gastric

cancer,

oesophageal SCC

Lymph nodes (Muller et al., 2001;

Wiley et al., 2001;

Mashino et al.,

2002; Ding et al.,

2003).

CCR9 CCL25 Melanoma Gut (Youn et al., 2001;

Letsch et al., 2004)

CCR10 CCL27 Melanoma, cutaneous

T-cell lymphoma

Skin (Muller et al., 2001)

CXCR4 CXCL12 Breast cancer,

glioblastoma,

prostate cancer,

melanoma

Multiple; lung, liver,

brain, haematopoetic

system, etc.

(Muller et al., 2001;

Murakami et al.,

2002; Balkwill,

2004).

CXCR5 CXCL13 Non-Hodgkin’s

lymphoma

Lymph nodes (Durig, Schmucker

and Duhrsen, 2001)
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‘seed’) and the target host tissue (the ‘soil’). Stephen Paget wrote ‘An attempt is made

in this paper to consider ‘‘metastasis’’ in malignant disease, and to show that the

distribution of the secondary growth is not a matter of chance’ in the Lancet in 1889

(Paget, 1889). Recent findings describing the expression of a specific, nonrandom

pattern of functional chemokine receptors on tumour cells raise the possibility that

cancer cells may use mechanisms of leukocyte trafficking for metastatic dissemina-

tion (Table 8.2).

8.2 Chemokine Receptors in the Organ-Specific Recruitment
of Tumour Cells

Tumour metastasis represents the leading cause of mortality in most malignant

tumours. Clinicians and pathologists have long known that metastasis formation is

not a random but an organ-selective process (Paget, 1889). Most carcinomas

preferentially metastasize to particular distant organs, suggesting a critical role of

the organmicroenvironment for the localization of metastatic tumour cells. Similarly

to tissue-specific homing of leukocytes, tumour metastasis consists of a series of

sequential steps, all of which must be successfully completed. These include the

release of cancer cells from the primary tumour, invasion into lymphatic or vascular

vessels, adherence of a floating tumour cell to the endothelium at the target organs,

extravasation of tumour cells from the vessels into the tissues, and ultimately the

survival and proliferation of tumour cells in a new tissue environment (Chambers,

Groom and MacDonald, 2002; Murakami, Cardones and Hwang, 2004). Accumulat-

ing evidence now indicates that organ-specific metastasis is aided by interactions

between functional chemokine receptors expressed on the metastatic tumour cells and

the expression of their corresponding chemokine ligands in target organs. Recent

reports demonstrate that many tumour types express specific, nonrandom patterns of

chemokine receptors, which play a central role in defining the metastatic character-

istics of the given tumour entity.

CXCR4

Both CXCR4 and its ligand CXCL12 are widely expressed in normal tissues and play

a critical role in foetal development, mobilization of haematopoetic cells and

trafficking of lymphocytes (Rossi and Zlotnik, 2000). The importance of CXCR4–

CXCL12 interactions is highlighted by the fact that targeted disruption of either

CXCR4 or CXCL12 genes in knock-out mouse models results in a lethal phenotype

at the embryonic stage due to profound defects in haematopoietic, cardiovascular and

nervous systems (Rossi and Zlotnik, 2000). In vivo studies using neutralizing

antibodies to CXCR4 demonstrated its function in the homing and repopulation

of haematopoietic stem cells into the bone marrow. Collectively, these findings
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demonstrate a pivotal role for CXCR4–CXCL12 interactions in trafficking of

progenitor cells and leukocytes.

Recently Muller et al. (2001) demonstrated that, among all chemokine receptors,

human breast cancer cells specifically express CXCR4. The only known ligand for

CXCR4 is CXCL12 (SDF-1), which is particularly highly expressed in target organs

for breast cancer metastasis such as lung, liver and lymph nodes. Moreover, breast

cancer cells migrated toward tissue extracts from these target organs and this

migration could be partially inhibited by neutralizing antibodies against CXCR4.

Furthermore, neutralizing the interactions of CXCL12–CXCR4 significantly impaired

metastasis of breast cancer cells to regional lymph nodes and lung, demonstrating that

chemokine–chemokine receptor interactions play a critical role in the organ-specific

metastasis of tumors (Muller et al., 2001). These findings suggest that cancer cells

utilize chemokine networks involved in the organ-specific migration of leukocytes

and normal cell types during organogenesis for metastasizing into distant organs.

Behaving like leukocytes, CXCR4-expressing breast cancer cells follow chemotactic

gradients formed by the specific ligand, CXCL12, that is released in high quantities

only by certain organs such as lung, liver and bone marrow.

The involvement of CXCR4 in tumour metastasis to tissues highly expressing its

ligand is not limited to breast cancer as CXCR4 is expressed in many cancer types

including melanoma. Organ-specific patterns of melanoma metastasis also correlate

with the expression of CXCR4 as high expression of CXCL12 is reported at major

sites of metastasis, lung, liver and lymph nodes (Muller et al., 2001). Confirming

these observations, Murakami et al. (2002) demonstrated that overexpression of

CXCR4 gene in melanoma cells dramatically enhanced pulmonary metastases of

CXCR4-expressing cells following intravenous inoculation of tumour cells into

syngeneic mice, demonstrating that CXCL4 plays an important role in promoting

organ-specific metastasis.

Recent studies demonstrate that high levels of the chemokine receptor CXCR4

confer a more aggressive behaviour on prostate cancer cells and that CXCR4–

CXCL12 interactions participate in localizing tumours to the bone marrow and the

lymph nodes for prostate cancer (Darash-Yahana et al., 2004; Sun et al., 2005).

Moreover, CXCR4 may act not only as a homing receptor for circulating tumour

cells, but also as a positive regulator of tumour growth and angiogenesis, indicating

the possibility of using CXCR4 as a future therapeutic interventional target, even in

advanced cases of metastatic prostate cancer (Darash-Yahana et al., 2004).

Expression analysis indicated that CXCR4 is highly expressed in 57 per cent of

glioblastomas and in 88 per cent of the glioblastoma cell lines analysed. CXCR4

activation promotes survival, proliferation and migration of tumour cells through the

activation of extracellular signal-regulated kinases 1 and 2 and Akt (Zhou et al.,

2002). Accordingly, overexpression of CXCR4 in glioblastoma cell lines enhances

their soft agar colony-forming capability (Sehgal et al., 1998). In contrast, systemic

administration of CXCR4 antagonist AMD 3100 inhibits growth of intracranial

glioblastoma and medulloblastoma xenografts by increasing apoptosis and decreasing

the proliferation of tumour cells (Rubin et al., 2003).
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CXCL12, the specific ligand of CXCR4, upregulates the expression b1 integrin and

increases the adhesion of melanoma cells to fibronectin (Robledo et al., 2001). Thus,

signalling via chemokine receptors can enhance adhesion of tumour cells to the

extracellular matrix through regulation of the expression of adhesion molecules.

To date, the expression of functional CXCR4 has been described for at least 23

different types of cancer, including cancers of epithelial, mesenchymal and haema-

topoetic origin, showing that hijacking of leukocyte recruitment pathways is a

common means of metastasis formation (Balkwill, 2004).

CCR7

CCR7–CCL21 interactions play a pivotal role in organization of migration of antigen

presenting cells and naive T and B cells to lymph nodes, which are abundant sources

of CCL21. This unique role of CCR7–CCL21 interactions is supported by the

observation that, in plt/plt mice, which lack CCL21, maturing dendritic cells (DCs)

are not able to migrate from skin to lymph nodes (Gunn et al., 1999). Moreover,

targeted disruption of the CCR7 gene results in the impaired homing of naive T and B

cells into lymph nodes, demonstrating a central role for CCR7 during the recruitment

of lymphocytes into secondary lymphoid organs (Forster et al., 1999). Interestingly,

certain viruses interfere with the antigen presentation by blocking the upregulation of

CCR7 expression in DCs. Hence, virus may prevent DC migration to the draining

lymph nodes and the initiation of antiviral immune responses (Sallusto, Mackay and

Lanzavecchia, 2000).

Recently, elevated expression of CCR7 was detected in human malignant breast

tumours in comparison to normal breast tissue (Muller et al., 2001). The respective

ligands for CCR7, CCL19 and CCL21 (SLC) are highly expressed in secondary

lymphoid organs in which breast cancer metastases are frequently found. Studies

analysing tissue biopsies demonstrated that the most important factor determining

lymph node metastasis in gastric cancer was CCR7 expression in the primary tumour

(Mashino et al., 2002).

High CCR7 expression in oesophageal SCC correlates with lymphatic permeation,

lymph node metastasis, tumour depth and tumour-node-metastasis stage and is

associated with poor survival (Ding et al., 2003). Moreover, in vitro studies

demonstrated that CCL21 significantly increased the cell migration ability, pseudo-

podia formation and directional migration of oesophageal SCC cell lines, suggesting

that the CCR7–CCL21 receptor ligand system plays an important role in the lymph

node metastasis of esophageal SCC (Ding et al., 2003).

Moreover, Wiley et al. demonstrated that melanoma cells expressing functional

CCR7 metastasize 700-fold more efficiently to the draining lymph nodes following

injection of tumour cells into syngeneic mice then do melanoma cells that do not

express this receptor. Thus, cancer cells, including melanoma, appear to utilize the

same receptor (CCR7) used by dendritic cells and T cells for homing to the lymph

nodes (Wiley et al., 2001; Murakami, Cardones and Hwang, 2004).
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CXCR5

CXCR5 plays a pivotal role in the regulation of B cell migration and localization in

secondary lymphoid organs. Disruption of CXCR5 in knock-out mice leads to a

disturbed development of primary follicles (Forster et al., 1996). As a consequence of

impaired of B cell migration, these mice do not develop inguinal lymph nodes, have

fewer Peyer’s patches and show an altered architecture of the spleen (Forster et al.,

1996). In the mutant mice, activated B cells failed to migrate from the T cell-rich

zone into B cell follicles of the spleen and, despite high numbers of germinal

centre founder cells, no functional germinal centres develop in this organ (Forster

et al., 1996). The respective ligand of CXCR5, CXCL13, also known as B cell-

attracting chemokine (BCA)-1, is expressed in lymphoid tissues and is a selective and

highly efficacious chemoattractant for human blood B cells in vitro (Legler et al.,

1998).

Recent findings suggest that malignant B cells of different origin constitutively

express CXCR5 (Trentin et al., 2004). CXCR5 expression is particularly high in non-

Hodgkin’s lymphomas with lymph node involvement, supporting the concept that

CXCR5 and its ligand may be involved in the homing of circulating malignant B cells

into lymphoid tissues (Durig, Schmucker and Duhrsen, 2001). CXCL13 is able to

trigger migration of malignant B lymphocytes isolated from other types of leukae-

mias, including hairy cell leukaemia (HCL), mantle cell lymphoma (MCL), chronic

lymphocytic leukaemia (CLL) and marginal zone B cell lymphoma (MZL), indicat-

ing that chemokine receptor expression might play a role in malignant B cell

circulation (Trentin et al., 2004).

CCR10

Skin-infiltrating T cells play a pivotal role during the initiation and maintenance of

inflammatory and autoimmune skin diseases such as atopic dermatitis, allergic

contact dermatitis and psoriasis. Recent studies have identified the skin-specific

chemokine CCL27 (CTACK), which is expressed by human keratinocytes, and its

receptor CCR10 play a central role in the regulation of memory T cell recruitment

to the skin (Homey et al., 2002; Homey, 2004; Homey and Bunemann, 2004). In

mouse models of allergic contact dermatitis and atopic dermatitis, neutralization

of CCL27 significantly impairs inflammatory skin responses, demonstrating the

central role of CCL27–CCR10 interaction in the organization of T cell recruitment

to the skin (Homey et al., 2002). Interestingly, human malignant melanoma cell lines

and tumours frequently exhibit high levels of CCR10 expression in comparison to

normal human melanocytes (Muller et al., 2001; Murakami et al., 2003). The

association of CCR10 expression on malignant melanoma cells with the skin-

specific expression of its ligand and the high incidence of skin metastases in this

malignant disease support the involvement of CCR10 in melanoma metastasis

(Muller et al., 2001). Additionally, Murakami et al. demonstrated that overexpression
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of CCR10 in B16 melanoma cell line enhanced its tumour-forming capacity in mouse

ear. Interestingly, CCR10-transfected melanoma cells had an increased resistance for

Fas-mediated apoptosis and they were less susceptible to the host anti-tumour

response, suggesting that CCR10–CCL27 interactions play an important role in

tumour progression apart from their ability to affect skin-specific metastasis.

Cutaneous T cell lymphoma (CTCL) belongs to the large and heterogeneous group

of mature (peripheral) T cell neoplasms characterized by clonal expansion of a

mature CD4-positive clone with a THelper phenotype, putatively from a skin-homing

subset of memory T cells. Moreover, CTCL is characterized by the recruitment of

malignant T cell clones into the skin. Recent findings of Notohamiprodjo et al. (2005)

strongly suggest that CCR10 and its ligand CCL27 may contribute to the skin

infiltration of malignant T cells in this group of lymphoproliferative disorders.

CCR9

CCR9 is an excellent example for a chemokine receptor mediating the organ-specific

recruitment of leukocytes, since its ligand, CCL25 (TECK), is selectively expressed

by epithelial cells in the small intestine and thymus. CCR9–CCL25 interactions play

a pivotal role in the regulation of T cell trafficking, during T cell development and

mucosal immunity (Youn et al., 1999; Zabel et al., 1999). CCL25 is selectively

expressed by thymic epithelial cortical cells and thymic epithelial medullary cells,

therefore TECK/CCL25 may direct the centripetal intrathymic progression followed

by developing T cells, and/or constitute a thymic retention factor. CCL25 is also

abundantly expressed in the epithelial cells of the small intestine, therefore, in

addition to its role in the intrathymic T cell development, CCL25 may play a role in

the selective extravasation of memory intestinal T lymphocytes and/or in the

migration of CCR9þ lymphocytes into the intestinal tissue (Zabel et al., 1999;

Papadakis et al., 2000).

CCR9 has been shown to be highly expressed on malignant melanoma cells

isolated from small intestine metastases, suggesting that cell surface expression of

organ-specific chemokine receptors is associated with targeted metastasis (Letsch

et al., 2004). In addition to directional migration of cells expressing the receptor,

CCR9 activation also provides a cell survival signal (Youn et al., 2001), suggesting

that CCR9 and its ligands may promote survival or proliferation of cancer cells.

CXCR3

CXCR3 is expressed on the surface of a number of cell types, including activated T

cells and NK cells, subsets of inflammatory dendritic cells, macrophages and B cells.

CXCR3 is functionally active in a wide subset of T cells and is likely to be involved

in the regulation of T cell-trafficking into the epidermis given that its ligands, CXCL9

(Mig), CXCL10 (IP-10) and CXCL11 (I-TAC), are known to be highly expressed in
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the epidermis under inflammatory conditions. Recent data suggest that CXCR3, in

addition to other chemokine receptors, is also expressed on T and NK cell lymphomas

and is likely to be involved in the epidermotropism of the malignant T cells (Ishida

et al., 2004; Notohamiprodjo et al., 2005).

Recently, Kawada et al. (2004) demonstrated that melanoma metastasis to lymph

nodes was largely suppressed when CXCR3 expression in B16F10 cells was reduced

by antisense RNA or when mice were treated with specific antibodies against CXCL9

and CXCL10, suggesting that CXCR3 might be a novel therapeutic target to suppress

lymph node metastasis.

8.3 Cancer Therapy Using Chemokine Receptor Inhibitors

The ability of chemokine–chemokine receptor interactions to direct tumour cells to

target organs as well as their involvement in tumour growth and survival indicates

that interference with these interactions may have therapeutic potential in human

malignances. The results of studies using different cancer cell types show that

inhibition of chemokine receptors reduces the frequency of metastasis. Therefore,

academic and industrial research is now focusing on compounds blocking chemokine

receptors using different approaches including neutralizing antibodies, small syn-

thetic peptides and siRNAs.

Several years ago, it has been shown that treatment of SCID mice with anti-CXCR4

neutralizing mAbs after intravenous or orthotopic injection of human breast cancer

tumour cells significantly inhibited lung and lymph node metastasis (Muller et al.,

2001). Recently, a small molecule antagonist of CXCR4, named TN14003, has been

identified, which effectively blocked the binding of CXCL12 to CXCR4 and inhibited

breast cancer cell invasion in in vitro assays (Liang et al., 2004). In vivo, TN14003

significantly inhibited breast cancer metastasis to the lung, suggesting that CXCR4

antagonists can be useful therapeutic agents for the therapy of breast cancer

metastasis (Liang et al., 2004).

Systemic administration of another small molecule antagonist of CXCR4, AMD

3100, inhibited growth of intracranial glioblastoma and medulloblastoma xenografts

by increasing apoptosis and decreasing the proliferation of tumour cells (Rubin et al.,

2003).

RNA interference technology, silencing targeted genes in mammalian cells, has

become a powerful tool for studying gene function. Recently, independent groups

successfully blocked metastasis of breast cancer cells by silencing CXCR4 gene

expression with small interfering RNAs (siRNAs) specific to CXCR4 (Lapteva et al.,

2005; Liang et al., 2005). CXCR4-specific siRNAs not only impaired the invasion of

breast cancer cells in Matrigel invasion assay but also blocked breast cancer

metastasis in vivo, owing to inhibited metastatic capability of tumour cells. These

findings suggest that downregulation of CXCR4 gene expression by RNA inter-

ference can efficiently block cancer metastasis mediated by CXCR4–CXCL12

interaction (Lapteva et al., 2005; Liang et al., 2005).
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Collectively, additional studies will lead to the identification of novel chemokine

receptor antagonists, which may be used therapeutically in the treatment of tumours.

8.4 Conclusions

Breast cancer metastasis, as characterized by the original observation from Paget in

the nineteenth century, has a distinct metastatic pattern that preferentially involves the

regional lymph nodes, bone marrow, lung and liver, suggesting the existence of a

specific pathway that governs the metastasis of tumour cells. Recent studies provide

evidence that tumour cells use chemokine-mediated mechanisms during the process

of metastasis. According to our current knowledge, the organ-specific metastasis of

tumours is aided by interactions between functional chemokine receptors expressed

on the metastatic tumour cells and the expression of their corresponding chemokine

ligands in target organs. Investigation of metastatic pattern and chemokine expression

profile of different human tumours suggests that CCR7 plays a central role in the

formation of lymph node metastases, while CXCR4 and CCR10 are involved in

pulmonary and skin metastases, respectively. However, expression of chemokine

receptors on tumour cells provides not merely a cue for tumour cell migration. In

addition to mediating directional migration of tumour cells toward chemokine

gradients, chemokine–chemokine receptor interactions are likely to be involved in

processes related to the invasion, adhesion, transendothelial migration, survival and

growth of tumour cells in the target organ. Currently, small molecule antagonists

against chemokine receptors are subject to intensive investigations since inhibition of

these receptors may decrease the ability of tumour cells to disseminate, form

metastases and survive. Taken together, chemokine receptors may represent promis-

ing targets for the development of novel strategies to interfere with tumour progression

and metastasis.
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9
Towards a Unified Approach to New
Target Discovery in Breast Cancer:
Combining the Power of Genomics,
Proteomics and Immunology

Laszlo G. Radvanyi, Bryan Hennessy, Kurt Gish, Gordon Mills and Neil
Berinstein

9.1 Introduction

The sequencing of the human genome capped off a series of milestones in human

medicine and basic biology at the end of the last century (Venter et al., 2001). For the

first time we now have a roadmap of all the possible genes expressed in Homo

sapiens, including their chromosomal location and promoter and mRNA sequences.

In this new century our challenge is to meaningfully combine the information we

have obtained from our human genome sequencing efforts with powerful new tools in

bioinformatics, differential gene expression analysis and the emerging field of

proteomics to create a powerful systems biology tool to identify new human disease

markers as well as targets for disease therapy and disease prevention. This is

especially critical for the complex problem of cancer, where many signalling

pathways interact through the function of aberrant proteins modulating not only

the transformed phenotype but also the extent of the antitumour immune response. A

number of old as well as newly developed gene discovery technologies have

capitalized on the availability of the full human genome sequence and have led the

way in identifying new targets for both drug-based and immune-based therapy in

multiple types of cancer. These genomic-based techniques are now increasingly

being combined with other downstream technologies, such as proteomics and new
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immunological assay tools, needed to validate both the specificity and extent of

target gene expression at the protein level and for the identification of new targets

for cancer immunotherapy based on active vaccination and monoclonal antibody

treatment.

Our goal in this chapter is to describe some of the genomics-based approaches used

to identify genes overexpressed in breast cancer and how these high-throughput

genomics tools are being combined with new high-throughput proteomics methods in

conjunction with immunological assays defining new target immunogenicity, together

with mapping the ‘immunome’ of cancer cells, in a unified approach to new tumour

antigen discovery and validation (Figure 9.1). We will illustrate how we have used

both low-resolution chromosomal screens, such as comparative genomic hybridiza-

tion (CGH), and high-resolution screens using differential gene expression analysis

with DNA microarrays to find new targets in breast cancer. We will then describe how

these genomic approaches can been combined with proteomic tools (e.g. immuno-

histochemistry and protein chips) as well as immunologic assay tools (T-cell

reactivity and epitope identification) to further evaluate the suitability of new

candidate genes as potential targets and some of the key issues involved. Using

these approaches we have identified a number of different loci (e.g. 8q23.2) amplified

in the genome of breast cancer cells associated with specific genes overexpressed in

breast cancer that are not only tumour-specific but also potentially highly immuno-

genic. One of these genes, TRPS-1, mapped to chromosome 8q23.2, the region found

most amplified in breast cancer through CGH analysis. Another similar highly

overexpressed gene we identified was BFA5, which mapped to chromosome 10p11

and was identified as the NY-BR-1 gene found also at the Ludwig Institute for Cancer

Research (New York) using a totally different proteomics-based screening method

called SEREX (Jager et al., 2001). This attests to how widely different methodologies

can be used to discover common genes and antigens and how these different

technologies can be combined to validate new target genes in cancer and other

diseases.

In the final section we will look towards the future by addressing the emerging

problem of information complexity or ‘information overload’ in new tumour target

discovery and tumour immunology. We are clearly faced with a growing problem of

combining large data sets obtained from a large variety of different systems bridging

genomics, proteomics, immunology and initial clinical trials into a meaningful and

manageable information resource. Data on target gene expression analysis in tumours

under different conditions, proteomic assessments (e.g. IHC and tissue microarrays),

epitope identification and immunogenicity studies, target gene interaction at various

functional levels, how target expression and immunogenicity is altered under

different condition and disease stages, and finally, how all this relates to clinical

decision-making and the outcome of clinical trials, will eventually need to be

captured in a useable format. A key question is how we can effectively accomplish

this with manageable databases using some of the principles of systems biology.

Moreover, how do we decide what data should be considered and what data be

discarded (i.e. the quality or bar that a data set requires) when constructing such a
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database. Inevitably, in order to reap the fruits of our labour in new target discovery in

cancer we propose the development of a universal database using systems biology

principles that can be updated regularly and easily queried for information at any

level by any clinician or researcher in the world.

Figure 9.1 Approaches used for new target discovery in cancer for drug-based and antigen-specific

immunotherapy. Genomic approaches have led the way together with more recent developments in

proteomic technologies (indicated in the boxes). In addition to these technologies, the development of

new immunological assays, such as SEREX and mapping peptides eluted from HLA molecules, have

added an extra dimension to new target discovery for immunotherapy through direct identification

immunogenic peptides and whole tumour antigens at the protein level. These technologies will serve

to map the ‘immunome’ of cancer cells (all possible antigens in different types and stages of cancer)

and are linked to genomics and proteomic tools to verify full-length sequence and target prevalence. A

critical activity needed for further downstream work after initial antigen discovery is the generation of

suitable reagents such as expression vectors, gene knockdown reagents and antibodies in order to

validate target expression and tumour specificity, and for pre-clinical proof-of-concept studies. IHC

is a critical for assessing target expression at the protein level. Target validation can also involve

functional analysis of new target genes using siRNA knockdown when anticipating a drug-based

approach for therapy. This validation needs to confirm that target gene function is needed for tumour

cell survival and/or proliferation in vitro and in animal models. Immunological validation is needed

when anticipating targetted antibody-based or active vaccination approaches against a new target.

Identification of immunogenic epitopes capable of eliciting killing of tumour cells by CTL is a critical

criterion that needs to be met. Only after all these parameters have been met can a target be considered

‘validated’ for further downstream testing in clinical trials. (A colour reproduction of this figure can be

viewed in the colour plate section)
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9.2 The Use of CGH and DNA Microarray-Based Transcriptional
Profiling for New Target Discovery in Breast Cancer

Breast cancer is a genetically heterogeneous disease whose origin is still unknown

and difficult to predict. Multiple genetic alterations are found in breast cancer tissues,

including amplifications (gain of function), deletions (loss of function) and mutations

in key cell cycle, cell survival and DNA repair genes. The identification of new

chromosomal imbalances by microarray-based CGH coupled to microarray-based

transcriptional profiling has identified tumour-specific genes, including oncogenes

and suppressor genes whose gain or loss of function is associated with tumour stage,

invasiveness and clinical prognosis. Classic cases of altered genes are the HER2/neu

gene, found through fluorescence in situ hybridization (FISH) analysis (Band et al.,

1989; Coene et al., 1997), amplified in 25–30 per cent of invasive ductal carcinomas

and ductal carcinoma in situ (DCIS), and the p16INK4a gene loci, lost in more than 55

per cent of cases (Di Vinci et al., 2005; Holst et al., 2003; Yonghao et al., 1999). In

addition, many overexpressed genes are also targets of de novo cell-mediated immune

responses detected in peripheral blood and tumour-infiltrating lymphocytes from

breast cancer patients. The identification of genes associated with cell survival, or

critical to maintaining the transformed phenotype, that are also immunogenic is of

special interest because we would predict that antigen-loss variants that may be

induced by immunotherapy or drug therapy would not exist.

Gene dosage variations occur in many diseases. Detection and mapping of copy

number abnormalities provide an excellent approach for associating genetic aberra-

tions with disease phenotype and for localizing critical disease-related genes.

Deoxyribonucleic acid (DNA) copy number alterations are important in the patho-

genesis of many solid tumours, including breast cancer, although the reasons for these

changes are poorly understood (Devilee and Cornelisse, 1994). Oncogenes in

amplified or gained sequences may become activated while tumour suppressor

genes in deleted regions of the genome are lost. Thus, the identification of genes

located in areas of genomic loss or gain in breast and other cancers will assist us in

the elucidation of mechanisms of carcinogenesis and will allow us to determine new

potentially important molecular markers and therapeutic targets. HER2/neu, PTEN,

MYC and other important cancer-related genes were discovered through the identi-

fication of altered chromosomal regions in cancer (Li et al., 1997; Little et al., 1983).

In addition to mapping copy number abnormalities, the detection of chromosomal

breakpoint fusion genes due to chromosomal translocations in breast cancer and other

solid tumours is of increasing interest. This approach is quite advanced in the study of

leukaemia (e.g. PML–RAR and bcr–abl gene fusions), but so far has largely been

ignored in the solid tumour field (Claxton et al., 1994; Dong et al., 1993). A number

of different technologies have been employed to identify gene loss and gain of

functions, including metaphase chromosome karyotyping and restriction-length

polymorphism (RFLP) analysis. Loss of heterozygosity at key alleles such as those

of tumour suppressor genes such as Rb and p53 were found using these methods

(Chen et al., 1991; Xing et al., 1999). Spectral karyotyping (SKY) using fluorescence
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in situ hybridization (FISH) has improved the sensitivity and throughput of karyotype

analysis and is applicable to interphase cells (Bayani and Squire, 2002). A newer

method called comparative genomic hybridization (CGH) has recently been intro-

duced (Pinkel et al., 1998; Pollack et al., 1999). CGH affords the ability to survey the

genome with much higher resolution (<1 Mb) using overlapping genomic sequence

libraries and microarray-based fluorescent technology on chips allowing for rapid

high-throughput screening of many samples at a time.

Comparative genomic hybridization in breast cancer

CGH was developed to facilitate genome-wide DNA copy number determination

(Pinkel et al., 1998). Differentially labelled genomic DNA derived from a ‘test’ and a

‘reference’ cell population are co-hybridized to normal metaphase chromosomes with

blocking DNA used to suppress signals from repetitive sequences. This results in a

ratio of fluorescence intensities at locations on the ‘cytogenetic map’ of chromosomes

that is approximately proportional to the ratio of copy numbers of corresponding

DNA sequences in the test and reference genomes. However, there are a number of

limitations to the use of metaphase chromosomes; changes involving small genomic

regions (<20 Mb) and closely spaced abnormalities are not easy to detect, in part

because of limited resolution, and while changes can be mapped with cytogenetic

accuracy, it is difficult to link ratio changes to specific genomic markers.

Fluorescence in situ hybridization has higher resolution but is prohibitively

labour-intensive on a genomic scale. Array-based CGH using readily available

genomic BAC, P1, cosmid or cDNA sequences representing over 30 000 human

genes provide a reproducible locus-by-locus measure of copy-number variation.

This increases mapping resolution and is practically applicable to the entire genome

(Figures 9.2 and 9.3; Pinkel et al., 1998; Pollack et al., 1999; Snijders et al., 2001;

Solinas-Toldo et al., 1997). Arrays composed of large insert genomic clones

(bacterial artificial chromosomes or BACs, P1s and cosmids) provide a resolution

of approximately 1.4 Mb, although the use of overlapping clones allows mapping

with a resolution of <50 kb (Albertson, 2003). The positions of the clones used on

the array are accurately known relative to the genome sequence and genes mapping

within altered regions can be identified with genomic databases. Using this assay, it

is possible to identify genome-wide amplifications and deletions, even single copy

gains and losses, with high resolution. More recently, oligonucleotide array-based

single-nucleotide polymorphism (SNP) CGH has been developed and applied to the

study of breast cancer, and can distinguish different genetic mechanisms that lead to

loss of heterozygosity (Zhao et al., 2004). Oligonucleotide-based CGH is able to

detect amplifications with high accuracy and greater spatial resolution than

currently used array CGH platforms (Carvalho et al., 2004). Various statistical

methods are used to analyse data derived from CGH. Copy number transition points

in array-based CGH probably reflect breakage events leading to chromosome

rearrangements.
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In addition to providing markers for localizing recurrent amplicons with high

resolution, the identification of regions of DNA amplification and deletion in tumours

has facilitated, and will continue to facilitate, the discovery and functional assessment

of oncogenes and tumour suppressor genes important in cancer genesis and progres-

sion. For example, multiple recurrent regions of DNA amplification were detected in

a study of three breast cancer cell lines (BT474, MCF7 and UACC-812) and one

primary tumour (Pollack et al., 1999). A recurrent amplicon at 17q12–q21 in BT474,

UACC-812 and the primary tumour represents the HER2/neu amplicon and involves

several genes in addition to HER2neu (GRB7, MLN64/CAB1 and various ESTs)

which, though not as well studied as HER2neu, may also contribute to tumour

progression (Stein et al., 1994; Tomasetto et al., 1995). An amplicon at 20q12 shared

by BT474 and MCF7 includes the candidate oncogene AIB1 while BT474 and

UACC-812 share an amplified sequence at 20q13 that contains the candidate

oncogenes TFAP2C and STK15/BTAK/Aurora A (Anzick et al., 1997; Sen, Zhou

and White, 1997; Zhao et al., 2003). Interestingly, it was noted in this study that the

most highly amplified genes in both 20q sequences are in fact undetermined ESTs

and not known candidate oncogenes at these regions. This suggests that the known

genes may not be the most important at these amplicons in carcinogenesis.

Breast cancer cell lines are a practical starting point for discovery and functional

analysis of important genes in breast cancer. Although the degree to which in vitro

Figure 9.2 cDNA microarray DNA copy number analysis. Genomic DNA from tumour cells and

normal blood leukocytes are labelled with Cy5 (red) and Cy3 (green), respectively, and hybridized

together to arrayed cDNA elements and imaged by fluorescence confocal microscopy. The ratio of

intensity of the fluorescence measured for the two fluorophores for each cDNA element/gene

represents the relative DNA copy number in the two samples. Red represents gained (e.g. ERBB2 in

the figure), green decreased and yellow unchanged DNA copy number in the tumour compared with

normal cells. In fact, multiple independent elements represent the same gene on an array and an

average fluorescence ratio from all of these is actually used. (A colour reproduction of this figure

can be viewed in the colour plate section)
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studies reflect in vivo human breast tumours has long been debated, recent evidence

from array-based CGH actually suggests that the extent and pattern of genomic

instability in cell lines closely parallel human tumours (Lacroix and Leclercq, 2004).

Cell line studies reveal many loci of chromosomal copy number abnormalities,

including 35 recurrent high-level amplification sites (Table 9.1; detailed CGH profiles

available at www.nhgri.nih.gov/DIR/CGB/þþ þCR2000) and there is a substantial

degree of overlap with human breast tumours (Forozan et al., 2000). Using array-

based CGH, candidate oncogenes and tumour suppressor genes at these sites of DNA

copy number change can be identified. Other technologies being combined with CGH

to facilitate the discovery of overexpressed genes and genetic alterations in breast

cancer cells include expression profiling (Figure 9.4), suppression subtractive

hybridization and multiplex FISH (Xie et al., 2002). As discussed below, DNA

Figure 9.3 Examples of heterogeneous DNA instability in the primary breast cancer genome as

determined by comparative genomic hybridization. The frequency of copy number gain and loss in

subtypes of breast cancer are shown. The percentage of copy number gain (above 0, grey bars) and

loss (below 0; black bars) were calculated for ER-1-negative infiltrating ductal carcinoma (a), ER-1-

positive infiltrating ductal carcinoma (b), and ER-1-positive infiltrating lobular carcinoma (c)

(Reproduced from Loo et al., 2004 with permission).
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microarrays are an excellent way to delineate the specific genes found in amplified or

deleted regions detected by CGH. There are 24 highly upregulated genes in the breast

cancer cell line MCF7, 15 in ZR75-1, 80 in SUM-52, and 52 in SKBR3. The

corresponding numbers of highly downregulated genes are 247, 257, 174 and 118. In

these cell lines, several upregulated transcripts have chromosomal locations that

match DNA amplification sites (for example, MYBL2 at 20q13, RCH1 at 17q23,

TOPO II at 17q21–q22, NME1 at 17q21.3, and CAS at 20q13). FISH can be used to

confirm that specific gene copy numbers are changed in tumours.

Using array-based CGH to analyse paraffin-embedded advanced breast cancers, it

has been determined that the breast cancer cell genome contains on average 37 areas

of genomic gain and 13 areas of loss, although there is considerable heterogeneity in

Table 9.1 The most common chromosomal changes in breast cancer cell lines

and tumours and their frequency (reproduced from Forozan et al., 2000)

Gains Losses High-level amplification

8q (75%) 8p (58%) 8q23 (37%)

1q (61%) 18q (58%) 20q13 (29%)

20q (55%) 1p (42%) 3q25–q26 (24%)

7p (44%) Xp (42%) 17q22–q23 (16%)

3q (39%) Xp (42%) 17q23–q24 (16%)

5p (39%) 4p (36%) 1p13 (11%)

7q (39%) 11q (36%) 1q32 (11%)

17q (33%) 18p (33%) 5p13 (11%)

1p (30%) 10q (30%) 5p14 (11%)

20p (30%) 19p (28%) 11q13 (11%)

17q12–q21 (11%)

7q21–q22 (11%)

Figure 9.4 Concomitant assessment of DNA copy number changes and differential gene

expression by microarray (transcriptional profiling). Identification of the ERBB2 gene (HER2/neu)

is shown as an example of the use of DNA microarrays to validate CGH analysis. (Reproduced from

Pollack et al., 1998, with permission.) (A colour reproduction of this figure can be viewed in the

colour plate section)
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genome copy number (Figure 9.3; Nessling et al., 2005). Gains in more than

30 per cent of cases were found on 1p, 1q, 6p, 7p, 8q, 9q, 11q, 12q, 17p, 17q, 20q

and 22q, and losses on 6q, 9p, 11q and 17p. Of 51 chromosomal regions found to be

amplified, only 12 had been identified by metaphase CGH. Within these 51

amplicons, genome database information defined 112 candidate genes, 44 of which

were validated by either polymerase chain reaction (PCR) amplification of sequence

tag sites or DNA sequence analysis (Table 9.2). Thus, data from array-based CGH

and other newer genomic technologies are beginning to provide us with a multitude of

new potential markers and targets in breast cancer and other diseases. For example,

one of the most amplified chromosomal regions found in breast is 8q23.3. Using

microarray-based differential gene expression analysis we have found that one of the

genes in this locus, TRPS-1 (‘Trichorhinophalangeal Syndrome-1’) is highly over-

expressed in more than 90 per cent of breast cancers.

Differential gene expression methods to identify altered genes
in breast cancer

As described above, transcriptional profiling is being used in collaboration with

array-based CGH in an attempt to identify genes that are overexpressed or lost in

areas of chromosomal amplification and deletion. This is based on the assumption

that the expression of very important oncogenes and tumour suppressor genes in

carcinogenesis at areas of DNA copy number change is likely to be more affected

than other less important genes. In addition, the identification of deregulated genes at

sites of recurrent tumourigenic viral integration may also alert us to potentially

important candidate oncogenes as well as new tumour-associated antigens that can be

targetted in therapeutic vaccines. Transcriptional profiling using cDNA-based and

oligonucleotide-based microarrays (chips) has not only proven to be an excellent

second-step method to corroborate and refine findings made using CGH in breast

cancer, but has also been used as a first-line technology to directly screen RNA

isolated from tumour cell lines and biopsy samples to identify new potential

therapy targets (Jiang et al., 2002; Mackay et al., 2003; Seth et al., 2003). Other

differential gene expression profiling methods include differential gene display PCR

and subtractive cDNA hybridization. The goal of all transcriptional profiling

methodologies is to isolate and quantitate the expression of all RNA transcripts

from tumour cells (whole tumour tissue or laser-guided microdissected cells) in

comparison to RNA transcripts of non-tumour cells such as tissue samples from

panels of normal adult organs, adjacent normal tissue in tumours and nontransformed

cell lines.

In microarray analysis, samples of target cDNA and normal cDNA, labelled with

different fluorochromes, are mixed in equal proportions and hybridized to the chip

containing either full-length cDNAs or oligonucleotide sequences specific for the

genes queried on the chip (Guo, 2003; Ochs and Godwin, 2003). The differences in

signal intensities are used to detect and quantitate whether specific genes have
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Table 9.2 Incidence of amplified candidate genes identified by array-based CGH in 31 cases of

advanced breast cancer (reproduced from Xie et al., 2002, with permission)

Locationa n Genes verified by experimentb Additional genes listed in GDB

1p36 6 TP73, TNFRSF12, FGR,

E2F2

CCNL2, ESPN, WDR8, ID3, UPLC1,

TNFRSF25, FLJ20321, FLJ32825,

FLJ37118, KIAA0495, KIAA0562,

KIAA0720, KIAA1185

1q25–q31 2 LAMC2 LAMC1, RGS2, NMNAT2

1q32 1 MDM4

2p24 4 MYCN MYCNOS

2p23 1 RAB10

3q26 3 PIK3CA MYNN, TERC, ARPM1, KCNMB3

5p15 1 BASP1

6q25 3 ESR1

7p12 3 EGFR

7q31 4 MET

8p11 1 FGFR1 FLJ25409, WHSC1L1

8q24 6 MYC

9q34 5 LAMC3

10p15 2 PFKP, ADAR3, BS69,

PRKCQ

ZMYND11

11p15 3 HRAS

11q13 13 CCND1, FGF3, FGF4,

RELA, BAD

RARRES3, ESRRA, FKBP2, PRDX5,

PPP1R14B, DNAJC4, KCNK4,

HSPC152, PLCB3, MGC13045,

FGF19, GARP, ORAOV1, PAK1,

EMS1, VEGFB

12p12 1 ETV6

12q13–q15 9 GLI, CDK4, SAS,

TIP120A, MDM2

ERBB3, CPM

15q25 2 MAN2A2

15q26 4 IGF1R

17p11–p12 2 GRAP

17q12 10

17q21–q22 12 CAB2, ERBB2, RARA,

TOP2A

STARD3, NEUROD2, PNMT,

PPP1R1B, TCAP, PERLD1, BRCA1,

CTEN, IGFBP4, ZNFN1A3, GRB7

17q23 6 ABC1, BCAS3, RPS6KB1, FLJ37451

18p11 3 YES1

19q13 2 CCNE1, AKT2

20q12 7 NCOA3 (AIB1)

20q13 7 MYBL2, ZNF217, STK6 CSE1L, PTPN1, STAU, CSTF1

21q22 2 RUNX1 CLIC6

22q11 3 BCR

22q13 1 SOX10

GDB, GenomeDataBase.
a Genomic amplicons with incidences of 20% and higher are in bold.
b STS-specific PCR or DNA sequence analysis.
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increased, decreased or have not changed in expression levels. Gene chip profiling

can either query sequences from all possible ORFs as well as numerous ESTs or can

be more targetted using chips containing subsets of genes specific to certain

signalling pathways or systems (e.g. immune response-related genes). The technol-

ogy is more and more moving toward the use of oligonucleotide chips due to their

ease of manufacture and consistency. One of the most versatile array technologies is

the Affymetrix1 chip. These chips are manufactured using a lithographic printing

process to spot multiple 20–22-mer oligonucleotides from target gene sequences and

ESTs on small silicon-based chips (Hardiman, 2004; Mei et al., 2003).

Differential display PCR technology (DD) involves the amplification of cDNA

from tumour and surrounding tissue using random primers (Liang, 2002; Martin and

Pardee, 1999). Pools of PCR products are separated out on gels and differentially

expressed genes in the tumour identified by sequencing. A powerful corollary method

involves hybridizing amplified cDNA from the tumour target material against cDNA

generated from surrounding normal cells or a pool of cDNA isolated from a panel of

normal ‘indispensable’ tissues such as heart, kidney, lungs and brain. The nonhy-

bridized fraction is then separated from the common hybridized sequences. A large

number of tumour-associated antigens (TAA) and other tumour-specific genes have

been found using these approaches in breast, lung, colon and other adenocarcinomas

(Blok, Kumar and Tindall, 1995; Gardner-Thorpe et al., 2002; Hubert et al., 1999;

Nagai et al., 2003; Ree et al., 2002). The use of subtractive cDNA hybridization has

also become a useful first step in DNA microarray analysis in a method called a

‘subtractive microarray’ (Jiang et al., 2002). Here cDNA from target tissues is first

hybridized against cDNA libraries of a set of normal tissues. The nonhybridized

portion of the cDNA is then assayed in the microarray step. This approach can

remove much of the ‘noise’ due to low differential signal intensities found in

nonsubtracted microarrays and a number of groups are beginning to use it to discover

new less abundant tumour-specific genes and antigens (Beck, Holle and Chen, 2001;

Jiang et al., 2002).

Although DNA microarray analysis has gained the upper hand in the transcriptional

profiling arena over DD and subractive hybridization methods, its one flaw is that it

can only detect known gene sequences predicted from the ‘unspliced’ human

genome, or previously identified splice variants, that are printed on to the chip.

Thus, new gene sequences, not limited to the present-day probe sets, as well as new

splice variants that may be critical in tumour biology, are missed. In this regard, DD

and subtractive cDNA hybridization are still very powerful technologies that should

not be dismissed. For example, a new antigen highly overexpressed in prostate

cancer, STEAP-1, was recently discovered through DD methodology, while being

missed in previous microarry-based screens (Hubert et al., 1999). Inevitably, how-

ever, one must weigh the advantages and disadvantages of each technology and use

the one most suited to the question or hypothesis posed. Although microarrays may

miss some novel spliced sequences, the one critical advantage they have is their ease

of use and the ability of the technology to rapidly screen large panels of diseased and

normal tissue under different physiological conditions.
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DNA microarrays have been applied to the study of breast cancer to identify

tumour-specific genes as markers for diagnosis and prognosis (Pusztai et al., 2003;

Pusztai and Hess, 2004), monitor changes in gene expression profiles during

chemotherapy and antihormone therapy as an attempt to establish predictors for

outcome and survival (Chang et al., 2003; Le et al., 2005), and for the determination

of specific gene expression differences between oestrogen receptor- and HER2/neu-

positive and -negative tumours (Pusztai et al., 2003). They have also been use to

identify genetic signatures classifying breast tumours based on ductal epithelial

subtypes (Perou et al., 2000; Sorlie et al., 2001). Another new and exciting

application for microarrays is the characterization of earlier breast cancer lesions

such as some forms of DCIS, preneoplastic syndromes such as atypical ductal

hyperplasias, and areas of variant mammary epithelial cells characterized by

p16INK4a gene hypermethylations and COX-2 gene induction (Crawford et al.,

2004; Gauthier et al., 2005; Man et al., 2005).

Application of DNA microarray-based gene profiling to identify new
potential therapeutic vaccine targets in breast cancer

DNA microarrays are now beginning to be used in breast cancer to search new

immunotherapy and small molecule drug targets. In this section, we will give an

overview of a comprehensive screening that was performed at Sanofi-Pasteur, in

which we used Affymetrix1 oligonucleotide arrays to transcriptionally profile in a

diverse panel of over 50 breast tumour surgical specimens. This included invasive

ductal carcinoma, lobular and papillary carcinoma and DCIS. In parallel, we

simultaneously arrayed a large ‘body atlas’ of 289 RNA samples collected from

over 75 normal tissues and cells. This microarray screen was the first step in a

comprehensive mutlistep target discovery programme (Figure 9.5) involving bioin-

formatics screening, the generation of reagents used to validate target expression at

the protein level and immunological assays assessing target immunogenicity and

potential suitability as a candidate vaccine antigen. Our final goal, as indicated in

Figure 9.5, was the development of poxvirus-based active cancer vaccines encoding

one or more of the validated genes overexpressed in breast cancer.

When attempting to perform such a large genetic screening programme, it is

important to first establish a set of strict criteria to determine which genes are

considered overexpressed and tumour-specific and which genes need to be discarded

from further analysis. This includes strict statistical analysis of the microarray data,

second tier bioinformatics screens and any other criteria decided by the user (e.g.

patent databases). An improperly designed filtering process will easily yield a large

and unmanageable list of potential genes from a microarray screen that will be

impractical to deal with for any downstream validation work. An example of a

filtering process that we have used to screen microarray data is illustrated Figure 9.6.

One of the most important first steps in the analysis is to compile a list of

‘indispensable’ tissues, i.e. tissues such as heart, lung, brain, bone marrow, pancreas
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and kidney in which no significant gene expression is tolerated. This is followed by a

second list of so-called ‘dispensable’ tissues in which some gene expression

(autoimmunity in a vaccine application) is tolerated (e.g. breast, skin, testis, prostate,

etc.). In our case, we set the bar at only accepting genes that are overexpressed in at

least 10 per cent of the breast tumour panel; these genes needed to have at least a 2.5-

fold increase in expression over the average expression in all normal tissues and no

significant expression in indispensable tissues. In this particular study, we also filtered

out genes with known transmembrane and secretory domains because we concen-

trated our efforts on low-abundance intracellular targets (for CD8þ T-cell targets) that

would be less likely to be subjected to self-tolerance mechanisms in the immune

system, a problem that plagues many other prospective active immunotherapy targets

in breast cancer such as MUC-1 and HER2/neu. In addition, we were interested in

genes having little or no evidence of extensive splice variation and which had no

previous patent protection for application in a cancer vaccine.

An example of the type of microarray data generated in our screen after statistical

analysis of all the chips is shown in Figure 9.7. RNA from each of the 54 breast

Figure 9.5 Overall pathway used in our breast cancer programme to discover and validate new

breast cancer-specific target antigens for antitumour vaccination. The ‘mining’ stage was performed

using differential gene expression on 54 breast tumour specimens in comparison to a large panel of

normal tissue RNA using DNA microarrays. This approach identified 15 genes overexpressed in

breast cancer, five of which we have taken forward to the ‘validation’ stage. This stage involved

generating reagents to perform immunological validation (peptides and vaccine vectors) and

antibodies for validation of expression at the protein level in primary tumour specimens using IHC.

Specific sequence alterations are also made in immunogenic epitopes of the various candidate

antigens in order to enhance HLA binding and T-cell activation. These sequences can be introduced

into the sequence of the target genes in vaccine vectors such as poxviruses for the ‘clinical

development’ stage.
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tumours and six normal breast specimens was co-hybridized with 289 different RNA

from normal tissues. This was done numerous times to ensure that only reproducible

gains or losses in gene expression were taken forward for further analysis. For each

microarray assay run (over 1000 assays were run), a single custom oligonucleotide

Affymetrix GeneChip1 was used (‘PDL-Hu03’), containing 400 000 perfect-match

Figure 9.6 Filtering process used to analyse and select for new breast cancer-specific targets. The

54 breast tumour RNA samples and six normal breast RNA samples were run independently against

289 normal tissue RNA samples. Analysis of the microarray revealed that 147 genes had at least 5

IQR units above the mean relative gene expression in the 289 normal tissue RNA panel in at least

five of the 54 breast cancers studied. This list was further filtered to include only genes encoding

intracellular proteins (potential CTL-based vaccine targets) having a tumour-to-normal tissue

expression ratio of at least 2.5 and at least 10% prevalence in the breast cancer panel and less than a

1% prevalence in the normal tissue panel. This resulted in a list of the 15 genes that were then

further filtered by analysis of EST library sequence abundance (genes with high abundance in

normal indispensable tissues were thrown out) and query of relevant GenBank divisions for splice

variants and pseudogenes. Genes with excessive predicted splice variants were thrown out. A final

screen was performed using relevant gene patent databases in order to rule out potential targets that

had intellectual property protection barring the free development of the candidate as a cancer

immunotherapy target. This search also includes any relevant published papers reporting the

expression of the gene in breast cancer and its application for immunotherapy. This process ensured

that only novel intracellular CTL targets, not previously proposed for use in breast cancer

immunotherapy, were chosen for further downstream validation.
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probe sets (about 59 000 probe sets), for interrogating essentially all known human

genes in the public domain at the time of array design (September, 2001) (Henshall

et al., 2003).

To select for over expressed candidate breast cancer mRNAs, we derived a three-

stage data-specific analysis process, using criteria of statistical significance, effect

size and protein localization. To identify genes with significant overexpression in

Figure 9.7 Results of microarray-based gene expression profiling on RNA isolated from 54 breast

tumours specimens (red bars), six normal breast tissue specimens (blue bars) and over 200 normal

tissue samples (grey bars). The arrow above the dashed line indicates the range of overexpression

for the different genes shown. The gene array data was put through a strict filtering process

(Figure 9.6) that selected for genes overexpressed at least 2.5-fold over the normal tissue panel

where the average tumour expression was calculated as the 90th percentile value of the 54 breast

tumours and the average normal tissue expression was the 99th percentile value of the 289-

specimen body atlas. This method positively selected genes with at least 10% prevalence in the

breast cancer cohort and negatively selected genes with greater than 1% prevalence in the normal

body atlas. In all 15 genes passed this screen (see also Table 9.4), two of which are shown above –

BFA4 and BFA5/NY-BR-1. Two other known breast cancer-specific genes, also identified in our

microarray screen, are shown as a comparison. For example, HER2/neu was found to be over

expressed in about 29.6% of the tumour panel, a figure that agrees well with the demonstrated

prevalence of this gene in other studies. (A colour reproduction of this figure can be viewed in the

colour plate section)
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breast cancer, we converted the average intensity scores into inter-quartile range

(IQR) units by subtracting the median value of the 289 nonpathogenic specimens

from the average intensity, then dividing by the IQR of the same 289 normal tissues.

This is similar to a conversion of standard deviations over the mean (z-scores), but is

less susceptible to outliers. We initially selected genes that were at least 5 IQRs above

the median in at least five of the 54 breast tumours. Only 147 unique genes passed this

initial criterion, including many genes previously found to be overexpressed in

primary breast cancer, such as HER-2/neu (Slamon et al., 1987), MUC-1 (Ginestier et

al., 2002), mammaglobin (Watson and Fleming, 1996), NY-BR-1 (Jager et al., 2001),

oestrogen receptor (ER-1; Inoue et al., 2002), pS2 (Rio et al., 1987), progesterone

receptor (Horwitz and McGuire, 1975) and SBEM (Miksicek et al., 2002).

We then selected genes expressed at minimal levels in all normal tissues, and

abundantly expressed in breast cancer. The 147 genes initially selected were further

filtered such that the tumour-to-normal tissue expression ratio was greater than or

equal to 2.5, where the average tumour expression was calculated as the 90th

percentile value of the 54 breast tumours and the average normal tissue expression

was the 99th percentile value of the 289-specimen body atlas. This method positively

selected genes with at least 10 per cent prevalence in the breast cancer cohort and

negatively selected genes with greater than 1 per cent prevalence in the normal body

atlas. Of the 21 candidate TAA genes selected by this step, many ‘tumour-specific’

genes were excluded due to abundant expression in normal tissues (e.g. mammaglo-

bin is expressed in skin; SBEM in skin and salivary glands).

Finally, we excluded overexpressed genes predicted to encode cell-surface acces-

sible or extracellular proteins and concentrated on sequences predicted to encode

intracellular proteins. A total of 15 sequences fulfilled these criteria. Of the 15

sequences that passed through this initial screening process, we further narrowed the

list using a number of additional criteria to allow for a manageable number of genes

to work with. This secondary filtering process is necessary for a number of reasons.

Firstly, validating the expression of 15 new genes at the protein levels, developing

separate reagents (cloning and antibodies), as well as immunological and pre-clinical

proof-of-concept studies is impractical within a reasonable timeframe. This is

especially pertinent when contemplating any downstream development as a new

drug or therapeutic vaccine with all the production and regulatory issues involved.

Secondly, we avoided genes with a significant number of predicted or known splice

variants based on bioinformatics and mapping to EST databases. Thirdly, we used

e-Northern using ORESTES and Unigene EST abundance analysis to confirm that the

genes were enriched in tumour libraries and not highly represented in gene and EST

libraries from normal (indispensable) tissues. Thirdly, an important issue for the

vaccine industry, the entity that would eventually develop a new target through to

Phase III trials, is intellectual property. Thus, we wanted to avoid target genes having

a prior patent filing protecting their application as an active vaccine for cancer

treatment. After taking into consideration these additional criteria, we ended up with

a list of five new candidate breast cancer targets that were designated BFA4/TRPS-1,

BFA5/NY-BR-1, BFY3/APA2, BCZ4/NAT-1 and BCY1.
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Figure 9.7 shows the expression profiles of BFA4/TRPS-1 and BFA5/NY-BR-1 in

the 54 breast tumours relative to their expression in 289 normal tissue RNA samples

(including normal breast parenchymal tissue) in comparison to a DNA microarray

results for HER-2/neu, MUC-1. Table 9.4 lists these five genes along with GenBank

Accession numbers, fold overexpression over the average gene expression in the 289

normal tissue RNA panel, and the proportion of tumours exhibiting at least the 2.5-

fold increased expression we originally set as a cut-off in our analysis. Four of the

candidates are known genes, of which three have been described to be associated with

breast cancer (BFA5, BFY3 and BCZ4). As indicated, we found that BFA4 was the

most prevalent gene expressed in breast cancer (83 per cent). Sequence analysis

Table 9.4 List of genes and their putative assignments found specifically overexpressed in a panel

of 54 breast cancer specimens using microarray screening in relation to a panel of 289 normal tissue

RNA samples

GenBank

accession

Unigene

ID Cytoband Gene title

Ratio

(tumour/

normal)

Prevalence

in 54

tumours

NM_052997 Hs.326736 10p11.21 Breast cancer antigen NY-BR-1

(NY-BR-1) (ANKRD30A)

52.4 0.76

AW248508 Hs.370809 1q22 Hypothetical gene XM_044166

(LOC92312); similar to PEM-3

(Ciona savignyi)/BCY1

4.7 0.46

NM_014112 Hs.253594 8q24 Trichorhinophalangeal syndrome I

(TRPS1)

3.8 0.83

NM_003221 Hs.33102 6p12.3 AP-2 beta transcription factor 3.5 0.44

NM_000662 Hs.155956 8p22 N-acetyltransferase 1 (arylamine

N-acetyltransferase/NAT-1)

3.2 0.41

Table 9.3 Many genes altered by DNA copy number changes in breast and other cancers influence

functions involved in cancer progression (reproduced from Nessling et al., 2005, with permission)

Apoptosis ELM02, EBAG9, TRIAD3, PDCD6, CSEIL, BAG3, FADD

Cytoskeleton WDR1, CFL1, EMS1, RAE1, ELM02

Serine/threonine kinases TRIO, MAPK1, STK3, STK24, CSNK1E, PCTK3,

MAPKAPK2, IKKE, MAP3K4, TOPK, LOC57147, PTK2,

KIAA0472, STK6, LIMK1, IKBKB

Intracellular signalling ARHGEF11, SNX16, LOC59346, SCRIB, HSPC163, MY014,

ENIGMA, PDZD2, PRKAR1A

Signal transduction RALBP1, TXNL, PPP2R2A, MGST3, MDS026, MADH2,

PTPN1, PIK4CB, LRDD, GNAS, PPFIA1, CNOT7, GNA13,

NCOA3

Transcription factors TFAP2C, HSF1, ADNP, FLJ11137, LASS2, ZNF42, FLT1,

KIAA0863, ZNF211, SLC2A4RG, MBD1, ZNF217

Receptors ERBB2, TRC8, FLJ11856, LOC51720, TOMM22, LGTN,

TRIP13, SLC20A2, SRPR, C8FW, ATRN, MCP, FKBP1A

CGH AND DNA MICROARRAY-BASED PROFILING 183



found it to be identical to a previously known gene called TRPS-1, a new member of

the family of transcriptional regulators with GATA domains (Momeni et al., 2000). The

gene had not been previously reported in breast cancer previous to our microarray findings

at the time (2001), although a similar gene (GC79) was reported to be overexpressed

in hormone-dependent prostate cancer (Chang et al., 2002). TRPS-1 was originally

described as an oncofoetal protein shown to be associated with three rare autosomal

dominant genetic disorders called trichorhinophalangeal (TRP) syndromes caused by

haploinsufficiency from inactivating mutations at the q23.3 locus on chromosome 8

(Hatamura et al., 2001; Hilton et al., 2002; Momeni et al., 2000). Functional studies

suggest that TRPS-1 functions as a transcriptional repressor inhibiting transcription

of GATA-dependent genes during development (Malik et al., 2001). In addition, it has

been shown to interact with ring finger proteins such as RNF4 that bind to steroid

receptors such as ER-1 (Kaiser et al., 2003). Presently, we do not know the role of

TRPS-1 in breast cancer; however, based on our target validation studies (see below),

we suspect it has a critical function early in disease progression.

The fifth gene that made it to our microarray shortlist was BFA5. Interestingly,

BFA5 is identical to a gene called NY-BR-1, found by SEREX at the Ludwig Institute

for Cancer Research (Jager et al., 2001, 2002). This overlapping finding attests to the

power of a properly executed microarray screen and its associated filtering metho-

dology in finding bonafide targets. NY-BR-1 was the second most highly represented

gene in the panel of breast tumours tested (76 per cent of the tumours found to

overexpress the gene at least 2.5-fold over the normal tissue panel). The function of

NY-BR-1 is not known, but it is most likely a transcriptional regulator as suggested

by the BLH and B-ZIP motifs in the mRNA sequence (Jager et al., 2001). It is an

exciting candidate from the immune therapy perspective because it induces a pre-

existing humoural response in breast cancer patients, (hence, its dicovery through

SEREX).

9.3 The Challenge of New Tumour Marker/Target Validation:
Traditional Techniques Meet New Proteomics Tools

The known number of genetic abnormalities in cancer is large and continually

increasing as new high-throughput technologies including array-based CGH and

differential gene expression analysis through microarrays allow us to acquire an

increasing understanding of the extreme molecular complexity of cancer (Albertson

et al., 2003; Futreal et al., 2004; Suzuki et al., 2000). More than 1500 genes may be

altered in breast cancer by copy number aberration and mutations and many influence

functions involved in cancer progression (Table 9.4). This has important implications

for the development of targetted therapeutics that use either drugs to inhibit or

knockout gene function, or immunotherapies that capitalize on the immunogenic

properties of newly discovered tumour-specific gene products. In the first case, the

development of drugs antagonizing the function of newly found targets necessitates

the development of methods distinguishing between the role of a newly identified

gene alterations in initiating and driving carcinogenesis vs genetic alterations that are
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only a consequence of underlying genomic instability. If a genetic aberration is to be

an optimal target for molecular therapeutics, it should dominantly dysregulate a

proliferative or metastatic pathway, bearing in mind that a role in tumour initiation

does not necessarily imply a continued role in progression. In the case of

immunotherapy, we need to get a thorough understanding of spectrum of cell-

mediated immune responses against new targets that exist in cancer patients, or that

can be induced through vaccination. This includes determining whether tumour cells

process and present immunogenic peptides activating CD8þ and CD4þ T cells and

whether vaccines (e.g. peptide/protein based or genetic vector-based) can adequately

break tolerance. In either case target validation needs to start by first validating gene

expression at the protein level. This can then be followed up by additional

methodologies characterizing the signalling pathways involving target function

and/or its immunogenicity.

Validation of gene expression at the protein level

The first step following any genomic-based target discovery approach must be to start

the process of validation of gene expression at the protein level in primary tumour

specimens and representative cell lines. IHC staining of formalin-fixed and paraffin-

embedded tumour sections is still the ‘gold standard’ used to validate new target

protein expression (Bodey, 2002; Hao et al., 2004). It is important to begin this

process as soon as possible owing to the sometimes difficult and lengthy process of

generating suitable antibody reagents used for detection as well as the initial

recombinant proteins and vectors needed for antibody generation. We have found

that, for breast cancer, the use of traditional tumour blocks rather than tissue arrays of

small bunch biopsies is the best starting point because it allows for staining of

cancerous tissues together with surrounding normal tissues and also facilitates more

accurate quantitation of the percentage of cells staining positive and the subcellular

localization of the target protein. After this initial validation, work can proceed to

tissue arrays containing many (up to hundreds of samples) of small tumour punches

of 1 mm or less in diameter on each slide; these can be used for more high-throughput

screens to establish prognostic correlations, for example (Zhang et al., 2003). In

addition, tumour tissue arrays coupled with IHC can been used for large-scale protein

expression profiling on hundreds of specimens to detect molecular signatures for

select kinases, growth factor receptors and apoptosis regulators in order subclassify

breast tumours (Jacquemier et al., 2005).

In our breast cancer studies, we performed an initial screen on 50 full-sized blocks

covering a spectrum of different breast cancer histotypes, including lymph node

positive and negative invasive ductal carcinoma, DCIS and lobular and papillary

carcinomas. We also included a number of cases of early precancerous lesions, such

as atypical ductal hyperplasia (ADH). These types of samples should also be screened

whenever possible because they can yield insights into whether a new target gene

plays a role in cancer development. After screening a library of hybridoma clones

against a BFA4/TRPS-1 recombinant protein used as an immunogen in mice, two
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monoclonal antibodies were found to be superior at recognizing denatured protein in

immunoblots and fixed protein in immunofluorescence microscopy studies with

breast tumour cell lines expressing BFA4/TRPS-1. These antibodies were used to

screen the tumour biopsy bank.

A properly performed IHC screen can lead to some pleasant surprises and, in this

case, our staining data showed that BFA4/TRPS-1 is overexpressed in a significantly

higher proportion of breast cancers than previously predicted by the original

microarray findings. Our IHC analysis found BFA4/TRSP-1 protein expression in

90 per cent of the breast cancer blocks stained, with most specimens having

expression in more than 75 per cent of the tumour cells. Another important finding

was that both HER2/neu expressing and nonexpressing as well as ER-1 expressing

and nonexpressing breast tumours were highly stained. We have also performed IHC

staining for the other candidate genes found in our microarray screen, including

BFY3 and BCZ4. Although these other targets were not expressed to the same extent

as BFA4/TRPS-1 and in as many tumours, they did stain the small proportion of

tumour specimens that were BFA4/TRPS-1 negative. This raises another critical issue

in new target discovery for breast cancer and other malignancies given the high

degree of heterogeneity found within and between tumours; that is the need for a

multitarget approach to drug therapy or immunotherapy in order to eradicate as many

tumour cells as possible and prevent the outgrowth of variants that lose expression of

any one target. As seen in the Venn diagram in Figure 9.8, combining all the

individual gene expression data from the five candidates that passed through all our

Figure 9.8 Comparison of the overall expression coverage in the 54 breast cancer samples of the

five new candidate breast cancer targets as found in the original microarray analysis (BFA4/

TRPS-1, BFA5/NY-BR-1, BFY3, BCZ4 and BCY1) to IHC results on two of the candidates (BFA4/

TRPS-1 and BFY3), showing the importance of proper validation of gene expression at the protein

level. Overall, a coverage of 83% was predicted when all five genes are combined based on mRNA

expression data. However, after IHC screening for BFA4/TRPS-1 and BFY3 in a panel of 50

primary and metastatic breast cancer biopsies, coverage of 100% was found. This suggests that, in a

therapeutic vaccine approach against breast cancer, combining these two genes in vaccine vectors

should be sufficient for the vast majority of patients.
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filtering process predicted an 83 per cent coverage of breast cancers if we were to

therapeutically target all five of the genes. However, using IHC we found that only

two of these targets, BFA4/TRPS-1 and BFY3 can cover 100 per cent of the breast

tumours. This underscores the need to validate gene expression studies with properly

designed protein expression screening since transcriptional and translational pro-

cesses for any given gene may not always correlate.

Understanding the functional/signalling role of new targets
in tumour cells

It is critical that we establish a clear understanding of the signalling pathways

regulated by new target genes. It is necessary to understand signalling pathways and

networks in sufficient depth so as to be able to identify ways to disrupt gene function

and determine the consequences of this targetted inhibition. This is important not

only for the development of new drugs but also for immunotherapy since many new

target molecules can directly or indirectly alter the immunogenic properties of cancer

cells through the regulation of antigen presentation, cell survival and the production

of immunosuppressive factors. For example, the increased expression and activation

of STAT3 in cancer cells has recently been found not only to increase cyclin D

expression in tumours, but also induces the production of VEGF inhibiting dendritic

cell differentiation and other factors such as NO, that activate suppressive macro-

phages and inhibit T-cells inside tumours (Gamero et al., 2004).

It is critical that we identify and validate targets in clinical samples before investing

time and money in the development of a drug; in vitro and animal models are useful

but the information they provide may ultimately prove misleading in terms of efficacy

and toxicity. A combination of genomic and proteomic tools is being tested for their

ability to dissect gene function in cancer. At present, the available proteomic

technologies lag somewhat behind genomic and transcriptional approaches but they

continue to be developed and improved (Chan et al., 2004a; Petricoin et al., 2002a;

Petricoin et al., 2002b; Zangar et al., 2004). One of the most powerful technologies

currently being used to evaluate the function of new molecular targets is mRNA

knockdown with small interference RNA (siRNA; Chiu and Rana, 2003). This has

proven useful in identifying the function of a number of genes involved in cell

survival, transformation, cell cycle control, tissue invasion and DNA repair such as

Survivin, STAT3, raf-1, MMP-9, RAI3 and Fra-1 (Belguise et al., 2005; Ling and

Arlinghaus, 2005; Menendez and Lupu, 2005; Nagahata et al., 2005; Pille et al.,

2005; Shen et al., 2003; Thomas et al., 2005). When targetting pathways in which key

nodes are upregulated but not structurally altered, choosing one critical node (e.g.

AKT/PKB) may be excessively toxic and several pathway targets may prove to be

most effective and specific while minimizing toxicity.

In addition to siRNA methodologies, new proteomic technologies such as protein

lysate microarrays are also now demonstrating great potential for new molecular

marker and target validation in breast cancer and other tumours (Nishizuka et al.,
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2003). Unlike immunohistochemistry, western blotting and tissue microarrays,

protein microarrays allow for accurate protein quantitation in addition to identifica-

tion. Protein arrays consist of multiple different antibodies spotted onto glass slides or

membranes. After extensive blocking of the array, they are incubated with cell lysates

and counter-stained with fluorescent secondary antibodies. At present, only one

sample can be run on each particular microarray, unlike DNA microarrays, in which

RNA from differentially labelled test and control samples are placed simultaneously

on the chip surface. However, new methods of global protein labelling using small

protein modifications that do not affect antigenic determinant structure should be

introduced soon that will facilitate this approach in protein microarray analysis.

Protein/antibody arrays are beginning to be utilized as a sensitive high-throughput

platform for marker screening, pathophysiology studies, identification and validation

of novel treatment targets, and therapeutic monitoring (Callagy et al., 2005;

Nishizuka et al., 2003). These also allow the concurrent assessment of multiple

signalling events and pathways in tumour samples, and thus enable the evaluation of

the full complexity of signalling pathways involved in the transforming effects of

important oncogenic events. One application of protein microarrays involves phos-

phoprotein profiling of signalling pathways using spotted antibodies specific for

tyrosine and serine/threonine phosphorylated proteins in growth-related signalling

pathways such as the ras-MAPK and SAPK pathways (Alessandro, Belluco and

Kohn, 2005; Chan et al., 2004b; Uttamchandani et al., 2003). A number of antibodies

have been validated for these applications. As more and more validated antibodies

recognizing phosphorylated and native proteins become available in the ensuing

years, it is easy to visualize how powerful this approach will become (after all we

estimate that there are a maximum of about 30 000 proteins in the human proteome

not counting splice variants).

9.4 Immunological Validation of New Target Genes in Breast
Cancer: the Emerging Concept of the Cancer ‘Immunome’

One of the key factors determining the suitability of a new tumour-specific gene

target as a new cancer vaccine target is its immunogenicity in the human immune

system and whether reactive epitopes presented on both HLA class I and class II

molecules stimulating T-cell responses in cancer patients as well as normal donors

can be identified. The determinants involved in regulating target immunogenicity

include the frequency of CD8þ and CD4þ T cells capable of recognizing antigenic

peptides (these should be elevated over normal control in cancer patients), the number

and binding efficiency of target-derived peptides to HLA, the degree of tolerance to

the potential antigen and the affinity of the TCR repertoire towards the potential

target antigen. The latter parameter is of the biggest concern due to the ‘self’ nature

of tumour-associated antigens and the different central and peripheral tolerance

mechanisms that silence or suppress antiself antigen responses, such as T-cell

deletion, anergy and natural or induced CD4þ regulatory T cells. However, a
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significant number of tumour-associated antigens, especially of the CT family, such

as NY-ESO-1, have proven to be remarkably immunogenic with CD8þ and CD4þ

T-cell responses occurring de novo or capable of being triggered through vaccines

(Jager et al., 1998; Khong et al., 2004). Other self-tumour-associated antigens such as

CEA, MUC-1 and p53 are more weakly immunogenic and can also induce immune

tolerance (Agrawal et al., 1998; Agrawal and Longenecker, 2005; Pellegrini et al.,

1997).

The key interacting criteria we have used to evaluate new target immunogenicity

and suitability for further downstream development as a vaccine are illustrated in

Figure 9.9. The first criterion is to demonstrate that human T cells can recognize

antigenic peptides from the target gene. This is accomplished using T-cell lines

generated from either patient or normal donor peripheral blood mononuclear cells

(PBMC) to determine the degree of CD8þ T-cell reactivity against defined HLA class

I binding peptides. The second area considers whether naturally processed and

presented peptides can the presented to the immune system in a vaccine setting.

Here, new types of transgenic mice expressing fusion proteins of HLA class I and

class II, such as hybrids of HLA-A*0201 a1 and a2 with mouse a3 Kb (e.g. HHD

mice), have greatly facilitated the identification of processed and presented epitopes

following genetic or protein-based immunization (Borenstein et al., 2000; Carmon

et al., 2002; Firat et al., 1999). The third criterion is the most critical when

contemplating immunotherapy trials: tumour cells must inevitably present a set of

immunogenic epitopes and exhibit sensitivity to lysis by antigen-specific CTL. Thus,

a set of intersecting peptides meeting all three criteria must be found. Human HLA-

A*0201 has been the classic HLA of choice for mapping HLA class I-restricted

epitopes from tumour antigens due to the high proportion of this HLA type

represented in the human population (25 to 40 per cent depending on geographic

Figure 9.9 Three main criteria used to characterize the potential of a new candidate genes gene to

be a target for a CTL-based vaccine against breast cancer. Three overlapping criteria are used that

ultimately identify a small subset of peptide epitopes from a candidate gene that fulfills the three

criteria as shown.
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location). However, other HLA types (e.g. HLA-A1, -A3, -B1, -B27 and -B57) are

also being increasingly studied as knowledge on the key anchor residues regulating

peptide binding to these HLA subtypes is acquired.

Immunological validation is a laborious process and not for the researchers

wanting a ‘quick fix’. In many cases, it requires a careful screening of large peptide

libraries (more than 100 peptides) using conventional cellular immunology

approaches (e.g. cell line generation and screening using ELISPOT and CTL assays)

and de-convolution of the libraries. It is only after peptides in the intersection of these

three domains are found that we can consider a potential target validated from an

immunological standpoint. In most cases, only one or a few peptides will meet these

criteria due to self-tolerance and T-cell repertoire restrictions.

Another important area that has been gaining increasing attention is the critical role

of CD4þ T-helper responses in antitumour immunity. A flurry of recent activity

mapping HLA class II-binding peptides using longer 15-mer or overlapping 20/22-

mer or 30-mer peptides is now taking place (Bachinsky et al., 2005; Hernandez et al.,

1998; Klyushnenkova et al., 2005; Maecker et al., 2001). Approaches similar to those

used to identify HLA class I-restricted epitopes are being used for the study of HLA

class II-restricted responses such as the screening of CD4þ T-cell responses in patient

blood and in antigen-specific T cell lines. A number of HLA-DRB1 and DP4

(represented in over 60 per cent of the human population) epitopes have been

identified from a number of tumour antigens such as HER2/neu, PSMA, NY-ESO-1,

CEA and MAGE 3 (Kobayashi et al., 2000; Schroers et al., 2003; Shen et al., 2004;

Zeng et al., 2001).

Design and prescreening of peptide libraries used for cell-mediated
immune response testing

A variety of approaches have been used to design peptide libraries for immunological

testing, depending on the exact question being asked. For HLA class I peptides (9-

mers or 10-mers), we have used a ‘focused library’ of predicted binders. A number of

public databases of known HLA class I-binding peptides as well as binding

algorithms are available in order to select predicted binders, such as ‘SYFPEITHI’

(University of Tübingen, Germany), the ‘BIMAS’ database (NIH, USA) and

MHCPEP (Walter and Eliza Hall Institute, Australia; Brusic, Rudy and Harrison,

1998; Rammensee et al., 1999; Schonbach, Kun and Brusic, 2002). These and other

publicly accessible sites such as ProPred (Institute for Microbial Technology, India)

can also be used to predict both short (9-mer) peptides predicted to bind to HLA-DRB

alleles and longer 14-mer to 16-mer peptides predicted to bind to multiple HLA-

DRB1 alleles and the HLA-DPB1 *0401 allele (Singh and Raghava, 2001; Sturniolo

et al., 1999). Identification of peptides for the latter is gaining importance in cancer

vaccination due to the high representation of this allele (>65 per cent) in the human

population. As experience with different peptide libraries and more data is gathered

using both physical (e.g. plasmon resonance spectroscopy) and biological assays for
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HLA binding, neural net programmes are being generated that further add to the

predictive power to these databases (Hlavac et al., 1996). It is envisioned that in the

future these neural nets will be ‘educated’ with practically all proven biologically

active peptides from any given antigen. One would then just simply HLA-type the

patient and pick an off-the-shelf peptide cocktail for immunization.

Another approach to identifying reactive peptides for immunological validation is

the use of overlapping peptide libraries. The most comprehensive method uses 9-mer

peptides overlapping by eight amino acids from the NH2 to the COOH2 terminus of

the protein that cover all possible epitopes for most HLA class I and some HLA-DRB

alleles (Bachinsky et al., 2005). These libraries, however, can be extensive and too

expensive to synthesize and complicated to analyse. As a result, many have opted to

use overlapping peptide libraries of 15-mers (overlapping by 11 amino acids) that

have also proven adequate to narrow down the regions generating immunogenic

epitopes (Martin et al., 2004; Takahashi et al., 2002). This is then followed up by

synthesizing 9-mer peptides within the reactive 15-mer sequences.

Identification of immunogenic peptides from new breast cancer targets

We have performed extensive immunological characterization on the five new

breast cancer targets identified in our initial microarray screen using the criteria

shown in Figure 9.9. Many of the genes we were dealing with were quite large and

not amenable to an overlapping peptide screening approach to find possible

immunogenic epitopes owing to cost and technical issues. For this reason, we used

focused libraries of predicted HLA-A*0201-binding peptides using the BIMAS

(Schonbach, Kun and Brusic, 2002) and SYFPEITHI (Rammensee et al., 1999),

binding algorithms together with an in-house neural network programme that we

have educated over the last 5 years. Using this approach, 100 predicted HLA-

A*0201-binding nonamer peptides from each of our candidate antigens were

synthesized. The peptides were chosen according to the following equation: (60

top-scoring peptides from BIMAS) þ (30 top-scoring peptides from SYFPEITHI not

found with BIMAS) þ (10 top-scoring neural network peptides not found via BIMAS

or SYFPEITHI).

The peptides were screened for T-cell reactivity by generating a series of HLA-

A*0201-restricted T-cell lines against pools of peptides from each target (10 peptides/

pool). The in vitro assay system involved pulsing mature dendritic cells generated

from normal female donors with each different peptide pool and mixing these with

autologous T cells. The T cells are allowed to expand for 10–12 days in IL-2 and IL-7

and then undergo a series of restimulations to increase the frequency of peptide-

specific T cells from the original naive pool (usually starting from 1/100 000 to

1/1 000 000 peptide-specific T cells). We have found that autologous CD40-ligand-

activated B cells can be used for these subsequent rounds of stimulation (Schultze

et al., 1997). Large numbers (over 50 million) of proliferating, activated B-cells

expressing high levels of HLA class I and class II as well as the costimulatory
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molecules B7.1 and B7.2 can be generated from only a few million resting peripheral

blood mature B-cells using multiple rounds of CD40 ligation and expansion with

IL-4. These cells can also be cryopreserved and thawed whenever needed. These

antigen-presenting cells (APC) are also a good alternative to Epstein–Barr virus

(EBV)-transformed immortalized B-cell lines because they do not express

EBV-related antigens and do not stimulate EBV-specific CD8þ T-cell recall

responses. To screen the peptide libraries and identify specific reactive pools, we

have used IFN-g ELISPOT. This is an excellent high-throughput assay capable of

screening large numbers of peptides for immunoreactivity. In our case, we first

screened the peptide pools for reactivity in our respective T-cell lines and then de-

convoluted each reactive pool to identify the single reactive peptides in each pool (see

Figure 9.10 Enzyme-linked immunospot (ELISPOT) assay measuring IFN-g secretion by CD8þ

T cells for screening large peptide libraries for immunoreactivity. ELISPOT is a highly sensitive

technique using coated antibodies (in this case anti-IFN-g) to detect the secretion of cytokines in

response to antigen addition to T-cells placed in culture with relevant antigen-presenting cells. The

example shown is a typical screening performed on a 100-peptide library from the BFA4/TRPS-1

breast cancer target. Human T-cell lines are generated using APC pulsed with pools of 10 peptides

(10 lines generated in all). After a number of rounds of stimulation, these lines are screened for

HLA class I-restricted CD8þ T-cell reactivity using the respective peptide pools in ELISPOT

assays. The most highly reactive pools are identified and de-convoluted in subsequent ELISPOT

assays in which individual peptides are tested. The arrow and box on the right indicate the de-

convolution of one such peptide pool (group 7). The panel on the left shows how a typical ELISPOT

plate looks like after development. The wells indicated by the boxes show triplicate samples of

single reactive peptides. Non-specific peptides (e.g. HIV peptides) binding to the same class I HLA

that should not demonstrate any reactivity are used as background controls in all assays. (A colour

reproduction of this figure can be viewed in the colour plate section)
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Figure 9.10). In this way, we have mapped a number of prospective epitopes from

each of the new breast cancer target genes. Single reactive peptides were then further

tested in CTL assays using peptide-loaded targets (e.g., HLA-A*0201þ, TAP�/� T2

cells) and cell lines endogenously expressing the candidate gene using viral-based or

plasmid-based transformation.

After identifying potential epitopes, DNA vaccination in HLA transgenic mice (in

this case the HLA-A2.1/Kb a3 transgenic mice; Borenstein et al., 2000) was used to

identify epitopes processed and presented during vaccination (criterion 2, Figure 9.9).

In most cases it has been demonstrated that murine proteasomes process and load

similar peptides on MHC class I as the human antigen presentation machinery.

Finally, the most important parameter from an immunotherapy point of view is to

demonstrate the ability of peptide-specific CTL to kill HLA-matched breast tumour

cells expressing the gene of interest. Using this approach we have found that a

number of peptides initially identified in our ELISPOT screens for BFA4/TRPS-1

(Figure 9.10) may meet the three criterion we have established making BFA4/TRPS-1

a validated target from an immunological standpoint. Based on these results,

combined with the genomic-based gene discovery results and the IHC analysis, we

have designated BFA4/TRPS-1 as a validated target for inclusion in a multiantigen

poxvirus-based vaccine approach for breast cancer.

Mapping the cancer immunome through ‘reverse immunology’ and new
proteomics tools: linking genomics-based screening to antigen-mapping

New methods in proteomics driven by advances in mass spectrometry (MS) and high

performance liquid chromatography (HPLC) together with high-throughput screening

in immunology has created a powerful new approach to finding new genes involved in

tumour initiation and progression that can be targets for cancer therapy. This

approach has also been called ‘reverse immunology’ since it involves the detection

of reactive antigens and peptide epitopes directly using immunological and proteomic

analysis followed by back-tracking to the genome to pin-point the identity of the gene

involved in the reaction. Together with genomics, the reverse immunology approach

will prove invaluable to map what we call the cancer ‘immunome’, which would be

an atlas of all antigenic targets processed and presented on cancer cells in context of

different HLA molecules in the world.

Three main technologies are at the heart of the reverse immunology approach: (1)

direct elution of peptides bound to cell surface or secreted HLA class I and class II

molecules and sequence identification (Rotzschke et al., 1990); (2) serological

analysis of gene expression libraries (SEREX) (Chen et al., 1997); and (3) screening

of tumour-reactive CTL or TIL with position-scanning combinatorial peptide libraries

and identification of the corresponding reactive protein antigen (Nino-Vasquez et al.,

2004; Pinilla et al., 2001; Rubio-Godoy et al., 2002). The latter two methodologies

stem from the fact that most cancer patients generate de novo immune responses

against a wide range of TAA; these are in the form of CD8þ T-cell and antibody
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responses, with increasing emphasis on the CD4þ T-cell response. The CD4þ T-cell

‘immunome’ is also critical from the point of view of immune suppression in cancer

and the integral role of CD4þ, CD25þ self-reactive T-regulatory cells. Recent

evidence indicates that these suppressor cells are activated by different epitopes

from the same or related antigens that stimulate productive CTL responses. For

example, LAGE-1 a closely related protein to NY-ESO-1, has been shown to induce

the activation of CD4þ T-regulatory cells in melanoma in tumour infiltrates (Bolli et

al., 2005; Mandic et al., 2003; Wang et al., 2004). A class II-binding peptide from

another gene found in melanoma, ARCT1, has also been recently shown to be

associated with CD4þ T-regulatory cells in melanoma (Wang et al., 2005). These

results predict that mapping the T-regulatory cell ‘immunome’ will become an im-

portant endeavour in dissecting T-cell tolerance in cancer and in identifying antigens

and epitopes that may actually lead to the suppression of Th1 and CTL responses

during antitumour vaccination by T-regulatory cell activation (Wang et al., 2004,

2005). Thus, thus the choice of peptides used for antitumour vaccination needs to take

this into account, especially in situations when the same region of an antigen or the

same peptide can activate both suppressive and nonsuppressive CD4þ T cells.

Direct detection of processed peptides

A number of academic groups and small biotech companies have developed acid

wash-based techniques to elute bound peptides off HLA complexes on the cell

surface of tumours or from isolated HLA molecules. HPLC-MS systems are then

used to identify the peptide sequences. Hans Georg Rammensee’s group at the

University of Tübingen was one of the first to apply this technique to isolate peptides

from common HLA class I and murine MHC class I molecules using cell lines

(Rotzschke et al., 1990). A whole library of peptides from housekeeping genes, cell

proliferation-associated genes and TAA has been catalogued using this method.

Public databases and a number of published compendia listing known peptides eluted

from different HLA and major histocompatibility complex (MHC) subtypes are now

available (Marsh, Parham and Barber, 2000; Papadopoulos et al., 1997). Overall, this

method has not received as much attention as other methods of target discovery due to

its technical challenges and sensitivity issues. A large number of cells are required

(millions to billions depending on the abundance of the target gene) to elute enough

of a given peptide to make differential identification and sequencing possible. A

newer method that may solve this problem uses cell lines transfected with a soluble

HLA class I molecule of a given subtype (Barnea et al., 2002; Buchli et al., 2004).

Tumour cell lines are transfected with these soluble HLAs and grown in small

bioreactors, allowing for milligram quantities of HLA–peptide complexes to be

isolated and peptide sequences deduced through MS. One potential drawback of this

new method is that, owing to the shear scale at which HLA–peptide complexes can be

isolated, many low-abundance peptides that may fall below the limit of detection by T

cells may be isolated. This again points to the need to merge these approaches with

proper immunological validation.
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A new and interesting possible addition to the HLA elution-based technique is the

use of tumour-derived heat shock proteins to map epitopes of tumour-associated

genes. A number of heat shock proteins (HSP), some of which are overexpressed

themselves in cancer, such as HSP70, gp96, calreticulin (p56), p90, p110 and p170,

have been shown to intrinsically bind tumour-related peptides (Basu and Srivastava,

1999; Massa et al., 2004; Nair et al., 1999; Navaratnam et al., 2001; Staib et al.,

2004). Isolated HSP are also being tested in clinical trials as cancer vaccines as a

result. A number of research groups are translating the peptide elution-MS technol-

ogy in the HLA field to the HSP arena in the hope of finding new tumour-specific

T-cell epitopes (Belli et al., 2002; Binder and Srivastava, 2005; Mazzaferro et al.,

2003; Srivastava, 2005; Srivastava and Amato, 2001). It will be interesting to follow

the progress in this field and whether HSP vaccination will fulfill its promise as an

effective cancer vaccine.

SEREX

SEREX (serological analysis of gene expression libraries) has received considerable

attention as a reverse immunology tool following the discovery of one of the most

immunogenic T-cell antigens in cancer, NY-ESO-1, using this technique at the

Ludwig Institute for Cancer Research in New York (Chen et al., 1997). The

SEREX technology involves producing cDNA phage expression libraries using

RNA isolated from tumour biopsy material or cell lines. Patient and normal sera-

containing antibodies potentially reacting against different tumour-associated gene

products are screened on membranes with thousands of expression phage clones

using an immunoblotting technique. The positive spots are then de-convoluted to

identify the reactive proteins by further subcloning of the reactive spots if needed (Li

et al., 2004; Tureci, Sahin and Pfreundschuh, 1997). Since its inception, SEREX has

become a popular method with a large number of new potential targets identified in

breast (Obata et al., 1999), colorectal (Line et al., 2002), renal (Scanlan et al., 1999),

gastric (Obata et al., 2000), pancreatic (Nakatsura et al., 2001) and liver cancers (Li

et al., 2003) as well as brain tumours (Behrends et al., 2003), and leukaemia (Greiner

et al., 2003). For example, following SEREX identification, NY-BR-1 was found to

be expressed in over 90 per cent of breast cancers at the mRNA level. Two other

similar genes, NY-BR-62 and NY-BR-85, were also later discovered by SEREX

(Jager et al., 2002).

Although SEREX is a popular technology, it does have a number of disadvantages.

A major assumption made by the technology is that antibody responses (mediated by

CD4þ T-cells) are always associated with CD8þ T-cell responses. However, this is

not always the case. Many intracellular proteins may be poor inducers of antibody-

mediated responses yet are highly overexpressed and induce CTL responses in many

patients. Interestingly, SEREX screens in breast cancer have not detected TRPS-1 as

a potential breast cancer target despite our demonstration of its high degree of

overexpression at the protein level and immunogenicity. Another issue with SEREX
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is that humans contain low to intermediate affinity IgG and IgM cross-reacting

against self-proteins as well as tumour antigens (so-called ‘immunological homun-

culus’; Cohen, 1993; Poletaev and Osipenko, 2003). This may result in large numbers

of positive spots for normal proteins and false positive reactivity to tumour antigens

due to antibody cross-reactivity. New methods to remove antigens bound to normal

serum antibodies in columns or resins before screening with patient-derived sera will

help to reduce the complexity and increase the reliability of the technique.

Combinatorial peptide libraries and mimotopes

Combinatorial peptide library screening has been successful in identifying potential

new tumour antigen targets recently (Nino-Vasquez et al., 2004; Pinilla et al., 2001;

Rubio-Godoy et al., 2002). The technique involves the use of random libraries of

peptides nonamers, decamers or longer peptides that are screened for reactivity in

patient PBMC or TIL isolated from tumour biopsies and cultured in IL-2 (Matsushita

et al., 2001). The reactive pools are de-convoluted and single reactive peptides

identified through ELISPOT screening and killing of tumour lines. The validity of the

position-scanning combinatorial peptide library approach has recently been proven in

a screening study performed with Melan A/MART-1-specific T cells in melanoma

where both previously known and novel peptide epitopes were found (Pinilla et al.,

2001). A complicating factor in this approach, however, is that many positively

reacting peptides are actually ‘mimotopes’ that activate T-cells against tumour

antigens due to the promiscuousness of the TCR (Linnemann et al., 2001;

Tumenjargal et al., 2003). Mimotopes differ in amino acid sequence from native

tumour-associated antigen epitopes, but are nevertheless capable of activating T-cells

through the same T-cell receptor (TCR) as the native epitope. This cross-reactivity

sometimes enhances T-cell reactivity against a native epitope or altered peptide

(Lawendowski et al., 2002). Both mimotopes and altered peptides, found through

combinatorial peptide library screening, are being investigated as potential cancer

vaccines without the need for direct identification of the tumour antigen involved

(Partidos, 2000). Peptides eliciting the most potent tumour cell killing by TIL or

PBMC from cancer patients from these libraries are formulated in a vaccine. Proof-

of-principle for this approach has been demonstrated in some tumour models (Blake

et al., 1996; Chung et al., 2002; Tumenjargal et al., 2003).

9.5 Future Prospects: Combining Target Discovery Approaches
in Unified Publicly Accessible Databases

The genomics revolution, together with new technologies in proteomics, cell signal-

ling pathway screening and immunological methods, has led to a huge wave of

activity in new cancer target discovery over the last 10 years. However, there are

serious deficiencies in the system that need be rectified in order for us to ultimately
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benefit from this ‘information explosion’. In addition, the system has emerged to be

quite complex, with different techniques used to identify different potential targets.

There is a serious lack of consistency or standardization in new target discovery

methodologies, resulting in a great deal of information overload; one has to simply do

a literature search to see the voluminous papers on new potential drug and

immunotherapy targets. The question is: what is the real relevance of many of

these ‘targets’ clinically and how can we establish a set of parameters that better

predict the ultimate clinical relevance or efficacy of these new ‘targets’. One of the

main problems at present is that most of new tumour-associated genes published in

the literature have not been adequately validated using the methodologies we have

described here such as IHC screening and verification of target function and

immunogenicity. We need to bridge this gap by making sure new targets meet at

least a minimal set of criteria to be accepted as new tumour-specific targets. This

would help ensure that new therapeutic products launched into clinical use have the

Figure 9.11 Proposed standardized international database to capture relevant data on new target

genes in cancer. The database would capture data on the original genomics, proteomics and

immunogenomics as well as data and methods relating to target validation for function and

immunogenicity. Only data emerging from a strict filtering process ensuring data quality,

consistency and statistical relevance would be included. A separate area of interacting information

would capture data from clinical trials on the efficacy of a new tumour-specific gene as a therapy

target for either drug-based inhibitors or vaccines. This would include data on disease stabilization

(SD), complete responses (CR) and partial responses (PR) as well as the results of key

immunomonitoring assays (in the case of vaccine trials) used as functional correlates. Such as

system would require a high degree of international cooperation between chosen cancer institutes

across the world and be openly accessible. The types of data to be included (e.g. types of assays and

clinical response criteria) and rules regarding data quality would need to be fixed at the outset by an

international consortium and any changes would have to be agreed upon at international

conferences or meetings on database organization and logistics.
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best chance of success. In addition, we also need to ensure that both basic scientists

and clinicians have access to adequate and valid information on new targets and that

information from clinical trials in different parts of the world testing validated targets

are captured in a useful format.

Inevitably, we have to face the challenge of handling all this information and come

up with some far-reaching solutions. One approach to this problem would be the

creation of large internationally accessible databases that capture relevant data on

new validated targets in cancer and other diseases together with key findings in

clinical trials and the prognostic significance of target expression. These databases

would need a strict set of standardized criteria establishing the conditions for what a

validated target is and what type and quality of clinical and prognostic data can be

included. Figure 9.11 illustrates how these interrelated groups of information can be

linked into a central database freely accessible to researchers across the world.

Ultimately, it will be through this type of information sharing that the relevance of

new drug and immunotherapy targets can be tested in as wide a context as possible,

especially given the genetic polymorphisms that exist in the human population that

regulate how different patient populations respond to different targetted therapies.

The generation of such a database is a tremendous undertaking, but it is not

insurmountable and we have the technology and resources already at our disposal.
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10
Genomics and Functional
Differences of Dendritic
Cell Subsets

Peter Gogolak and Eva Rajnavölgyi

Abstract

Dendritic cells (DC) represent a multifunctional population of cells with the capacity to

prime and orchestrate antigen-specific immune responses. Human DC are classified into

myeloid and plasmacytoid DC with distinct functional activities. Both subsets can be

found as resting cells, acting as sensors of environmental changes. Uptake of exogenous

material in combination with danger signals induces activation, migration and differ-

entation of DC that transform them into potent antigen-presenting and secretory cells.

DC at both activation states interact with other cells via direct cell-to-cell contacts and

by released cytokines and chemokines. Depending on the combination of exogenous and

endogenous stimuli, both DC subsets can initiate inflammatory or regulatory immune

responses. The way in which the various DC subtypes become activated and collaborate

with other cells determines the outcome of immune responses against pathogens or

malignant cells. The enormous functional flexibility of DC offers new possibilities to

manipulate antigen-specific immune responses.

Keywords

dendritic cells; phagocytosis; toll-like receptors; antigen processing and presentation;

cross-presentation; NKT-cell; regulatory T-cells; cytokines and chemokines; dendritic

cell-based tumour immunotherapy

10.1 Introduction

Transient activation, expansion and contraction of clonally selected antigen-specific

T- and B-lymphocyte clones is the basic principle of adaptive immunity. Initiation of

Immunogenomics and Human Disease Edited by András Falus
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this process, referred to as priming antigen-specific immune responses, requires the

collaboration of cells and molecules of both innate and acquired immunity. Dendritic

cells (DC) represent a rare, heterogeneous and multifunctional population of cells,

which plays a pivotal role in initiating and orchestrating strictly controlled immune

responses, restorating the resting state and maintaining self-tolerance (Moser, 2003;

Morel et al., 2003). DC are found throughout the body, but they are concentrated at

all potential sites of pathogen entry.

Tissue-resident immature DC continuously take up, store and transport extracel-

lular particles and soluble material. Constitutive engulfment and activation induce

DC to leave peripheral tissues and transport the internalized material to draining

lymph nodes. Activated DC home to peripheral lymphoid tissues, present their

antigenic content to T-lymphocytes and act as highly potent professional antigen-

presenting cells (APC). The physiological tissue environment is translated as

tolerable and does not induce self-destructive inflammatory responses. Changes in

the tissue environment, such as danger signals induced by traumatic or toxic shock,

stress, inflammation or pathogenic invasion, alter the amount and composition of

engulfed material and activate resident DC. During the priming process the degree,

nature, combination and duration of stimulatory signals modulate the response of DC

and consequently influence the outcome of T- and B-lymphocyte-mediated immune

responses. Prevention and down-regulation of antigen-specific immune responses by

regulatory T-lymphocytes is also mediated by their interaction with DC under the

control of the actual tissue environment where these events take place (reviewed in

Ardavin et al., 2004; O’Neill, Adams and Bhardwaj, 2004; Gogolak et al., 2003).

To our present view, the major function of DC is to protect self-tissues from

damage by the induction and maintenance of self-tolerance and to alarm the immune

system against foreign and dangerous interventions. Discovering the mechanisms by

which these opposing tasks are accomplished may lead us to find ex vivo or in vivo

means of manipulating DC function and thus regulating immune responses. A

compelling strategy, which holds promise of manipulating anti-tumour immunity,

is based on utilizing DC as adjuvants of antigen-specific preventive and/or therapeutic

vaccines. The ultimate goal of active DC-based virus- or tumour-specific vaccination

of patients with established disease is to elicit long-lasting protective immunity

without causing adverse effects on healthy tissues (Mocellin et al., 2004). This review

focuses on the functional characteristics of human DC subsets with special emphasis

on their collaboration with other cells of innate immunity and on their potential for

clinical utility against tumours.

10.2 Origin, Differentiation and Function of Human Dendritic
Cell Subsets

DC depelop from CD34þ haematopoietic stem cells (HSC) and can be distinguished

by their cell surface molecules, master transcription factors and functional properties.

On the basis of their origin and anatomical localization, both mouse and human DC

210 CH10 GENOMICS AND FUNCTIONAL DIFFERENCES OF DENDRITIC CELL SUBSETS



are classified into two major subsets: myeloid and lymphoid DC (Shortman and Liu,

2002; Figure 10.1). This classification originates from early studies which identified

two types of DC in the human blood: CD11cþCD123� myeloid DC (mDC) and

CD11c�CD123þ plasma cell-like (plasmacytoid) DC (pDC). The majority of human

DC derive from myeloid precursors and give rise to various subsets, such as

Langerhans cells (LC) and interstitial/dermal/tissue DC. Blood CD14þ monocytes

can also give rise to myeloid DC, which in their characteristics resemble interstitial/

tissue DC (Figure 10.1, Table 10.1). Plasmacytoid DC comprise ~0.1 per cent of total

peripheral blood mononuclear cells (PBMC) and to date represent a homogenous

population of cells not segregated into subpopulations (Table 10.1). The origin of

these two subsets is still controversial; they may derive from the common myeloid

and common lymphoid progenitors or from FMS-like receptor tyrosine kinase 3

(Flt3)þ progenitors, suggesting that a DC developmental program can be induced in

both lymphoid and myeloid precursors (Shortman and Liu, 2002; del Hoyo et al.,

2002; Shigematsu et al., 2004; Karsunky et al., 2003; Figure 10.1).

Figure 10.1 Differentiation of dendritic cells from bone marrow derived CD34+ haematopoietic

stem cells. Human DC precursors differentiate in the bone marrow from haematopoietic stem cells

and give rise to myeloid (mDC) and plasmacytoid (pDC) subsets. Differentiation of mDC is

mediated by granulocyte–macrophage colony stimulatory factor (GM-CSF); differentiation of pDC

is induced by IL-3. Both differentiation pathways are supported by Flt3L, which induces the

expansion of the early Flt3+ progenitors of both subsets. mDC and monocyte-derived DC (MoDC)

derived from the common myeloid precursor (CMP) and give rise to blood-circulating and tissue-

resident mDC and pDC. The common lymphoid progenitor (pDC) differentiates to resting blood

pDC. Both mDC and pDC are able to mature to inflammatory or regulatory DC.
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Comparison of different DC subtypes by transcriptional profiling opened up

new avenues for discovering regulatory circuits, which drive DC differentiation

and subtype commitment. This approach revealed differential and/or subset-specific

expression of selected genes, encoding numerous functionally different proteins.

These included cell surface receptors, proteins involved in cellular adhesion and

signalling, co-regulated genes related to antigen processing and presentation or

organization of cell structure, chemokines, cytokines and their receptors, cytokine-

induced genes and survival-related proteins (Tang and Saltzman, 2004; Lapteva et al.,

2001; Ahn et al., 2002). These studies also identified transcription factors character-

istic of different DC subsets. Comparison of human CD14�CD1aþ LC and

CD14lowCD1a� tissue DC, differentiated form CD34þ HSC revealed the expression

of common but also unique sets of genes, which were partially shared with monocyte-

derived DC (MoDC; Ahn et al., 2002; Tureci et al., 2003; Angenieux et al., 2001;

Gatti et al., 2000). TGFb, which acts via the transcription factor Id2, is suggested as a

key factor in the development of the CD1aþ and LC subsets (Ito et al., 1999; Jaksits

et al., 1999; Hacker et at., 2003). The TGFb-induced gene-3 (betaig-h3)/TGFB1 was

Table 10.1 Dendritic cell subsets in humans

Growth/differentiation TLR

Origin/subtype Markers factors Localization expression

Myeloid

progenitors

Langerhans

cells

CD11cþ
DC-SIGNþ CD1aþ
Langerin/(CD207)þ
Birbeck granules

Flt-3 ligand

GM-CSF þ TNF-a
GM-CSF þ
TNF-aþTGFb

Epidermis

Oral,

respiratory,

genital

mucosa

TLR1

TLR2

TLR4

TLR5

TLR6

TLR7

TLR8

Myeloid

progenitors

Tissue/interstitial

CD11cþ DC-SIGNþ
CD1a�

Flt-3 ligand

GM-CSF þ
TNF-a

Dermis,

submucosa

Blood monocytes

Monocyte-derived

CD11cþ DC-SIGNþ
CD1aþ/�

GM-CSF þ
IL-4 GM-CSF

þ IL-13

GM-CSFþ IL-4þTGFb

Peripheral

tissue

Myeloid and

lymphoid

progenitors

Plasmacytoid

IFNa/b
producing

cell (IPC)

CD123þ/ IL-3Raþ
BDCA2þ BDCA4þ
CD4þ Pre-Taþ
(thymus)

Flt-3 ligand IL-3 Blood

Thymus

Lymphoid

organs

TLR1

TLR6

TLR7

TLR9

TLR10

Specificity of the toll-like receptors: TLR1, bacterial lipoprotein (with TLR2); TLR2, bacterial lipoprotein,
peptidoglycane, lipoteicolic acid (heteromer with TLR1 and TLR6); TLR3, viral dsRNA; TLR4, bacterial LPS;
TLR5, bacterial flagellin; TLR6, bacterial lipoprotein (with TLR2); TLR7, viral ssRNA; TLR8, GU-rich viral
ssRNS, imidazoquinolin (anti-viral drug); TLR9, unmethylated CpG DNA.
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identified as a DC-associated gene, which was highly expressed in CD14þ tissue DC,

suggesting the endogenous production of TGFb by this DC subset (Ahn et al., 2002).

TGFB1 is a secreted protein with an Arg–Gly–Asp (RGD) motif, which is known to

inhibit the adhesion of cells to plastic. IL-13, which can substitute for IL-4 to

generate human MoDC in vitro, was also shown to induce TGFb secretion in certain

mouse myeloid cells (Terabe et al., 2003). While supporting the expression of CD1a,

TGFb inhibits CD1d expression on human epidermal LC (Ronger-Savle et al., 2005).

Peroxisome proliferator-activated receptor-gamma (PPARg), a ligand-induced nuclear

hormone receptor, was demonstrated to promote MoDC differentiation to a unique

cell type with low CD1a expression and with a tolerogenic potential (Szatmari et al.,

2004). RelB and PU1 were associated with both myeloid and plasmacytoid DC

differentiation from CD34þCD1a�GATA-3- precursors. However, the expression

pattern of both transcription factors was strongly dependent on the activation state of

DC (Wu et al., 1998; Fohrer et al., 2004). The interferon consensus sequence-binding

protein (ICSBP)/interferon regulatory factor-8 (IRF-8; Schiavoni et al., 2002) has

also been shown to affect DC development (Schiavoni et al., 2002), and the ETS

transcription factor Spi-B in cooperation with ICSBP/IRF-8 has been identified as a

key regulator of human pDC development (Schotte et al., 2004).

10.3 Tissue Localization of Dendritic Cell Subsets

DC are widely dispersed in all tissues; however, distinct migration programs have

been described for the two major DC subsets. Owing to the expression of the CXCR4

chemokine receptor expressed on mDC and pDC, both cell types migrate to the

lymph node homing chemokine CXCL12/SDF-1, which is produced by high

endothelial venules (HEV), tonsillar epithelial, dermal endothelial and malignant

cells (Zou et al., 2001). Myeloid DC are actually detected in all tissues, while

plasmacytoid DC are found in the thymus (Bendriss-Vermare et al., 2001), in the

peritoneal lavage fluid and reside around HEV in T-cell rich areas of lymph nodes

(Curiel et al., 2004). The constitutively generated mDC and pDC precursors and their

specialized immature circulating counterparts are able to migrate to different

anatomical sites and become educated by the actual tissue environment (Kelsall

and Rescigno, 2004). Thus differentiation into various DC subsets may be due to the

phenotypic and functional flexibility of these cell types and may reflect the hetero-

geneity of their actual tissue microenvironments (Hart, 1997). Both DC types tend to

concentrate at the vicinity of the major antigenic portals, such as epithelial surfaces

and the skin. At these sites environmental changes are monitored through epithelial,

endothelial and stromal cells in collaboration with tissue-resident macrophages, DC

and mast cells. DC stand out in particular for their unique capability to link and

coordinate the function of natural and adaptive immune cells.

Two subsets of murine and human blood monocytes have been identified by the

expression of FcgRIII/CD16 and the chemokine receptor CCR2 (Geissmann, Jung

and Littman, 2003). Both types of monocytes differentiate to DC, but long-lived
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CD16þCCR2� cells are capable of transendothelial migration, while short-lived

CD16�CCR2þ cells have inflammatory properties (Randolph et al., 1998, 2002).

The MDC-8 monoclonal antibody (mAb) also defines a subpopulation of monocytes

(�1% of PBMC), which differentiate into myeloid DC in vitro with the ability to

produce high amounts of TNF-a in response to bacterial lipopolysaccharide (LPS)

stimulation (Siedlar et al., 2000). These cells can also be detected in the T-cell rich

areas of inflammed tonsils and in the subepithelial dome of Peyer’s patches. This cell

population was also suggested to be responsible for the production of high amounts of

pro-inflammatory cytokines in inflammatory bowel disease (de Baey et al., 2003). In

human tonsils five different DC subsets have been identified (Summers et al., 2001),

which try to cope with the high doses of antigenic stimuli, including antigens and

commensal or pathogenic microorganisms of the nasopharyngeal and bronchial tracts.

The skin harbours at least two populations of DC: epidermal CD1aþ LC, which are

characterized by langerin (CD207) and specialized intracellular Birbeck granules,

and dermal DC, which resemble interstitial DC (Romani et al., 2003; Lenz et al.,

1993). Low numbers of CD1aþ cells are also found in epithelial surfaces of the

bronchoalveolar epithelium and in tonsils. Epidermal retention of LC is mediated by

their interaction with keratinocytes through E-cadherin, which was shown to prevent

LC maturation in the seady state, when LC constitutively migrate to skin-associated

lymphoid organs (Tang et al., 1993; Riedl et al., 2000). The renewal of LC was

recently shown to take place from resident precursors and not from the bone marrow.

Circulating blood-borne LC precursors were recruited to the skin only as a

consequence of dramatic LC loss induced by UV-irradiation. This process was

mediated by CCR2 and the UV-induced inflmmatory chemokines CCL2/MCP-1

and CCL7/MCP-3 (Merad et al., 2002).

DC, in close contact with epithelial cells, play a central role in orchestrating the

response of the immune system to various stimuli. Based on this coordinated action

immunological tolerance is induced to food, airborn antigens and commensal bacteria

(Kelsall and Rescigno, 2004). DC, isolated from the gut or bronchial mucosal

surfaces are considered tolerogenic, having a propensity to induce Th2 type responses

in vitro and expressing anti-inflammatory cytokines such as IL-10 and TGFb (Iwasaki

and Kelsall, 1999). A well-defined DC subset with high expression of indolamine 2,3-

dioxygenase (IDO) mRNA, a characteristic of tolerogenic DC, was also identified in

the mouse gut (Kelsall and Rescigno, 2004). In contrast to commensal microbes,

pathogens manage to pass through epithelial barriers and induce inflammatory

responses (Macpherson and Uhr, 2004). This can be induced either by subepithelial

DC, which are activated by TNF-a and/or type I IFN, produced by pathogen-activated

epithelial cells or by direct activation of DC through microbial products. As an

alternative, newly recruited bone marrow- or blood-derived inflammatory cells,

among them DC not pre-conditioned by epithelial cells, migrate to the site of

inflammation or pathogenic insult. This scenario proposes that resident DC/LC are

adapted to the local environment, but mounting an inflammatory response at various

body compartments relies on the recruitment of circulating, immature and flexible

DC precursors (Sansonetti, 2004; Macpherson and Uhr, 2004).
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10.4 Antigen Uptake by Dendritic Cells

Internalization of exogenous antigens by DC is the first step to initiate antigen-

specific immune responses. DC capture antigens by pinocytosis, receptor-mediated

endocytosis, phagocytosis or macro-pinocytosis (Brode and Macary, 2004). A

wide array of internalizing receptors involved in the uptake of soluble or particulate

antigens to endo/lysosomal compartments have been identified. Many of these

receptors also function in DC signalling or cellular interactions (Table 10.2).

Uptake of soluble molecules

DC subsets express defined sets of pattern recognition receptors (PRR), which are also

involved in antigen uptake. They are classified into various molecular families.

Calcium-dependent lectin-like receptors (CLL) represent the most prevalent

PRR expressed on DC (Table 10.2). These type I membrane receptors are character-

ized by carbohydrate recognition domains (CRD), which bind carbohydrate-

rich structures on microbes and self-antigens followed by internalization in an

ATP-dependent manner. The usage of lectin-like receptors depends on the glycosyla-

tion pattern of the ligand, which involves pathogens and adhesion molecules

expressed on various cell types. Internalization by C-type lectins is guided by

leucine- or tyrosine-based internalization motifs in their cytoplasmic tail. This

results in the transport of their captured antigen to selected subcellular compartments,

where the corresponding presenting molecules recycle (Mizumoto and Takashima,

2004). Macrophage mannose receptor (MMR) is also expressed on myeloid DC

but not on LC. It is internalized into coated pits, their ligand dissociates in

early endosomes and the receptor recycles to the cell surface. DC-SIGN is expressed

on myeloid DC but not on LC; it recycles to late endosomal compartments (Figdor,

van Kooyk and Adema, 2002). DEC-205 is expressed on LC, dermal DC and MoDC

and on thymic epithelial cells (Jiang et al., 1995). Guided by an acidic EDE sequence

it recycles into LAMP and MHC class II-containing compartments and facilitates

antigen presentation (Mahnke et al., 2000). However, this antigen-processing path-

way induces tolerance instead of an antigen-specific immune response, mediated by

the induction of regulatory T-cells and/or FasL-mediated deletion of T-cells. Langerin

is restricted to LC and recognizes mannose residues through its single carbohydrate

recognition domain. It acts as an internalizing receptor and targets mannose-contain-

ing ligands to Birbeck granules (Valladeau et al., 2000). Langerin cooperates with

CD1a molecules, which also have access to Birbeck granules, and thus facilitates

CD1a-mediated glycolipid presentation (Hunger et al., 2004). As a general rule, C-

type lectins and CD1 molecules, both expressed in various combinations in DC, share

targetting and sorting mechanisms (Moody and Porcelli, 2003) to ensure optimized

presentation of peptide and nonpeptide antigens. The C-type lectin BDCA2 is

expressed exclusively on pDC; Dectin-1 and LOX-1 belong to the newly discovered

natural killer gene complex (NKC) (Yokota et al., 2001). pDC express high levels of
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Dectin-1, the main phagocytic receptor for yeast (Grunebach et al., 2002; Herre et al.,

2004).

Scavanger receptors (SR) are involved in the uptake of lipid-like structures. The

newly identified A type SR Marco was shown to be upregulated in mouse bone-

marrow-derived DC after loading with tumor cell lysate of B6 melanoma tumor cells

(Grolleau et al., 2003). Expression of Marco was associated with changes in cell

shape, rearrangement of the actin cytoskeleton and dependence on cell adhesion

Pikkarainen, Brannstrom, and Tryggvason, 1999). SR-A receptors expressed by DC

were also shown to be involved in ‘nibbling’, a process occurring when MoDC

capture antigen from live cells through close cell-to-cell contacts (Harshyne et al.,

2003).

Heat shock protein (HSP) binding receptor CD91, a member of the lipoprotein

receptor family, is expressed at low levels in DC. The most efficient HSP binding

structure in DC is the scavenger receptor LOX-1 (Delneste et al., 2002), which is the

member of the NKC (Sobanov et al., 2001). LOX-1 binds modified low-density

lipoproteins (LDL), aged and apoptotic cells, platelets and bacteria.

To ensure the exclusive sampling of peripheral tissue environments, the expression

of internalizing receptors is downregulated upon DC maturation. Some of these

receptors, which are expressed by mDC and transport antigens to specialized

intracellular compartments, are associated with ‘cross-presentation’, an alternative

pathway for loading major histocompatibility complex (MHC) class I molecules.

Uptake of particles

Phagocytosis by DC is an efficient route to engulf extracellular particulate

antigens. Internalization of microbes and apoptotic cells use the same intracellular

machinery, but in macrophages they are targetted to distinct intracellular phago-

somes. Signalling through TLR2 and TLR4 induces rapid maturation of the

phagosome into late endosomes and lysosomes (Blander and Medzhitov, 2004).

Internalizing receptors involved in antigen uptake influence subsequent differen-

tiation of DC to stimulatory or tolerogenic cells (Mahnke, Knop and Enk,

2003). One of the earliest events in programmed cell death is the change in mem-

brane structure, accompanied by expression of the apoptotic cell-associated mem-

brane proteins (ACAMP), such as phosphatidylserine (PS) and modified

carbohydrates (Platt, de Silva and Gordon, 1998; Larsson, Fonteneau and Bhardwaj,

2001). This altered membrane pattern is recognized directly by DC-associated

receptors; in DC the uptake of apoptotic cells is mediated by the scavanger

receptor CD36 and avb5 integrin in collaboration with the bridging molecule

thrombospondin-1 (TSP1), which interacts with CD47 and CD36 (Doyen et al.,

2003; Albert, Sauter and Bhardwaj 1998; Albert, Kim and Birge 2000; Rubartelli,

Poggi and Zocchi, 1997). Internalization of apoptotic cells by DC is an efficient

route of ‘cross-presentation’ for loading MHC class I molecules with exogenous

protein-derived peptides antigens.
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Uptake of opsonized cells and antigens

The altered lipid composition of the apoptotic cell membrane activates complement,

which results in opsonization by iC3b and binding to complement receptors such as

CR3. This pathway, however, does not activate DC but rather inhibits the production

of inflammatory cytokines and induces tolerance (Verbovetski et al., 2002; Morelli

et al., 2003). Antigens complexed with IgG type antibodies bind to and are taken up

by various Fcg receptors (FcgR). The expression of the high-affinity FcgRI/CD64 and

FcgRIII/CD16 defines different DC precursors with different functional properties;

the low-affinity FcgRII/CD32 is also expressed in mDC (Sanchez-Torres et al., 2001;

Grage-griebenow et al., 2000, 2001; Siedlar et al., 2000). Depending on the

intracellular signalling sequence of the various Fcg receptors (Table 10.2), internaliza-

tion by this route may induce DC maturation (Regnault et al., 1999). Internalization

of immune complexes (IC) by FcgRII was shown to enhance peptide loading of MHC

class II molecules, class I-restricted cross-presentation of a small amount of antigen

and increase the efficacy of antigen presentation 100-fold as compared with the presenta-

tion of free antigen (Regnault et al., 1999; Larsson et al., 1997). As demonstrated by

myeloma cells opsonized by anti-syndecan-1 antibodies, this mechanism could

promote cross-presentation of intracellular tumour antigens (TA) and thus enhance

the efficacy of therapeutical mAb-based therapies (Dhodapkar et al., 2002).

FcaR (CD89) is expressed on CD14þ interstitial DC of CD34þ HSC origin, on

immature MoDC but not on LC. CD89 expression is strongly decreased upon

differentiation from monocyte to DC. DC efficiently internalize secretory but not

serum IgA without any signs of DC maturation. This process, however, could not be

inhibited by the anti-CD89 blocking antibody but was inhibited by specific sugars or

by antibodies specific for MMR. These data indicate that IC, comprising secretory

IgA, interact with DC via carbohydrate-specific receptors such as the MMR (Heystek

et al., 2002).

10.5 Antigen Processing and Presentation by Dendritic Cells

DC are up to 1000-fold more efficient in activating resting T-lymphocytes than other

professional APC (Bhardwaj et al., 1993). Beside highly efficient antigen internaliza-

tion, the unique antigen-presenting capacity of mature DC is attributed to the special

vesicular system and to the highly efficient antigen processing and presenting

machinery operating in various DC subtypes (Guermonprez et al., 2002). Membrane

expression of MHC class II molecules is tightly linked to DC function and determines

antigen presenting functions.

Loading MHC class II molecules

Exogenous antigens are processed within specialized MHC class II-rich compart-

ments (MIIC) detected in DC as a result of activation and maturation (Brode and
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Macary, 2004). During the maturation process DC translocate MHC class II–peptide

complexes together with the CD86 costimulatory molecule to the cell surface, which

results in the efficient activation of antigen-specific CD4þ helper T-lymphocytes

(India et al., 2002; Turley et al., 2000). Several proteases with broad substrate

specificity have been implicated in antigen processing. Cathepsin H and C act as

amino-peptidases, whereas cathepsin B and Z function mainly as carboxy-

exopeptidases. Antigen processing is tightly regulated in maturing DC by controlling

protease inhibitors through inflammatory mediators (Watts, 2001). Immature mDC

with high endocytic capacity are ineffective in loading MHC class II molecules with

peptides unless they receive a maturation signal, thus the antigen-presenting function

of mDC depends on microenvironmental factors influencing DC differentiation and

maturation. This process is controlled by the regulation of cathepsin S expression

responsible for the degradation of the invariant chain and subsequently for the

availability of empty MHC class II peptide binding clefts (den Haan, Lehar and

Bevan 2000).

The two major DC types, mDC and pDC, differ in the regulation of MHC class II

molecules mediated by the cell type-specific promoters that control gene expression

of the transcriptional co-activator CIITA, a master regulator of MHC class II

synthesis (Leibund, Gut-Landmann et al., 2004). Presentation of peptides, derived

from the TA NY-ESO-1, by MHC class II molecules was two orders of magnitude

more efficient by pDC than by B-cells but still one order of magnitude lower than by

myeloid CD1cþ blood DC. It was also demonstrated that pDC cultured in IL-3 and

triggered by CD40 ligand (CD40L) or TLR7/8 ligand (R-848) were equally effective

in accomplishing this function (Schnurr et al., 2005). These results show that various

DC types differ substantially in their efficacy in antigen processing and presentation

and their requirements for further activation.

Loading MHC class I molecules

Antigens expressed in the cytoplasm or the nucleus, such as TA, are processed by the

proteasome and loaded onto MHC class I molecules. The majority of antigenic

peptides are generated by the proteolytic cleavage of malfolded proteins, which are

also referred to as defective ribosomal products (Princiotta et al., 2003). As a result of

DC activation, this fraction accumulates as aggregates and requires ubiquitination,

enzymatic fragmentation by the proteasome and transportation to the endoplasmic

reticulum by transporters for antigen presentation (TAP) (Lelouard et al., 2004).

Imported peptides require further trimming by ER-aminopeptidase I, and then are

loaded onto MHC class I molecules with the assistance of the chaperons calnexin,

calreticulin and tapasin. Peptide-loaded MHC class I molecules are transported to the

cell surface through the secretory pathway. As a result of IFNg-mediated signals, DC

replace the standard ‘housekeeping’ proteasome with the immune proteasome, which

contains three novel proteolytic subunits referred to as LMP2, LMP7 and MECL1

(Tanaka and Kasahara, 1998). Proteasomes have at least six active sites and
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three distinct cleavage specificities. The immune proteasome acquires altered

cleavage specificity, so the spectrum of the generated antigenic peptides may change

(Groettrup et al., 1995). The appropriate cleavage of a given antigen by the

IFNg-induced immune proteasome can enhance the presentation of some epitopes

or destroy others (Van den Eynde and Morel, 2001). Immature MoDC carry

approximately equal amounts of the two types of proteasome, but as a result of

maturation they upregulate the expression of the immune proteasome (Macagno et al.,

1999).

Cross-presentation as an alternative pathway for targetting antigens
onto MHC class I molecules

DC are also unique in their capacity to direct exogeneous protein antigens to the

MHC class I processing pathway, referred to as ‘cross-presentation’. Antigens

acquired from body fluids, or dead or live cells can be cross-presented and mediate

tolerance or immunity in vivo. This pathway is restricted to mDC and to certain types

of macrophages (Rock et al., 1993). It allows APC to initiate CD8þ T cell responses

against antigens that are not synthesized within the DC. It is dependent on the highly

efficient uptake and processing of exogenous material and well-defined stimulatory

signals (Larsson, Fonteneau and Bhardwaj, 2001, Albert, Sauter and Bhardwaj,

1998). The efficiency of exogenous antigen presentation by MHC class I and class

II molecules is differentially regulated during DC maturation (Delamarre, Holcombe

and Mellman, 2003). Soluble proteins internalized by immatue DC are stored

intracellularly until activated by an appropriate cross-presentation signal, while

increased expression of MHC class II molecules in the cell surface could be induced

by various activation signals. Induction of cross-presentation requires CD40L or

disruption of cell-to-cell contacts as a stimulatory signal. Comparative studies

performed with various DC subtypes revealed that not all DC subsets are involved

in cross-presentation. Myeloid DC generated in vitro from CD34þ progenitros in the

presence of TGFb, giving rise to LC-type DC, were inactive in cross-presentation

(Nagata et al., 2002). pDC are less potent to present MHC class II peptides for CD4þ
T-lymphocytes than mDC and are able to present MHC class I epitopes only from

intact (live or heat-inactivated) viruses (Fonteneau et al., 2003). Certain internalizing

receptors expressed in mDC were shown to be associated with cross-presentation and

targetting antigens to intracellular compartments which have access to MHC class I

molecules (Table 10.2).

Different routes of entry of exogenous material to the endogenous processing

pathway have recently been described: (i) the cytoplasmic tail of MHC class I

molecules with a highly conserved tyrosine sorting motif targets unfolded MHC

class I molecules to the endosomal/lysosomal compartment, where peptide loading

occurs in a TAP-independent manner (Heath and Carbone, 2001). The low pH of this

environment ensures the exchange of bound endogenous peptides onto recycling

MHC class I molecules (Kleijmeer et al., 2001). (ii) Active phagocytosis of particles
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may result in the fusion of the phagolysosome with the endoplasmic reticulum (ER)

membrane, by which the phagolysosome acquires the entire MHC class I loading

complex, including newly synthesized MHC class I molecules, TAP and tapasin

(Houde et al., 2003; Guermonprez et al., 2003; Ackerman and Cresswell, 2003). The

proteasome complex was shown to accumulate at the outer surface of the phagolyso-

some, suggesting that proteasome-degraded peptides may be transported back to the

phagolysosome. Degradation was shown to occur in the same compartment as

utilized for internalization, suggesting that the phagolysosome can act as a specia-

lized cross-presentation organelle and results in highly efficient peptide presentation

by protecting peptides from cytosolic peptidases (Brode and Macary, 2004; York

et al., 2003).

The role of CD1 molecules in antigen presentation by dendritic cells

Nonpolymorphic CD1 molecules are structurally related to MHC class I molecules

and are specialized for the presentation of modified self- and/or microbial lipids. The

membrane-expressed human CD1a, CD1b, CD1c and CD1d molecules bind different

types of lipid-like ligands and pass through distinct intracellular compartments

controlled by targetting motifs in their cytoplasmic tail, which interact differently

with the adaptor molecules AP2 and AP3. These and possibly other interactions result

in continous recycling of CD1 molecules through the endocytic system (Sugita et al.,

2002). CD1b is internalized by clathrin-coated pits and is directed into MHC class II-

rich compartments by a tyrosine-based motif in its cytoplasmic tail. CD1a lacks this

targetting motif and thus recycles from the cell curface to early recycling endosomes.

Owing to the diversity of their intracellular targeting motifs CD1c and CD1d

molecules exhibit distinct trafficking patterns (Sugita et al., 1999; Moody and

Porcelli, 2003).

Various DC subtypes express different sets of CD1 molecules; therefore they

are able to sample a wide range of lipid-like antigenic structures. LC express CD1a

at an exceptionally high level, with very low co-expression of CD1b or CD1c

molecules. As CD1b, CD1a is able to present mycobacterial glycolipids to

T-lymphocytes. In contrast to LC, MoDC and dermal DC predominantly display

CD1b with varying levels of CD1a and CD1c (Mizumoto and Takashima, 2004).

Various CD1 molecules present their ligands to T-lymphocytes either with diverse

or conserved abTCR. CD1d molecules bind various modified lipids, among them

a-galactosylceramid (aGalCer) derived from a marine sponge and the tumour-

associated disialoganglioside GD3 (Gumperz et al., 2000; Wu et al., 2003). These

ligands are presented to a subpopulation of NKT cells characterized by an invariant

TCR (iNKT). Opposing regulation of group I (CD1a, b, c, e) and group II (CD1d)

molecules by the nuclear hormone receptor PPARg has recently been shown. These

results revealed that activation of PPARg by specific ligand results in the increased

expression of CD1d and decreased expression of group I CD1 molecules in MoDC

(Szatmari et al., 2004).

222 CH10 GENOMICS AND FUNCTIONAL DIFFERENCES OF DENDRITIC CELL SUBSETS



Similar to saponins, endosomal lipid transfer proteins (LTP) acts as important ‘lipid

chaperone’. They assist loading of glycolipid antigens onto CD1 molecules and are

also able to pull glycosphyngolipids, such as gangliosides, out of the endosomal

membrane and keep them accessible to hydrolases. Other saposins remove bound

lipids from endosomal CD1 molecules and support the binding of new lipid antigens

(De Libero, 2004; Zhou et al., 2004).

10.6 Activation and Polarization of Dendritic Cells

DC can be activated by various stimuli, which transform immature DC, specialized

in antigen capture, to mature DC which potentially activate DC, professional APC,

which potently activate T-cells. These two functions are topographically separated

and require the migration of DC from the site of inflammation or pathogenic insult to

the draining lymph nodes guided by chemokine gradients. Gene expression analysis

of various DC subsets, representing distinct activation and maturation stages, has

been widely used to monitor the effect of various exogenous stimuli on DC function

(Tang and Saltzman, 2004; Granucci et al., 2001; Ricciardi-Castagnoli and Granucci,

2002; Hashimoto et al., 2000; Huang et al., 2001). This approach, combined with

high-throughput proteomics and functional studies, holds promise to reveal novel

regulatory circuits effecting DC differentiation, function and strategies for therapeu-

tical utility of DC.

Maturation of DC can be induced by Toll-like receptor (TLR)-mediated microbial

signals, host-derived pro-inflammatory mediators or cell bound receptors of the

tumour necrosis (TNF) and TNF receptor (TNFR) family (Aderem and Ulevitch,

2000; Ulevitch, 2000). DC-activating signals can also be delivered by the interaction

with natural T-lymphocytes such as NK- or NKT-cells (Mailliard et al., 2004).

Importantly, generation of fully active and stable mature DC requires the activation

through multiple signalling pathways (Mailliard et al., 2004). This suggests that

signals through a single receptor may result in only partitial activation, which may be

reverted by inhibitory signals which favour the differentiation of regulatory DC.

Toll-like receptors in dendritic cell activation

TLR are transmembrane signalling receptors, which are not directly involved in

receptor-mediated internalization. They bind unique microbial compounds or self-

ligands derived from stressed or demaged cells. Some TLR act on the cell membrane,

while others (TLR3, TLR7, TLR8, TLR9) are intracellular receptors localized to

subcellular compartments and are activated following internalization of their ligands

by other receptors. All DC functions, which are crucial for T-cell activation, such as

survival, proliferation, migration, cross-presentation, production of cytokines and

chemokines, and expression of adhesion and co-stimulatory molecules, are modulated

by TLR signalling (Kaisho and Akira, 2003; Iwasaki and Medzhitov, 2004). Despite

their distinct specificities, TLR signal through the common adaptor protein MyD88
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and induce NF-kB and mitogen-activated protein kinase activation. TLR-mediated

signalling results in the activation of genes encoding for pro-inflammatory cytokines

such as TNF-a, IL-1b and IL-6. Some TLR-mediated signalling is independent

on MyD88 and may influence the T-cell polarizing activity of DC (Agrawal et al.,

2003). NFkB regulates the expression of numerous genes that are involved in DC

survival and maturation, cell cycle progression or apoptosis (Rescigno et al., 1998;

Ardeshna et al., 2000). Human mDC and pDC differ in their expression of TLR,

which recognizes different sets of molecules (Table 10.1). Certain TLR-mediated

signals were recently shown to induce cross-presentation in DC (Datta et al., 2003;

Table 10.2).

Cooperation of antigen internalization with activation signals

It is well established that antigen capture can modify DC maturation induced by other

signals (Cambi and Figdor, 2003). For example, the binding of mycobacterial

products to MMR or DC-SIGN induces IL-10 production, which inhibits TLR-

mediated IL-12 production (Geijtenbeek et al., 2003). Thus the simultaneous binding of

mycobacterial components to MMR, DC-SIGN and TLR may divert the immune

system towards a tolerogenic Th2 response, which facilitates immune escape of

mycobacteria (Maeda et al., 2003; Tailleux et al., 2003). The natural ligand of

BDCA2 has not yet been identified, but crosslinking of BDCA2 on pDC induces Ca2þ

mobilization and tyrosine phosphorylation of cellular proteins. BDCA2 ligation,

however, inhibits IFNab production of pDC induced by various stimuli such as the

influenza virus or bacterial DNA (Dzionek et al., 2001).

Antigen–antibody complexes internalized by FcgIIR of DC not only target MHC

class I and class II molecules but also deliver activation signals, which sensitize DC

for priming both CD4þ and CD8þ T lymphocytes (Regnault et al., 1999). This

pathway requires endosomal acidification but relies on cytosolic antigen processing.

An inhibitory effect on TLR signalling has been attributed to hOSCAR, a human

FcRg-chain associated endocytic receptor. When cross-linked by specific antibodies,

this receptor induced maturation of MoDC and increased IL-10 production. When

hOSCAR signalling was triggered in the presence of LPS, production of IL12p70 by

mDC decreased, while imidazoquinoline (R848) treatment induced IL-12 production

(Merck et al., 2004).

Ligation of FceRI of primary human DC by polyvalent antigens results in NF-kB

activation and the release of TNF-a and monocyte chemoattractant protein-1 (MCP-1)

indicating the potency of FceRI to induce inflammatory reactions (Kraft et al., 2002).

Cross-linking of the FcaR receptor induces internalization, IL-10 production,

upregulation of MHC class II and CD86 costimulatory molecules and results in

increased allostimulatory activity (Geissmann et al., 2001).

The uptake of DNA-containing immune complexes in systemic lupus erythema-

tosus by FcgRII of pDC resulted in the co-localization of unmethylated CpG as part

of the IC and TLR9 in subcellular lysosomes, where binding and signal transduction
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could be initiated (Means et al., 2005). These results revealed a novel functional

interaction between FcgRII and TLR9 mediated by complexed TLR ligands, targetted

towards DC via FcgR. This combined effect could induce intracellular signalling in

pDC and result in robust IFNa production.

The role of cross priming and cross tolerance in anti-tumour
immune responses

Cross-presentation has been considered as a major mechanism in the presentation of

viral antigens and TA for CD8þ cytolytic T-lymphocytes (CTL). Animal studies have

demonstrated that mDC are the most potent professional APC in mediating cross-

priming of tumour-specific CTL (Albert, Sauter and Bhardwaj, 1998; den Haan,

Lehar and Bevan, Kurts et al., 2001; Heath and Carbone, 2001). Cross-presentation of

exogenous antigens by mDC, however, does not necessarily result in efficient cross

priming (Heath and Carbone, 2001), which requires proper maturation stimuli

(Melief, 2003), a phenomenon called ‘licencing’ of DC for priming CTL. The

activation signal can be provided through certain TLR ligands, type I interferons, or

by the contact with other cells, such as NK-cells or activated CD4þ T-lymphocytes

(Heath and Carbone, 2001). In the absence of these signals, DC induce tolerogenic

signals by ‘cross tolerance’. This is supported by autocrine negative regulators such

as TSP secreted spontaneously by MoDC. TSP negatively regulates IL-12 and IL-10

secretion and is induced by PGE2 or TGFb (Doyen et al., 2003).

Signalling through TLR3 and TLR9 was recently shown to induce cross-presentation

in DC (Datta et al., 2003; Mohty et al., 2003; Schulz et al., 2005). The common

features of these receptors are their intracellular localization and induction of

type I IFN production upon ligand binding. It was postulated that activation

and augmentation of cross-presentation of DC are either mediated by cytosolic

TLR3-mediated signalling or by the indirect effect of type I interferons induced

by this process. Enhanced cross-presentation is observed if DC maturation is

triggered before antigen uptake, suggesting that cross-presentation is induced

indirectly through IFNa/b. CpG acting through TLR9 was shown to enhance

cross priming and its effects was largely dependent on type I interferons (Cho

et al., 2000). IFNa may induce cross-priming by upregulating TAP1 and MHC class I,

but the key mechanism was proved to be alterations associated with DC maturation

(Cho et al., 2002; Luft et al., 1998). Both stimuli were independent of CD4þ T-

lymphocyte-mediated help or the interaction of CD40 with CD40L (Le Bon et al.,

2003).

Efficient and prolonged cross-presentation of the NY-ESO-1 TA by MoDC and

CD1cþ blood DC could be achieved only through mAb-mediated targetting to FcgR,

while pDC and B-cells were inactive in these settings (Schnurr et al., 2005). The most

efficient CD1cþ blood mDC rapidly and spontaneously acquired cross-presenting

and migratory functions and were suggested as a promising candidate for DC-based

immunotherapy (Schnurr et al., 2005).
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HSP, which act as chaperones for antigenic peptides and also for empty MHC class I

molecules in the ER, may augment the efficiency of cross priming. HSP expressed by

malignant cells induce protective cytotoxic T-lymphocyte responses against TA and

act as carrier and/or adjuvant proteins in tumor vaccines (Suzue et al., 1997). HSP

carrying noncovalently bound TA-derived fragments are readily internalized by DC

and co-localize with MHC class I molecules in early and late multivesicular

endosomal vesicles (Blachere et al., 1997; Arnold-Schild et al., 1999). In vivo studies

revealed that targetting model antigens to the LOX-1 receptor results in cross-

presentation and triggers protective antitumour immune response (Delneste et al.,

2002).

Cytokine production and polarization of activated dendritic cell subsets

In addition to their endocytic and phagocytic activities, DC are potent secretory cells.

Steady-state immature DC internalizing apoptotic cells and self-structures remain

inactivated, secrete low amounts of cytokines and induce tolerance. As a result of

activation they produce cytokines and chemokines, which induce and regulate local

and systemic inflammatory immune responses. Induced by stimulatory signals

DC also express different patterns of activation and co-stimulatory molecules,

which not only determine the magnitude of the T-cell response but instruct DC to

produce distinct combinations of cytokines and chemokines. Owing to their func-

tional flexibility, DC may produce inflammatory, anti-inflammatory or regulatory

cytokines and support the activation of Th1, Th2 or regulatory T-cells, respectively

(Figure 10.1). All human DC subsets have been characterized by the capacity to

mature to immunogenic, inflammatory or regulatory DC, suggesting that the outcome

of the response depends on the finely tuned balance of various effector T-lymphocyte

functions (Figure 10.1; Kalinski and Moser, 2005). The key mDC-derived cytokine

required for the induction of inflammatory responses such as protective antitumour

immune responses is IL-12, which promotes the differentiation of CD4þ Th1 cells.

IL-12 production and the licence for priming CTL is provided by the interaction of

CD40 expressed on activated mDC and CD40L on activated Th1 T-lymphocytes.

Newly activated T cells are able to amplify but not initiate IL-12 secretion, therefore

this process requires additional activation signals (Sporri and Reis e Sousa, 2003).

Type I IFN, certain TLR-mediated signals or inflammatory cytokines may circumvent

the requirement of Th1-mediated help in CTL priming, but the generation of long-

lived functional memory cells still depends on this co-operation (Rajnavolgyi and

Lanyi, 2003; Bevan, 2004). pDC are able to secrete large amounts of type I IFN upon

virus infection or by activation through TLR7 or TLR9. Type I interferons are

common mediators of innate immunity and have multiple effects on immune cells

(Goodbourn, Didcock and Randall, 2000). IFNa is able to enhance the cytotoxic

activity of NK-cells and macrophages, induce T-cell activation and maintain T-cell

survival (Figure 10.2). IFNa skews monocyte differentiation to an inflammatory DC

subtype with increased expression of MHC class I and multiple TLR, suggesting the
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cooperation of the two major DC subsets in inducing inflammatory responses (Mohty

et al., 2003; Figure 10.2). Both DC subsets can acquire tolerogenic potential; the

characteristic cytokines of tolerogen DC are IL-10, TGFb or IL-4 (Mills, 2004).

Migration and chemokine secretion of activated dendritic cell subsets

Activated DC migrate from non-lymphoid tissues to draining lymphoid organs via

afferent lymphatic vessels (Viney, 2001). Migration is accompanied by downregula-

tion of phagocytosis and receptor-mediated internalization, responsiveness to inflam-

matory chemokines, results in the re-distribution of MHC class II molecules from

intracellular vesicles to the cell surface, re-organization of the cytoskeleton, forma-

tion of dendrites/pseudopodia, increased cell surface expression of co-stimulatory

molecules and chemokine receptors. The recruitment to sites of inflammation in

response to chemotactic stimuli and their migration to secondary lymphoid organs is

essential for the initiation of optimal T-cell responses. Activation of both mDC and

pDC results in the expression of CXCR4 and CCR7 chemokine receptors, which

mediate DC attraction through CXCL-12/SDF-1a and CCDL19/MIP-3b, respec-

tively. However, additional signals may also be involved in DC migration, such as

prostaglandin E2, which has been shown as an important regulator of Mo-DC

migration (Luft et al., 2002; Scandella et al., 2002). Nucleotides are also suggested

Figure 10.2 Collaboration of dendritic cells with natural killer cells. Activation of pDC by virus

infection or through TLR9 results in the production of large amounts of IFNa/b, which triggers the

cytolytic activity of NK cells. This mechanism results in the generation of apoptotic cells, which are

taken up and utilized by myeloid DC for cross-presentation . IL-12 produced by mDC as a result of

IL-2-induced NK cell triggers IFNg secretion by NK cell, which activates mDC to express CD80.

Thus a reciprocal interaction of NK cells with pDC and mDC leads to enhanced cytolytic activity

induced by type I interferons and IFNg production induced by the direct contact of NK cells

activated by Th1-derived IL-2. NK cells activated by IL-2 have low cytolytic activity, but TLR3-

mediated signalling of mDC results in IFN-a and TNF-a secretion (Gerosa et al. 2005).
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as important soluble factors mediating the migration of various DC subsets.

Nanomolar concentrations of ATP, released from damaged cells and from platelets,

endothelial cells and T-cells, are involved in the recruitment of various immature DC

subsets to the site of inflammation through P2X and P2Y receptors. Myeloid DC

subtypes required orders of magnitude less ATP than pDC for mobilization. High

concentration (mmol) of ATP, however, had an opposing effect and resulted in the

arrest of immature MoDC and CD1aþ dermal DC movement, mediated by the

P2Y11 receptor (Schnurr et al., 2003; Idzko et al., 2002). This effect may prolong DC

residence in tissues to facilitate antigen uptake. High concentration of ATP also

induces the maturation of MoDC (Wilkin et al., 2001). Activation of mDC also

results in the enhanced production of the homeostatic chemokines CCL17 and

CCL22 and the attraction of Th2 and CD4þ Treg cells.

pDC do not migrate to common inflammatory cytokines such as CCL2/MCP-1,

CCL5/RANTES and CXCL10/IP10, but express the chemokine-like receptor 1

(CMKLR1), expressed by both immature blood pDC and MoDC (Zabel, Silverio

and Butcher, 2005). DC expressing CMKLR1 are attracted by chemerin, a factor

detected in inflamed body fluids and triggered by blood coagulation, tissue damage or

inflammation (Wittamer et al., 2004). pDC are often detected in reactive tonsils,

inflamed nasal mucosa or skin lesions associated with inflammation. pDC also

express the adenosine receptor A1 and migrate to high concentrations of adenosine,

released from damaged cells (Schnurr et al., 2004). Activation of pDC by virus

infection, signalling through TLR9, or by IL-3 and CD40L results in the maturation

to fully potent APC expressing CCR7. pDC are also able to produce the pro-

inflammatory chemokine CCL3 and CCL4, which attracts effector T-cells and Th1

cells through CCR1 and CCR5, respectively (Penna et al., 2002). Ligands of CXCR4

and CXCR3, produced by Th1 cells, are able to enhance the responsiveness of pre-

pDC to CCL12/SDF-1 and thus recruit pDC to lymphoid organs draining the site of

inflammation (Vanbervliet et al., 2003). Activation of pDC by CD40L alone results in

the induction of CD8þ regulatory T cells (Gilliet and Liu, 2002).

10.7 Enhancement of Inflammatory Responses by NK Cells

Direct contact of DC with NK cells results in bi-directional signalling, which induces

the proliferation and activation of NK cells as well as DC maturation (Degli-Esposti

and Smyth, 2005). This mutual interaction is mediated by cell-to-contacts

and induces the activation of NK cells for cytokine (IFNg and TNF-a) secretion

(Figure 10.2). Cell contact is mediated by the activating NKG2D receptor, which

binds to MICA/B expressed on DC; additional contacts are provided by adhesion

molecules. The communication between the two cell types is also mediated by

cytokines. DC-derived IL-15 supports NK-cell survival, while IL-12 and IL-18

induce NK-cell proliferation and induction of cytolytic activity (Raulet, 2004)

(Degli-Esposti and Smyth, 2005). The contact of NK cells with immature DC,

depending on NK/DC ratios, may result in both DC activation and lysis. Sensitivity of
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immature DC to NK cell-mediated killing via TNF-related apoptosis-inducing ligand

(TRAIL)-induced apoptosis is lost upon maturation, which may play a role in

focusing antigen-specific immune responses to activated DC (Corazza et al., 2004).

An important, recently described function of DC is the recruitment of NK cells to

lymph nodes, where they secrete IFNg to direct Th1 polarization of primed antigen-

specific T-lymphocytes (Martin-Fontecha et al., 2004). NK cells are able to recognize

and kill malignant cells in the absence of inflammatory stimuli (Karre et al., 1986).

NK cells, which contact tumour cells directly, ‘licence’ myeloid DC to present

exogenous antigens derived from dead cells for CTL (Gerosa et al., 2005). NK cell-

derived perforin was shown to support the clonal expansion of CTL, which

demonstrates the collaboration of NK cells and DC in eliciting inflammatory anti-

tumour responses (Strbo et al., 2003; Figure 10.2).

10.8 Suppression of Inflammatory Responses by Natural
Regulatory T Cells

To control the potantially self-destructive action of effector mechanisms, T-lymphocyte

activation is regulated by homeostatic mechanisms as well as by unique subsets of

T-lymphocytes with regulatory function (Sakaguchi, 2004; Jiang and Chess, 2004;

Mills, 2004). The homeostatic regulation of T-lymphocyte activation involves the

elimination of antigen-specific T-lymphocyte clones with high-affinity TCR by

activation-induced cell death (AICD; Lenardo et al., 1999) and regulation of T cell

costimulation by interaction of CTLA-4 with CD80/86 to induce functionally inactive

T-lymphocytes (Phan et al., 2003; Figure 10.3). The simultaneous differentiation of

antigen-specific Th1 and Th2 CD4þ T-lymphocytes with opposing activities also

exerts mutual regulatory functions. IFNg produced by activated Th1 cells inhibits Th2

differentiation, while IL-4 secreted by Th2 cells has anti-inflammatory potential

(O’Garra, 1998). In certain tissue environments other CD4þ T-cells, which secrete

immunosuppressive IL-10 or IL-10 together with TGFb, are also generated. Recent

results revealed that the physiological role of these regulatory cells is to silence strong

inflammatory responses and prevent tissue damage induced by pathogens or auto-

reactive T-cell clones (O’Garra et al., 2004).

Two major populations of regulatory T-lymphocytes have been identified in the

thymic medulla. Natural killer T cells (NKT) express both NK- and T cell markers

and exhibit functional properties of effector/memory T cells. NKT cells involve

CD1d-restricted cells both with conserved (iNKT) and diverse abTCR. Both types of

NKT cells recognize nonpeptide ligands such as modified lipids. Depending on the

nature and dose of the ligand, NKT cells respond with the rapid secretion of

inflammatory (IFNg) or anti-inflammatory (IL-4, IL-13, IL-10) cytokines (Sonoda

et al., 2001). Strong antigenic stimulation of NKT cells supports IL-12 secretion by

mDC, while weak antigenic stimulation of NKT cells by self-antigens induces IL-10

production in mDC (Gumperz, 2004). Natural regulatory T cells (Treg), similarly to

activated Th1 and Th2 cells, carry CD25, the a-chain of the IL-2 receptor. They are
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also characterized by the expression of CD38, CD62L, CD103, glucocorticoid-

induced tumour necrosis factor (TNF) receptor (GITR), and by the forkhead

transcription factor, FOXP3 (Fontenot, Gavin and Rudensky, 2003). Tolerogenic

DC have been implicated in the induction of Treg in peripheral lymphoid tissues

(Steinman and Nussenzweig, 2002). DC, which induce Treg cells, have an inter-

mediate phenotype characterized by MHC class II and CD86 expression, but low

level of CD40 and intercellular adhesion molecule 1 (ICAM-1) (Martin et al., 2003).

Treg cells exhibit diverse MHC class II-restricted abTCR repertoire and induce

tolerance by direct contact with activated T-lymphocytes to inhibit IL-2

gene transcription (Sakaguchi et al., 2001; Figure 10.3). Both human mDC and

pDC are able to induce CD4þCD25þ Treg cells; interestingly, their induction occurs

together with DC activation (Moseman et al., 2004).

Both NKT and Treg are continuously transported to the periphery and are referred

to as natural regulatory T-lymphocytes. It has also been suggested that peripheral

tolerogenic DC transport self- and nonself-antigens from the periphery back to the

thymus, where they positively select and activate regulatory T-cells (Goldschneider

and Cone, 2003). Indolamine 2,3-dioxygenase (IDO)-dependent suppression of T-cell

Figure 10.3 Collaboration of dendritic cells with natural regulatory T cells. Treg cells are able to

suppress the activation of naive CD4+CD25� T-lymphoctyes or antigen-specific Th1 and Th2 cells

in an antigen-independent manner (Groux et al., 1997). They regulate T-lymphocytes through direct

cell-to-cell contact with the postulated role of CTLA-4. Their suppressive cytokines, such as IL-10

and soluble or cell surface-bound TGFb inhibit DC functions and induce tolerogenic DC. pDC are

able to induce Treg but do not produce IL-10. Their effect on mDC could be indirect through the

induction of Treg cells. iNKT cells interact with myeloid DC expressing DC1d, and through IL-4

and IL-10 they inhibit cytokine secretions of stimulatory DC.
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responses was suggested as a natural immunoregulatory mechanism (Mellor and

Munn, 2004). IDO, the rate-limiting tryptophan-catabolizing enzyme, is expressed in

various cell types, including fibroblasts, macrophages, DC, trophoblasts and epithelial

cells. DC expressing IDO contribute to the generation and maintenance of peripheral

tolerance by depleting autoreactive T cells and by inducing Treg responses. Human

DC can constitutively express immunoreactive IDO protein, yet it does not have

functional enzymatic activity until these cells are activated by IFNg and/or CD80/

CD86 ligation.

10.9 The Role of Dendritic Cells and T-Lymphocytes
in Tumour-Specific Immune Responses

Eradication of tumours is mediated predominantly by highly potent CD8þ effector

T-lymphocytes, the priming of which requires IFNg produced by Th1 and NK cells

(Yee et al., 2002). Priming of naive CTL occurs exclusively in organized peripheral

lymphoid organs and depends on the localization, concentration and persistence of

the antigen (Karrer et al., 1997). Co-stimulatory molecules expressed on professional

APC may lower the threshold of antigen dose necessary for T cell activation

(Ochsenbein et al., 2001; Ludanyi et al., 2004). A short encounter with the antigen

is sufficient to induce cell division of antigen-specific CD8þ T-lymphocytes (Kaech

and Ahmed, 2001), but continuous presence of antigen in lymphoid organs may result

in T-cell exhaustion (Zinkernagel and Hengartner, 2001; Moskophidis et al., 1993).

This process is mediated by AICD of effector CTL highly sensitive to apoptosis.

Direct activation of tumor-specific CD8þ T-lymphocytes in lymphoid organs can

be initiated by tumor cells migrated to the lymphoid organs, while indirect activation

can be achieved by mobilized DC, which have taken up large amounts of TA in the

tumor tissue. At low tumour burden TA do not reach the draining lymph nodes in

sufficient quantity and will be ignored by T-lymphocytes. High tumour burden,

however, may result in high antigen concentration being required for efficient cross-

presentation (Spiotto et al., 2002). Advanced necrotizing tumours may induce local

inflammation and favour DC activation and migration, while metastatic tumour cells

possess the capacity to infiltrate draining lymph nodes (Kurts et al., 1998). The

efficiency of CTL priming is highly dependent on the state of DC activation and the

balance between stimulatory and tolerogenic signals (Rajnavolgyi and Lanyi, 2003).

NK and NKT cells may contribute to antitumour protection mediated by perforin

and IFNg release (Jameson, Witherden and Havran, 2003). The activity of NK cells is

balanced by inhibitory and activating receptors, downregulation of MHC class I and

upregulation of NKG2D favouring NK cell function. NK cells, activated by tumour

cells with low MHC class I expression, are able to condition DC for priming

antitumour CTL and enhance cross-presentation by mDC (Mocikat et al., 2003;

Figure 10.2). NKT cells were found to protect against chemically induced fibrosar-

coma (Crowe, Smyth and Godfrey, 2002). They may support antitumour immune

responses through the production of IFNg, induced by aGalCer (van der Vliet et al.,
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2004). A unique subset of MoDC with high CD1d expression could be induced by

synthetic agonists of PPARg. These immature DC, loaded with aGalCer, were able to

expand and activate IFNg secreting iNKT cells (Szatmari et al., 2004). NKT cells

were also shown to suppress antitumour immunity indirectly through the inhibition of

CTL function. This regulatory circuit was mediated by the CD1d-restricted presenta-

tion of a tumour glycolipid to NKT cells (Terabe et al., 2003; Terabe, Park and

Berzofsky, 2004). In a tumour model NKT cells inhibited antitumour immune

responses by modifying DC function through NKT cell-derived IL-13, which induced

TGFb and blocked IL-12 production of DC (Gumperz, 2004; Figure 10.3).

Tumour-specific antibodies can be detected in cancer patients, but their increased

titre seems to correlate with tumour progression and poor prognosis mediated by

competition of B cells and DC for TA (Houbiers et al., 1995; Qin et al., 1998).

Natural IgM and high-affinity IgG-type tumour-specific antibodies concentrate TA to

lymphoid organs and thus promote CTL priming (Ochsenbein and Zinkernagel,

2000). TA-specific antibodies also mediate antibody-mediated cellular cytotoxicity

(ADCC) through FcgR expressed on NK cells and macrophages. The importance of

this mechanism was demonstrated in patients treated with clinically relevant mAb

(Carter, 2001), such as syndecan-specific mAb in myeloma (Dyall et al., 1999).

Dendritic cells in tumour patients

Dendritic cell defects associated with the host immune system are currently

considered escape mechanisms of tumour cells. Rapidly growing tumours were

shown to contain only a small number of immature DC (Troy et al., 1998), which

in most tumours localized to the periphery of the tumour tissue and expressed low

levels of co-stimulatory molecules (Vermi et al., 2003). About 15–25 per cent of

tumor-infiltrating CD4þ T-lymphocytes are CD25þ Treg cells in patients with

epithelial ovarian cancer, and their number is correlated with reduced survival.

Treg cells are recruited by tumour- and macrophage-derived CCL22 to the tumour

through CCR4, and suppress local IFNg- and IL-2-secreting tumour-specific effector

cells (Curiel et al., 2004). These results indicate that the number and activation state

of DC at the tumour site are limiting factors of antitumour immunity. The presence of

CD1aþ DC in various tumour tissues, however, was directly associated with

prolonged survival and related to the capability of CD1aþ DC to present tumour-

associated molecules (Coventry et al., 2002; Coventry and Heinzel, 2004).

Blunted DC function of tumour patients is not restricted to tumour tissues but can

be systemic. As compared with normal subjects, a 2-fold decrease in peripheral blood

mDC numbers was shown in human neck squamous-cell carcinoma at the early stage

of the disease, which reduced to 4-fold in subjects with metastatic or locally advanced

tumours (Almand et al., 2000; Della Bella et al., 2003). The DC defect was

attributed to arrested differentiation of myeloid progenitors resulting in a hetero-

genous population of immature myeloid cells and the inhibited maturation of

immature DC generating functionally inactive mDC subsets (Gabrilovich, 2004).
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Tumour-derived IL-6 switches DC differentiation to macrophages through upregulat-

ing M-CSF receptor (Menetrier-Caux et al., 1998). It was also shown that surgical

removal of tumours increased the number of myeloid DC in the peripheral blood

(Hoffmann et al., 2002). The number of pDC does not change in tumour patients, but

pDC were shown to infiltrate primary (Salio et al., 2003) and malignant melanoma

(Vermi et al., 2003), head and neck carcinoma (Hartmann et al., 2003) and ovarian

carcinoma-associated ascites (Zou et al., 2001).

Development of cancer in most cases is not accompanied by strong inflammation

but is associated with Treg cells, which prevent or dampen antitumour immune

responses. Since TA recognized by autologous T-lymphocytes resemble self struc-

tures, the induction of TA-specific Treg cells can be considered as a normal reaction

of the immune system (Figure 10.3).

Dendritic cell-based anti-tumour immunotherapy

Priming of cytotoxic T-lymphocytes does not occur if (i) the activation of DC is

limited or inhibited, (ii) TA do not reach lymphoid organs or (iii) the tumor cells

produce inhibitory molecules (Ochsenbein et al., 1999, 2001). Ignorance of tumour

cells can be circumvented by DC loaded with TA, but tumour-specific CTL tolerance

can be reversed only after removal of Treg cells (Dalyot-Herman, Bathe and Malek,

2000; Yang et al., 2004). The dual function of DC of inducing inflammatory or

regulatory immune responses makes them potential targets of immunotherapy against

cancer (Woltman and van Kooten, 2003). The major challenge of therapeutic

vaccination against tumours is to overcome established immunological tolerance to

tumours, release tumour-mediated immune suppression and provoke long-lasting

tumour-specific inflammatory and cytotoxic responses (Yannelli and Wroblewski,

2004; Figdor et al., 2004). Based on this concept, various strategies have been

developed to utilize in vitro or in vivo manipulated human DC for antitumour therapy.

In these studies blood DC or DC generated in vitro from CD34þ HSC or peripheral

blood monocytes were loaded with tumour antigens and after appropriate activation

were reintroduced to tumour-bearing patients. Immune responses to the loaded

antigen and antitumour clinical responses could be detected (Mayordomo et al.,

1995; Davis et al., 2003; Nestle et al., 1998; Finn, 2003). However, the result of these

preliminary studies showed that the efficacy of DC-based vaccines should be further

improved. The origin and subset of DC, the right TA for different tumour types, the

mode of TA introduction to the DC, the way of targetting to the endogenous antigen

processing pathway and the optimal conditions of in vitro DC activation have still

not been optimized (Figdor et al., 2004). Better understanding of DC biology may

help to design and develop new strategies to impove DC-based antitumour vaccines

(Cerundolo, Hermans and Salio, 2004). In a recent study the superior activity of

CD1cþ myeloid blood DC in cross-presentation and migratory functions has been

reported (Schnurr et al., 2005). Humanized mAb approved for clinical utility allow

tumour cells to be targetted to FcgR to enhance the efficiency of cross-presentation
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and DC activation (Schuurhuis et al., 2002). In vitro generated immature DC loaded

with TA induce tumour-specific tolerance, while properly activated DC are able to

elicit effective Th1-mediated antitumour immune responses (Fong and Engleman,

2000; Dhodapkar et al., 2001). Targetting CCR6þ DC to the tumour site by

intratumoural expression of CCL20/MIP-3a alone or in combination with CpG

enhanced cross-presentation of TA and elicited strong antitumour immune responses

(Furumoto et al., 2004). The ability of NKT cells to support effective antitumour

immune responses when activated by aGalCer offers a new strategy for imunothera-

pies. IFNa-based therapies have been approved for hepatitis C infection and for

certain haematological tumours and may prove to be valuable in enhancing

the efficacy of DC-based antitumour immune therapies. Immunodepletion of

CD4þCD25þ natural Treg cells allowed an effective immune response against

tumours to be provoked in nonresponder mice (Onizuka et al., 1999).

These results altogether indicate that the biology of DC and their multifunctional

role in immune responses is an intriguing field of immunology supported by novel

technologies such as immunogenomics.
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11
Systemic Lupus Erythematosus:
New Ideas for Diagnosis
and Treatment

Sandeep Krishnan and George C. Tsokos

Abstract

Systemic lupus erythematosus (SLE) is an autoimmune disease of unknown aetiology

and complex pathogenesis. While genetic, hormonal and environmental factors have

been implicated in the aetiopathogenesis of SLE, information about what exactly confers

disease susceptibility to an individual remains obscure. In addition, the inadequacy of

current diagnostic modalities has precluded early and definitive diagnosis of the disease,

often prolonging initiation of treatment. The current therapeutic options for SLE are

effective in controlling the inflammatory process. However, they often tamper with the

normal functions of the immune system and thus could also possibly add to the

morbidity and mortality that is common in SLE. Recent advances in biomedical research

have provided new tools and technology to effectively tackle the genome and proteome,

thereby raising new hopes of addressing these inadequacies and opening a new chapter

in the diagnosis and treatment of SLE.

Keywords

systemic lupus erythematosus; autoimmunity; immune system; genetic markers; bio-

markers; lipid rafts; T cells; gene therapy

11.1 Introduction

Systemic lupus erythematosus (SLE) is an autoimmune disease that affects multiple

organs. The pathophysiology of SLE can be summed up as a culmination of complex

interplay between multiple processes that include production of numerous types of

autoantibodies, deposition of immune complexes in tissues and activation of
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complement and autoreactive T cells. All these processes either singly or in

combination induce varying degrees of organ inflammation and failure, most

importantly of the kidneys, heart and nervous system (Kammer et al., 2002).

The aetiology of SLE remains partially understood, with strong evidence of

influence from genetic, environmental, hormonal and immunoregulatory factors in

initiating and maintaining the pathogenic process (Kyttaris, Juang and Tsokos 2004).

Over the past few decades, several genetic elements that may predispose to or modify

the SLE disease process have been identified. However, despite this, our under-

standing of the genetic elements contributing to disease susceptibility has been

complicated by several factors: (1) differences in the gene distribution pattern among

different races; (2) genetic heterogeneity; (3) possible epistatic interactions between

genetic elements; and (4) the fact that single genes may contribute to development of

more than one autoimmune disease.

Currently, the diagnosis of SLE depends upon recognition of specific clinical signs

and symptoms and detection of autoantibodies and markers in the serum that may

appear much after the actual pathogenic process has set in. However, definitive

biomarkers are lacking that may be used for accurately predicting an individual’s risk

of disease susceptibility before the breakage point of self-tolerance has reached.

Furthermore, each individual displays a unique set of disease markers that could be

easily overlooked or missed. As a result, patients often go undiagnosed for a long

time and are denied the advantage of early therapeutic intervention. On the treatment

front, the current options are mainly limited to corticosteroids and immunosuppres-

sants that can achieve measurable control of the disease in a majority of patients.

However, given the high relapse rate of the disease, these drugs often have to be

continued for long periods of time (Tsokos and Nepom, 2000). The resultant

morbidity and mortality stemming from disease complications and long-term adverse

effects of drugs, combined with the cumulative economic burden imposed on

patients, justify the dissatisfaction with current treatment options.

Thus, the need of the hour is a holistic approach aimed at dissecting and typifying

the aetiopathology of SLE, establishing new diagnostic biomarkers and developing

novel therapeutic modalities that tackle the disease process at the grass roots level.

Recent advances in our understanding of the human genome and availability of newer

sophisticated technology for the analysis of the genome and proteome, and develop-

ment of newer methods of gene therapy have ushered in new avenues to identify

diagnostic molecular markers of SLE and explore effective treatment options. This

chapter will discuss the current direction and progress of research aimed at establish-

ing new diagnostic markers and treatment strategies for SLE.

11.2 Strategies for Identifying Diagnostic Markers

The aim of identification of diagnostic markers of SLE can be stratified into two

main components: (1) to identify genetic makers that determine the inheritance

of disease susceptibility in order to predict the probability of disease manifestation

in an individual before the onset of disease; (2) to identify protein markers that
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modify the disease process and dictate the prognosis of a patient once the disease

has set in.

Genetic markers of SLE

There is uniform consensus that genetic determinants are the most important elements

that confer disease susceptibility. The search for genes that predispose an individual

to SLE has been largely made through association studies of candidate genes and

genome-wide linkage analysis. These studies have yielded several disease suscept-

ibility genes and genetic loci and are summarized in Tables 11.1 and 11.2. Let us

consider a few important genes.

Table 11.1 Major genes associated with human SLEa

Gene Loci Functional effects

MHC class II DR-3, DR-2 6p21 (?) Defective antigen presentation

Complement C1q 1p36 Defective clearance of immune complexes and

C2, C4 6p21 apoptotic debris

Fcg receptor Fcg-RIIA, -RIIIA 1q23-24 Defective clearance of immune complexes

CTLA-4 2q33 Defective control of T cell activation

PDCD-1 2q37 (?) Defective control of activation-induced cell

death

MBL 10q11.2–q21 (?) Defective clearance of immune complexes

ACE 17q23 (?) Role in renal pathology

Cytokines IL-10 1q32 (?) Altered immune response

TNF a 6q21

TNF a receptor 1p36

aSee text for references.

Table 11.2 SLE susceptibility loci in humansa

Locus Associated genes

1q23-24 FcgRIIA, -IIB, -IIIA

1q41-42 PARP

2q35-37 PDCD-1

4p15-16 Unknown

5p15 Unknown

6p11-22 MHC class II, C2, C4

10q22 Unknown

11p13 Unknown

11q14 Unknown

12q24 Unknown

16q12-13 OAZ

17p12 Unknown

aReferences for this table include Kyttaris, Juang and Tsokos
(2004); Nath, Kilpatrick and Harley (2004); Shen and Tsao (2004).
PARP, poly(ADP-ribose) polymerase gene. OAZ, OLF1/EBF-
associated zinc finger protein.
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Major histocompatibility complex

Genes of major histocompatibility complex (MHC) have been associated with SLE

for more than three decades. In the Caucasian population, HLA-DR2 and HLA-DR3

have been associated with a 2–3-fold relative risk conferred by each allele, while in

the other population groups these findings are not well established (Graham et al.,

2002). Alterations in the nature of antigen presentation to helper T cells leading to

abnormal T cell responses may be one mechanism by which these alleles contribute

to the disease pathology.

Fcc receptors

Allelic variants of Fcg receptor genes can alter binding affinity to respective

subclasses of IgG and affect the phagocytic immune response and thus predispose

an individual to autoimmune diseases. Amongst these receptors, genetic polymorph-

isms of FcgRIIA, FcgRIIIA, FcgRIIIB and FcgRIIB, a cluster of four genes at 1q23

encoding for low-affinity IgG receptors, have been found to be associated with SLE

(reviewed in Tsao, 2004). Of these genes, FcgRIIA and FcgRIIIA have the strongest

association with SLE. (Magnusson et al., 2004; Nath, Kilpatrick and Harley 2004).

Complement genes

Complement genes are components of the innate immunity and participate in clearing

up the apoptotic fragments and cell debris that can otherwise form a source for

autoantigens. Individuals with complete deficiency of complement components C1q,

C4 and C2 have a high risk of developing SLE in an additive manner, with the risks

being 90 per cent for C1q, 75 per cent for C4 and 10 per cent for C2 (Ghebrehiwet

and Peerschke 2004; Manderson, Botto and Walport 2004; Slingsby et al., 1996).

Additionally, deficiencies of C1r/s, C5 and C8 also may induce SLE or SLE-like

syndromes (reviewed in Nath, Kilpatrick and Harley, 2004).

Cytotoxic T lymphocyte antigen-4

Cytotoxic T lymphocyte antigen-4 (CTLA-4), a structural homolog of CD28, is a

negative regulator of T cells and plays an important role in preventing autoimmune

diseases. Several studies have found a strong association of CTLA-4 gene polymorphisms

with susceptibility to SLE (Fernandez-Blanco et al., 2004; Hudson et al., 2002; Liu

et al., 2001). Among several polymorphisms associated with CTLA-4 gene, allelic

variation characterized by T/C substitution at the -1722 site has been shown to

specifically influence susceptibility to SLE (Hudson et al., 2002).

252 CH11 SYSTEMIC LUPUS ERYTHEMATOSUS



Programmed cell death-1

Programmed cell death-1 (PDCD-1) is an immunorecepor of the CD28 family that

bears a tyrosine-based inhibitory motif. It is normally expressed on the surface of

activated T and B cells and regulates peripheral tolerance in both cell types. Intronic

single-nucleotide polymorphisms (SNP) in PDCD-1 were found to be associated with

SLE development in the European and Mexican population (Ferreiros-Vidal et al.,

2004; Prokunina et al., 2002, 2004). They alter the binding site for the runt-related

transcription factor 1 (RUNX1), causing aberrant regulation of PDCD-1 that induces

the lymphocytic hyperactivity observed in SLE (Prokunina et al., 2002).

Other genes

Gene polymorphisms that contribute to diminished expression of several other genes

have been reported in SLE and association with disease has been found for these

genes. These include C-reactive protein (CRP; Carroll, 2001; Russell et al., 2004;

Szalai et al., 2002), mannose-binding lectin (MBL; Davies et al., 1997; Huang et al.,

2003; Nath, Kilpatrick and Harley, 2004), and angiotensin-converting enzyme (ACE)

inhibitor (Parsa et al., 2002; Tsao, 2003).

Strategies for identifying new genetic markers

Despite advances in identification of several genes associated with SLE, extensive

genetic heterogeneity and probable epistatic interactions between multiple genes

necessary for disease development have complicated the elucidation of what exactly

confers ‘SLE susceptibility’. The current models of inheritance of disease suscept-

ibility of multifactorial traits such as SLE and other autoimmune diseases largely

follow the principle of ‘threshold liability’ (Tsao, 2003; Wandstrat and Wakeland,

2001). According to this model, the genome of each individual contains a certain

number of SLE susceptibility genes that confer additive disease liability when

their number exceeds a certain hypothetical threshold. This ‘additive inheritance’

may be modified further by ‘multiplicative inheritance’ wherein epistatic interactions

among susceptibility alleles may further move the individual’s disease liability

toward disease threshold (Tsao, 2003; Wandstrat and Wakeland, 2001). These

factors are further modified by environmental variables that the individual experi-

ences in life.

In order to effectively develop diagnostic genetic markers, the first step would be to

unequivocally establish the association of currently identified candidate markers with

disease susceptibility through replicative studies from different sample population.

It has begun to be recognized that an important goal of future efforts in the genetics of

complex traits such as SLE will be a switch from linkage analysis and modelling to

gene identification and pathway analysis (Wandstrat and Wakeland, 2001). Inclusion
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of larger patient population comprising of diverse races in each study and appli-

cation of more powerful analytical procedures as they become available would be

necessary. The extensive development of SNP technology may also facilitate gene

identification.

Interestingly, genome-wide linkage analysis studies have revealed that disease

susceptibility loci were colocalized in human and mouse (Becker et al., 1998;

Griffiths et al., 1999; Jawaheer et al., 2001; Wandstrat and Wakeland, 2001). The

chance of success in identifying disease susceptibility genes is excellent in animal

models owing to powerful tools such as congenic dissection, which permits

characterization of phenotypes conferred by individual genetic components of a

polygenic disease and alongside application of fine mapping studies that have the

capability to track down the susceptibility interval to as little as 800–1000 kb

(Wandstrat and Wakeland, 2001). It has been predicted that, with the ready avail-

ability of human genome data and with the mouse genome project poised to be

completed soon, positional cloning efforts will receive a boost. Another advantage of

utilizing animal models to identify targets in humans is that in vivo complementation

studies using bacterial artificial chromosome (BAC) transgenic technologies can

definitively establish the role of a gene in disease susceptibility (Wandstrat and

Wakeland, 2001).

With the advent of gene expression microarrays, it may soon be possible to

accelerate identification of SLE susceptibility alleles. Once such genes are identified,

it would be possible to screen individuals to ascertain their disease susceptibility.

Additionally, the relatives of SLE patients can also be screened to ascertain their

disease susceptibility, thus providing them with a chance of preventive care. Once a

database of SLE susceptibility genes is established, it is also expected to boost gene

therapy-based therapeutic intervention.

Strategies for identification of protein markers

While the disease susceptibility genes may earmark an individual for development of

SLE at birth, in most individuals the actual disease process does not set in until later

in life. While it is known that there is contribution from multiple factors, including

environmental and possibly hormonal, in triggering disease pathogenesis, information

about when and how the breakage point of self tolerance is reached remains elusive.

Ultimately, all the abnormal pathways are mediated by a complex interplay between

several proteins that are turned on either as part of the disease process itself or as part

of the body’s attempt to contain the inflammatory process. These proteins may also be

turned on and off differently in different stages of the disease. Thus, it would appear

logical to identify and characterize such protein markers specific to SLE and establish

a database that classifies their roles in various stages of SLE. Such an approach would

be advantageous in several ways: (1) to predict an individual’s immediate risk of

disease development; (2) to detect the disease in an undiagnosed individual; (3) to
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ascertain the disease severity; (4) to predict relapses and remissions; (5) to design

targeted gene- or drug-based therapy. Let us consider a few biomarkers that may

serve as excellent diagnostic and prognostic tools.

Autoantibodies

Compared with other typical autoimmune diseases, SLE displays the highest number

of autoantibodies produced against disparate antigens. At least 116 autoantibodies

have been described in SLE patients that may target antigens present in the nucleus,

cytoplasm and cell membrane as well as antigens associated with phospholipids,

and cells of the endothelium, blood and nervous system (Sherer et al., 2004).

These antibodies display wide disparities in terms of patient distribution. While

some antibodies such as antinuclear antibodies are found in nearly all SLE patients,

most antibodies are found only in a small number of patients. In addition, some

autoantibodies such as the rheumatoid factor might be found in other autoimmune

diseases as well. The evidence that these antibodies correlate with disease activity is

scanty and it unclear whether all of them contribute to the disease pathology. Thus, a

systematic approach to characterizing their precise roles in the disease process

will serve to delineate pathogenic from nonpathogenic antibodies. Their appearance

in serum could then be utilized to denote various stages of the disease.

Cytokines

Cytokines can contribute to the pathology of SLE in several ways. For example, the

absence of regulatory cytokines such as IL-2 may prevent effective activation and

functioning of T cells, while the absence of IL-12 might affect differentiation of CD4

T cells into Th1 cells. High levels of cytokines such as IL-6 and IL-10 may promote

antibody production by B cells whereas low levels of anti-inflammatory lymphokine

transforming growth factor-b (TGF-b) might result in unregulated inflammation. An

imbalance between type 1 (IFN-g and IL-2) and type 2 (IL-4, IL-5, IL-6 and IL-10)

cytokine production by peripheral blood mononuclear cells has also been reported in

SLE. Similar to autoantibodies, there is disparity amongst patients in terms of

cytokine expression pattern. Detecting fluctuations in the cytokine production by

immune cells might be informative in predicting the immune status of the individual

in various stages of the disease and planning appropriate treatment.

Cellular protein markers

Alterations in protein expression with in various cells of the immune system could be

tapped to establish diagnostic markers. Such proteins could form either cell surface

markers or intracellular markers that alter cellular physiology. For example,
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‘rewiring’ of T cell receptor (TCR) induced by reduced expression of TCR � chain

and appearance and association of FcRg chain with the TCR has been associated with

increased excitability of SLE T cells (Krishnan, Farber and Tsokos 2003). Reduced

expression of B7.1 on the surface of antigen-presenting cells (APC), such as B cells,

might be responsible for the reduced recall responses demonstrated by SLE T cells

(Tsokos et al., 1996). Similarly, prolonged upregulation of CD40L expression on the

surface of T cells might contribute to sustained stimulation of B cells to produce

autoantibodies (Koshy, Berger and Crow, 1996). Table 11.3 highlights some of the

important proteins of this class. Abnormal localization of proteins has also been

reported in SLE T cells. In SLE, more than 50 per cent of T cells demonstrate

preclustering of lipid rafts in their cell membranes, which also contain TCR and

related signalling molecules (Figure 11.1). These observations were not found in

other autoimmune diseases such as rheumatoid arthritis and Sjögren’s syndrome, and

identification of T cells bearing preclustered lipid raft could be a promising marker

for diagnosis of SLE (Krishnan et al., 2004).

In a complex disease such as SLE, there could be numerous abnormal proteins

present. Identifying these proteins and their participation in the disease pathogenesis

presents an enormous challenge. However, availability of new technology has eased

this concern. For example, abundance-based protein microarrays could be used to

measure the abundance of specific biomolecules using analyte-specific reagents

(ASRs) such as antibodies. This technique can prove especially useful for detecting

analytes such as cytokines. Function-based protein microarrays can be used to study

protein interaction with other proteins, nucleic acids, lipids and small molecules.

Table 11.3 Altered expression of major proteins in SLE T and B cellsa

Cell type Molecule Defect in expression

T cell (surface) CD45 Decreased

CD40 L Increased

CD70 Increased

T cell (intracellular) TCR � chain Decreased

FcRg chain Increased

LCK Decreased

Syk Increased

Protein kinase C Decreased

MAP kinase Decreased

NF-B, p65 subunit Decreased

Elf-1 Decreased

CREM Increased

B cells (surface) CD40L Increased

CD80 Increased

CD86 Increased

CD21 Decreased

aOnly selected proteins are included.
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Figure 11.1 Defective lipid raft signalling in SLE. (A) In normal T cells, lipid rafts are

homogenously distributed in the cell membrane, while in SLE T cells, lipid rafts are pre-clustered.

(B, C) Differences in the protein distribution pattern between lipid rafts of normal and SLE T cells

are shown. (1) In normal T cells, TCR z associates with TCR whereas in SLE, TCR z levels are

reduced and instead FcRg associates with TCR in the lipid rafts. (2) In SLE, Syk is the more

dominant tyrosine kinase compared with ZAP-70 in normal T cells. (3) Vav1 is associated in greater

amounts with in lipid rafts of SLE compared with normal T cells and undergoes greater tyrosine

phosphorylation. (4) PLC-g1 is localized to membrane rafts in freshly isolated SLE T cells whereas

it is predominantly found in the cytoplasm in normal T cells. (5) CD45 is excluded from lipid rafts

in normal T cells whereas it is found with in lipid rafts of SLE T cells. (6) Levels of LCK expression

are reduced in lipid rafts of SLE T cells compared with normal T cells. Association of some

proteins such as LAT with lipid rafts remains unaffected in SLE (Krishnan et al., 2004; Jury et al.,

2004).
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Using this technique, thousands of target proteins can be simultaneously screened for

function. Thus, the goal of identifying biomarkers of SLE appears realistic.

11.3 Strategies for Gene Therapy for SLE

Given the complex nature of the disease process and given our limited understanding

of it, development of successful therapeutic strategies faces a daunting task. Because

the fundamental disease pathology involves the immune-regulatory system, it

becomes necessary for any treatment plan designed to control the ongoing abnormal

immune responses to avoid disruption of the normal immune surveillance functions

(Tsokos and Nepom, 2000). Thus, therapies directed at common pathways of immune

activation such as administration of cytokines and their antagonists, anti-T cell

monoclonal antibodies, inhibitors of signal transduction and other pharmacologic

agents used currently run the risk of inducing a state of global immune paralysis,

sometimes more deleterious than the disease itself. In addition, they incur repeated

expenses because of repeated administration owing to disease rebound upon stoppage

of treatment. Therefore therapies that target only the abnormal immune pathways, are

long-lasting with minimal side effects and at the same time cost-effective, are more

desirable.

Gene therapy offers several advantages over conventional therapy. It can provide

long-lasting yet safe and locally targetted responses, thereby avoiding widespread

immune suppression, and could prove to be cost-effective in the long run. In addition,

some of these methods provide the scope for designing ‘molecular switches’ that can

be turned on and off during relapses and remission, respectively, and thus avoid long-

term side effects. Avoidance of long-term effects of treatment is also possible by gene

therapy with the option of designing molecules with shorter half-lives (Chernajovsky,

Gould and Podhajcer, 2004; Neve et al., 1996). However, today gene therapy for SLE

remains largely experimental and restricted to animal models. Table 11.4 summarizes

these approaches. Improvements in the existing modalities as well as development of

newer ones is contingent upon our recognition of factors upon which their success is

dependent, such as the right choice of the target molecule, efficient vector systems

and improvements in vector delivery systems. Below we discuss current strategies

being adopted to address these issues.

Strategies for improved gene delivery systems

Gene therapy involves expression of foreign DNA that has been inserted into a host

cell. This DNA is usually delivered as an insert within a foreign vector. Thus, it is

important that the chosen vector is nonimmunogenic as well as capable of accom-

modating various sizes of insert. In addition, the vector should be able to penetrate the

target cell chosen for gene delivery. Two commonly used vectors are viruses and

bacterial plasmid DNA vectors. Viral vectors that contain the gene sequence of
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interest but have been doctored to lose their capacity to spontaneously replicate can

be safely transducted into host cells to deliver the genes. Some of the commonly used

viral vectors include the adenoviral, lentiviral, retroviral, herpes virus and Epstein–

Barr virus-based vectors. Bacterial plasmids can deliver either the naked DNA to the

cell or DNA complexed with liposome which augments its uptake.

Two potential shortcomings of viral vectors are their potential immunogenicity

leading to their rapid clearance, and the risk of induction of oncogenicity in the

host (for example, the retrovirus-based vectors). Thus, strategies are necessary to

minimize the effect of host on the vector and that of the vector on the host. Two

promising advances in this regard are development of gutless adenoviral vectors that

are nonimmunogenic, and development of nononcogenic retroviral vectors that lack

the U3 region of the vector’s 30 long terminal repeats (LTR; Chernajovsky, Gould and

Podhajcer, 2004; Yu et al., 1986).

Some gene expression systems take advantage of the fact that some genes are

overexpressed in the inflammatory process of autoimmune diseases. Systems have

been designed in which anti-inflammatory transgene expression is autonomously

regulated by an inflammation-inducible promoter. For example, in a rat model of

streptococcal cell wall-induced arthritis, intra-articular injection of a recombinant

adenoviral vector containing a two-component inflammation-inducible promoter

[HIV Tat protein is placed under the control of complement 3 (C3) promoter and

Tat then transactivates another cytokine gene inserted in the same vector] controlling

the expression of anti-inflammatory cytokine, human IL-10 (hIL-10) cDNA, was used

to achieve sufficient levels of hIL-10 expression within inflamed joints, which

ameliorated the joint inflammation and swelling (Miagkov et al., 2002).

An important aspect of SLE is its fluctuating course. Thus, a therapeutic modality

that incorporates ‘molecular switches’ that can be ‘turned on and off at will’ during

relapses and remission, respectively, offers the advantage of providing discontinuous

need-based therapy as necessitated by the individual’s clinical status rather than on a

continuous basis. One such gene-therapy system incorporates a ‘molecular switch’

under the contol of the tetracycline analog doxycycline (Gossen et al., 1995, reviewed

in Chernajovsky, Gould and Podhajcer 2004). In this system, expression of the target

gene is placed under the control of doxycycline. In the absence of doxycycline, a

repressor (TetR) binds to the promoter and prevents transcription of the gene. When

doxycycline is administered, TetR is removed and a transactivator activates transcrip-

tion of the gene. Both plasmid vectors and adenoviral vectors have successfully

incorporated the components of this system (Gould et al., 2000; Lamartina et al.,

2003; Salucci et al., 2002). Recently, manipulated dendritic cell (DC)-based immu-

notherapy was demonstrated in a mouse model of type II collagen-induced arthritis

(Liu et al., 2003). Injection of DC cells pulsed with type II collagen and transducted

with an adenovirus-based vector capable of expressing TNF-related apoptosis-

inducing ligand (TRAIL) under the control of doxycycline-inducible tetracycline

response element (TRE) into the joints of mice with collagen-induced arthritis

reduced the incidence of arthritis and infiltration of T cells in the joint. Given the

function of DC as potent antigen-presenting cells, this approach offers tremendous
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potential in limiting the activity of autoreactive T cells in SLE. However, considering

their high degree of rejection in nonhuman primates, first the nonimmunogenic

potential of these vectors needs to be established in humans (Chernajovsky, Gould

and Podhajcer 2004; Favre et al., 2002; Latta-Mahieu et al., 2002).

Strategies for gene delivery techniques

A gene can be either delivered directly in vivo to a patient or ex vivo by first extracting

cells from the patient for gene delivery followed by their in vitro culture and transfer

back to the patient. A naked plasmid vector containing the DNA sequence of interest

can be transferred in vivo using a carrier such as cationic liposome that enhances its

uptake. Intramuscular injection has been found to be reliable mode of delivery of

plasmid vectors. In one study, vaccination of lupus-prone (NZB/NZW F1) mice with

plasmid DNA vectors encoding MHC-1-binding epitopes in the heavy chain variable

region of anti-DNA antibodies induced CD8þ T cells that killed anti-DNA antibody-

producing B cells, retarded the development of nephritis and improved survival (Fan

and Singh, 2002). It has been observed that electroporation at the injection site can

enhance the intramuscular plasmid DNA transfection several fold. In MRL-Fas(lpr)

mice, intramuscular delivery of an insert encoding IFN-g-Receptor/Fc fusion protein

was found to retard lupus development and progression (Lawson et al., 2000). One

disadvantage of in vivo gene delivery is that local injection at the site of inflammation/

lesion is necessary. Thus, if a systemic rather than local access to the therapeutic gene

is desired, treatment with an in vivo gene delivery system becomes more complicated.

Ex vivo gene therapy offers some advantages over in vivo techniques. By choosing

the type of cell for gene delivery, one could achieve either local or systemic delivery.

For example, by choosing cells such as DC or lymphocytes that widely traverse the

body, one could administer genes to sites far from the injection site. By contrast, by

choosing immobile cells such as pancreatic islet cells, one could achieve local gene

delivery (Evans et al., 2000). Moreover, because the cells injected into the patient are

recognized as self, chances of rejection are minimized. Another major advantage is

that patients are not exposed to the vectors directly thereby circumventing possible

vector-induced harm. Advantages of choosing B and T lymphocytes for gene delivery

include the capability of providing antigen-specific response in the scenario that the

antigen is known. The lymphocytes containing the therapeutic gene will expand

clonally only when they come into contact with the target antigen (Chernajovsky,

Gould and Podhajcer 2004).

Strategies for identifying molecular targets for gene therapy

Despite the availability of efficient vector systems and sophisticated gene delivery

techniques, gene therapy of SLE has lagged behind specifically for want of knowl-

edge about which disease-specific pathological gene(s), protein(s) or pathway(s) to
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target. In SLE, abnormalities occur at the level of cell–cell interaction, signal

transduction, functional response of cells to stimuli and cell turnover. The strategies

employed to identify biomarkers that mediate these processes and could form targets

for gene therapy have been discussed above. Let us examine some of the main targets

currently being considered for gene therapy of SLE.

Gene therapy targetting cytokines

A major focus of gene therapy has been on targeting cytokines. Attempts have been

made to block pro-inflammatory cytokines such as IFN-g and enhance the levels of

anti-inflammatory cytokines such as TGF-b. In some cases, pro-inflammatory

cytokines have been found to induce anti-inflammatory responses, for example

IL-12 (Hagiwara et al., 2000). Levels of IFN-g have been found to be elevated in

experimental murine models of SLE. In an attempt to quell its effects, Lawson et al.,

have used a plasmid that encoded IFN-gR/IgG1-Fc fusion protein that produces a

disulfide-linked homodimer of IFN-g receptor/IgG1Fc, a protein that can bind to

circulating IFN-g and neutralize its effects (Lawson et al., 2000). This system has

been tested in the lupus mouse MRL-Fas/lpr. The mice that received the plasmid

either before or after the onset of disease survived longer and their renal manifesta-

tions of SLE were also reduced.

The importance of the right choice of target is evident from the studies reported by

Raz et al. (1995). They demonstrated that repeated monthly intramuscular injections

of cDNA expression vectors encoding for anti-inflammatory TGF-b between 6 and 26

weeks prolonged the mean survival of MRL/lpr/lpr mice in comparison to the control

group and demonstrated improved renal function. By sharp contrast, IL-2 cDNA

transferred in an identical manner appeared harmful with decreased mean survival

and even enhanced autoantibody production. However, another group observed an

almost opposite effect in mice replenished with TGF-b and IL-2 using a different

system. In MRL/lpr/lpr mice orally treated with TGF-b gene-bearing nonpathogenic

stains of Salmonella typhimurium, no improvement in pathology or clinical response

was observed, whereas administration of bacterial vectors bearing IL-2 restored

defective T cell functions such as mitogen-induced proliferative response and

suppressed autoantibody production and renal abnormalities (Huggins et al., 1997,

1999). A second group also observed beneficial effects of IL-2 replenishment in

MRL/lpr/lpr mice in which live vaccinia virus-based vectors were used (Gutierrez-

Ramos et al., 1990). Thus, depending upon the mode of delivery of a gene, the

immune response might vary and caution must be exercised in picking up the right

method for gene delivery.

Another indirect approach to correct the levels of cytokines would be to correct

factors that lead to their aberrant production. For example, let us consider IL-2,

deficiency of which is induced by IL-2 gene transcription in SLE. NF-kB is a factor

involved in positive regulation of this process. NF-kB consists of a heterodimer

formed by p50 and p65. Around 80 per cent of SLE patients demonstrate reduced
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expression of p65 than healthy controls and T cells from these patients demonstrate

reduced IL-2 production. Plasmid mediated overexpression of p65 in SLE T cells by

electroporation demonstrated reconstitution of activation-induced IL-2 promoter

activity (Herndon et al., 2002). Another molecule c-AMP response element mod-

ulator (CREM) was found to be a negative regulator of IL-2 gene expression in SLE

T cells (Solomou et al., 2001). Using a modification of electroporation technique

called nucleofectionTM, SLE T cells were transfected with a plasmid-encoding anti-

sense CREM (Tenbrock et al., 2002). This technique succeeded in eliminating CREM

and normalized IL-2 production. As described below, replenishment of SLE T cells

with TCR z chain, another protein that is expressed in low amounts, also rescued IL-2

production (Nambiar et al., 2003b). Thus, gene therapy that replenishes missing

molecules such as p65 and TCR z or eliminates gene transcription repressors such as

CREM can restore IL-2 production and thus normalize the functions of T cells in

SLE.

Gene therapy targetting cell--cell interaction

Another important treatment consideration has been modifying cell–cell interaction

between T cells and APC. APC provide co-stimulatory signals to T lymphocytes via

CD80 (B7-1) and CD86 (B7-2) that bind to CD28 on the surface of T cells. CTLA-4

is a molecule related to CD28 and can bind to CD80 and CD86 with higher affinity

than CD28 but exerts the opposite action (Figure 11.2). Thus, the use of CTLA-4/IgG

fusion protein leads to blockage of the positive effects of CD28 and induces T cell

anergy. MRL/lpr/lpr mice intravenously injected with an adenovirus vector contain-

ing cDNA coding for CTLA-4/IgG fusion protein demonstrate complete suppression

of nephritis (Takiguchi et al., 2000). This method has also been tested in patients with

rheumatoid arthritis.

Gene therapy targetting molecules involved in signal transduction

An indirect means of modifying interaction between T cells and APC and thereby

normalizing cellular signal transduction would be to target gene products that

regulate lipid raft signalling. The integrity of lipid raft dynamics is vital to sustaining

the immunological synapse between T cells and APC and is thus critical to efficient

downsteam signalling. As discussed above, in SLE T cells, lipid rafts are preclus-

tered, and they contribute at least in part to aberrant T cell responses including

heightened TCR-induced calcium responses (Krishnan et al., 2004). SLE T cells

demonstrate decreased levels of TCR z chain in the lipid rafts whereas a closely

related molecule, FcRg, is upregulated and associates with lipid rafts and contributes

to the hyper-excitability of SLE T cells (Enyedy et al., 2001; Krishnan et al., 2004;

Figure 11.1). Using nucleoporationTM technique, it has been shown that correction

of TCR z levels in SLE T cells leads to reduction in the levels of FcRg chain, reversal
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of preclustering of lipid rafts and lowering of the abnormal TCR-induced calcium

response, thus reversing the hyperexcitable phenotype of T cells. In addition, these

cells produced sufficient quantities of IL-2 and thus the functional response of SLE

T cells were ‘normalized’ (Nambiar et al., 2003b). Interestingly, introduction of

FcRg into normal T cells induced a hyperexcitable phenotype in the transfected

cells akin to SLE T cells. These cells demonstrated higher levels of intracytoplasmic

tyrosine phosphorylation events and greater TCR-induced calcium flux, and lowered

IL-2 production (Nambiar et al., 2003a). Thus, eliminating FcRg by gene therapy

would be a possible means of restoring normal T cell functions in SLE. Other

signalling proteins, such as Syk, Vav1 and PLCg1 which were also found to be

increasingly associated with lipid rafts and to participate in TCR receptor cap

formation and calcium signalling, may also be tried as candidates for gene modula-

tion therapy aimed at disrupting interactions between T cells and APC (Krishnan

et al., 2004).
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Figure 11.2 Defective B cell–T cell interaction in SLE. Normally, during antigen presentation by

B cells to T cells in the context of MHC, binding of B7.1 and B7.2 on the surface of B cells to CD28

on the surface of T cells provides the costimulation necessary for optimum activation and

proliferation of T cells. Subsequently, CTLA-4, a CD28-related molecule is upregulated on the

surface of T cells and binds to B7.1 and B7.2 with higher affinity than CD28 and limits this

activation. In SLE, CTLA-4 expression may be defective (1) causing uncontrolled T cell activation.

Also, there is diminished expression of B7.1 (2) on the surface of B cells that leads to diminished

signalling through CD28, resulting in diminished T cell activation. Another molecule on the surface

of T cells, CD40L, is induced transiently upon activation of T cells and provides costimulation to B

cells via CD40 on B cell surface to produce antibodies. In SLE, there is prolonged expression of

CD40L (3) on the surface of T cells, thus aiding B cells in producing autoantibodies.
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Gene therapy for restoring tolerance

Because loss of peripheral tolerance is an integral feature of autoimmune diseases

such as SLE, attempts have also been made to restore tolerance to self antigens. In

this context, administration of specific antigens has been tried because they would

mediate activation-induced cell death of autoimmune cells (deletional tolerance),

redirect cells away from the pathogenic pathways (immune deviation) or down-

modulate the autoreactive immune response (immune regulation; Kyttaris, Juang and

Tsokos, 2004; Tsokos and Nepom, 2000). Ex vivo gene delivery with autologous

B cells transfected with constructs encoding fusion proteins of Fc fragment of IgG

and a target antigen has been shown to suppress immune response to that antigen

during subsequent challenges. This technique has been tried out with tangible success

in animal models of several autoimmune diseases such as diabetes, encephalomyelitis

and uveitis, where the dominant abnormal antigen is known (Agarwal et al., 2000;

Melo et al., 2002). A practical limitation of this technique in SLE is that multiple

autoantigens may be operative in SLE. However, as new technology becomes

available, it may become possible to simultaneously deliver multiple target antigen

genes.

Gene therapy for restoring effective clearance of antigens

Defective clearance of autoimmune cells and autoantigens derived from rapid cellular

apoptosis remains a challenging problem in the treatment of SLE. Thus, components

of the complement cascade and enzymes such as DNaseI involved in clearing proteins

or protein–DNA complexes, respectively, could form excellent targets for gene

therapy. Recently, SLE patients lacking DNaseI were reported (Yasutomo et al.,

2001). Mice lacking DNaseI also develop SLE-like syndromes (Napirei et al., 2000),

and administration of recombinant DNaseI was found to ameliorate disease symp-

toms in lupus murine models (Macanovic et al., 1996; Pan et al., 1998).

11.4 Conclusion and Future Direction

Today, the scorching pace of biomedical research has thrust us to the threshold of

metamorphosing our approach toward treatment of autoimmune diseases in general

and SLE in particular. The raw materials for understanding and manipulating

the genome and proteome are all available in principle. From this crossroads, a

multipronged strategy is envisioned that would encompass identification of precise

genetic determinants that confer disease susceptibility, elucidation of specific

biomarkers that shape inappropriate activation of the immune-mediated inflamma-

tion, and tapping of gene therapy for effective treatment. In the field of SLE genetics,

with the availability of more sophisticated technology, a gradual switch from linkage

analysis and modelling to disease-specific gene identification would be expected.
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Gene and protein arrays would be predicted to expedite identification of biomarkers

with diagnostic and prognostic potential. Acquisition of apt knowledge of the disease

process combined with improved techniques of targetted gene delivery would be

expected to upgrade the quality of gene therapy, which would become more focused,

effective and with minimal side effects, and eventually shift from animal models to

humans. While at present it would seem that we are far from this objective, the future

of treatment of SLE does appear to be optimistic.
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12
Immunogenetics of Experimentally
Induced Arthritis

Tibor T. Glant and Vyacheslav A. Adarichev

Abstract

Astounding advances in biotechnology and swift accumulation of detailed information

about genome sequences of different species, human and mouse in particular, lead us to

believe that the time when we will know all genes controlling complex autoimmune

diseases is very close. Indeed, our understanding of molecular mechanisms involved in

immune regulation and immunogenetics has greatly improved during the last few years.

However, the most recent progress rather underlines the distance between our skills

showing the relevance of known or artificial alteration in a single gene for the formation

of morbid phenotype, and our abilities to find out how natural variations in the genome

might affect disease development. Thus, finding cryptic disease-susceptibility genes

controlling complex autoimmune diseases, such as rheumatoid arthritis, is still an

extremely challenging mission. Multiple-gene effects, phenocopies, heterogeneity of

the human population, and the influence of poorly understood environmental factors

make this task even more difficult. Experimentally induced autoimmune arthritis in

murine strains, basically mimicking human disease, is based on a clean genetic

background and a fully controllable environmental milieu. Through the dissection of

the genetic background of the murine proteoglycan-induced arthritis we can bridge a gap

to the understanding of human disease.

12.1 Rheumatoid Arthritis in Humans and Murine
Proteoglycan-Induced Arthritis: Introduction

Rheumatoid arthritis (RA) is a complex autoimmune disease of unknown aetiology,

affecting over 1 per cent of the human population (Hochberg, 1990; Hochberg and

Spector, 1990; Lawrence et al., 1989; Linos et al., 1980). No other autoimmune

disease appears in so many different clinical forms, characterized by such hetero-

geneous and diverse clinical symptoms and laboratory tests. Genome screening for
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arthritis susceptibility genes in families originating from the UK, USA, Japan and

Europe revealed a high degree of genetic heterogeneity of RA (Cornelis et al., 1998;

Jawaheer et al., 2001, 2003; MacKay et al., 2002; Shiozawa et al., 1998). Each

genome scan discovered about a dozen chromosome loci linked with disease

susceptibility, albeit the overlap between any two pedigrees was only one or two

loci. Even the major histocompatibility complex (MHC), which is a major genetic

risk factor for RA in the general human population, was not linked to disease

susceptibility in Japanese RA patients (Shiozawa et al., 1998). Thus, human genetic

studies support the idea that multiple, mostly unknown, aetiological factors are

involved in RA pathogenesis.

There are many experimental animal models which attempt to mimic the multiple

clinical symptoms of this disease. While none of the animal models of inflammatory

arthritis (adjuvant-induced arthritis, antigen-induced arthritis, collagen-induced

arthritis or proteoglycan aggrecan-induced arthritis) are identical to RA, these

experimental models have provided important advances in understanding possible

mechanisms for the human disease, and for the development of therapeutic agents.

Based upon the clinical, immunological and genetic components, the most appro-

priate animal models for RA seem to be those applying cartilage matrix components

such as type II collagen (Courtenay et al., 1980; Remmers et al., 1996), link protein

(Zhang et al., 1998), cartilage glycoprotein-39 (Verheijden et al., 1997) or proteo-

glycan (PG) aggrecan (Glant et al., 1987; Mikecz, Glant and Poole 1987) for systemic

immunization of genetically susceptible mice or rats.

Proteoglycan-induced murine model for rheumatoid arthritis:
the phenotype

Systemic immunization of genetically susceptible mouse strains (BALB/c and C3H)

with human cartilage PG aggrecan, leads to the development of progressive poly-

arthritis (Glant et al., 1987; Glant, Finnegan and Mikecz, 2003; Mikecz Glant and

Poole, 1987). Murine PG-induced arthritis (PGIA) bears many similarities to RA, as

indicated by clinical assessments, radiographic analyses, scintigraphic bone scans,

biochemical tests and histopathology studies of diarthrodial joints. Joint inflammation

starts as polyarticular synovitis in small peripheral joints after the second to fourth

intraperitoneal injection of antigen emulsified in various adjuvants. During the early

phase, mononuclear cells accumulate in the synovium, which induce massive

proliferation of synovial lining cells and fibroblasts. Finally, repeated inflammatory

episodes result in deterioration of articular cartilage, erosion of the subchondral bone

and deformities of the peripheral joints and joint stiffness.

PGIA is a recessive polygenic disease: mode of inheritance

Polygenic autoimmune diseases, like RA or the corresponding animal models, are

fundamentally influenced both by genetic components and environmental factors.
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The proportion of genetic factors in the overall disease population variance varies

greatly from 12 to 50 per cent depending on the family background. However,

concordance of RA in identical twins is significantly higher than in dizygotic twins or

nontwin siblings (Wanstrat and Wakeland, 2001), implying that RA is strongly

influenced by genetic factors. These factors include both MHC and non-MHC genes,

whereas the effect of the MHC is the most prominent. The MHC may affect

predisposition to autoimmune diseases by several mechanisms, e.g. by shaping the

T cell receptor (TCR) repertoire and thymic deletion, and peptide selection and

presentation (Theofilopoulos, 1995). In context with non-MHC genes, a large number

of factors (immunoglobulins and Fcg receptors, chemokines/cytokines and their

receptors, expression of adhesion molecules and their receptors, TCR and apoptosis

proteins, hormonal components, etc.) may be involved in the control of disease

development and severity. On the other hand, several genes inside arbitrary small

chromosome regions can control disease susceptibility or other clinical or immuno-

logical traits, and this gene cluster might be accountable for a quantitative trait locus

(QTL), which is considered as a single locus by conventional linkage analysis. Thus,

composite QTL structure makes genetic analysis more difficult than originally

expected. The familial segregation of different autoimmune diseases (Bergsteinsdottir

et al., 2000; Etzioni et al., 1999; Theofilopoulos, 1995; Vyse and Todd, 1996;

Wanstrat and Wakeland, 2001) and the prevalence of an autoimmune disease in a

single family, however, do suggest that the same gene(s) and/or gene cluster(s)

control susceptibility to different autoimmune diseases. Nevertheless, the identifica-

tion of a controlling autoimmune disease gene cluster in genetically heterogeneous

human population is a difficult task. Animal models may help us identify candidate

genes linked to single or multiple autoimmune diseases, and then project these genes

onto the syntenic region of the human genome. The completion of the human and

mouse genome programs (Gregory et al., 2002; Lander et al., 2001; Venter et al.,

2001; Waterston et al., 2002) and the high homology between the human and mouse

genomes make this approach feasible.

Two strains, BALB/c and C3H/HeJCr, were found to be highly susceptible to PGIA

among more than a dozen strains tested (Mikecz, Glant and Poole, 1987; Otto et al.,

2000; Figure 12.1). Interestingly, these two mouse strains are close relatives, since the

Bagg mice were an early progenitor for both strains. BALB/c mice were bred from

Bagg mice through the selection, and C3H was developed by Strong in 1920 from a

cross of Bagg albino females with DBA male (Beck et al., 2000). Despite century-

long breeding, C3H/HeJCr and BALB/c strains are genetically still very similar and

share high disease susceptibility (Figure 12.1). Logically, a high incidence of the

disease has been observed also in F1 and F2 crosses between these two highly

susceptible strains. Otherwise, when two genetically distant strains were crossed,

PGIA was inherited as a recessive trait, since F1 hybrids were all resistant to

the disease. It is interesting, that all studied F2 hybrid mice were always only

partially susceptible to PGIA, and the incidence was lower, under 55 per cent in all

crosses, even if they were based on PGIA-susceptible strains. Thus, crosses of almost

100 per cent susceptible BALB/c with C3H/HeJCr mice resulted in lower susceptibility

RHEUMATOID ARTHRITIS IN HUMANS AND MICE 273



in F1 (75 per cent), then even lower disease incidence in F2 hybrids (54.4 per cent;

Figure 12.1). This pattern of inheritance is explained by the genetic model involving

two major recessive arthritis genes, each originating from different parents. Disease

incidence in other F2 hybrids, which were based on the cross of highly susceptible

mice with resistant counter-strains, varied greatly, from 20.2 to 40.8 per cent. Thus, a

simple monogenic model should be further adjusted to the more complex genetic

model involving many genes with variable penetrances, which are in play in parental

strains, and in their F1 and F2 hybrids.

12.2 Genetic Linkage Analysis of PGIA

RA is a complex disease since (i) it clearly does not follow simple Mendelian pattern

of inheritance for a single gene, but rather shows familial aggregation, (ii) RA affects

approximately 1 per cent of the human population (Hochberg, 1990; Hochberg and

Spector, 1990; Lawrence et al., 1989; Linos et al., 1980), which is far more frequent

than any single-gene disorders and, accordingly, (iii) RA has a multifactorial genetic

background without a clear major single-gene effect. As a consequence, the same

morbid phenotype of a complex disease might be developed within different

combinations of genes (phenocopies). Interestingly, the animal genetic model of

RA, murine PGIA, fulfilled many criteria of a complex phenotype, since murine
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H-2d

97–100%

DBA/1J
H-2q

0%

DBA/2
H-2d

0%

C57BL /6
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0%

B10D2
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Figure 12.1 Incidence of the disease in association with the H-2 haplotypes of parental strains

(ovals) and in their F1 and F2 hybrids (rectangular boxes).
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autoimmune arthritis is also polygenic and is a result of complex interactions between

intermediate immunological phenotypes and multiple genes.

To dissect complex phenotypes of PGIA, we divided a major clinical trait (arthritis)

into several independent subtraits that include both quantitative and qualitative traits.

The main score of an autoimmune model is the qualitative (binary) trait, i.e.

susceptibility to disease, which has only two values: ‘1’ for positive arthritis-

susceptible mice or ‘0’ for nonarthritic resistant animals. All other components of

the clinical score of arthritis are quantitative: onset time (length of the latent period

prior to initial clinical symptoms), severity (i.e. magnitude of inflammation) and

progression of the disease (increase or decrease of severity over time). Severity of the

disease was defined and calculated in only arthritic mice, although disease onset and

susceptibility scores were determined both for healthy and diseased mice of the F2

population. Therefore, we separated the qualitative (susceptibility) and quantitative

(other clinical) traits to characterize different features of the disease, and introduced

additional scores based on the primary arthritis clinical score. The severity score of

arthritis is the same as the arthritis score, but it is applied only to positive mice. Since

the primary arthritis clinical score did not reflect the onset time, i.e. how early the

arthritis develops following immunizations, we introduced the onset score, which

reflected how quickly the animals developed arthritis. Thus, we built a set of

independent clinical scores, each related to different sides of the disease physiology

with minimum correlation between them, and we mapped genes responsible for these

independent scores (Adarichev et al., 2002a, 2003a,b).

In addition to the clinical scores, we determined a wide range of pathophysiolo-

gical and immunological markers related to either B or T cell functions and serum

levels of pro- and anti-inflammatory cytokines. The pathophysiological marker set

included the levels of (i) antibodies (total IgG, and Th2-supported IgG1 and Th1-

supported IgG2a isotypes) produced against the immunizing (human) and mouse

(self) cartilage PGs, (ii) antigen-specific T-cell responses (IL-2, IFN-g and IL-4

production and T-cell proliferation) measured in vitro, and (iii) a panel of cytokines

(IL-1, IL-6, IL-10, IL-12, IFN-g and TNFa) detected in sera of all arthritic and

nonarthritic (resistant) mice. We determined whether any of these parameters could

be used as phenotypic markers associated with disease susceptibility or severity, and

then these immunological traits were mapped in the mouse genome. Eventually, we

sought to determine whether QTLs controlling clinical symptoms, or any of the

pathophysiological parameters, could be co-localized with QTLs previously identi-

fied (Jirholt et al., 1998; McIndoe et al., 1999; Otto et al., 1999, 2000), and, if so, how

these traits modify the clinical features of the original model.

Table 12.1 summarizes linkage analysis data based on five F2 crosses accumulating

a total population of more than 2200 mice. Up to 250 genomic markers were used for

genome-wide linkage analysis in different murine crosses, thus creating the narrow

net with average distance between markers as low as 9 cM. In these genome-wide

screening studies, we identified a total of 29 Pgia loci in the mouse genome

(Adarichev et al., 2002a, 2003a,b; Otto et al., 1999, 2000). Table 12.1 summarizes

chromosome loci linked not only to clinical but also to immunological traits, which
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can be considered as pre-clinical intermediate phenotypes of the disease. Several

QTLs were consistently found in the same position in the mouse genome. For

example, Pgia13 on chromosome 4 was identified in four different crosses and

controlled disease susceptibility, severity, and TNFa production (Table 12.1). Pgia4

(chr 8), Pgia5 (chr 9), Pgia7 (chr11) and Pgia17 (chr 17) were repeatedly found in

three independent intercrosses and overlapped with a number of loci controlling

different immune parameters. Other clinical QTLs were cross-specific.

Most of the clinical and immunological QTLs share the same chromosome

position. Overlap of the chromosome loci indicates common entities of the disease

mechanism, and underscores our hypothesis that certain chromosome regions linked

to arthritis susceptibility, onset or severity should carry genes which control

pathophysiological events, cellular functions or regulation of the immune home-

ostasis. In other words, altered cellular functions linked to certain QTLs may be

strong indicators for selecting a QTL for more detailed studies and testing congenic

lines. The difference between a clinical and a pathophysiological (immunological)

trait is that, while a clinical trait is a ‘forever’ fact (animal did or did not develop

arthritis), a serum marker (e.g. cytokine) or altered T cell function may be detectable

only at certain time points of the disease, and thus the linkage with the disease may

remain unexplored.

Effect of MHC on clinical and immunological traits of arthritis

The MHC is known as a major genetic risk factor of autoimmune diseases both in

humans and corresponding animal models (Bali et al., 1999; MacKay et al., 2002;

Marrack, Kappler and Kotzin, 2001; Merriman et al., 2001; Shiozawa et al., 1998;

Wanstrat and Wakeland, 2001; Weiss, 1993), i.e. it controls a significant portion of

the arthritis population variance. Whenever we wanted to exclude effects of the MHC

(H-2 complex in mice) on linkage analysis and map non-MHC genes, we used murine

crosses, wherein both parent strains carry similar H-2 haplotype. Thus, crosses of two

types were generated to map MHC-related and non-MHC arthritis susceptibility

genes: F2 hybrids with H-2 complex that was matched between parental strains and

H-2 complex-unmatched F2 hybrid mice. In H-2 haplotype-unmatched F2 popula-

tions, mouse MHC region on chromosome 17 was the strongest in genome scans

with a logarithm of odds ratio (LOD) score of 4.8 in BALB/c�C57BL/6 cross, and

even greater values of 9.2 in C3H/HeJ�C57BL/6 and BALB/c�DBA/1 crosses

(Table 12.1).

Strong control of the MHC toward immunological traits was observed both in

MHC-matched and -unmatched crosses. However, when strains with different

haplotypes were intercrossed (H-2d/H-2q combination in BALB/c�DBA/1 cross),

the MHC controlled mostly T cell responses (LOD score 8.5 for CTLL and LOD

score 3.2 for IL-4 production) and only suggestive linkage was observed for the

control of antibodies (LOD score 2.8). In contrast, in MHC-matched BALB/c�DBA/

2 cross (H-2d/H-2d), even if the linkage with the MHC in PGIA was undetectable, the
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MHC had a very strong influence on serum antibodies (LOD score 21.3), but no

control of T cell responses (Table 12.1). The MHC locus strongly controlled not only

susceptibility to the disease, but also onset of PGIA in BALB/c�DBA/1 intercross

(LOD score 4.6).

The major clinical parameter for arthritis (disease susceptibility) was calculated as

the ratio of diseased mice in the F2 population, i.e. the binary trait (healthy or

arthritic) for each animal. However, PGIA can also be described by other important

parameters, such as disease onset and severity of inflammation. Which clinical

features of the arthritis are linked to the MHC? To address this question, we analysed

linkage of H-2 loci with the disease in the total population of arthritic and healthy

mice and in subpopulations of arthritic only mice. In BALB/c�DBA/1 crosses, the

progenitor strains carried H-2d and H-2q haplotypes, thus making the H-2 complex

the major QTL for both arthritis (LOD score 6.5) and antigen-induced T cell

proliferation (LOD score 6.5; Figure 12.2). However, when analysis was performed

for arthritic mice only, neither trait showed significant linkage with H-2 loci on

chromosome 17; LOD scores were even lower than suggestive level 2.8. Thus, the

murine MHC controls only susceptibility to PGIA, but not the magnitude of joint

inflammation (Adarichev et al., 2002a). In other words, while the murine MHC has a

permissive role upon PGIA susceptibility and plays a critical role in the disease

initiation, the MHC alone is insufficient for disease development and progression. As

a result, severity of the disease is under the control of other loci/genes (Becker et al.,

1998; Bergsteinsdottir et al., 2000; Gregersen, 1999; Lin et al., 1998; Seldin et al.,

1999; Theofilopoulos 1995). The best illustration for the important role of non-MHC

loci is the existence of murine strains with different PGIA susceptibilities but the

same H-2 haplotype. PG-immunization of BALB/c, DBA/2 and NZB/J inbred strains

and B10D2 mice that all carry H-2d haplotype varied from complete resistance in
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Figure 12.2 Arthritis susceptibility and PG antigen-specific T cell proliferation were mapped to

chromosome 17 near the H-2 complex when linkage was calculated for the entire arthritic and

nonarthritic F2 population (solid thick line) of the BALB/c � DBA/1 cross (H-2d/H-2q). Linkage of

the disease with H-2 loci was nonsignificant, when calculated for arthritic F2 mice only (thin line).

Small vertical tics indicate the positions of genetic markers on the x-axis, and the mouse H-2 locus

is shown by a solid box. Dashed horizontal lines indicate the significant levels of LOD scores at a

4.3 cut-off value using interval mapping with free regression model.
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DBA/2 and NZB/J strains to almost 100 per cent susceptibility in BALB/c and

B10D2 mice. Another example is the high PGIA susceptibility in C3H/HeJCr strain

and a virtual resistance to arthritis in C3H/HeJ mice (Glant et al., 2001), although

both strains carry H-2k haplotype. Known de novo mutation in the toll-like receptor 4

(Tlr4) on chromosome 4 occurred only in the C3H/HeJ colony maintained by the

Jackson Laboratory between 1960 and 1967 (Coutinho, Möller and Gronowicz, 1975;

Watson and Riblet, 1974). However, this mutation is not associated with arthritis

susceptibility, and we are compelled to believe that additional mutation(s) might

occur in the C3H/HeJ mice, recalling susceptibility to arthritis.

Non-MHC loci

As stated above, PGIA has a complex genetic background, derived from a natural

variation of multiple genes of unknown localization in the mouse genome. While

linkage of RA to the MHC has been repeatedly confirmed, several possible linkages

outside the MHC were also identified in human pedigrees (Bali et al., 1999; Cornelis

et al., 1998; Jawaheer et al., 2001; MacKay et al., 2002; Ollier and Worthington,

1997; Weiss, 1993). The critical role of non-MHC-associated genes in arthritis has

been further confirmed in numerous animal models such as collagen-, streptococcal

cell wall-, pristane- and oil-induced arthritis in rats. While these studies have helped

define the genetic relatedness and similarities of the available autoimmune models,

none have successfully narrowed the genetic interval of any QTL to the point where

positional cloning could be employed. Thus, the central problem of the identification

of the disease-responsible genes remains. The use of different genetic crosses,

increasingly dense genetic maps and congenic strains, as well as the completion of

the human and mouse genome sequencing projects, will probably make this goal a

reality.

Phenocopies are a common feature of PGIA: genetic heterogeneity
of the disease

Genome scans of several crosses identified the different genetic backgrounds for

qualitative and quantitative traits of PGIA. The major locus controlling the magnitude

of joint inflammation (severity) was found on chromosome 19 (Pgia12), lesser QTL

on chromosome 8 (Pgia4) and suggestive loci on chromosomes 1, 4, 5, 14, 15 and 18.

The major binary QTL was mapped to chromosome 17 (H-2 complex, Pgia17); other

significant QTLs were mapped on chromosomes 7, 9, 12, 13, 15, 16 and 19. The

overlap between binary QTLs and severity QTLs were found on chromosomes 15, 18

and 19. Loci controlling onset of the disease showed no overlap with binary QTLs

(Table 12.1). Probably, the most striking example of the variation for locus penetrance

towards different arthritis sub-phenotypes is the H-2 complex. In the example

mentioned above (Figure 12.2), we showed that the murine MHC (H-2d/H-2q

combination) in BALB/c�DBA/1 cross has a crucial role in disease initiation and
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H-2 loci-controlled PGIA onset and susceptibility. Nevertheless, these loci were not

controlling inflammation itself, and other non-MHC genomic loci were linked to

disease severity.

A relatively low disease incidence in F1 hybrid mice derived from the cross of two

highly susceptible murine strains, such as in BALB/c�C3H/HeJCr and BALB/c�
DBA/1 crosses (Figure 12.1), clearly indicates the genetic heterogeneity of the

disease. This pattern of disease inheritance can be described with two major genes

using a simplified genetic model. Gene A is a cause of arthritis in the homozygous

state (AA) of the susceptible strain A, and has no or little effect on arthritis in strain B

(aa). In contrast, the genetic background of strain B makes another gene, B, mainly

responsible for the disease development (BB), but gene A is silent in this strain (aa).

Thus, when two arthritis genes are in a mixed heterozygous state in F1 hybrids (Aa,

Bb), the arthritis susceptibility is even lower than in parental mice.

Occurrence of phenocopies, when clinically identical phenotypes are induced by

the variations in different genes, is a common feature of complex autoimmune

diseases, including RA and PGIA in particular. Genome screening of various crosses

supports this statement, since QTLs controlling PGIA were only partially overlapping

when different crosses were genotyped (Table 12.1). For example, in C57BL/6�
C3H/HeJCr cross the major arthritis-susceptibility genes (LOD score> 4.3) were

mapped on chromosomes 4, 9, 12 and 17; these loci were mapped on chromosomes 4

and 15 in BALB/c�C3H/HeJCr cross; only one major QTL was found on chromo-

some 17 in BALB/c�C57BL/6 cross; and two major binary loci were mapped on

chromosomes 9 and 17 in BALB/c�DBA/1 hybrid mice. Susceptibility loci of PGIA

in an MHC-matched BALB/c�DBA/2 intercross were localized on chromosomes 7,

9, 15, 16 and 19. Interestingly, many QTLs were found repeatedly in several crosses,

although, the same chromosome segment might be associated with different clinical

or immunological phenotypes of the disease depending on the genetic background.

For example, Pgia13 was found consistently in four crosses: BALB/c�DBA/2,

BALB/c�C57BL/6, BALB/c�C3H/HeJCr and C3H/HeJCr � C57BL/6. This locus

was the strongest in C3H/HeJCr�C57BL/6 and control disease susceptibility;

however, in BALB/c�DBA/2 cross it was linked to PGIA severity and serum

concentrations of TNFa (LOD score 5.1). The strongest QTLs, which were greater

than LOD score significant threshold 4.3, are underlined in Table 12.1. The majority

of the most reliable QTLs were found repeatedly in several crosses, further validating

their significance.

Synteny mapping of autoimmune arthritis genes

Biochemical and cell signalling pathways are quite similar in primates and rodents,

i.e. between humans and mice. This similarity is widely used to study mechanisms of

action of newly designed compounds, drug toxicity and pharmacokinetics. It is

believed that the pathogenesis of complex disease is also very similar in different

species. Pursuing the ultimate goal of mapping disease susceptibility genes in the
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human genome, it is important to build a bridge between mouse and human genomes

and map human genes using homologous disease loci in mice. The syntenic mapping

for PGIA-susceptibility chromosome regions shows significant overlap with linkage

analysis in humans (Figure 12.3). As sequencing projects both for human and mouse

genomes are completed, the synteny maps can be constructed with great accuracy

(Mapview at National Center for Biotechnology Information; www.ncbi.nlm.nih.gov/

mapview/). Approximately half of the PGIA QTLs are in the regions of the human

genome which have been identified as RA susceptibility genes or loci (Figure 12.3).

The strongest murine locus controlling PGIA onset, Pgia26, overlaps with three

human loci, which were found in pedigrees of various origin (Jawaheer et al., 2001;

John et al., 2001; MacKay et al., 2002). The homologous locus on human chromo-

some 1 (94–155 Mbp) carries lymphoid nonreceptor-type 22 protein–tyrosine phos-

phatase genes (PTPN22). A missense single-nucleotide polymorphism (SNP) inside

PTPN22 has been associated with susceptibility to rheumatoid arthritis (Begovich

et al., 2004). Pgia13, Pgia3, Pgia14 and Pgia12 were overlapped with at least one

human RA-susceptibility QTL. The Pgia14 locus on the telomeric part of chromo-

some 12 and corresponding human locus on chromosome 14 is mapped near the

cluster of the immunoglobulin heavy chains. This locus controls PGIA in C3H/

HeJCr�C57BL/6 cross probably through the regulation of the ratio of IgG1 to IgG2a

antibody isotypes (LOD score 9.1). Thus, chromosome segments responsible for

alteration in IgG expression or isotype switch are plausible candidates inside this

locus in both mouse and human pedigrees. The Pgia8 locus on mouse chromosome

15 is homologous to human chromosome 5, the region which carries the progressive

ankylosis protein encoding gene (ANKH). The mutation inside this gene is a genetic

basis for craniometaphyseal dysplasia and crystal deposition arthropathy (OMIM

118600, OMIM 605145), the monogenic disorder associated with tissue calcification

and arthritis (Ho, Johnson and Kingsley, 2000; Reichenberger et al., 2001). The

Pgia10 on the centromeric part of mouse chromosome 16 is homologous to human

chromosomes 3 and 21. The corresponding human chromosome 3 region carries RA

QTL (Cornelis et al., 1998), and the human locus on chromosome 21 contains runt-

related transcription factor 1 gene (RUNX1). The functional SNP is located in the

binding site of RUNX1 with SLC22A4, and strongly affects the expression level of the

——————————————————————————————"

Figure 12.3 Murine autoimmune arthritis loci (Pgia) in the mouse genome and homologous

chromosome segments in humans. Mouse chromosomes (c3–c19) are presented as G-banded

ideograms with QTL-marked regions. Homologous chromosome segments in the human genome

(h1–h21) are shown as open boxes. The size of human and mouse chromosome segments are shown

using the same scale. Whether a homologous human QTL was identified is shown under the

appropriate chromosome interval. RA1–RA7 are QTLs from human genetic linkage studies

(Cornelis et al., 1998; Jawaheer et al., 2001; John et al., 2001; MacKay et al., 2002; Shiozawa et al.,

1998; Wise et al., 2000), and OMIM 8600 and OMIM 1605145. PTPN22, protein–tyrosine

phosphatase nonreceptor-type 22; RUNX1, runt-related transcription factor 1; HLA-DRB1, major

histocompatibility complex, class II, DR beta-1; NFKBIL1, nuclear factor of kappa light chain gene

enhancer in B cells inhibitor-like 1.
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latter gene. This SNP was strongly associated with RA in a case–control association

test (Tokuhiro et al., 2003). Finally, the strongest PGIA QTL on mouse chromosome

17 is homologous to the MHC locus on human chromosome 6p21 (Figure 12.3),

which is strongly associated with the RA HLA-DRB1 allele and newly discovered

NFKBIL1 gene (Okamoto et al., 2003; Ota et al., 2001).

12.3 Transcriptome Picture of the Disease: Gene
Expression During the Initiation and
Progression of Joint Inflammation

Genetic linkage studies in segregating human and mouse populations is an unique

approach, which does not need any a priori knowledge about disease causative genes.

Linkage analysis simply relies on the association between a morbid phenotype and

DNA variations scattered throughout the genome. However, even the most extensive

genome-wide screening and linkage analysis could never be able to identify the

complete set of disease-responsible/inducing genes without physiological, biochem-

ical and cell signalling studies. The completion of the human and mouse genome

sequencing programs and subsequent annotation of previously unidentified genes

have opened a new epoch in biology and biomedical sciences. The genetic informa-

tion has greatly facilitated the discovery of novel disease-related genes and mapping

of signature genes for early diagnosis. More specifically, poly- or oligonucleotide

arrays have been applied in both human and experimentally induced disease

conditions to determine characteristic expression patterns of signature genes, which

then can be recognized as candidate genes of genetic loci (QTLs) of interest.

In an inflammatory disease such as RA, the gene expression profile is extremely

complex due to the diversity of cell types involved in the pathology, and the polygenic

character of the autoimmune disease (Barnes et al., 2004; Grant et al., 2002; Heller

et al., 1997; Watanabe et al., 2002; Zanders et al., 2000). The overall picture of

molecular interactions in an inflamed joint, deduced from gene expression studies in

both RA and its corresponding animal models, involves an enormous number of

proteins participating in immunity, inflammation, apoptosis, proliferation, cellular

transformation and cell differentiation, and other processes (Grant et al., 2002; Maas

et al., 2002; Sweeney and Firestein, 2004; Thornton et al., 2002; Watanabe et al.,

2002; Zanders et al., 2000). The genetic heterogeneity of the human population,

however, is a serious obstacle for correct data interpretation in gene expression

studies. Again, RA animal models, such as PGIA, can facilitate the interpretation of

genome-wide gene expression by providing genetic and clinical homogeneity, and an

opportunity to monitor the onset and progression of the disease.

To monitor early inflammatory reactions in mouse paw and joint, we adoptively

transferred the disease (PGIA) into syngeneic BALB/cSCID mice that lack functional

T and B cells. Severe combined immunodeficient (SCID) mice carry a natural

mutation which prevents the V(D)J recombination in B and T lymphocytes, resulting

in a failure to generate functional immunoglobulins and T cell receptors (Carlow
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et al., 1995; Schaible et al., 1989). Consequently, adoptively transferred arthritis in

BALB/cSCID mice is an ideal model where activated lymphocytes of arthritic donor

BALB/c mice migrate and interact with an intact innate immunity environment in the

joints of BALB/cSCID mice (Bárdos et al., 2002; Hanyecz et al., 2003). Induction of

arthritis in BALB/cSCID mice was a multi-step process. First, donor BALB/c mice

were immunized with cartilage PG to induce arthritis. Second, spleen cells from

acutely arthritic donor mice were stimulated in vitro with cartilage PG, and live

lymphocytes were isolated on a Lympholyte-M density gradient (Bárdos et al., 2002;

Hanyecz et al., 2003). Third, these PG antigen-stimulated donor lymphocytes were

injected into BALB/cSCID mice. The gene expression profiles in normal (naive), pre-

arthritic (not yet inflamed) and arthritic joints (either acutely or chronically inflamed)

of the recipient BALB/cSCID mice were determined using oligonucleotide DNA

microarray technology (Affymetrix).

The mounting cascade of gene expression activities was observed during the

initiation and progression phases of joint inflammation [Figure 12.4(B)]. At the

initiation phase, when no clinical symptoms of inflammation were yet detected, only

37 genes were up- or downregulated (Adarichev et al., 2005). However, differential

expression of 277 genes was observed at the acute phase, and chronic inflammation

was characterized by differential activity of 418 genes. Interestingly, most early

arthritis signature genes (27 of 37) remained up- or downregulated in inflamed joints.

A different set of genes was also involved in acute inflammation. At the chronic

phase, less than half of acute phase-specific genes (127 of 277) were differentially

expressed, and another half was chronic inflammation-specific. Eventually, a very

limited number of transcripts (n ¼ 15) remained up- or downregulated in all three

phases of arthritis.

To identify genes whose expression is specific for each phase of arthritis, and

combine transcripts by the pattern of their expression through all disease phases, we

applied a hierarchical clustering technique (Eisen et al., 1998). Genes, specific for

pair-wise comparisons (pre-arthritic vs naive, acute vs naive, and chronic vs naive)

were combined in one single file excluding redundant genes, and the merged set

included 507 genes. Hierarchical clustering was performed for all experimental

conditions studied, and four major gene clusters were identified, each with a distinct

expression pattern [Figure 12.4(A), clusters I, II, III and IV]. Using further

classification analysis with gene ontology terms, to examine the functions of genes

inside each cluster, we identified genes encoding proteins whose biological functions

were the most relevant to arthritis development and progression. Cluster I contained

genes with major functions in collagen turnover and tissue repair, and the expression

of these genes reached a peak in chronically inflamed joints. Cluster II was the largest

cluster including approximately half of all phase-specific genes [Figure 12.4(A)].

Cluster II included genes with roles in immune, inflammatory and stress responses,

extracellular matrix formation, cell growth and receptor activity. Expression of

cluster II genes reached a peak at the acute phase of joint inflammation. Transcription

of genes in cluster III and cluster IV gradually decreased during disease progression

[Figure 12.4(A)]. These genes were mostly related to cytoskeleton remodelling,
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Figure 12.4 (a) Gene expression profiling in arthritis and hierarchical clustering of the expression

profiles for signature genes at different phases of autoimmune arthritis. Hierarchical clustering was

performed for genes whose expression significantly differed when joints (paws) of naive mice were

compared with those in the pre-arthritic, acute or chronic phases of arthritis. The total number of

genes (n ¼ 507) is less than the sum of phase-specific genes because of the partial overlap. Rows

represent individual genes; columns represent individual expression values for each gene at the

indicated phase of arthritis. The major biological activities, specific for each cluster, were examined

using functional clustering. This analysis yielded four different expression patterns (clusters I–IV).

Upregulated genes (positive fold change) are shown in red, and downregulated genes (negative

values of fold change) are shown in blue. (b) Histogram of the fold change values for genes

differentially expressed at different phases of the disease. The size of the peaks indicates the

number of genes within a given range of expression (fold increase and decrease). Spikes at �5-fold-

expression change combine all genes with differential expression level greater than �5-fold. The

number of genes differentially expressed in each phase is indicated. (A colour reproduction of this

figure can be viewed in the colour plate section)
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formation of cell junctions and production of structural molecules such as desmin,

beta 3 laminin, envoplakin, dystonin and others. Genes associated with early arthritis

(Adarichev et al., 2005) were found in clusters III and IV, further underlining the

importance of cell adhesion and cytoskeleton remodelling during the initiation phase

of arthritis.

Arthritis signature genes in pre-inflamed joints

Paws of naive BALB/cSCID mice and yet noninflamed pre-arthritic paws were

clinically normal with no sign of inflammation, and comparison of these two

experimental conditions identified a relatively small number of differentially

expressed genes. Only 37 of the 36 000 screened genes were differentially expressed

over a 2-fold threshold, of which 11 genes were over a �3-fold threshold, and seven

genes changed more than �5-fold [Figure 12.4(B)]. The seven genes with the most

significant change in expression levels encoded chemokine C-C motif receptor 5

(Ccr5), chemokine C-X-C motif ligand 1 (Cxcl1), IFN-g-inducible protein (Ifi47),

membrane-spanning 4-domains subfamily A member 6C (Ms4a6c), TNFa-induced

protein 6 (Tnfip6), T cell receptor beta variable 13 (Tcrbv13) and Terf1-interacting

nuclear factor 2 (Tinf 2) (Adarichev et al., 2005). While upregulation of Tcrbv13,

Tgtp and IFN-induced genes may indicate the appearance of antigen-specific T cells

in the synovium, significant upregulation of Tnfip6 suggests the activation of an anti-

inflammatory cascade (Glant et al., 2002). Thus, gene expression related to pro- and

anti-inflammatory events can be detected even before clinical evidence of the

migration of inflammatory leukocytes into the joints.

Activated T cells must be present in the peripheral blood of recipient BALB/cSCID

mice after the transfer, but donor lymphocytes can be detected in joints as early as

3–5 days after the second transfer (Bárdos et al., 2002). In earlier studies (Mikecz and

Glant, 1994), and in control experiments (data not shown), using fluorescein- or

isotope-labelled donor lymphocytes, only very few cells were found in joints during

the first week of transfer, and a second cell transfer was needed to induce a significant

influx of lymphocytes into the joints to challenge inflammation. In this study, we

detected overexpression of a T cell specific GTPase (Tgtp) and T cell receptor beta

(Tcrbv13) in yet noninflamed pre-arthritic paws of recipient BALB/cSCID mice as

early as 3–5 days after the second injection, indicating the presence of donor BALB/c

lymphocytes. Thus, the initiation and development of arthritis in adoptively trans-

ferred PGIA must depend on the cooperation between adaptive immunity cells

(represented by donor BALB/c lymphocytes) and cells of innate immunity (repre-

sented by nonlymphoid cells in the recipient BALB/cSCID mice). Analysis of cellular

and tissue specificity of gene expression, using public gene expression databases [the

Bioinformatic Harvester (http://harvester.embl.de/), the Gene Expression Database

(www.informatics.jax.org/mgihome/GXD) and the Gene Expression Omnibus

(www.ncbi.nlm.nih.gov/geo)], indicated that genes encoding CD48 (Cd48), mem-

brane-spanning 4A6B and 4A6C (Ms4a6b, Ms4a6c), EGF-like receptor-like protein 1

(Emr1) and interferon-induced 47 kDa protein (Ifi47) were most probably originating
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from donor lymphoid cells, while other early arthritis genes were related to the

activation of the innate immune system represented by macrophages, dendritic cells

and cells of myeloid lineage of recipient BALB/cSCID mice.

Cooperation between transcriptomics and genomics to find autoimmune
arthritis genes

We have analysed the genetic basis of the murine autoimmune arthritis and defined a

list of the most important chromosome segments linked to PGIA in different crosses

(Table 12.1). Alternatively, we know genes whose expression precedes or accom-

panies joint inflammation upon adoptive disease transfer [Figure 12.4(A)]; Adarichev

et al., 2005]. Since the primary (causative) disease gene(s) should contain genetic

variation and this variation should carry biological function affecting either RNA

concentration, protein-specific activity or protein–protein interaction, we analysed the

overlap between differentially expressed genes and disease-linked chromosome loci

(Figure 12.5). The small portion of transcriptome (37 out of 289 pre-arthritic- and

acute phase-specific genes, 12.8 per cent) was localized inside arthritis-controlling

chromosome loci. Most positional candidate genes were overexpressed during acute

arthritis phase, and only CD53 leukocyte surface antigen was upregulated in both pre-

inflamed and inflamed joints (Table 12.2).

Figure 12.5 The combined transcriptome and genetic basis of PGIA. The most significant

chromosome loci controlling murine autoimmune arthritis (Pgia, shown with curly brackets) and

differentially expressed genes (shown as horizontal arrows) in mouse genome. Genes located within

PGIA QTLs are shown by triangles and listed in Table 12.2.
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Table 12.2 PGIA locus-specific genes differentially expressed prior to and during acute inflammation

Gene Description Phase Fold change

Chromosome 3
Ptx3 Pentraxin-related gene AA 15.3

Sfrp2 Secreted frizzled-related sequence protein 2 AA 3.1

S100a8 Migration inhibitory factor-related protein 8 AA 25.2

Sprr2a Small proline-rich protein 2A AA 3.2

Rptn Repetin AA �13.3

Ctsk Cathepsin K AA 2.9

CD53 Leukocyte surface antigen CD53 PA, AA 2.2, 6.2

Vcam1 Vascular cell adhesion molecule 1 AA 5.4

Ddah1 NG, NG-dimethylarginine dimethylaminohydrolase 1 AA 4.2

Chromosome 7
Gmfg Glia maturation factor gamma AA 2.7

Chsy1 Carbohydrate (chondroitin) synthase 1 AA 2.4

Dkkl1 Soggy-1 AA 3.5

Saa3 Serum amyloid A-3 AA 34.1

Csrp3 Cysteine and glycine-rich protein 3 AA �3.2

Chromosome 9
Pstpip1 Proline-serine-threonine phosphatase-interacting protein 1 AA 2.5

Chromosome 12
Gpr25 G-protein-coupled receptor 25 AA 5.9

Serpina3n Clade A AA 4.5

Chromosome 15
Dab2 Disabled homolog 2 AA 2.5

Fyb FYN-T-binding protein AA 2.8

Ncf4 Neutrophil cytosole factor 4 AA 4.8

Kdelr3 KDEL endoplasmic reticulum protein retention receptor 3 AA 3.5

Chromosome 16
Samsn1 SH3 domain and nuclear localization signals protein 1 AA 31.2

Adamts1 Disintegrin and metalloproteinase with AA 3.3

thrombospondin motifs 1

Ifnar2 Interferon-alpha/beta receptor 2 AA 3.0

Runx1 Runt related transcription factor 1 AA 2.8

Chromosome 17
Has1 Hyaluronan synthase 1 AA 3.1

Kifc1 Angiopoietin-like 4 AA 5.1

Chromosome 19
Ms4a4c Membrane-spanning 4-domains subfamily A member 4C AA 5.9

Mpeg1 Macrophage expressed gene 1 AA 2.9

Pcsk5 Proprotein convertase subtilisin/kexin type 5 precursor AA 27.3

Ankrd1 Ankyrin-like repeat protein AA 13.1

Entpd1 Ectonucleoside triphosphate diphosphohydrolase 1 AA 6.0

Column ‘Gene’ refers to short gene abbreviation. The list of overlapping genes also includes five RIKEN cDNA
clones with uncharacterized functions; these transcripts were not included in this table. Chromosome assessment
is shown for most significant and reproducible PGIA loci listed in Table 12.1. Listed locus-specific genes were
differentially expressed either in acutely inflamed or in pre-arthritic joints of BALB/cSCID mice with adoptively
transferred arthritis. Positive values of fold change of differential expression stand for upregulated transcripts,
negative values for downregulated genes. Runx1 transcription factor is in bold because it was consistently
associated with RA, overexpressed in acute inflammation in this murine model and located inside Pgia10 QTL
on chromosome 16 (Figure 12.5).



Human studies revealed several links to RA chromosome segments (Cornelis et al.,

1998; Jawaheer et al., 2001, 2003; MacKay et al., 2002; Shiozawa et al., 1998).

Syntenic mapping of the corresponding homologous regions in the mouse genome is

a reliable and informative approach, owing recent progress in mouse and human

genomics. Figure 12.3 combines data from the three gene-mapping approaches based

on linkage studies of the human families, genetic linkage analysis of several crosses

with PGIA and gene expression at early phases of autoimmune arthritis. Human

chromosome loci (RA1–RA7) were not only overlapping with Pgia loci, but these

homologous human–mouse loci in many cases contained genes which were over-

expressed during joint inflammation (Table 12.2). Thus, murine Pgia26 on chromo-

some 3 contains cluster of innate immunity-related genes, such as pentraxin-related

gene (Ptx3), migration inhibitory factor 8 (S100a8), cathepsin K (Ctsk), CD53 and

vascular cell adhesion molecule 1 (Vcam1).

Runt-related transcription factor 1 (RUNX1) gene was found to be consistently

involved in autoimmune arthritis in human patients downregulating the expression of

organic cationic transporter SLC22A4 (Tokuhiro et al., 2003). In the present PGIA

murine model with adoptive disease transfer, we found similar pattern of expression

for both genes: transcript concentration of Runx1 was almost three times higher and

Slc22a4 gene was 2.5 times lower in inflamed joints of mice with adoptively

transferred PGIA (Adarichev et al., 2005). Remarkably, Runx1 is localized in

Pgia10 QTL on chromosome 16, the locus which controls arthritis susceptibility

and autoantibody production (Otto et al., 1999). On the other hand, Runx1 is located

in a hot spot of recombination and often found as a fusion protein in acute myeloid

leukaemias (OMIM 151385). Moreover, point mutations in this gene are associated

with familial myeloid malignancies and platelet disorders (OMIM 601399), which is

consistent with the major function of Runx1 as an active repressor in CD4-negative/

CD8-negative thymocytes (Taniuchi et al., 2002).

12.4 Conclusions

Genetic and gene expression studies of PGIA showed a complex portrait of the

disease, which is reliant on multiple and distinct sets of genes connected differently to

the disease initiation or progression, and that gene activity depends on the genetic

cross and phase of the joint inflammation. Despite the mapping of the disease

susceptibility genes in human pedigrees having an obvious advantage of higher

resolution due to accumulated multiple recombination events, at the same time

human studies are greatly hampered by the high genetic heterogeneity of RA.

Linkage analysis in animal models relies on a clean genetic background and less

frequent DNA variations, but usually results in quite vague chromosome loci

containing hundreds of genes, which require enormous and laborious efforts to

complete detailed physical mapping and then confirm the role of the gene in

autoimmune processes. The gene expression approach is an additional and powerful

tool and offers a different kind of functional filter. Nevertheless, the density of genes,
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even in a very small (by genetic definition) human QTL, is still large enough to reveal

several gene candidates in the locus, whose function might be relevant to the disease

pathology. Thus, only complex and combined approaches may lead to the identifica-

tion of primary genes involved in pathophysiology of autoimmune disorders.
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Adarichev VA, Bárdos T, Christodoulou S, Phillips MT, Mikecz K, Glant TT. 2002a.

Major histocompatibility complex controls susceptibility and dominant inheritance, but not

the severity of the disease in mouse models of rheumatoid arthritis. Immunogenetics 54:

184–192.
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Hanyecz A, Bárdos T, Berlo SE, Buzás E, Nesterovitch AB, Mikecz K, Glant TT. 2003. Induction of

arthritis in SCID mice by T cells specific for the ‘‘shared epitope’’ sequence in the G3 domain of

human cartilage proteoglycan. Arthrit Rheum 48: 2959–2973.

292 CH12 IMMUNOGENETICS OF EXPERIMENTALLY INDUCED ARTHRITIS



Heller RA, Schena M, Chai A, Shalon D, Bedilion T, Gilmore J, Woolley DE, Davis RW. 1997.

Discovery and analysis of inflammatory disease-related genes using cDNA microarrays. Proc Natl

Acad Sci USA 94: 2150–2155.

Ho AM, Johnson MD, Kingsley DM. 2000. Role of the mouse ank gene in control of tissue

calcification and arthritis. Science 289: 265–270.

Hochberg MC. 1990. Changes in the incidence and prevalence of rheumatoid arthritis in England and

Wales, 1970–1982. Sem Arthrit Rheum 19: 294–302.

Hochberg MC, Spector TD. 1990. Epidemiology of rheumatoid arthritis: update. Epidemiol Rev 12:

247–252.

Jawaheer D, Seldin MF, Amos CI, Chen WV, Shigeta R, Monteiro J, Kern M, Criswell LA, Albani S,

Nelson JL, Clegg DO, Pope R, Schroeder HW Jr, Bridges SL Jr, Pisetsky DS, Ward R, Kastner DL,

Wilder RL, Pincus T, Callahan LF, Flemming D, Wener MH, Gregersen PK. 2001. A genome-wide

screen in multiplex rheumatoid arthritis families suggests genetic overlap with other autoimmune

diseases. Am J Hum Genet 68: 927–936.

Jawaheer D, Seldin MF, Amos CI, Chen WV, Shigeta R, Etzel C, Damle A, Xiao X, Chen D, Lum RF,

Monteiro J, Kern M, Criswell LA, Albani S, Nelson JL, Clegg DO, Pope R, Schroeder HW Jr,

Bridges SL Jr, Pisetsky DS, Ward R, Kastner DL, Wilder RL, Pincus T, Callahan LF, Flemming D,

Wener MH, Gregersen, PK. 2003. Screening the genome for rheumatoid arthritis susceptibility

genes: A replication study and combined analysis of 512 multicase families. Arthrit Rheum 48:

906–916.

Jirholt J, Cook A, Emahazion T, Sundvall M, Jansson L, Nordquist N, Pettersson U, Holmdahl R.

1998. Genetic linkage analysis of collagen-induced arthritis in the mouse. Eur J Immunol 28:

3321–3328.

John S, Eyre S, Myerscough A, Barrett J, Silman A, Ollier W, Worthington J. 2001. Linkage and

association analysis of candidate genes in rheumatoid arthritis. J Rheumatol 28: 1752–1755.

Lander ES, Linton LM, Birren B, Nusbaum C, Zody MC, Baldwin J, Devon K, Dewar K, Doyle M,

FitzHugh W, Funke R, Gage D, Harris K, Heaford A, Howland J, Kann L, Lehoczky J, LeVine R,

McEwan P, McKernan K, Meldrim J, Mesirov JP, Miranda C, Morris W, Naylor J, Raymond C,

Rosetti M, Santos R, Sheridan A, Sougnez C, Stange-Thomann N, Stojanovic N, Subramanian A,

Wyman D, Rogers J, Sulston J, Ainscough R, Beck S, Bentley D, Burton J, Clee C, Carter N,

Coulson A, Deadman R, Deloukas P, Dunham A, Dunham I, Durbin R, French L, Grafham D,

Gregory S, Hubbard T, Humphray S, Hunt A, Jones M, Lloyd C, McMurray A, Matthews L,

Mercer S, Milne S, Mullikin JC, Mungall A, Plumb R, Ross M, Shownkeen R, Sims S, Waterston

RH, Wilson RK, Hillier LW, McPherson JD, Marra MA, Mardis ER, Fulton LA, Chinwalla AT,

Pepin KH, Gish WR, Chissoe SL, Wendl MC, Delehaunty KD, Miner TL, Delehaunty A, Kramer

JB, Cook LL, Fulton RS, Johnson DL, Minx PJ, Clifton SW, Hawkins T, Branscomb E, Predki P,

Richardson P, Wenning S, Slezak T, Doggett N, Cheng JF, Olsen A, Lucas S, Elkin C, Uberbacher

E, Frazier M, Gibbs RA, Muzny DM, Scherer SE, Bouck JB, Sodergren EJ, Worley KC, Rives CM,

Gorrell JH, Metzker ML, Naylor SL, Kucherlapati RS, Nelson DL, Weinstock GM, Sakaki Y,

Fujiyama A, Hattori M, Yada T, Toyoda A, Itoh T, Kawagoe C, Watanabe H, Totoki Y, Taylor T,

Weissenbach J, Heilig R, Saurin W, Artiguenave F, Brottier P, Bruls T, Pelletier E, Robert C,

Wincker P, Smith DR, Doucette-Stamm L, Rubenfield M, Weinstock K, Lee HM, Dubois J,

Rosenthal A, Platzer M, Nyakatura G, Taudien S, Rump A, Yang H, Yu J, Wang J, Huang G, Gu J,

Hood L, Rowen L, Madan A, Qin S, Davis RW, Federspiel NA, Abola AP, Proctor MJ, Myers RM,

Schmutz J, Dickson M, Grimwood J, Cox DR, Olson MV, Kaul R, Raymond C, Shimizu N,

Kawasaki K, Minoshima S, Evans GA, Athanasiou M, Schultz R, Roe BA, Chen F, Pan H, Ramser

J, Lehrach H, Reinhardt R, McCombie WR, de la BM, Dedhia N, Blocker H, Hornischer K,

Nordsiek G, Agarwala R, Aravind L, Bailey JA, Bateman A, Batzoglou S, Birney E, Bork P, Brown

DG, Burge CB, Cerutti L, Chen HC, Church D, Clamp M, Copley RR, Doerks T, Eddy SR, Eichler

REFERENCES 293



EE, Furey TS, Galagan J, Gilbert JG, Harmon C, Hayashizaki Y, Haussler D, Hermjakob H,

Hokamp K, Jang W, Johnson LS, Jones TA, Kasif S, Kaspryzk A, Kennedy S, Kent WJ, Kitts P,

Koonin EV, Korf I, Kulp D, Lancet D, Lowe TM, McLysaght A, Mikkelsen T, Moran JV, Mulder N,

Pollara VJ, Ponting CP, Schuler G, Schultz J, Slater G, Smit AF, Stupka E, Szustakowski J,

Thierry-Mieg D, Thierry-Mieg J, Wagner L, Wallis J, Wheeler R, Williams A, Wolf YI, Wolfe KH,

Yang SP, Yeh RF, Collins F, Guyer MS, Peterson J, Felsenfeld A, Wetterstrand KA, Patrinos A,

Morgan MJ, Szustakowki J. 2001. Initial sequencing and analysis of the human genome. Nature

409: 860–921.

Lawrence RC, Hochberg MC, Kelsey JL, McDuffie FC, Medsger TA Jr, Felts WR, Shulman LE.

1989. Estimates of the prevalence of selected arthritic and musculoskeletal diseases in the United

States. J Rheumatol 16: 427–441.

Lin JP, Cash JM, Doyle SZ, Peden S, Kanik K, Amos CI, Bale SJ, Wilder RL. 1998. Familial

clustering of rheumatoid arthritis with other autoimmune diseases. Hum Genet 103(4): 475–

482.

Linos A, Worthington JW, O’Fallon WM, Kurland LT. 1980. The epidemiology of rheumatoid

arthritis in Rochester, Minnesota: a study of incidence, prevalence, and mortality. Am J Epidemiol

111: 87–98.

Maas K, Chan S, Parker J, Slater A, Moore J, Olsen N, Aune TM. 2002. Cutting edge: molecular

portrait of human autoimmune disease. J Immunol 169: 5–9.

MacKay K, Eyre S, Myerscough A, Milicic A, Barton A, Laval S, Barrett J, Lee D, White S, John S,

Brown MA, Bell J, Silman A, Ollier W, Wordsworth P, Worthington J. 2002. Whole-genome

linkage analysis of rheumatoid arthritis susceptibility loci in 252 affected sibling pairs in the

United Kingdom. Arthrit Rheum 46: 632–639.

Marrack P, Kappler J, Kotzin BL. 2001. Autoimmune disease: why and where it occurs. Nat Med 7:

899–905.

McIndoe RA, Bohlman B, Chi E, Schuster E, Lindhardt M, Hood L. 1999. Localization of non-MHC

collagen-induced arthritis susceptibility loci in DBA/1j mice. Proc Natl Acad Sci USA 96: 2210–

2214.

Merriman TR, Cordell J, Eaves IA, Danoy PA, Coraddu F, Barber R, Cucca F, Broadley S, Sawcer S,

Compston A, Wordsworth P, Shatford J, Laval S, Jirholt J, Holmdahl R, Theofilopoulos AN,

Kono DH, Tuomilehto J, Tuomilehto-Wolf E, Buzzetti R, Marrosu MG, Undlien DE, Ronningen

KS, Ionesco-Tirgoviste C, Shield JP, Pociot F, Nerup J, Jacob CO, Polychronakos C, Bain SC,

Todd JA. 2001. Suggestive evidence for associatioin of human chromosome 18q12–q21 and its

orthologue on rat and mouse chromosome 18 with several autoimmune diseases. Diabetes 50:

184–194.

Mikecz K, Glant TT. 1994. Migration and homing of lymphocytes to lymphoid and synovial tissues in

proteoglycan-induced murine arthritis. Arthrit Rheum 37: 1395–1403.

Mikecz K, Glant TT, Poole AR. 1987. Immunity to cartilage proteoglycans in BALB/c mice with

progressive polyarthritis and ankylosing spondylitis induced by injection of human cartilage

proteoglycan. Arthrit Rheum 30: 306–318.

Okamoto K, Makino S, Yoshikawa Y, Takaki A, Nagatsuka Y, Ota M, Tamiya G, Kimura A, Bahram

S, Inoko H. 2003. Identification of I kappa BL as the second major histocompatibility complex-

linked susceptibility locus for rheumatoid arthritis. Am J Hum Genet 72: 303–312.

Ollier WER, Worthington J. 1997. New horizons in rheumatoid arthritis genetics. J Rheumatol 24:

193.

Ota M, Katsuyama Y, Kimura A, Tsuchiya K, Kondo M, Naruse T, Mizuki N, Itoh K, Sasazuki T,

Inoko H. 2001. A second susceptibility gene for developing rheumatoid arthritis in the human

MHC is localized within a 70-kb interval telomeric of the TNF genes in the HLA class III region.

Genomics 71: 263–270.

294 CH12 IMMUNOGENETICS OF EXPERIMENTALLY INDUCED ARTHRITIS
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13
Synovial Activation
in Rheumatoid Arthritis

Lars C. Huber, Renate E. Gay and Steffen Gay

Abstract

Rheumatoid arthritis (RA) is a chronic polyarticular disorder leading to progressive

destruction of the articular cartilage and the subchondral bone. The involvement of

immune cells is a common hallmark of all systemic autoimmune diseases. What

distinguishes, however, RA from other disorders is the finding of a unique cell type,

the activated synovial fibroblast (RASF), which has been mainly associated with the

pathogenic process. In recent years, remarkable progress has been made in elucidating

the molecular features of these cells. This chapter highlights the complex interactions

between the adaptive immune system and the RASFs as they occur during the

pathogenesis of RA. Since the most relevant pathways of joint destruction are mainly

mediated by RASFs, these cells represent an important target for novel therapeutic

approaches, the application of ‘functional genomics’ should be considered as a potential

tool for the design and investigation of novel pathways and disease-specific gene

sequences.

13.1 Introduction

The population of industrialized countries is apparently confronted with an increase

in the incidence of autoimmune disorders (Zinkernagel, 2001). Whether this is a true

increase or attributable to improved diagnostic tools and more awareness of these

diseases, remains unclear. It is a fact, however, that many autoimmune diseases, such

as multiple sclerosis and type 1 diabetes mellitus, have been diagnosed substantially

more frequently since World War II. In this context, rheumatoid arthritis (RA)

represents one of the most common autoimmune-related inflammatory disorders.

Rheumatoid arthritis is a chronic polyarticular disorder that manifests primarily as

a painful inflammation of the synovial tissues of joints, tendon sheaths and bursae.

The progressive inflammation and the resulting erosion of the articular cartilage and
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the adjacent subchondral bone causes severe pain, functional impairment and

ultimately disability (Harris and Sledge, 1990). Considering that the prevalence of

RA amounts to about 0.5–1% of the population and work disability affects as many as

half of the patients at 10 years after onset of the disease, both the costs to public

health systems and the social consequences for the individual patient are enormous

(Gabriel, 2001; Lawrence et al., 1998).

Like other autoimmune diseases, RA is a systemic disorder and its exact aetiology

and its pathogenesis have not yet been determined. It is generally accepted, though,

that autoimmune diseases emerge from a variable combination of individual genetic

predisposition, environmental factors (e.g. infectious agents) and dysregulated

immune responses (Ermann and Fathman, 2001; Smith and Haynes, 2002). A

common hallmark of all systemic autoimmune disorders is the involvement of several

types of immune cells, in particular T-cells and their pro-inflammatory mediators

(Feldmann, Brennan, and Maini, 1996; Tarner and Fathman, 2001).

What distinguishes RA from other autoimmune disorders is the finding of a unique

cell type, the transformed-appearing RA synovial fibroblast (RASF) that has been

particularly associated with the pathogenic process (Muller-Ladner et al., 1996; Pap

et al., 2000a). RASFs release large amounts of matrix-degrading enzymes and are

thus considered as key cellular players in cartilage and bone destruction. Apart from

this disease-driving role, RASFs represent an attractive target for novel therapeutic

interventions.

Owing to our incomplete insight into the complex pathophysiology of joint

destruction, the generation of specific therapies is still limited. Pharmacologic

interaction with novel biologicals, in particular with tumour necrosis factor-a
(TNF-a) blocking agents (such as the soluble receptor Etanercept and the monoclonal

antibodies Infliximab and Adalimumab) has achieved impressive clinical success.

However, there is a rather large number of patients (30–40 per cent) who are

unresponsive to anti-TNF therapy (Maini et al., 1999) and blocking TNF-a has

been associated with an increased risk of certain uncontrollable granulomatous

diseases (especially tuberculosis) and other opportunistic infections (Keane et al.,

2001).

Furthermore, initial failures and the high expectations put on scientific research

have also caused disappointments, in particular among clinicians. Criticism has been

raised that progress has been made at the bench rather than at the bedside. In addition,

novel therapies are often challenged by public fears and confusing reports on

potential risks. However, the research efforts of the last decade have led to the

exponential development of new techniques in the field of molecular biology.

Screening approaches such as gene arrays enable the fast and precise identification

of genes that are differentially expressed in rheumatoid arthritis compared with the

normal synovium and might be of functional importance for the progression and

perpetuation of the disease. In this regard, the application of ‘functional genomics’

should be considered as a potential tool to design and investigate novel pathways and

disease-specific gene sequences to support the identification of new therapeutic

targets.
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13.2 Synovial Activation in Rheumatoid Arthritis

The synovium is the key tissue for the initiation and the perpetuation of rheumatoid

arthritis. However, it is yet unclear which of the different cell types that are involved

in the pathogenesis of RA are active drivers of the disease and which act as mere

responders (Firestein, 1996). Two scenarios are likely to address this question.

The first model focuses on T-cells, which home into the joint and are activated by a

certain antigen. In this regard, a variety of possible antigens has been proposed, such

as autoantigens, bacteria, viruses and components of the extracellular matrix, like

collagen type II. Subsequently, the activated T-cells have been suggested to recruit

macrophages and other immune cells, proliferate, differentiate and secrete pro-

inflammatory cytokines and chemokines, which attract more inflammatory cells

and, ultimately, activate synoviocytes and osteoclasts (Tarner et al., 2003).

However, there is growing evidence for an alternative scenario: the first step in the

development of arthritis could be the activation of synovial fibroblasts, e.g. by

responses of the innate immune system. Once activated and in concert with the innate

immune cells, RASFs start to produce cytokines, chemokines and matrix-degrading

enzymes. Thus, various direct and indirect mechanisms would contribute to the

progressive destruction of articular cartilage and adjacent bone (Geiler et al., 1994;

Muller-Ladner et al., 1996).

In this review, we focus on the role of inflammatory cells and their cytokine profile,

as well as on the activation and invasive properties of synovial fibroblasts.

Role of the adaptive immune system (T-cells and related cytokines)

Immune cells, in particular T-cells and T-cell-related cytokines, are important players

in the pathogenesis of RA and represent promising targets for immunosuppressive

and gene-transfer-based treatment.

CD4þ cells, or T helper type cells (Th), differentiate from the unpolarized Th0-

type cells into Th1-type and Th2-type cells. Figure 13.1 depicts the antigen-

presenting cell (APC)-mediated differentiation from the Th0-type into polarized

Th1- and Th2-type cells. Th1-type cells secrete primarily IL-2, IL-12, IFNg and TNF-

a, thus representing a strong pro-inflammatory cytokine profile, whereas the anti-

inflammatory and pro-allergic Th2-type cells secrete mainly IL-4, IL-13, IL-10

and transforming growth factor b (TGFb). More recent evidence by Schulze-Koops

and Kalden (2001) suggests that in RA exists a defect in the generation of an

approximate Th2-type response, resulting in an accelerated Th1-type disease.

Experimental approaches with anti-CD4 antibodies prevented the development of

arthritis in rodents and the use of an anti-a/b T-cell-receptor (TCR) reduced the

severity of established disease in rats (Chiocchia, Boissier and Fournier, 1991;

Goldschmidt, Jansson and Holmdahl, 1990; Ranges, Sriram and Cooper, 1985).

Memory T-cells (CD4þ/CD45R0þ phenotype) have been shown to accumulate in the

RA synovial tissue (Thomas et al., 1992). This has been associated with the release of
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IL-17 and the differentiation of B-cells into (auto)antibody-producing plasma cells

(Kehlen et al., 2002; Thomas et al., 1992). Autoantibodies (such as antibodies

targetting cyclic citrullinated peptide, anti-CCP antibodies and rheumatoid factors,

RF, which consist of various immunoglobulins directed against the constant region of

IgGs) are also involved in the pathogenesis of RA and commonly used as clinical

screening parameters.

Cytokines are key players in virtually every aspect of immunity. Mononuclear

phagocytes produce mainly inflammation-promoting cytokines, including TNF and

various Interleukins (IL). In this regard, the cytokine IL-12 mediates the maturation

of Th1-type cells, which have been found to play a pivotal role in the development of

autoimmune arthritides both in humans and various animal models. The production of

IL-12 from stimulated macrophages (Hsieh et al., 1993) and natural killer cells

(Manetti et al., 1993) is mainly a systemic process occurring in lymph nodes.

However, it has also been observed as a local phenomenon in the synovium. IL-12

induces the release of pro-inflammatory cytokines (e.g. interferon gamma, IFNg),

several chemokines (MIP, MCP-1; Germann et al., 1995; Parks et al., 1998) and

chemokine receptors (CCR-5), thereby enhancing the trafficking of inflammatory

cells from the circulation into areas of inflammation (Kasama et al., 1995; Koch

Figure 13.1 T-helper cell differentiation. Antigen-presenting cells (APC) and their respective

cytokine-profile mediate the differentiation of unpolarized CD4þ-T cells into pro-inflammatory

(Th1) and anti-inflammatory/pro-allergic (Th2) subtypes.
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et al., 1992; Suzuki et al., 1999) and the production of antibodies (Metzger et al.,

1997). IL-15 and IL-18 appear to act synergistically with IL-12 in the development of

autoimmune arthritis (Gracie et al., 1999). IL-15 has chemoattractive properties on

T-cells and sustains interactions of T-cells and macrophages to promote activation

and further cytokine release. Similarly, interactions between T-cells and RASFs with

endogenous positive feedback loops have also been demonstrated (McInnes and

Gracie, 2004; McInnes et al., 2003).

In the collagen-induced murine arthritis (CIA) model, IL-18 accelerated the

course of destructive arthritic disease, whilst IL-18 knockout animals showed a

reduced incidence and severity of the disease. The application of either antibodies

with blocking effects on IL-18 or a recombinant human IL-18 binding protein

reduced established articular inflammation, cartilage destruction and secretion of

the various cytokines from macrophages (Plater-Zyberk et al., 2001). IFNg, for

example, released by IL-18 and/or IL-12, enhances the survival of CD68þ synovial

macrophages (Gracie et al., 1999) that, subsequently, secrete TNF-a, IL-6, various

matrix degrading enzymes, and also IL-18 and IFNg (Klimiuk et al., 1999; Tanaka

et al., 2001).

The hallmark of RA that distinguishes it from other arthritic diseases is the

progressive destruction of articular cartilage and adjacent bone structures. In this

process, cytokines produced by macrophages (in particular TNF-a and, to a lesser

extent, IL-1 and IL-6) play important roles.

TNF-a is a strong inductor of synovial proliferation and secretion of MMPs (Dayer,

Beutler and Cerami, 1985), IL-1 (Brennan et al., 1989; Dinarello et al., 1986), IL-6,

GM-CSF (Alvaro-Gracia et al., 1991; Haworth et al., 1991), and leukocyte-attractant

chemokines (Chabaud, Page and Miossec, 2001; Taylor et al., 2000). TNF-a also

induces the transcription factor nuclear factor kappa b (NFkB) which was shown

to be highly activated in RASFs (Han et al., 1998; Makarov, 2001; Marok et al.,

1996; Miagkov et al., 1998; Vincenti, Coon and Brinckerhoff, 1998). NFkB is an

ubiquitously expressed transcriptional activator composed of DNA-binding hetero-

dimers. Physiologically, NFkB is retained in the cytoplasm by its natural counterpart,

IkB. In response to different stimuli such as cytokines or UV irradiation, IkB proteins

are phosphorylated, polyubiquinated and finally undergo protein shredding by the 26

proteasome (Palombella et al., 1998). This process unmasks the nuclear localization

sequence of NFkB, enabling it to translocate into the nucleus and bind to the

promoters of target genes such as IL-6, IL-8 and cyclooxygenase-2. However, NFkB

not only regulates pro-inflammatory genes, but also the transcription of adhesion

molecules and matrix degrading enzymes, and the synthesis of apoptosis-inhibiting

proteins (Vincenti, Coon and Brinckerhoff, 1998). Upstream of NFkB, two IkB

kinases (IKK1 and 2) regulate IkB activity (Aupperle et al., 2001). IKK1- and 2 can

be activated by the PTEN-dependent Akt serine–threonine kinase, which decreases

the activity of pro-apoptotic proteins and increases the activity of anti-apoptotic

proteins (Gustin et al., 2004). In this regard, it was more recently reported that

using a selective inhibitor of IKK-2 (TPCA-1) showed an attenuation of murine

CIA by reducing the release of pro-inflammatory cytokines and antigen-induced
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T-cell proliferation (Podolin et al., 2005). These pathways are summarized within

Figure 13.2.

TNF-a, IL-1 and IL-6 have been demonstrated to activate osteoclasts and, together

with IL-17 and RANKL (receptor activator of NFkB-ligand), to promote the

differentiation of macrophages and other progenitor cells into bone-resorbing

osteoclasts (Romas, Gillespie and Martin, 2002). Then, TNF-a, IL-1 and IL-17 can

stimulate activated T-cells and osteoblasts to secrete RANKL, which, once released,

interacts with its receptor (RANK) on myeloid precursor cells to promote osteoclas-

togenesis and bone destruction (Saidenberg Kermanac’h et al., 2002). RANKL is a

member of the TNF family and the RANKL–RANK interaction constitutes a

Figure 13.2 Schematic overview of the NFkB pathway. The downstream activation of NFkB

involves the phosphorylation and proteosomal degradation of the inhibitory protein IkB by specific

IkB kinases (IKK1/2). The unbound NFkB (usually a heterodimer of p50 and p65 subunits) then

translocates into the nucleus, where it binds to the DNA in the promoter regions of pro-

inflammatory genes.
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signalling pathway that is important both in forming osteoclasts and enhancing their

function (Burgess et al., 1999; Tolar, Teitelbaum and Orchard, 2004). RANK

signalling itself occurs through several intermediate molecules, including c-fos,

NFkB and TNF-receptor-associated factor 6 (TRAF6; Lee and Kim, 2003).

RANK–RANKL interaction can be inhibited by the decoy receptor osteoprotegerin

(OPG), expressed on and secreted by osteoblasts. OPG binds RANKL with high

affinity. Figure 13.3 shows the cellular interactions needed for osteoclastogenesis.

The Th2-type cytokines IL-4 and IL-10 have also been shown to prevent bone

destruction. In addition, both cytokines reverse IL-17-induced IL-1b and TNF-a
release (Saidenberg Kermanac’h et al., 2002).

Figure 13.3 Cellular interactions involved in osteoclastogenesis. Receptor activator of nulcear

factor-kB ligand (RANKL) is secreted by various cells, mainly T-cells and osteoblasts. Several

cytokines promote the enhanced expression of RANKL, in particular TNF-a, IL-1, and IL-17.

Osteoprotegerin is an endogenous inhibitor of osteoclastogenesis that is produced by osteoblasts

and osteoclasts. It exerts its functions as a decoy molecule that prevents the interaction of RANK–

RANKL. The downstream signalling events following the association of RANK and RANKL

involve several pathways, including NFkB and mitogen-activated protein (MAP) kinases.
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IL-17, released by CD4þ/CD45R0þ T-cells in the synovium (Kehlen et al., 2002;

Kotake et al., 1999), interacts with the IL-17R on RASFs, which, in turn, increases

the production of the chemokines IL-8, GROa, GROb and MIP-3a. The latter one

mainly acts on T-cells and immature dendritic cells (Chabaud, Page and Miossec,

2001). Application of an IL-17R-IgG1 Fc fusion construct was shown to block the

enhancer activity of IL-17 in rat adjuvant arthritis (Bush et al., 2002).

Another cytokine that has been strongly associated with the pathogenesis of RA is

IL-1 (Dayer, 2003). The IL-1 gene family has three members, namely IL-1a, IL-1b
and the IL-1 receptor antagonist (IL-1Ra). While binding of IL-1 to its cell surface

receptor activates downstream signal transduction, IL-1Ra (its naturally occurring

inhibitor) binds competitively to IL-1R without inducing a cellular response. Based

on the observations that inhibition of IL-1 in various animal models has resulted in

major beneficial effects (van den Berg et al., 1991), inhibition of IL-1 has been

among the first promising approaches in gene transfer in RA (Bandara et al., 1993;

Evans et al., 1996; Hung et al., 1994).

Although these animal models suggested strongly that IL-1 regulates TNF-a (van

den Berg and Bresnihan, 1999), studies in humans have shown otherwise and clinical

studies using IL-1Ra (Anakinra, reviewed in Furst, 2004) have been disappointing.

This discrepancy between observations made in animal models and rheumatoid

arthritis shows the limitation of animal models for human disease. Although IL-1 has

been thought to dominate other cytokines in animal models, the inhibition of TNF-a
has been shown to be far more beneficial in patients with RA. Indeed, the

development of anti-TNF-a therapies by Maini and Feldmann (Maini et al., 1995)

was a fundamental breakthrough in establishing a novel therapeutic strategy for the

treatment of RA. The limitation of animal models for the design of novel therapeutic

targets is also documented by the lack of benefit of IL-10 in RA (Neidhart et al.,

2004), although IL-10 has been successful administered in animal models (van de

Loo and van den Berg, 2002).

A schematic overview on cytokines involved in the pathogenesis of RA is given in

Table 13.1. All these cytokines represent a significant link between the adaptive

immune system (especially T-cells), RASF and macrophages (innate immunity).

While T-cells are the main producers of cytokines in the circulation and in lymphatic

tissues, RASFs appear together with macrophages as the cellular source of cytokines

within the rheumatoid synovium.

Taken together, T-cells and related cytokines show strong pro-inflammatory and

pathogenic capacities in RA. However, it is still undefined why T-cells home and

accumulate in the rheumatoid synovium.

Role of activated synovial fibroblasts in rheumatoid arthritis

Synovial fibroblasts (SFs) represent the centre of the local pathways operating in RA.

Compared with SFs in healthy synovial tissue, RASFs comprise a distinguishable cell

population within the synovial intimal lining (the interface between the synovium and
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Table 13.1 Overview of cytokines involved in the pathogenesis of RA according to Borish and

Steinke (2003)

Cytokine Derivation Effects

TNF-a Mononuclear phagocytes Release of IL-1, MMP-1, MMP-3, IL-6, GM-CSF

Synovial macrophages Differentiation of osteoclasts

(RASFs) Synovial proliferation

Activation of NFkB and MAPK-pathways

IL-1b Synovial macrophages TNF-a dependent

Chondrocytes Activation of T-cells

Endothelial cells B-cell proliferation

RASFs Production of antibodies

Upregulation of endothelial adhesion molecules

Activation of NFkB and MAPK-pathways

IL-2 T-cells Pro-inflammatory

Activation of T-cells

Th1-type cell differentiation

IL-4 T-cells Pro-allergic

Anti-inflammatory

Suppresses IL-1b release (IL-17 induced)

Inhibits bone degradation

IL-6 Mononuclear phagocytes T-cell activation

Synovial macrophages Maturation of B cells to plasma cells

RASFs Synergistic to IL-1

Endothelial cells Synthesis of acute-phase proteins

Differentiation of osteoclasts (together with TNF-a)

Inhibits synthesis of TNF-a and IL-1

IL-8 Mononuclear phagocytes Pro-angiogenic properties

(RASFs) Most potent chemoattractant for neutrophils

(CXCL8)

Endothelial cells Stimulates neutrophil degranulation, respiratory burst

Mediates adherence of neutrophils to endothelial cells

IL-10 T-cells Anti-inflammatory

Suppresses IL-1b release (IL-17 induced)

Inhibits bone degradation

IL-12 Mononuclear phagocytes Differentiation of Th1-type cells

B-cells Release of inflammatory cytokines, chemokines,

chemokine receptors

Dendritic cells (APCs) Trafficking of inflammatory cells

Production of antibodies

IL-15 Mononuclear phagocytes Synergism with IL-18, IL-12

RASFs

Endothelial cells

IL-16 T-cells Chemotactic for CD4þ cells

RASFs

IL-17 T-cells (CD4þ/CD45þ) Together with IL-1 and TNF: secretion of RANKL

from activated T-cells

RASFs Release of IL-8, GROa, b, and MIP-3a

(Continued )
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the intra-articular space) that shows both morphological and biological differences

(Fassbender, 1983). At the morphological level, RASFs are characterized by a round-

shaped and large pale nucleus with prominent nucleoli, indicating a high turnover of

RNA metabolism. Of interest, RASFs can be expanded in cell culture over several

passages. Moreover, they escape contact inhibition, which, among other specific

changes in cellular activation, finally results in an aggressive and invasive behaviour

of RASFs into adjacent cartilage and bone (Lafyatis et al., 1989). Figure 13.4 shows

the characteristic histological features of RASFs invading articular cartilage. One can

note the pale nucleus with prominent nucleoli (with arrows). Of interest, nuclei

appear to form the cellular frontline of invasion. White stars indicate chondrocytes.

There is growing evidence that the activation of SFs is the first and initiating step in

autoimmune arthritis (Franz et al., 1998b; Zvaifler et al., 1997). In early disease, for

example, hyperplastic and inflammatory changes in the synovial tissue (i.e. angio-

genesis, overexpression of prostaglandins) have been detected before T-cells had

accumulated (Zvaifler, Boyle and Firestein, 1994).

The majority of cytokines within the rheumatoid synovium are produced by

synovial macrophages but also by RASFs, a finding that has also caused doubt

regarding the T-cell-dependence of the disease (Fox, 1997). Moreover, the progres-

sive destruction in late disease continues even in the absence of immune cells.

Collagen-type II immunized mice that were deficient in mature T- and B-cells due to

Table 13.1 (Continued)

Cytokine Derivation Effects

IL-18 Survival of CD68þ cells

Influences incidence and severity of disease

IL-21R RASFs Associated with the activated phenotype of RASFs

independently of the major proinflammatory

Synovial macrophages cytokines IL-1b and TNFa
Correlates negatively with the destruction of articular

cartilage and bone (Jungel et al., 2004)

IFNg T-helper cells Differentiation of Th1-type cells

NK cells Survival of CD68þ cells

RASFs Production of reactive oxygen species

Induction of endothelial adhesion molecules

TGFb Chondrocytes Stimulans of fibrosis

RASFs Production of extracellular matrix

Osteocytes Creation of an ‘immunosuppressive’ milieu

Th2-type cells

RANKL T-cells Interaction with RANK

Osteoblasts Differentiation of myeloid progenitors into

osteoclasts

RASFs Promotes osteoclastogenesis

OPG Osteoblasts Inhibits osteoclastogenesis by high affinity interaction

with RANKL
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a lacking RAG-1 (recombinant-activating gene 1) triggered cartilage and bone

destruction without inflammation (Plows, Kontogeorgos and Kollias, 1999). These

findings are also confirmed by clinical observations of RA patients infected with the

human-immunodeficiency virus (HIV-1) who show progressive joint destruction even

under low counts or complete systemic absence of CD4þ cells (Muller-Ladner et al.,

1995a).

Blocking the activation of B-cells by Rituximab (a monoclonal anti-CD20 antibody

that eliminates B-cells and thus disables their antigen-presenting function), has shown

impressive scores in clinical responses. However, an ACR 70 response over

45 per cent has not been reported so far (Stahl et al., 2003). This is another indication

that there exist alternative pathways apart from the classical inflammation model of

RA. T-cell-independent mechanisms thus play a significant role in the pathogenesis of

rheumatoid arthritis and RASFs appear to be one of the pivotal mediators contributing

Figure 13.4 Histological characteristics of RASFs. In the severe combined immunodeficiency

(SCID) mouse model, human RASFs and articular cartilage are co-implanted under the renal

capsule of SCID mice. Since these mice are compromised in cellular and humoral immune

responses, the behaviour of fibroblasts can be assesssed in vivo without the influence of pro-

inflammatory cells and mediators. The figure shows the deep invasion of RASFs into the adjacent

cartilage. RASFs are characterized by a round-shaped and large pale nucleus with prominent

nucleoli. The nuclei appear to form the cellular frontline of invasion. White stars indicate

chondrocytes. Reproduced by permission of Dr Astrid Jüngel.
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to the progressive destruction in affected joints through both direct and indirect

mechanisms.

Indirect mechanisms, for example, consist of governing the differentiation from

macrophages into osteoclasts, for example through the upregulation of RANKL

(Gravallese, 2002; Nakano et al., 2004; Takayanagi et al., 2000). Although the

activation of RASFs can probably be maintained in the absence of inflammatory

mediators, pro-inflammatory cytokines and growth factors still play an important role

both in the continuous stimulation of RASFs towards an aggressive behavior and in

the crosstalk between RASFs and other cell types in the synovium, namely

chondrocytes. Interleukin-1 (IL-1) is thereby a key player in mediating the perichon-

drocytic cartilage damage (Joosten et al., 1996; Neumann et al., 2002). A likely

scenario thus might be that RASFs invade human cartilage in RA at least in part

through cytokine-independent pathways. In addition, certain cytokines (e.g. TNF-a,

IL-1, -15, -17), produced by inflammatory cells in the synovium, stimulate RASFs

further to release matrix-degrading enzymes, which in turn, amplify their invasive

and degradative behavior.

Direct mechanisms on the other hand mainly comprise the attachment of fibroblasts

to the articular cartilage by upregulation of cellular adhesion molecules (CAM) and

the destruction of cartilage and bone by expression of matrix-degrading enzymes

(Muller-Ladner et al., 1996).

Subclinical arthritic disease is normally neglected both by the patient and his

doctor. Animal models of RA, such as the aforementioned CIA, thus represent one

possibility to investigate these early stages of disease. Despite the fact that animal

models only reflect human disease in a limited manner, animal studies nevertheless

gave important insights into the molecular patterns of the pathogenesis of RA. In the

CIA model, for example, synovial tissue that was obtained before the onset of clinical

symptoms (e.g. erythema and swelling) has raised concerns regarding the T-cell-

dependent nature of RA. Histology from those samples revealed vasodilatation, fibrin

deposition and a transformed-appearing phenotype of synoviocytes within a hyper-

plastic tissue that was lacking leukocytic infiltration (Caulfield et al., 1982;

Marinova-Mutafchieva et al., 2002). These data raised the concept of an activation

of the innate immune system as the initial event that progresses to stimulate T-cells

and the production of cytokines. Similarly, incidental human biopsies have revealed

that asymptomatic early synovitis precedes clinical disease, and macrophages and

their cytokines predominate therein (Kraan et al., 1998; Tak et al., 1997).

Apart from cartilage destruction, angiogenesis is another hallmark of the inflamed

synovial tissue in early RA. RASFs have been shown to release several pro-

angiogenic factors such as IL-8, vascular endothelial growth factor (VEGF), basic

fibroblast growth factor (bFGF) and TGFb (Bodolay et al., 2002). Since RASFs

appear to be the major source of various chemokines including MCP-1, MIP-1a,

MIP-3a and RANTES, and different cytokines such as IL-15, IL-16 and IL-17

(a potent chemoattractant for CD4þ cells) in the RA synovium, it could be

hypothesized that T-cells and macrophages expand in an antigen-independent

way into the synovium. Both the upregulation of attachment molecules and the
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granzyme–perforine system of T-cells could pave the diapedesis through the vascular

basement membranes into the synovium (Muller-Ladner et al., 1995).

RASFs then are further stimulated by pro-inflammatory cytokines released from

macrophages and T-cells. In particular, exposure to TNF-a and IL-1b has been

associated with the release of matrix-degrading molecules. These mediators also

induce high-level expression of IL-15 in synovial fibroblasts. IL-15-based interac-

tions between T-cells and RASFs with endogenous positive feedback loops have also

been demonstrated (Liew and McInnes, 2002; McInnes et al., 2003) and, in this

context, the application of an IL-15 monoclonal antibody (humax-IL-15) has shown

promising results in early pharmacological trials (Baslund et al., 2003).

These data mainly show that cytokines present in the inflamed synovium can

stimulate RASFs and induce the release of matrix-degrading enzymes from these

cells. On the other hand, it is interesting that RASFs produce IL-16, a cytokine shown

to attract CD4þ T cells (Franz et al., 1998a) to the joint.

Evidence for a T-cell independent activation of RASFs was particularly derived

from experiments with the severe combined immunodeficiency (SCID) mouse co-

implantation model of RA. In this model, RASFs are implanted together with normal

human cartilage in an inert gel sponge under the renal capsule of severe combined

immunodeficient mice. Since these mice are not capable of rejecting xenografts due

to their defects both in humoral and cellular immunity, the invasive potential of SFs

into the co-implanted cartilage can be assessed histologically after a certain period of

time, usually after 60 days. In this experimental setting (devoid of any component of

the human immune system), it has been repeatedly observed that RASFs attach to and

deeply invade normal articular cartilage, and, moreover, express matrix-degrading

enzymes whereas normal SFs, osteoarthritis SFs or dermal fibroblasts showed no or

only limited signs of such invasion or enzyme secretion (Muller-Ladner et al., 1996).

This in vivo model thus strongly suggests that the changes resulting in the activation

of RASFs are not merely the responses to continuous stimulation by inflammatory

mediators but are intrinsic features of these cells that do not require exogenous

stimulation. Among others, crucial consequences of the activation of RASFs

are two phenomena: the upregulation of adhesion molecules and tissue remodelling.

The first step of the invasive process comprises the attachment of RASFs to the

articular cartilage and is mediated by the upregulation of adhesion molecules on the

surface of RASFs. Adhesion molecules mediate the anchoring of SFs to the

extracellular matrix of the articular cartilage. Thereby, b1 integrins are most

prominently involved (Ishikawa et al., 1996; Kriegsmann et al., 1995; Rinaldi

et al., 1997). However, integrins not only facilitate the adhesion of RASFs to cartilage.

Upon matrix adhesion of RASFs, integrins and VCAM-1, also interact with various

signalling cascades that regulate the early cell cycle and the expression of matrix

metalloproteinases (MMPs; Schwartz, 1997). In this regard, c-fos [a component of

the activator-protein (AP)-1 complex] and the proto-oncogene c-myc, which are

both expressed within the RA synovium (Asahara et al., 1997; Dooley et al., 1996;

Grimbacher et al., 1997; Kontny et al., 1995; Qu et al., 1994; Trabandt et al., 1992),

were shown to be upregulated by integrin-mediated cell adhesion (Dike and Farmer,
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1988). Together with other key molecules, these pathways play a pivotal role in tissue

destruction of articular cartilage, the most crucial event involved upon activation of

RASFs. Tissue degradation essentially contributes to the progressive loss of joint

function. It comprises the following major pathophysiological phenomena: growth,

spreading and invasion of inflamed synovial tissue, and destruction of cartilage and

bone. All these processes have a common underlying mechanism, namely the degra-

dation of extracellular matrix, which is mediated by MMPs, cathepsins (Pap, Gay and

Schett, 2002), cathepsins and an activated plasmin system (van der Laan et al., 2000).

MMPs are zinc-containing endopeptidases involved in the remodelling of extra-

cellular matrix proteins. Their catalytic activity is regulated by the activity of

endogenous inhibitors, the tissue inhibitors of matrix metalloproteinases (TIMPs).

Apart from degradation and tissue remodelling, MMPs are important regulatory

molecules acting on cytokines and adhesion molecules. Various extracellular signals,

in particular pro-inflammatory cytokines, growth factors and matrix molecules,

induce the expression of MMPs via transcriptional activation. The specific effect of

such a signal on the expression of MMP though is highly variable and depends on the

induced type of MMP, the cell type, and the signal transduction pathway. The

aforementioned activator protein-1 (AP-1) appears to play a key role, since AP-1

binding sites have been found in the promoter region of all MMPs (Benbow and

Brinckerhoff, 1997). Some of the MMP promoter sites additionally contain binding

sites for NFkB (Barchowsky, Frleta and Vincenti, 2000; Mengshol et al., 2000) and

signal transduction and activation of transcription (STAT; Li, Dehnade and

Zafarullah, 2001). Upstream of these transcription factors, all three mitogen-activated

protein kinase p38 (MAPK), stress-activated protein kinase (SAPK) families, extra-

cellular regulated kinase (ERK) and p38 kinase (which integrate extracellular signals

upstream from the AP-1 forming molecules jun and fos) are involved in the regulation

of MMP expression (Schett et al., 2000).

Other enzymes involved in joint destruction are cysteine and aspartyl proteases.

Concerning the destructive course of RA, cathepsin B and L are of special interest

and cathepsin K has also been detected at the sites of invasion (Hummel et al., 1998).

Cathepsins B and L are cysteine proteases that participate in the lysosomal

protein degradation system (Bohne et al., 2004). While cathepsin B directly

facilitates the degradation of ECM proteins, including fibronectin, collagen types I

and IV, and laminin (Guinec, Dalet-Fumeron and Pagano, 1993), cathepsin L

cleaves collagens type I, II, IX, XI and certain proteoglycans. Cathepsin B has

additionally an indirect role that involves the activation of other enzymes, including

MMPs and both the soluble and receptor-bound forms of the serine protease

urokinase plasminogen activator (uPA) (Kobayashi et al., 1992, 1993). MMPs and

uPA have been shown to modulate the proteolytic cascade that mediates

ECM degradation (Lakka et al., 2004). The expression of both cathepsins B and L

has been demonstrated in RASFs at sites of invasion into cartilage and bone.

Stimulation of RASFs by proinflammatory cytokines such as TNF-a and IL-1

(Huet et al., 1993; Lemaire et al., 1997), and the expression of proto-oncogenes,

lead to the release of cathepsins. In this regard, it was shown that the stable
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expression of constitutively active Ras resulted in increased levels of cathepsin L

(Collette et al., 2004). Other proteases, such as thrombin, have been asssociated with

worsening of inflammation in RA joints through the secretion of IL-8 and the

recruitment of leukocytes, which release cathepsin B into the synovial fluid (Mishiro

et al., 2004).

It was commonly thought that the expression of matrix-degrading enzymes by

downstream activation of MAP-kinases is strongly dependent on pro-inflammatory

cytokines. As shown more recently, however, certain members of the MAPK family

can also be activated by cytokine-independent pathways. By exploring the role of

retroviral sequences in the activation of RASFs, endogenous L1 elements have been

detected in synovial fluids and on cultured RASFs (Neidhart et al., 2000). Such

mobile genetic elements have been shown to act as retrotransposons that are widely

distributed within our genome. Subsequently, it was demonstrated that functional L1

elements induce the MAP kinase p38d (also known as stress-activated kinase 4,

SAPK4). Within the SAPK/p38 family (which is known to be a critical signalling

pathway for pro-inflammatory cytokines), p38d thus represents a cytokine-

independent isoform. In turn, p38d induces the production of MMP-1 (Kuchen

et al., 2001), MMP-3 (Ospelt et al., 2004), IL-6 and IL-8 (Suzuki et al., 2000).

From these data it can be concluded that RASFs are not only stimulated by

proinflammatory cytokines but also by a cytokine-independent pathway through the

activation of p38d. This notion is also supported by reports on a substantial number of

RA patients who show a progression of disease under TNF-blocking biologicals, even

when combined with immunosuppressive drugs. Figure 13.5 depicts both cytokine-

dependent and -independent pathways of MAP-kinases activation.

Another interesting approach to cytokine-independent activation of RASFs was the

recent detection of members of the Toll-like receptor (TLR) family. TLRs comprise a

variety of receptors that recognize conserved motifs on both microbial pathogens

(lacking in higher eukaryotes) and endogenous ligands, such as heat-shock proteins

and RNA molecules. Downstream, TLRs mediate phagocytosis and lead to the

activation of pro-inflammatory pathways (Aderem and Ulevitch, 2000). For both

TLR2 and TLR3, a strong expression in RA synovial tissue could be shown. In

addition, expression was increased when RASFs were stimulated previously with

TNF-a and IL-1 (Seibl et al., 2003). More recently, it was also demonstrated that

RASFs bear functional TLR4, -5 and -6, indicating a crucial role of TLRs in iniating

and/or maintaining inflammation in RA joints (Brentano et al., 2004). Of interest,

ligands of TLR2 induced the release of chemokines (e.g. GCP-2, MCP-2), inflam-

matory cytokines (e.g. IL-6, IL-8), and various matrix-degrading enzymes (MMP-1,

-3, -13) in RASFs (Pierer et al., 2004; Seibl et al., 2003).

As mentioned above, the ultimate cause of the activation of RASFs remains

elusive. It is, though, well established that both the altered morphology and the

aggressive behaviour of RASFs result from specific changes in the transcription of

disease-relevant genes and in intracellular signalling pathways, including alterations

in apoptotic cascades. In particular, upregulation of several proto-oncogenes as well

as the downregulation or functional silencing of potentially protective tumour
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suppressor genes – similarly to transformations seen in cancer cells – have been

found. For example, various immediate early genes were shown to be upregulated in

RASFs, including egr-1 (Grimbacher et al., 1997; Trabandt et al., 1992) and fos

(Dooley et al., 1996; Kontny et al., 1995), as well as protooncogenes such as jun and

myc (Pap et al., 2004). Oncogenes such as ras, scr and raf appear to mediate the high

Figure 13.5 Interplay of cytokine-dependent and cytokine-independent pathways. The release of

matrix-degrading enzymes upon activation of RASFs is triggered by several pathways. The

cytokine-dependent cascade involves the downstream signalling by proto-oncogenes Ras–Raf and

the activation of MAPK families, in particular ERK, JNK and p38a/b, leading to the association of

Jun and Fos to form the transcription factor AP-1. This is also achieved in a cytokine-independent

manner, namely by L1 elements activating the p38d isoform.

314 CH13 SYNOVIAL ACTIVATION IN RHEUMATOID ARTHRITIS



expression of fos and jun, which are involved in the formation of the activator

protein-1 (AP-1) transcription factor. On the other side, these oncogenic molecules

are activation ligands for mitogen-activated protein kinase (MAPK) pathways, which

are thought to regulate processes involved in apoptosis and proliferation.

Although still controversial, the impairment of apoptosis in RASFs and synovial

macrophages appears to be responsible for the development of synovial hyperplasia.

Deficient apoptosis and, thus, prolonged survival of RASFs, appears to be cause by

the upregulation of anti-apoptotic molecules like bcl-2, sumo-1 (sentrin-1) and FLIP

(Fas-associated death domain-like interleukin 1b converting enzyme inhibitory

protein), protecting against FasL- and TNF-induced apoptosis (Catrina et al., 2002;

Franz et al., 2000; Okura et al., 1996; Perlman et al., 2001; Schedel et al., 2002). In

addition to these data, alterations in the level of expression and function of the tumour

suppressor PTEN (phosphatase and tensin homologue deleted from chromosome 10)

have been investigated. PTEN exhibits a dual-specific tyrosine phosphatase activity

and is functionally involved in cell cycle arrest and apoptosis. Compared with normal

synovial tissue in which PTEN is homogeneously expressed, examination of cultured

RASFs showed that only 40 per cent of cells expressed PTEN. In RASFs invading

cartilage virtually no expression of PTEN was found, suggesting that the synovial

hyperplasia in RA is due to defective apoptosis (Pap et al., 2000b).

Finally, concerning the functional cross-talk between inflammatory T-cells and

macrophages on the one side and RASFs on the other, an interesting approach has

been made most recently. Microparticles are ultrastructural vesicles, which are

released from activated inflammatory cells. Only few months ago, it was shown

that immune cell-derived microparticles activate synovial fibroblasts in a dose-

dependent manner to release matrix metalloproteinases and pro-inflammatory cyto-

kines (e.g. TNF-a and IL-1b; Distler et al., 2005). The observed accumulation of

microparticles from various cellular origins in the synovial fluid (Berckmans et al.,

2002) thus may contribute to the individual course of the disease and the shedding of

microparticles may represent an alternative stimulus in the complex cell–cell

interaction of the pathogenesis of RA.

13.3 Conclusions/Perspectives

This review highlights the complex interactions between the adaptive immune system

and activated synovial fibroblasts as they occur during the pathogenesis of RA. Since

the most relevant pathways of joint destruction are mainly mediated by RASFs, these

cells represent an important target for novel therapeutical approaches designed to

inhibit the destruction of cartilage and bone in RA.

In the past decade, the exponential development in the field of molecular biology

has shed some light on different pathomechanisms of the disease and, thus, led to

novel therapeutic approaches in addition to corticosteroids and immunosuppressive

drugs. The great success of TNF-a blocking agents was supplemented by various

novel cytokine targets. In this regard, treatment with an anti-IL-6-receptor antibody
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(MRA) has been encouraging by reducing both the mean activity score of the disease

and inflammatory acute-phase proteins to normal values (Choy et al., 2002).

Promising results have also been achieved in a phase I/II trial with monoclonal

antibodies against IL-15 (humax-IL-15; Baslund et al., 2003). Application of an

IL-17-Receptor–IgG1 fusion construct blocked the enhancer activity of IL-17 in rat

adjuvant arthritis (Bush et al., 2002). Furthermore, animal studies in the CIA model

using a recombinant IL-18 binding protein showed a significant reduction of disease

severity.

Cytokine-independent targets comprise the use of rituximab (monoclonal anti-

bodies against CD20), which was originally used in non-Hodgkin’s lymphomas

(Cheson, 2002), and the application of the fusion protein CTLA4Ig, which blocks the

binding of CD80/CD86 to the T-cell surface molecule CD28 and thereby prevents the

activation of T-cells (Kremer et al., 2003).

Gene transfer and gene targetting, finally, have led to remarkable advances in the

development of novel therapies for arthritic diseases, which are based on our growing

insights into the pathogenesis of RA, as well as progress in using gene transfer

methods both to validate known molecular targets and to discover novel pathways. In

this regard, the successful transfer of TIMP-3 into RASFs resulting in an inhibition of

RASF-mediated destruction of cartilage in the SCID-mouse model of RA (van den

Laan et al., 2003) suggests that TIMP-3 might inhibit both the cytokine-dependent

pathway of destruction mediated by TACE (TNFa-converting enzyme) and the

cytokine-independent pathway of destruction mediated by the MMP-producing

RASFs.

Since gene therapy is still far from clinical use, gene transfer techniques should be

considered as potential tools to explore novel pathways involving newly described

genes sequences to design novel therapeutic targets.
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14
T Cell Epitope Hierarchy in
Experimental Autoimmune Models

Edit Buzas

Abstract

During the course of an autoimmune inflammation the initial immune response focuses

on dominant antigenic determinant(s). Endogenous self-priming subsequently leads to

recognition of diverse cryptic epitopes of the same antigen (epitope spreading). Factors

dictating epitope dominance/crypticity include thymic antigen expression, alternative

splicing, thymic antigen processing and competitive interactions of antigenic peptides

with self major histocompatibility complex, post-translational modifications, etc.

Data from the experimental autoimmune encephalomyelitis model provided key insights

into the rules governing establishment of epitope hierarchy. The chapter also sum-

marizes data coming from the autoimmune aggrecan-induced murine arthritis model that

suggest a significant role of glycosylation in establishment of epitope hierarchy. The

initial immune response (focusing on the N-terminal G1 domain of aggrecan) later

spreads to the C-terminal G3 domain. Intriguingly, both N- and C-terminal globular

domains of aggrecan carry minimal glycosylation as compared with the long central

carbohydrate attachment region, the epitopes of which are recognized only in acute

arthritis.

14.1 Introduction

In spite of the fact that complex antigens may carry a variety of antigenic

determinants, only a minor fraction of the potential epitopes are presented in an

immunodominant manner, while the remaining peptides remain ‘silent’ (cryptic).

This strong focus of the polyclonal response on one or a few particular epitopes of a

given antigen is most evident at early phases of an immune response, while later,

during intramolecular epitope spreading, recognition of previously hidden epitopes

becomes increasingly evident. Understanding of the principles of this distinguished

recognition of immunodominant antigenic determinants has an impact in vaccine
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design against infectious agents as well as in development of novel therapeutic

strategies to treat autoimmune diseases. This chapter focuses on data coming from

experimental models of autoimmunity and discusses how the hierarchy of dominant

and cryptic self-determinants is established and how immunogenomics and immu-

noinformatics can contribute to prediction of such hierarchic patterns.

14.2 Immunodominance and Crypticity

T cells recognize short linear peptide epitopes in context with appropriate major

histocompatibility complex (MHC). Synthetic peptides have been widely used to map

T cell epitopes in health and disease. However, the T cell repertoire activated by

immunization with a synthetic peptide epitope is not identical with the repertoire

activated if the corresponding intact antigen is used for immunization.

Peptides that are strongly immunogenic and also stimulate a recall response upon

immunization with the intact antigen are considered dominant and result from natural

intracellular processing of the corresponding antigen. In contrast, peptides are

referred to as cryptic determinants if they themselves are strongly immunogenic,

however fail to cross-react with cells primed with the intact antigen (as intracellular

processing of the native antigen prevents such epitopes being displayed for T cell

recognition; Vinear et al., 1996). Subdominant epitopes are defined as determinants

found in the epitope hierarchy between dominant and cryptic epitopes.

There are shifts in the hierarchy of display of dominant and cryptic determinants

related to local inflammation, to changes in the state or type of the antigen-presenting

cells (APCs), and to exogenous vs endogenous processing (reviewed by Sercarz et al.,

1993; Sercarz, 2002).

14.3 Epitope Spreading (Endogenous Self-Priming)

It is a phenomenon observed during chronic exposure to an antigen and autoimmune

disease progression. It involves sequential activation of T cells that recognize

epitopes distinct from and noncross-reactive with the inducing epitopes (Lehmann

et al., 1992, 1993). Thus, epitope spreading is a diversification of epitope specificity

from the initial focused, dominant epitope-specific immune response, directed against

a self or foreign protein, to subdominant and/or cryptic epitopes on the same protein

(intramolecular spreading) or other proteins (intermolecular spreading).

Experimental autoimmune encephalomyelitis (EAE) is a widely used model of the

human demyelinating disease, multiple sclerosis (MS) (Fressinaud, Sarlieve and

Vincendon, 1990; Tsunoda and Fujinami, 1996). In EAE it has been shown that

epitope spreading plays an important functional role in the pathomechanism of the

ongoing disease. Determinant spreading within the same myelin protein as well as

between myelin proteins may be responsible for different relapses (McRae et al.,

1995; Wang et al., 2001).
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There is an invariable sequence of epitope recognition during EAE progression

in the SWXJ mouse when primed with proteolipid antigen (PLP) 139–151: PLP 139–

151 !PLP 249–273 !myelin basic protein (MBP) 87–99!PLP 173–198 (Yu,

Johnson and Tuohy, 1996). Induction of tolerance (activation of regulatory T cells) to

spread myelin epitopes (Wildbaum, Netzer and Karin, 2002) or blocking costimula-

tion of T cells (necessary for epitope spreading; Miller et al., 1995) interferes with

epitope spreading, and clinical relapses of EAE can be prevented.

In ongoing EAE of SWXJ mice, an immunoregulatory spreading repertoire was

established by transferring T cells genetically modified in a way to secrete high levels

of IL-10 in response to a dominant epitope spreading determinant. The Th2/Tr1-like

spreading repertoire resulted in a significant and prolonged inhibition of disease

progression and demyelination characterized by both bystander inhibition of the

recall response to the priming antigen, and a Th1!Tr1 spreading response. Thus,

targetting of the epitope spreading cascade with regulatory T cells induced an

immune-deviated spreading response capable of blocking ongoing inflammatory

autoreactivity and disease progression (Yin et al., 2001).

It has been suggested that induction of TH2 responses via epitope spreading may

be an important intrinsic immunoregulatory mechanism to limit tissue destruction

(Vanderlugt and Miller, 2002).

Possibly naive T cells enter inflamed tissues and are activated by local APCs,

presumably dentritic cells (DCs), to initiate epitope spreading. The endogenous self-

priming possibly occurs when previously sequestered self-epitopes enter the inflam-

matory milieu as a result of tissue breakdown. Characteristically, under inflammatory

conditions the cryptic determinants gain visibility and might play a role in determi-

nant spreading and disease pathology.

14.4 Degenerate T Cell Epitope Recognition

Degeneracy has several synonymous terms, including promiscous recognition, cross-

reactivity or polyreactivity and mimicry. These refer to the ability of an immune

receptor to bind to many different ligands. This is an inherent property of the immune

system and results in the ability of an individual to recognize almost any peptide–

MHC complex within a limited time frame.

The concept of degenerate T cell recognition was strongly supported by data from

many groups showing that T cells respond to epitope peptides as well as modified

sequence variants (altered peptide ligands, APLs), and T cells have differential

responses to these APLs. Some peptides inducing both proliferation and cytokine

secretion of the T cells were called full agonist ligands as opposed to sequences that

stimulated either cytokine response or proliferation (referred to as partial agonists).

Peptides that triggered improved responses as compared with the natural peptide

ligand were given the name superagonist ligands.

APLs that do not induce any responses are referred to as null agonists, while some

APLs are able to specifically antagonize and inhibit T cell activation induced by the
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wild-type antigenic peptide; these are called antagonist ligands (Anderton and

Wraith, 2002a).

It has been shown that APL can induce a qualitatively different pattern of signal

transduction events from that induced by any concentration of the native ligand.

Presumably several signalling modules are directly linked to the TCR–CD3 complex

and they can be dissociated from each other as a result of the nature of the ligand

(Sloan-Lancaster and Allen, 1996).

Surprisingly, it was found that cross-recognition of a microbial and a self epitope

involved no similarity at all between the two molecules, suggesting that shape

mimicry was sufficient for cross-recognition by a single T cell receptor (TCR;

Bhardwaj et al., 1993; Maverakis, van den Elzen and Sercarz, 2001).

A recent report showing CDR3 loop flexibility also provides structural data

that might help explain TCR binding cross-reactivity (Reiser et al., 2003). The

unexpected estimate of the extent of degeneracy of a clonotypic TCR came

from testing synthetic combinatorial libraries and appears to show that a single

TCR might interact with at least 1 million different ligands (Sercarz and Maverakis,

2004).

Biometric analysis compares the information derived from libraries composed of

trillions of decapeptides with the millions of decapeptides contained in a protein

database to rank and predict the most stimulatory peptides for a given T cell clone.

Such an approach might permit the quantitative analysis of specific and degenerate

interactions between TCR and MHC peptide ligands (Zhao et al., 2001; Sung et al.,

2002).

14.5 The Self-Reactive TCR Repertoire

Random generation of the TCR repertoire in the thymus is bias-free as far as

epitope recognition is concerned. The shape and epitope-specificity of a future bulk

peripheral immune response to a given antigen are outlined during the thymic

selection steps.

In the avidity-based thymic selections antigen expression, processing and

presentation by self MHC are the major factors predetermining the available

repertoire. This repertoire is necessarily characterized by at least a low avidity

self-reactiveness or else its cells did not receive survival signals during positive

selection.

It is important to note that TCR cross-reactivity is ‘unfocused’, so the immune

response to a foreign antigen activates a limited number of self-reactive cells within

the large pool of foreign antigen-specific cells. Experiments testing T cell clones that

respond to two closely related ligands (autoantigenic peptide variants of myelin

proteolipid protein, PLP 139–151 with a single amino acid difference) showed that

the patterns of responses of these clones to other structurally related ligands are

random, unfocused and may limit nonspecific responses to autoantigens (Anderson

et al., 2000a).
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14.6 Thymic Antigen Presentation

Thymic antigen presentation appears to be a major decision-making step in the

establishment of epitope hierarchy. Efficient presentation of an autoepitope leads to

negative selection and elimination of T cells with high TCR avidity to self peptide–

MHC, whereas poor thymic presentation of an epitope renders it cryptic in the

thymus, but, under inflammatory conditions, it could receive a significant recognition

in the periphery.

Thymic expression of antigens

Recent advances in our understanding of promiscuous gene expression in the thymus

revealed that there is a representative yet incomplete display of tissue-specific self

antigens in the thymus (approximately 10 per cent of the known genes being

expressed and presented for maturing T lymphocytes; (Kyewski and Derbinski,

2004).

Self molecules that are not expressed in or transported to the thymus for antigen

presentation could be recognized in the periphery as dominant self molecules. T cells

having TCR that recognizes such autoantigens with high avidity escape negative

selection but might be rescued by receiving a survival signal during positive selection

as a consequence of degenerate epitope recognition (that is by binding some other

presented thymic peptide ligands with low avidity). As an example, immunodomi-

nance of the myelin-associated proteolipid antigen PLP 139–151 epitope in SJL

mice appears to be due to the presence of expanded numbers of T cells [frequency of

1/20 000 CD4(þ) cells] reactive to PLP 139–151 in the peripheral repertoire of naive

mice. The lack of tolerance to this dominant peptide of the PLP is considered to be a

consequence of the fact that the predominant form of PLP expressed in the thymus

lacks residues 116–150 (Anderson et al., 2000b).

Dual TCR expression

Dual TCR expression (with the reported two different productively rearranged TCR �
alleles in �8 per cent of peripheral T cells (Corthay, Nandakumar and Holmdahl,

2001) could provide a mechanism by which some T cells bearing TCR with high

avidity for self peptide–MHC can escape deletion in negative selection and get out to

the periphery.

Alternative splicing

In the case of differential thymic and peripheral RNA splicing, autoantigens can

be recognized with high avidity in the periphery. Alternative splicing, especially a
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noncanonical form, could result in the formation of nontolerated self protein

isoforms. In a recent study the extent of alternative splicing within 45 randomly

selected self-proteins associated with autoimmune diseases was compared with 9554

randomly selected proteins in the human genome. The authors have found alternative

splicing in 100 per cent of the autoantigen transcripts. This was significantly higher

than the approximately 42 per cent rate of alternative splicing observed in the

randomly selected transcripts (p < 0:001). Furthermore, noncanonical alternative

splicing was found to be significantly more frequent in autoantigen transcripts

(Ng et al., 2004).

Destructive processing

Enzymes of thymic antigen presenting cells are key factors dictating epitope display

in context with MHC. The crypticity of an epitope can be a result of poor accessibility

of a given determinant within a molecule or, where it carries an enzyme cleavage site,

it could be destroyed within the APC. Manoury et al. (2002) recently provided

convincing data on the role of such destructive thymic processing, showing an initial

enzyme attack by asparagine endopeptidase interfering with the presentation of a

T cell epitope (MBP peptide 85–99) that is immunodominant in the periphery.

It has been suggested that possible peripheral down-modulation of AEP expression

or its activity could permit induction of MBP (85-99)-specific T cells. Alternatively,

peripheral post-translational modification of the target peptide (deamidation) could

prevent AEP cleavage. Finally, alternative initial endopeptidase cleavage (e.g. by

cathepsin S) may alter epitope hierarchy in the periphery (Sercarz, 2002).

Therefore comparative enzymology within thymic and peripheral APCs and

prediction of cleavage sites by thymic endosome–lysosomal proteases may shed

light on the group of peptide epitopes that are possibly destroyed before they can be

presented to T cells in the thymus. Thus, T cells reactive to determinants degraded in

the thymus could escape central tolerance and may recognize the cognate epitope in

the periphery as a dominant self epitope. Peripheral post-translational modifications

of antigens (see later) might result in conformational changes or associations with

other proteins that are known to alter antigen processing.

In a recent study, enhancement of antigen presentation in the presence of inhibitors

of metallo-, aspartic and serine proteases was observed. This suggests that several

enzyme families may play a role in destructive antigen processing. These enzymes

are also considered to generate natural peptide ligands that block antigen presentation

to CD4 T cells as competitive inhibitors (von Delwig et al., 2003).

MHC binding

Thymic antigen presentation dictates positive and negatives selections of maturing

T lymphocytes. Therefore, MHC binding as early as in the thymus might determine
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the composition of the T cell repertoire. The self peptides derived from the unfolding

protein compete with each other for MHC binding. Also, the different MHC

molecules can compete for determinants at an early stage of processing.

Such competitive interactions have a major impact on the determination of

dominance hierarchy. The winner epitopes in the thymus delete specific T cells

during negative selection; however, epitopes that lose the thymic competition (cryptic

epitopes in the thymus) let specific clones go to the periphery, where, if the epitope is

presented efficiently, it may become ‘immunodominant’ determinant. It has been

shown clearly by Moudgil and Sercarz (1993): dominant determinants in foreign

antigen, hen eggwhite lysozyme corresponded to the cryptic determinants within its

self-homologue, mouse lysozyme.

14.7 Peripheral Antigen Presentation

Extracellular processing

There is increasing evidence for extracellular processing and MHC-loading of peptide

epitopes. Several processes such as necrosis or frustrated phagocytosis are known to

be associated with the release of enzymes. Also, numerous organs of the human body

are characterized by high extracellular enzyme activities (e.g. the lumen of the

gastrointestinal tract). Therefore local extracellular environment may significantly

alter antigen determinants. The potential significance of extracellular processing is

supported by several recent data.

Using a monoclonal antibody specific for the empty conformation of class II MHC

molecules revealed the presence of abundant empty MHC molecules on the surface of

spleen- and bone marrow-derived DCs. The empty class II MHC molecules were

expressed predominantly on immature DC. They could capture peptide antigens

directly from the extracellular space, consistent with the role of DCs as sentinels in

the immune system (Santambrogio et al., 1999a).

In accordance with these findings, in another report an unusual extracellular

presentation pathway has been described for immature DC, in which antigen

processing and peptide loading can occur entirely outside of the cell. Immature

DCs express at the cell surface empty or peptide-receptive class II MHC molecules,

as well as H-2M or HLA-DM. Secreted DC proteases act extracellularly to process intact

proteins into antigenic peptides. Peptides produced by such activity are efficiently

loaded onto cell surface class II MHC molecules (Santambrogio et al., 1999b).

It has been shown that a 69-mer synthetic polypeptide carrying the optimal 9-mer

Kd-restricted epitope from the Plasmodium berghei circumsporozoite protein did not

require intracellular processing. Serum components, such as proteases and beta2

microglobulin, allowed the processing and loading of exogenous polypeptides onto

empty cell surface class I molecules for presentation to CTL (Eberl et al., 1999).

It has been demonstrated for an immunodominant HIV-1 gp160 epitope that a

longer peptide P18IIIB (15 amino acids, P18IIIB: RIQRGPGRAFVTIGK) can bind
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to the class I molecules on the cell surface, and then be trimmed the minimal-sized

epitope (I-10, RGPGRAFVTI) by angiotensin-1-converting enzyme (ACE), to which

it is bound (Nakagawa et al., 2000).

A peptide fragment of 33 residues [a(2)-gliadin 56–88] is produced by normal

gastrointestinal proteolysis. This 33-mer is a potent T cell stimulator that does not

require further processing within APC for T cell presentation and that binds to DQ2

with a pH profile that promotes extracellular binding (Qiao et al., 2004).

Finally, it has been shown for immunostimulatory MHC class I-binding peptide

sequences, that, if incorporated at the carboxy-terminal position, they did not require

intracellular processing. Removal of the sterically hindering amino-terminal bulk of

the protein via an extracellular Ag proteolysis by the T-cell- and/or APC-derived

enzymes is required for effective T-cell stimulation (Diegel et al., 2003).

Key initial steps in antigen processing

1. Recent identification of the AEP enzyme (see above) provided important informa-

tion on candidate enzymes that could play a key role in initial unfolding of a

compact globular antigen (Sercarz, 2002).

2. Similarly to the initial endopeptidase cleavage of a tightly folded protein, the

activity of IFN-�-inducible thiol reductase (GILT), which breaks disulfide bridges,

can reveal further enzymatic target sites and can thus affect the processing of distant

and previously inaccessible protein regions (Phan, Maric and Cresswell, 2002).

3. A member of the family of pro-protein convertases could be another candidate

enzyme involved in the initial unfolding process (Seidah and Chretien, 1997). It

has been demonstrated recently that such an unfolding antigen binds at an early

stage to an MHC molecule and then is trimmed down to final size (Sercarz and

Maverakis, 2003).

Prediction of MHC binding

An increasing number of prediction methods are becoming available for prediction

of MHC I and II binding based on MHC-binding motifs (Rammensee, Friede and

Stevanoviic, 1995). Also, some approaches use quantitative matrices (Parker,

Bednarek and Coligan, 1994), artificial neuronal networks (Honeyman et al., 1998),

hidden Markov models (Mamitsuka, 1998), multivariate statistical approaches (Guan

et al., 2003), support vector machines (Zhao et al., 2003), decision trees (Savoie et al.,

1999) etc.

Several methods predicting MHC–peptide binding and antigen presentation are

currently available on the internet and are listed in recent reviews (Flower, 2003;

De Groot and Rappuoli, 2004). The newly emergent complexity of T cell recognition
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(e.g. degenerate TCR binding, MHC register shifting, differential antigen processing,

post-translational modifications of proteins), however, continually challenges predic-

tions, and high-throughput functional tests might also be required to validate the results.

Peptide register shifting within the MHC groove

Single peptides can assume different positions (registers) in the groove of a single

MHC molecule, as shown by several recent studies (Bhayani and Paterson, 1989; Li et

al., 2000; Anderton et al., 2002). MHC register shifting multiplies the potential

peptide–MHC surfaces that a TCR should recognize and could ‘mask’ autoantigenic

epitopes during thymic selections. Furthermore, peptide–MHC binding prediction is

highly complicated by the varying frameshifting within the MHC groove (Bankovich

et al., 2004).

Is there an advantage for repetitive sequences?

Proteins carrying tandem repeat sequences have been reported to elicit immune

responses in which the majority of activated lymphocyte clones are reactive to

immunodominant epitopes in the tandem repeat domains (Umezawa et al., 1993;

Singh et al., 2001; Domenech, Henderson and Finn, 1995; Dailey and Alderete, 1991;

Esen, 1990; Burchell et al., 1989). An attractive explanation for this observed

phenomenon is the potentially high copy number of tandem repeat region-derived

peptide epitopes generated by antigen processing. Thus, tandem repeat peptides may

have a selective advantage when they compete with other peptides for occupation of

the peptide binding groove of the MHC molecule.

Post-translational modifications of antigens

During the past few years molecular genetics has revealed an unexpectedly low

number of genes in the human genome (20 000–30 000 genes). This finding has shed

light on the importance of post-translational modifications of proteins. It is estimated

that 50–90 per cent of the proteins in the human body are post-translationally

modified. These post-translational modifications can create neo self epitopes or

mask antigens normally recognized by the immune system. They can interfere with

intracellular processing by altering proteolytic cleavage sites. They can also cause

hindrance by preventing a determinant binding to MHC or to a TCR (for reviews see

Doyle and Mamula, 2001, 2002; Anderton, 2004).

Such post-translational modifications include well-known additions like glycosyla-

tion, phosphorylation, acetylation and methylation as well as amino acid conversions,

e.g. deimination of arginine (citrullination). Post-translational modifications have

been shown to have a strong impact on immunodominance/cripticity.
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Glycosylation

Some of the clearest evidence for the role of glycosylation in autoimmunity has come

from the murine model of collagen arthritis (CIA). In humanized mice expressing

rheumatoid arthritis-associated DR4 and DR1 molecules, the immunodominant

T cell epitope of type II collagen (CII) was identified as a peptide sequence 263–

270 (Fugger, Rothbard and Sonderstrup-McDevitt, 1996; Rosloniec et al., 1998;

Andersson et al., 1998).

Out of 29 T cell hybridomas derived from mice immunized with CII, 20 recognized

CII(256–270) glycosylated with a monosaccharide (b-D-galactopyranose). Thus, this

glycopeptide was considered immunodominant in CIA. Lys264 was shown to be a

major TCR contact residue that can be hydroxylated and subsequently galactosylated

(Corthay et al., 1998). Type II collagen, in its glycosylated form, was much more

efficient in arthritis induction than the carbohydrate-depleted one. Incidence, time of

onset and severity of the disease were significantly affected by the elimination of

carbohydrates (Michaelsson et al., 1994). Neonatal tolerance to type II collagen was

also efficiently induced by the galactosylated peptide and protected mice from CIA

(Backlund et al., 2002a).

Earlier human studies failed to identify DR4/DR1-restricted T cells specific for the

immunodominant peptide epitope of type II collagen. Not only has glycosylation

been shown to be important in collagen-induced arthritis, but there is a clear

predominant selection of T cells specific for the glycosylated CII epitope (263–270)

in humanized transgenic mice and in rheumatoid arthritis (Backlund et al., 2002b).

Citrullination

Recent work has identified proteins containing citrulline (deiminated arginine) as

specific immune targets in RA patients. There is currently a surge of publications in

rheumatology demonstrating the specificity of immune reactivity to citrullinated

proteins (e.g. filaggrin) in patients suffering from rheumatoid arthritis. In HLA-

DRB1*0401 transgenic mice it has been demonstrated that the conversion of arginine

to citrulline at the peptide side-chain position interacting with the ‘shared epitope’

significantly increases peptide–MHC affinity and leads to the activation of CD4(þ)

T cells (Hill et al., 2003). Also, in multiple sclerosis it has been postulated that the

generation of MBP peptides is directly related to the arginine–citrulline conversion of

MBP (Cao et al., 1999).

14.8 Epitope Hierarchy in Experimental Autoimmune
Encephalomyelitis

Experimental EAE is induced in genetically susceptible mouse and rat strains by

immunization with either MBP or PLP. Also, the model can be induced using
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synthetic peptides representing relevant T cell epitopes (Sakai et al., 1988; Zamvil

et al., 1986; Chou et al., 1989). Autoreactive CD4þ T cells infiltrate the central

nervous system and initiate inflammation in which encephalopathogenic T cells

recognize an immunodominant epitope of MBP (amino acids 89–101).

During the course of chronic EAE, a marked shift has been described in the epitope

hierarchy from the initial focus on dominant towards subdominant and cryptic self

determinants. In three commonly used EAE model strains of mice, i.e. B10.PL, SJL/J

and (SJL�B10.PL)F1, many cryptic proliferative T cell determinants have been

detected (Bhardwaj et al., 1994).

14.9 Epitope Hierarchy in Aggrecan-Induced Murine Arthritis

Large aggregating chondroitin sulfate-rich proteoglycan (aggrecan) has long been

considered as a major structural component of hyaline cartilage that receives poor if

any immune recognition. This cartilage proteoglycan (Mr 2–3� 106 Da) consists of a

central protein core (Mr 2.2� 105 Da) to which glycosaminoglycan side chains of CS

(Mr 2–3� 104 Da) and KS (Mr 1–2� 104 Da) are attached together with O-linked and

N-linked oligosaccharides (Buzás, Mikecz and Glant, 1996; Glant et al., 1998a).

Partial deglycosylation of human aggrecan by glycosidases such as chondroitinase

ABC or testicular hyaluronidase, however, generated highly immunogenic carbo-

hydrate stubs attached to the long core protein of human aggrecan. Glycosidase

digestion not only rendered human foetal aggrecan strongly immunogenic in BALB/c

mice but also generated arthritogenic epitopes that induced chronic, progressive

autoimmune arthritis in the peripheral and axial joints (Glant et al., 1987; Mikecz,

Glant and Poole, 1987).

In spite of the slight methodological modifications that have been introduced to

improve the efficacy of the induction protocol of aggrecan arthritis over the years

(Glant et al., 1998b, 2001; Hanyecz et al., 2004), the principles remained the same:

systemic hyperimmunization with partially deglycosylated heterologous aggrecan in

adjuvant results in an increasing cross-reactive immune response with the autologous

murine cartilage proteoglycan. On the basis of this cross-reactive humoural and

cellular immune response, ultimately a robust polyarthritis is induced with close to

100 per cent incidence in susceptible mouse strains (Glant, Finnegan and Mikecz,

2003).

Aggrecan-induced arthritis proved to be an excellent and relevant model of human

rheumatoid arthritis (and, in some aspects, ankylosing spondylitis as well) since

systemic immunisation with a heterologous antigen leads to true autoimmunity to a

joint autoantigen. Clinical manifestations including spontaneous remissions and

exacerbations, and histopathological and radiographic findings show strikingly

close resemblance to human rheumatoid arthritis and are reviewed elsewhere

(Glant and Mikecz, 2004; Glant, Finnegan and Mikecz, 2003).

Here we overview data available on the T cell epitope hierarchy in this experi-

mental model of arthritis.
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We have shown earlier that that both Th1 and Th2 T cells play a role in the

development of aggrecan arthritis (Hollo et al., 2000). Generating T cell hybridomas

from aggrecan-induced arthritic mice we isolated an I-Ad-restricted Th1 clone

designated 5/4E8 that was reactive to both human and self (murine) aggrecans.

Systemic injection of these cells into naive irradiated BALB/c mice induced clinical

and histopathological signs of arthritis (Buzás et al., 1995). Fulminant arthritis-like

symptoms including swelling and redness of the paws dominated the clinical picture.

Synovial cell proliferation, the accumulation of hybridoma and inflammatory cells in

the joint space, the loss of glycosaminoglycans from the superficial layer of the

articular cartilage, and the erosion of articular surface were the leading histopatho-

logical signs.

The aggrecan epitope recognized by this arthritogenic T cell hybridoma clone was

mapped to the G1 domain of the core protein (GR/QVRVNSA/IY) of human/murine

proteoglycan (Glant et al., 1998a).

A sister clone of the arthritogenic 5/4E8 T cell hybridoma, TA20, recognized the

same core epitope of cartilage aggrecan as 5/4E8, yet it failed to induce arthritis-like

symptoms upon systemic injection to BALB/c mice. Testing a set of synthetic

peptides we found that the two clones responded differentially to altered peptide

ligands. Evidently, the arthritogenic T cell hybridoma line was characterized by

higher degeneracy in epitope recognition (Buzás et al., 2003).

The role of post-translational modification: glycosylation

The extremely heavily glycosylated aggrecan molecule provides a system that is

particularly useful for studying the role of glycosylation: carbohydrate side chains

constitute 90 per cent of the molecular mass.

We have shown that the lack of both chondroitin sulfate (CS) and keratan sulfate

(KS) side chains is required for the induction of autoimmune responses and arthritis

in mice. The presence of a KS side chain in adult proteoglycan inhibits the

recognition of arthritogenic T cell epitopes, prevents the development of T cell

response, while removal of CS side chains generates clusters of CS stubs and

provokes a strong B cell response. These carbohydrate-specific B cells seem to be

essential proteoglycan APCs (Glant et al., 1998a).

KS consists of repeated disaccharide units of N-acetyl glucosamine and galactose;

both components can be sulfated at either the C4 or C6 position. KS side chains can be

O-linked to serine or threonine or N-linked to asparagine of the core protein

of proteoglycan molecules. The presence of sulfate groups makes KS resistant

to enzymatic degradation in vivo due to the lack of specific endo-b-galactosidases

in eukaryotic cells. However, foetal and rheumatoid arthritic chondrocytes produce

a KS-free immature type of aggrecan that may undergo proteolytic degradation

in diseased cartilage. Thus, the potential exists that foetal-type core protein frag-

ments, without KS chains, become accessible to the immune system in pathologic

conditions.
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It is not clear at present how KS interferes with T cell recognition. It has been

shown that removal of KS results in increased cellular uptake by APCs in vitro.

Moreover, after removal of KS by keratanase, the G1 domain of the core protein

alone induced a severe erosive polyarthritis and spondylitis in BALB/c mice,

identifying it as an immunodominant and arthritogenic domain of aggrecan (Leroux

et al., 1996; Zhang et al., 1998).

The G1 domain of human aggrecan was also identified as an immunological hot

spot in human rheumatoid arthritis after removal of KS cells from patients with RA

showed enhanced recognition of G1 (Guerassimov et al., 1998). These studies clearly

identified the N-terminal G1 domain of aggrecan as a primary immunodominant

region of the molecule.

Detailed T cell epitope mapping in aggrecan arthritis has been made possible by an

array of 143 synthetic peptides spanning the core protein of human aggrecan (Buzás

et al., 1999, 2005). With this approach we have identified a total of 27 distinct T cell

epitopes.

The N terminal G1 domain of aggrecan has indeed proved to contain a very high

density of epitopes. While representing <15 per cent of the length of the core protein,

it carries nine out of 27 T cell epitopes, and the earliest and strongest immune

responses develop against these epitopes. Only a minor portion of the identified

epitopes (five out of 27) proved to be full agonist peptides (that induced both cytokine

secretion and proliferation). Interestingly, all full activator epitopes mapped to the G1

domain of aggrecan.

The secondary target region of the immune response was the C-terminal G3

domain of aggrecan. Intriguingly, both N- and C-terminal globular domains of

aggrecan carry minimal glycosylation as compared with the KS and CS attachment

regions (the latter two domains comprising approximately 60 per cent of the length of

the core protein).

Strikingly, T cell epitope hierarchy underwent dynamic changes during the course

of hyperimmunization with aggrecan to induce arthritis in BALB/c mice. As a result

of epitope spreading, the initial strongly focused recognition (detected 9 days after

aggrecan priming) changed to close to equal recognition of several further T cell

epitopes in acute aggrecan arthritis.

Epitope hierarchy patterns clearly depended on the type of function assessed in the

test: hierarchy, determined on the basis of induction of cytokine response, did not

match the pattern determined on the basis of induction of cell proliferation. This is

not surprising if we consider the relatively high number of partial activator

determinants that could be identified in human aggrecan. The partial agonist peptides

predominantly induced cytokine response but failed to elicit cell proliferation.

In our work we identified four epitopes of G1 and G3 domains of aggrecan, the

T cell recognition of which was highly characteristic for the arthritic state (‘arthritis

associated epitopes’; Figure 14.1).

One of the most exciting findings of this work was the identification of an unusual

set of epitopes (most of which were located in the most heavily glycosylated CS attach-

ment region of aggrecan). For these epitopes we introduced a term ‘conditionally
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immunogenic’ or ‘supercryptic’. Such determinants failed to elicit a recall T cell

response after immunization with the peptide in adjuvant (thus, these peptides did not

even fulfil the criteria of cryptic epitopes, determinants eliciting response against

themselves while not cross-reacting with the native antigen). These ‘supercryptic’

epitopes were readily recognized by spleen cells isolated from acutely arthritic mice

and induced significant proliferation. Thus, in acute arthritis, unique antigen process-

ing/presentation/costimulation conditions were established that could lead to the

recognition of earlier hidden epitopes of the long carbohydrate attachment region

(e.g. of tandem repeat sequences; Goodacre et al., 1993). Such determinants induce

proliferation comparable to that induced by the full agonist epitopes located in the

immunodominant G1 domain of aggrecan and thus they could profoundly contribute

to the autoimmune inflammation. (Figure 14.2).

We have recently shown very high exoglycosidase activities in the inflamed joints

(Ortutay et al., 2003). Extracellular processing by these exoglycosidases and possibly

by other enzymes could make epitopes of the CS attachment region accessible to cells

of the immune system in arthritic mice. (Figure 14.3).

Our work has also identified an epitope in the C terminus of aggrecan (P2373–2387

TTYKRRLQKRSSRHP), a sequence that differs in two conservatively substituted

amino acids from the ‘shared epitope’ (QKRAA), the most common sequence motif

in HLA–DR4 alleles, which predispose humans to the development of rheumatoid

arthritis (RA). The ‘shared epitope’ is also overrepresented in bacterial heat-shock

proteins and the envelope protein of human JC polyomavirus

Mice, hyperimmunized and presensitized with P2373–2387, required only a single

dose of cartilage aggrecan in order to develop arthritis. (Hanyecz et al., 2003).

Synthetic peptides representing Escherichia coli heat-shock protein (DnaJ) or HLA–

DR4 allele (both having the shared epitope sequence with different flanking regions)

were also positive using the same protocol.

Dominant 

Cryptic

‘Supercryptic’

arthritis

Figure 14.3 Epitopes of aggrecan recognized in primary immune response and in autoimmune

inflammatory arthritis.
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In search of human relevance of these findings we looked at the epitope hierarchy

in mice transgenic for rheumatoid arthritis-predisposing MHC class II molecules

(DR4.Ab0, DQ8.Ab0) and lacking their own (mouse) MHC II molecules. We found

that five out of 27 I-Ad associated aggrecan epitopes, identified in BALB/c mice, were

also presented by at least one of the rheumatoid arthritis-associated HLA molecule-

expressing mice. Interestingly, three of the four arthritis-associated peptide epitopes

of BALB/c mice were also positive in DR4. Ab0 and DQ8.Ab0 mice.

The aggrecan G3 epitope with ‘shared epitope’-like sequence (LQKRSSRHPR-

RSRPST) proved to be an epitope eliciting strong immune response both in BALB/c

and human RA-associated HLA-transgenic mice (Szanto et al., 2004).

14.10 Summary

Epitopes that are not presented in the thymus fail to transmit survival signals to

thymocytes having specific TCR. In contrast, peptides efficiently presented in the

thymus induce profound nonresponsiveness in the periphery. Negative selection

eliminates T cells that recognize self peptide–MHC complexes with high avidity

(over a certain activation threshold). Efficient thymic presentation of a self epitope

also leads to the selection of natural regulatory T cells (Tregs) in the case of peptides

that activate thymocytes to a level just below the negative selection’s threshold. It has

been proposed recently that peripheral T cell activation processes mirror thymic

events. Nonactivating epitopes (below a threshold) leave the specific T cells in a

resting G0 state, and partially activating epitopes might drive the T cells towards

regulatory function, while full activator epitopes (over a threshold) induce effector

cell differentiation (Graca et al., 2005).

Innovative technologies such as peptide arrays and large peptides libraries are

opening new vistas for epitope identification. A next generation of high-throughput

systems will probably make peptides available also with all the potential post-

translational modifications (e.g. arrays of glycopeptides).

Genomes and proteomes of further infectious microorganisms are becoming

available these days for the scientific community for in silico analysis and epitope

identification. Major integrative efforts are currently being made (like the Large Scale

Antibody and T cell Epitope Discovery Program) to establish the Immune Epitope

Database and Analysis Resource which will serve to make all newly identified

epitopes freely available worldwide (Sette et al., 2005).

With a deeper understanding of the human thymic antigen presentation and

selection processes, with detailed information on the human proteome and its post-

translational modifications, knowing an individual’s HLA alleles, perhaps, in the

future, personalized predictions could be made regarding the presentation of self

epitopes and the consequential residual peripheral T cell reactivity. Cryptic (poorly

presented) self epitopes would be of particular interest and potentially cross-reactive

immunodominant foreign epitopes of infectious agents should be identified as

possible triggers for autoimmunity.
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Therapeutic interventions to autoimmune epitope hierarchies, blocking of epitope

spreading or redirecting autopathogenic T cells towards regulatory pathways might be

future immunotherapeutic strategies.
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15
Gene--Gene Interactions
in Immunology as Exemplified
by Studies on Autoantibodies
Against 60 kDa Heat-shock Protein

Zoltán Prohászka

Abstract

The relationship between genotype and phenotype is expected to be nonlinear for most

common, multifactorial human diseases, such as cancer, cardiovascular disease and

systemic autoimmune diseases. The genomic research using high-throughput technology

to generate genetic data on population level grows more rapid than the methods to

analyse those data. The interpretation of vast quantities of genotype–phenotype

information is even more complicated if one has the intention to explore effects of

gene–gene or gene–environment interactios. The aim of this chapter is to summarize the

basic features of gene–gene interactions (also called epistasis) together with appropriate

strategies and methods to detect it. Epistasis is defined in its biological sense as

interaction between two or more DNA variations either directly or indirectly, to alter

disease risk separate from their independent effects. Epistasis is commonly found when

properly investigated. However, taking multiple interactions into account, epistasis is

difficult to detect and charaterize using traditional parametric methods such as logistic

and linear regression because of the sparseness of the data in high dimensions. An

example will be presented of how gene–gene interaction effects contribute to the

determination of natural autoantibody levels, and thus possibly to risk of systemic

autoimmune diseases. The success of our study to identify gene–gene interaction effects

in association with autoantibody concentration was based on prior knowledge. However,

owing to recent technological developments, researchers must face an incredible large

amount of results and fast growing databases, which does not allow the testing of all

prior hypotheses in a reasonable time with standard methods. Therefore, new methods

are being developed and applied, such as the multifactor dimensionality reduction
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method or logical analysis of data. These approaches are, besides finding the ‘main

effects’, also suitable for analysis of interaction effects.

I wish I could think of one single colour which I have never seen

S. Weöres

15.1 Introduction

In additon to elucidating the basic mechanisms of biology, genetic studies offer

insights into genotype–phenotype relationships that have the potential to improve our

ability to diagnose, prevent and treat human diseases. One difficulty we will face in

sifting through vast quantities of genetic data is that the relationship between

genotype and phenotype is expected to be nonlinear for most common, multifactorial

human diseases, such as cancer, cardiovascular disease and systemic autoimmune

diseases. Part of this complexity can be attributed to epistasis or gene–gene

interaction. Deciphering vast interconnected networks of genes and their relationships

with disease susceptibility will be possible in the near future, given the recent

technological advances enabling the study of hundreds and thousands of single-

nucleotide polymorphisms (SNPs) at the population level (The International HapMap

Consortium, 2003). Because strategies for analysing these data have not kept

pace with the laboratory methods that generate data, however, it is unlikely

that these advances will immediately lead to an improved understanding of the

genetic contribution to common, multifactorial human diseases (Moore and Ritchie,

2004).

As the focus shifts away from rare Mendelian diseases towards common complex

diseases, it is increasingly clear that gene–gene interactions and gene–environment

interactions are important determinants of such diseases. There is, however,

disagreement about how common such interactions are and what their importance

is relative to independent main effects. This is largely due to the fact that gene–

gene interactions are scarcely analysed in human genetic studies. If, for example,

different SNPs do not have independent effects in a study, it is currently not obvious

to search for interaction effects. This has to be done despite the fact (especially

taking the very large number of SNPs into accout) that current computer technologies

do not allow analysis of the astronomic number of possible combinations. However,

in contrast to the above data-driven analyses, one might look for gene–gene

interaction in a hypothesis-driven manner. In this chapter an example will be

presented of how gene–gene interaction effects contribute to the determination of

natural autoantibody levels, and thus possibly to systemic autoimmune diseases.

However, before showing this example, let me highlight some basic features of gene–

gene interaction (or epistasis) together with appropriate strategies and methods to

detect it.
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15.2 Basic Features of Gene--Gene Interactions

Very soon after the rediscovery of Mendel and his laws it was realized that the

multilocus nature of inheritance could not be understood solely by examining the

action of individual genes and then interpreting how these genes would behave in

concert by simply combining the separate observations. Frequently genes interact

with one another, leading to novel phenotypes. Some 100 years ago William Bateson

coined the term ‘epistasis’ to describe this sort of deviation from simple Mendelian

ratios (Bateson, 1909). Epistasis was meant to describe the situation in which the

action of one locus masks the allelic effects at another locus. The locus being masked

is said to be ‘hypostatic’ to the other locus. Not long after, Sir Ronald Fisher

described epistasis as deviations from additivity in a linear statistical model (Fisher,

1918). More details on the development of the term epistasis are given elsewhere

(Phillips, 1998).

The difference is that Bateson’s definition is a biological–genetic one, whereas

Fisher’s is purely statistical. An important question is whether statistical evidence of

epistasis at the population level (statistical epistasis) can be used to infer biological or

genetical epistasis in a given individual. Conversely, does biological evidence of

epistasis imply that statistical evidence will be found? Only a few studies have

addressed this question directly; one was described by Cordell et al. (2001). The

authors concluded that the degree to which statistical evidence of epistasis can

elucidate underlying biological mechanisms may be limited and may require prior

knowledge of the underlying aetiology. In agreement with this conclusion is our

example on the genetic regulation of natural autoantibody levels, indicating that prior

knowledge of basic physiological mechanisms of antibody production enhances the

probability of finding statistical evidence of interaction at the population level. Today,

epistasis is defined in its biological sense as interaction between two or more DNA

variations either directly (DNA–DNA, DNA–RNA interactions), to change tran-

scription or translation, or indirectly by way of their protein products, to alter disease

risk separate from their independent effects (Figure 15.1; Cordell, 2002; Moore,

2004). Based on its biological features, epistasis is hypothesized to be a ubiquitous

phenomenon (Moore, 2003), since biomolecular interactions are themselves a

ubiquitous part of gene regulation, signal transduction, biochemical networks and

homeostatic, developmental, immunological and physiological pathways. Epistasis in

its statistical sense relates more to population genetics and genetic epidemiology. For

a phenotype to be buffered against mutations, it must have an underlying genetic

architecture that comprises networks of genes that are redundant and robust. As a

result, substantial effects on the phenotype are observed only when there are multiple

hits to the gene network. This sort of genetic buffering is realized as epistasis because

it creates dependencies among the genes in the network. This stabilization or

buffering of developmental pathways by multiple interacting genes has been referred

to as ‘canalization’ (Waddington, 1942, 1957; Gibson and Wagner, 2000). As Rice

(1998) suggests, nonlinear interactions among polymorphisms from multiple
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different pathways make it possible for canalization to evolve. One result of

canalization is that the trait variability we observe in populations is partly the result

of patterns of epistasis. The functional consequence of canalization is that extreme

phenotypes due to single mutations are rare. Thus, mutations in genes from multiple

pathways are necessary for extreme values of biological traits (disease endpoints).

This suggests that multiple polymorphisms and their interactions will need to be

considered if we are going to identify disease susceptibility loci or quantitative trait

loci (QTL).

There is a growing awareness in genetic epidemiology that the results of genetic

linkage and association studies of common diseases do not replicate across multiple

samples. In fact, there are typically more negative than positive results for most

candidate genes examined (reviewed by Hirschhorn et al., 2002). Based on this

ensemble of association and linkage studies, it appears as though there are few genes

that have consistent large effects on multifactorial disease susceptibility in different

populations. This can partly be explained by locus heterogeneity and partly by

epistasis (Table 15.1). Many complicating factors causing heterogeneity can be

addressed actively by a well-considered study design. The most important future

task of researchers involved in the field is perhaps the collection of accurate, reliable
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Figure 15.1 Genetical and biological epistatsis. The phenotype of a given individual is

determined by a complex hierarchy of proteins (P). Genetic information affects phenotype through

encoding proteins (thick arrows) by single genes (G). However, interindividual differences in the

genes (also called polymorphisms, marked by vertical bars) give rise to particular differences in

phenotypes by affecting the amount and function of proteins. Given the ubiquitous nature of

biomolecular interactions (between DNA, RNA and proteins, thin arrows), combinations of

individual variations result in the very complex regulation of phenotypes through interactions (grey

arrows). In genetic studies where phenotypes are compared with genotype data, all kinds of

macromolecular interactions affecting phenotype could be detected as a kind of gene–gene

interaction, also called epistasis. Gene–gene interaction has two additional dimensions: time

(developmental phase, cell-cycle, age, etc.) and localization (environmental factors). Disturbance in

this model may arise at the level of genes (mutations) or proteins (aggregation, modification), or

may come from the environment, resulting in altered phenotype (P0, i.e. disease). Based on Moore

(2004), with modifications.
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Table 15.1 Some factors complicating the genetic analysis of complex diseases

Name Definition Example

Heterogeneity–related factors

Allelic heterogeneity Two or more alleles of a

single locus are independently

associated with the same trait

Hereditary angioneurotic oedema (HAE)

type I (C1-esterase inhibitor deficiency,

OMIM 106100) is an autosomal

dominant disorder characterized by

episodic local subcutaneous oedema

and submucosal oedema involving the

upper respiratory and gastrointestinal

tracts. There are several published

mutations affecting the gene of Cl-INH

(SERPING1) causing C1-INH

deficiency (Kalmar et al., 2005)

Locus heterogeneity Two or more DNA variations

in distinct genetic loci are

independently associated with

the same trait

Severe combined immunodeficiency may

be caused by different mutations. The

T�, Bþ, NK� form is X-linked by

mutation in the gene encoding the

gamma subunit of the interleukin-2

receptor (OMIM 300400). The T�, B�,

NK� form is caused by mutation in the

adenosine deaminase gene (ADA;

OMIM l02700)

Phenocopy The presence of a disease

phenotype that has a nongenetic

(random or environmental) basis

Acquired HAE (OMIM 106100, type II) is

characterized by normal or elevated

levels of Cl-INH, but the protein is

nonfunctional, and the SERPING1 gene

is normal. The two types of HEA are

clinically indistinguishable (Agostoni

et al., 2004)

Trait heterogeneity Insufficient classification or

definition of a trait or disease

There is complex classification for stroke

(OMIM 601367) available (Bamford

et al., 1992), and it is increasingly clear

that the different clinical forms of

ischaemic strokes might have different

genetic backgrounds (Harcos et al.,

submitted)

Phenotypic variability Variation in the degree, severity

or age at onset of symptoms

exhibited by persons who

actually have the same trait or

disease process

According to the recent classification of

diabetes mellitus the latent autoimmune

diabetes in adults (LADA) belongs to

the group of type 1 autoimmune

diabetes (OMIM 125853), as a slowly

progressive form. A recent study (Vatay

et al., 2002), showing low prevalence of

TNF2 allele in LADA, might explain

some of the genetic differences between

these two clinical forms of autoimmune

diabetes

(Continued)
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and abundant phenotypic (clinical) data. However, the above considerations make it

equally essential to face the application of appropriate methods for the detection of

epistasis in our genetic studies.

15.3 How to Detect Epistasis

Given the above considerations detection of epistasis in genetic epidemiology is not

only a grain of comfort for researchers whose study failed to show independent main

effects. Templeton (2000) has suggested that epistasis is commonly found when

properly investigated. However, detecting interactions among variables is a well-

known challenge in statistics and data-mining (Freitas, 2001). Methods for the

detection of epistasis (reviewed recently by Hoh and Ott, 2003; and by Thornton-

Wells, Moore and Haines, 2004) vary according to whether one is performing

association or linkage analysis, and according to whether one is dealing with a

quantitative or a qualitative (in particular a dichotomous) trait. For genetic association

(such as case–control) studies, standard methods for epidemiological investigations

may be employed, with genotypes at the various loci considered as risk factors for

disease. For a given case–control data genotyped at two diallelic candidate loci we

may fit logistic regression models using standard statistical software packages. This

may provide an overall 4 degree-of-freedom (d.f.) test for interaction, but the

interaction terms could each be tested individually on 1 d.f. by removal from the

model, if required. Quantitative traits can be analysed in a similar way by the use of

Interaction related factors

Gene–gene

interaction (epistasis)

Interaction between two or

more DNA variations either

directly (DNA–DNA,

DNA–RNA interactions),

to change transcription or

translation, or indirectly by way

of their protein products, to

alter disease risk separately

from their independent effects

A detailed example is given in this chapter

Gene–environment

interaction

Interaction of DNA variation

with an environmental factor,

such that their combined effect

is distinct from their

independent effects

In coronary artery disease (OMIM

608320), the association between

seropositivity to Chlamydia

pneumoniae and CAD is restricted to

patients carrying variant alleles of

mannose-binding lectine (Rugonfalvi-

Kiss et al., 2002)

C1-INH, C1-esterase inhibitor; LADA latent autoimmune diabetes in adults; CAD, coronary artery disease.

Table 15.1 ðContinuedÞ

Name Definition Example
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standard multiple linear regression. Note that these regression procedures are actually

designed for testing epistasis between loci that have been genotyped. If it is believed

that these loci are not themselves the aetiological variants but rather are in linkage

disequilibrium (LD) with the true disease-causing variants, then epistasis between the

surrogate genotyped loci is likely to be diluted compared with epistasis with true variants,

although the extent to which this occurs will depend on the magnitude of LD.

Epistasis is relatively easily incorporated into standard nonparametric (model-free)

methods of linkage analysis for quantitative traits. One popular method is the

variance components method, in which the phenotypic covariance between relatives

is modelled in terms of variance component parameters and underlying identity-by-

descent sharing probabilities at one or more genetic loci. This method assumes

underlying multivariate normality of the trait within pedigrees.

However, taking multiple interactions into account, epistasis is difficult to detect

and characterize using traditional parametric methods such as logistic and linear

regression models because of the sparseness of the data in high dimensions. When

interactions among multiple polymorphisms are considered, there are many multi-

locus genotype combinations that have very few or no data points. For example, if the

number of marker loci is larger than the number of observations, these methods fail

completely. This phenomenon has been referred to as the curse of dimensionality

(Bellmann, 1961). Therefore, several alternatives to linear and logistic regression

have been developed (Table 15.2). These methods can be distinguished whether they

apply data-reduction techniques or not, or whether they are based on single-marker

analysis or joint analysis of multiple loci or use pattern-recognition (data-mining).

For continuous outcome variables Cheverud and Routman (1995) developed a

parameterization method for gene–gene interactions based on its effects on genetic-

variance components (additive, dominance and interaction). However, it is limited to

evaluating only two loci at a time and all possible genotypes must be present in the

sample.

A more recently developed statistical method for evaluating gene–gene interactions

is the S-sum statistic, a nested bootstrap (resampling) approach based on the selection

of the ‘best’ SNP set (Zee et al., 2002). This method is designed to overcome the

curse of dimensionality and the multiple-testing problems by reducing any number of

independent variable statistics to one sum statistic. After that it uses permutation

testing to correct for an experiment-wise type I error rate. However, because the

summed statistics are all single-marker statistics, set association analysis does not

look at any specific (nonadditive) interactive effects among markers and would

probably miss nonlinear or antagonistic types of gene–gene interactions.

Although the above methods are a clear improvement over traditional approaches

because they combine information from multiple loci, a potential drawback is that

they rely on single-locus effects, often also called main effects, in contrast to

interaction effects. This shortcoming was avoided by the development of para-

meter-free approaches, also called exploratory data analysing methods. The combi-

natorial partitioning method (CPM) generates hypotheses about epistatic effects on

quantitative trait variation (Nelson et al., 2001). The CPM simultaneously considers
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Table 15.2 Statistical methods suitable for the detection of gene–gene interactions

Name Description

Allowed

type of

outcome

variable

Does the

method

rely on

single-

locus

effect?

Data

reduction

applied

Example/

reference

Multivariate

analysis of

variance

(MANOVA)

Analysis of variance,

designed for analysing

data that contains more

than one between-groups

factor

Continuous Yes No Several

Multiple

linear regression

Mathematical modelling

of the relationship

between continuous

variables and genetic

factors and disease status

Continuous Yes No Several

Parameterization The method is based on

the parameteriazation

of physiological epistasis

in a two-locus context

Continuous Yes No Cheverud and

Routman

(l995)

Leamy,

Routman

and Cheverud

(2002)

Logistic

regression

Mathematical modelling

of the relationship of

discrete variables to

disease status

Dichotomous Yes No Several

S-sum statistics

(set-association

analysis)

Selects the ‘best’ set of

variables whose summary

statistics are significant

Dichotomous Yes No Zee et al.,

(2002)

Multivariate

adaptive

regression

splines

Generalization of stepwise

linear regression

particularly suited for

high-dimensional

problems with many

independent variables

Continuous No Yes Cook, Zee

and Ridker

(2004)

Combinatorial

partitioning

method

Utilizes data-reduction

to investigate gene–gene

interaction by

identification of partitions

of multilocus genotypes

that predict interindividual

variation in quantitative

trait levels

Continuous No Yes Nelson

et al.,

(2001)

Multifactor

dimensionality

reduction

Utilizes data-reduction

to investigate gene–gene

interaction by collapsing

high-dimensional

multilocus genetic data

into a single dimension

Dichotomous No Yes Ritchie,

2003a



multiple polymorphic loci to identify combinations of genotypes that are most

strongly associated with variation in the quantitative trait. Genotypes from multiple

loci are pooled into a smaller number of classes, thereby addressing increased

dimensionality associated with modelling interactions. The application of CPM to

study cardiovascular disease susceptibility genes and interindividual variability in

plasma triglycerides (Nelson et al., 2001) identified nonadditive, abundant epistatic

interactions between multiple loci in the absence of independent main effects.

A modification or extension of the CPM is the multifactor dimensionality reduction

(MDR) method (Ritchie, 2003a) designed specifically to improve the power to detect

interactions in epidemiological studies over that provided by logistic regression. The

MDR approach is nonparametric in that no parameters are estimated and is free of

any assumed genetic model. In MDR, multilocus genotypes are pooled into high-risk

and low-risk groups, effectively reducing the genotype predictors from n dimensions

to one dimension. The new, one-dimensional multilocus-genotype variable is eval-

uated for its ability to classify and predict disease status through cross-validation and

permutation testing. This data-reduction method has repeatedly been successful at

finding gene–gene interactions in different diseases (Ritchie et al., 2001; Tsai et al.,

2004; Cho et al., 2004).

Table 15.2 (Continued)

Name Description

Allowed

type of

outcome

variable

Does the

method

rely on

single-

locus

effect?

Data

reduction

applied

Example/

reference

Logical analysis

of data

Identification of

patterns or

‘syndromes’ by

mathematical

optimization

Dichotomous No Yes Alexe et al.,

(2004)

Classification

and regression

trees

Iteratively

subdivides data

to build a

hierarchical

classification model

Dichotomous No Yes Province,

Shannon

and Rao

(2001)

Pattern

recognition/data

mining

Pattern detection

by a priori algorithm

with subsequent

determination

of pattern

frequencies and

relationships in the

form of association

rules

Dichotomous No Yes Agrawal,

Imielinski

and Swami

(1993)

Agrawal

and Srikant

(1994)

HOW TO DETECT EPISTASIS 359



Methods aimed at the identification of specific genotype patterns partiy belong to

the classification tree methods. Multivariate adaptive regression splines (MARS) is a

generalization of stepwise linear regression that is particularly suited to high-

dimensional problems in which many independent variables might be modelled

(Cook, Zee and Ridker, 2004). MARS is also similar to classification and regression

trees (CART), which iteratively subdivide data to build a hierarchical classification

model (Province, Shannon and Rao 2001). MARS and CART suffer from the same

problem of sequential conditioning that can plague many other regression-based

methods, which makes it difficult to discover interactions (especially higher-order

interactions) among predictor variables, depending on the strength of their individual

effects. The binary nature of CART further limits its ability to model any additive

interaction. Interestingly, in the artificial intelligence (machine learning) and in

operation research, pattern recognition (also known as data-mining) methods that

were described 10–15 years ago are now beginning to find their way into human

genetics and might prove highly successful. An intriguing approach (Agrawal,

Imielinski and Swami, 1993) formalizes pattern recognition (based on the a priori

algorithm; Agrawal and Srikant, 1994) by defining pattern frequencies and relation-

ships in the form of so-called ‘association rules’. Several applications of this

approach have been described to search for associations between potentially large

numbers of SNPs and disease status (Toivonen et al., 2000; Rodman et al., 2001;

Czika et al., 2001). An even older method described in the late 1980s (Crama,

Hammer and Ibaraki, 1988) is the logical analysis of data (LAD) approach using

mathematical optimization on the basis of systematic (combinatorics supported)

identification of patterns or ‘syndromes’. The essence of LAD is to identify

conditions which can collectively provide a classification system, to validate the

classification models thoroughly and to extract from these models as much additional

information as possible about the dataset. This approach has been applied earlier to

problems in economics, seismology and oil exploration and also recently to medicine

(Lauer et al., 2002; Alexe et al., 2004).

Neural networks (NN) have been also used for supervised pattern recognition in a

variety of fields including genetic epidemiology. The success of the NN approach in

genetics, however, varies a great deal from one study to the next, and has been applied

with varied success. However, recent work has improved the reliability of artificial

NN through their optimization by evolutionary computation algorithms (Ritchie,

2003b).

15.4 Autoimmunity to Heat-shock Proteins

Cellular response to stress is an evolutionarily ancient, ubiquitous and essential

mechanism for survival. This mechanism protects cells from damage from environ-

mental stress and associated misfolding (denaturation) of intracellular proteins. The

molecular resources of this protective mechanism include a family of specialized

proteins, molecular chaperones. These proteins are expressed in nonstressed cells at

360 CH15 GENE--GENE INTERATION IN IMMUNOLOGY



low levels and have essential functions in the cell cycle, as well as in cellular

differentiation and growth. They are involved in metabolism, programmed cell death

through protein assembly and transport, and influence the activation of enzymes and

receptors. Molecular chaperones are often referred to as ‘heat shock proteins’ (Hsp)

or Hsp stress proteins, as their expression can be induced by changes in environ-

mental temperature (i.e. heat shock). Nonlethal heat shock (the most widely used

experimental stimulus to model environmental stress) causes specific changes in

cellular function and gene expression, that is, it elicits a cellular stress response. The

changes comprise inhibition of DNA synthesis and transcription, as well as RNA

processing and translation, arrest of the cell cycle, denaturation and misaggregation

of proteins, enhanced degradation of proteins through both proteasomal and lysoso-

mal pathways, derangement of cytosceletal structures, metabolic alterations that lead

to a net reduction in intracellular ATP level and changes in membrane permeability

that lead to the intracellular accumulation of Naþ, Hþ and Ca2þ (Sonna et al., 2002).

In mammalian cells, nonlethal heat shock alters gene expression and the activity of

expressed proteins. Typically, this response enhances thermotolerance (i.e. the ability

to survive subsequent, more severe heat stresses) and is temporally associated with

the increased expression of Hsps. The same cellular stress response can be triggered

by other stressors, including infections and exposure to toxins, and cellular reactions

to a specific stressor often lead to cross-tolerance to others. Increasingly severe

exposure to stress activates the apoptotic program and, under extreme conditions, cell

death ensues.

Owing to their highly conserved and inducible nature, stress proteins are perfect

mediators of cellular stress. Almost all pathogenic microorganisms studied hitherto

possess heat-inducible genes of stress proteins and respond to thermal (and other)

stresses of infection with enhanced Hsp expression. Higher organisms possess (by

means of innate immunity) the inherent capability of responding to stress signals. On

the other hand, essentially the same molecules can mediate stress of the host

organism, making the altered self ‘dangerous’ in the case of cell necrosis, for

example (Matzinger, 2002). However, the innate role of Hsps may become proble-

matic in the ‘new world’ of adaptive immunity. With the appearance of specific

receptors (i.e. antibodies and T cell receptors), overexpressed and conserved stress

proteins become primary targets of autoimmunity, through infection-induced mole-

cular mimicry. It is not surprising, therefore, that several autoantigens characterized

in different autoimmune conditions (Jones, Coulson and Duff 1993) share some of

their epitopes with Hsps. More surprising, however, is the fact that autoimmune

diseases are rare and are characterized by well-defined autoimmune reaction to only a

few autoantigens in a conserved nature. Furthermore, according to the idea that the

source of self-tolerance is clonal deletion, one may speculate that, the closer a

molecule is to self, the less immunogenic it should be. It is surprising, therefore, to

find that among the major antigens recognized during a wide variety of infections

many belong to conserved protein families sharing extensive sequence identity with

the host’s molecules, for example Hsps. One interesting hypothesis, dealing with

these controversies was presented by Irun Cohen and co-workers, called the
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immunological homunculus (Cohen and Young, 1992). The idea is that some, perhaps

all, major autoantigens are indeed dominant because each of them is encoded in the

organizational structure of the immune system. Each dominant self-antigen is served

by an interacting set of T and B cells that includes cells with receptors for the antigen

(antigen-specific) and cells with receptors for the antigen-specific receptor (anti-

idiotypic). Some of these lymphocytes suppress and others stimulate. Owing to the

mutual connections between the various interacting lymphocytes in the network,

some lymphocytes become activated even without being driven by contact with

specific antigen in an immunogenic form. The state of autonomous activity defined by

a pattern of interconnected lymphocytes constitutes a functional representation of the

particular self-antigen around which the network is organized. In other words, the

picture of the self-antigen is encoded within a cohort of lymphocytes.

Therefore, highly conserved Hsps (present in all mammalian cells) need special

protection in the ‘adaptive world’. Some recent results support the existence of

regulating natural autoimmunity toward Hsps. Anti-Hsp90 reacting antibodies were

recently shown to be part of the natural autoantibody repertoire and were character-

ized as broadly cross-reacting antibodies mainly belonging to the IgG2 subclass

(Pashov et al., 2002). Furthermore, in the study of Pashov et al. (2002), although the

anti-Hsp90 antibodies bind to the same set of antigens, there were quantitative

differences among the antibodies tested. In line with these observations, the concept

of immunological homunculus may be extended to the B cell compartment as well.

Thus, the natural autoantibody repertoire seems to be qualitatively invariable,

directed against a highly conserved set of immunodominant antigens, including

Hsps, but may vary quantitatively, in a throughout-life conserved manner (Pashov et

al., 2002; Mouthon et al., 1995; Nobrega et al., 1993). We recently reviewed evidence

supporting our hypothesis that anti-Hsp60 antibodies are not simply remainders of

reactive antibodies but belong to natural autoantibodies as well (Prohászka et al.,

2004). This evidence includes the presence of anti-Hsp60 IgG in all healthy

individuals studied, even in children, the log–normal distribution of anti-Hsp60

antibodies in a given population basically independently from serological signs of

chronic infections and the stability of anti-Hsp60 IgG levels in life.

Future research has to address the mechanisms by which the ‘size of the

homunculus’ is regulated. It is tempting to speculate that gene–environment (colo-

nization and infections) and gene–gene interactions are important factors in this

regulation besides a few main effects of different loci. In the last part of this chapter I

will summarize some of our recent results that lend credence to this speculation.

15.5 Epistatic Effect in the Regulation of Anti-Hsp60
Autoantibody Levels

Based on our hypothesis that anti-Hsp60 antibodies belong to the natural autoanti-

body repertoire and that a significant effect of gene–gene interaction in the regulation

of their levels can be supposed, we started to search for genetic factors likely to be
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involved in this regulation. Since cytokines are major regulators of differentiation and

activation of immune cells, including B lymphocytes, our first study was focused on

the investigation of polymorphisms of certain cytokines in association with autoanti-

body titres. SNPs of proinflammatory cytokines [interleukin (IL)-6 gene at position-

174, the biallelic exchange of the IL-1b gene at position -511 and the IL-1a gene at

position -889] in parallel with antibody measurements were studied in a cohort of

healthy men (Veres et al., 2002). A strong association between IL-6-174 polymorph-

ism and anti-Hsp60 IgG titre was seen; carriers of allele C at this position had a

significantly lower level of anti-Hsp60 IgG as compared with carriers of GG. No

other main effects with other polymorphisms studied were observed.

In a second attempt we aimed to determine whether immunoglobulin (Ig) GM and

KM allotypes influence anti-Hsp60 autoantibody levels (Pandey et al., 2004). The

study included the same patient cohort as above and investigated whether allelic

variation at the GM and KM loci is associated with autoantibody levels to Hsp60. A

weak, but significant association of anti-Hsp60 with GM f,z genotypes was observed,

subjects carrying allele z had approximately 1.5 lower antibody titres than subjects

who were noncarriers of allele z. No other associations with GM b,g or KM 1,3

genotypes were observed. However, most importantly, significant interactive effects

of GM and IL-6 genotypes were noted for anti-Hsp60 levels (Figure 15.2). Subjects

carrying IL-6 -174 C and GM z alleles appeared to have the lowest levels of

autoantibodies. Compared with these subjects, those who lacked the IL-6 -174 C

allele, with or without the GM z allele, had significantly higher levels of anti-Hsp60.

However, subjects with genotype GM f,f together with allele C at IL-6 -174, did not

have elevated concentrations of autoantibody. Thus, based on these results we

conclude that the IL-6 -174 locus has epistatic effect on GM f,z locus. In other

words, allele C at IL-6 -174 masks the association of GM f,f genotype with high anti-

Hsp60 IgG levels. It should be noted that all of the investigated genotypes fulfilled the

HW-equilibrium and there was no significant population association between IL-6

and GM alleles.

15.6 Conclusions

The success of our study to identify gene–gene interaction effect in association with

autoantibody concentration was based on prior knowledge. Among only six loci

investigated, we could recognize interaction between two, IL-6 -174 and Ig GM f,z.

This observation of interaction, however, was based on significant main effects.

Interleukin-6 was originally identified as a B-cell differentiation factor (Hirano

et al., 1986), but it is now known to be a multifunctional cytokine that regulates

immune response, haematopoiesis, the acute phase response, and inflammation

(Hirano, 1998). The gene encoding IL-6 in humans (IL-6) is organized in five

exons and four introns, and it maps to the short arm of chromosome 7 (Yasukawa

et al., 1987). The regulatory and promoter region of IL-6 reveals a complex

organization which may account for a considerable part of the multifunctionality
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of IL-6. Several transcription factors mediate the activation of the IL-6 promoter,

whereas steroids and retinoblastoma control element result in suppression of it. The

involvement of IL-6 in many biological functions is paralleled by genetic association

of allelic variants of IL-6 with several physiological and pathophysiological condi-

tions. Two of several polymorphic sites were used most frequently for genetic

association studies: a multiallelic variable number of tandem repeats (VNTR)

polymorphism in the 30 flanking region of IL-6, and a biallelic G to C polymorphism

of the promoter at position -174. This latter polymorphism has been associated with

the prevalence, incidence and prognosis of a variety of disease states, such as

Alzheimer disease, cardiovascular disease, cancer, osteoporosis, type-2 diabetes

mellitus, sepsis and rheumatoid arthritis (reviewed by Papassotiropoulos, Hock and
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Figure 15.2 Anti-heat-shock protein 60 (Hsp60) autoantibody levels stratified according to

interleukin 6 -174 promoter C/G and immunoglobulin GM f/z allele carrier status (a). Anti-Hsp60

antibody was measured as described earlier (Prohászka et al., 1999) and was expressed in arbitrary

unit/mi values (b). Low anti-Hsp60 was defined as equal to or less than 17.66 AU/ml, the 33th

percentile of the sample (total n ¼ 170). *p < 0:05 in the post-test as compared with IL-6-174C/

GM z.
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Nitsch, 2001). The G allele of the -174 SNP has been associated with an increased

transcriptional response to endotoxin or IL-1b in vitro (Fishman et al., 1998). Studies,

however, investigating the role of the -174 G>C promoter polymorphism for the

plasma levels of IL-6 concentrations in vivo have produced conflicting results.

However, in a recent, well-designed study, Benneromo et al. (2004) report that

individuals homozygous for the -174 G allele had significantly higher plasma IL-6

levels after vaccination than individuals with the CC genotype. However, no relation-

ship between basal IL-6 concentrations and genotype was observed, which may partly

explain the previously reported inconsistency.

Taken together, IL-6 -174 GG genotype may contribute to higher antibody

production after an antigenic stimulus by influencing peak IL-6 levels and thus

increasing activation of B lymphocytes. Supporting this conclusion is the observation

that, in patients with systemic sclerosis, continuous B cell activation is paralleled by

high IL-6 concentrations and abundant autoantibody formation (Sato et al., 2004). In

concert with this study we have indeed observed elevated amounts of anti-Hsp60

autoantibodies in patients with systemic sclerosis and undifferentiated connective

tissue disease (Horváth et al., 2001).

Immunoglobulin GM and KM allotypes are antigenic determinants of g chains and

k-type light chains, respectively (Grubb, 1995). The marked differences in the

frequencies of Ig allotypes among races, strong linkage disequilibrium within a

race and racially restricted occurrence of GM haplotypes all suggest that differential

selection over many generations may have played an important role in the main-

tenance of polymorphism at these loci. One likely selective force may be the

association between GM and KM allotypes and specific antibody responses to

pathogens, resulting in differential immunity to infectious diseases. Indeed, several

data have been reported on the associations between certain GM and KM allotypes

and immune responsiveness to polysaccharide vaccines and to particular infectious

agents (Pandey, 2001). Importantly, evidence has been published on the association of

GM z carrier status and low antibody responses to meningococcal polysaccharide A

(Pandey et al., 1982). It is important to note that Ig allotype-associated immune

response genes primarily influence antibody responses to T-independent antigens and

may require interaction with other genes – perhaps HLA or IL-6 – to confer immunity

to T-dependent antigens.

Possible ways in which constant-region allotypes could contribute to antibody

reactivity and specificity include the following. First, certain alleles coding for

allotypes may be in linkage disequilibrium with particular variable-region determi-

nants associated with immune responsiveness. Furthermore, they could directly

contribute to the formation of specific idiotypes. In addition, allotype-associated

structural variability in the constant region could modulate the kinetic competence of

the antigen binding sites.

There are apparently at least two ways of identifying gene–gene interactions in

genetic studies: hypothesis (knowledge)-driven and data-driven. The first may be used

in ‘traditional’ experiments dealing with small or moderate-sized databases. The

SNPs of choice and type of analyses (mainly standard methods such as ANOVA and

regression) in such studies are based on prior knowledge. However, based on recent

CONCLUSIONS 365



technological developments, researchers must face an incredibly large quantity of

results and fast-growing databases, which does not allow all prior hypotheses to be

tested in a reasonable time with standard methods. Therefore, new methods have been

developed and applied for these tasks, including different exploratory and data-

mining approaches. These approaches are, besides finding the ‘main effects’, also

suitable for analyses that were not possible earlier, including the testing of gene–gene

effects.

Nevertheless, the two ways did not converge until now, one reason being the lack of

appropriate methods to study large data bases (and interactions) in a hypothesis-

driven way. This situation can also be translated in the following way: studies

yielding significant main effects should not stop at that level but have to step forward

to determine interaction effects. If an advance in method development could be

reached allowing hypothesis-driven analysis of interactions, the redundancy and the

unavoidable false-positivity could be controlled and we would not be failing to see

the forest for the trees.

Appendix

Interaction In statistics, an interaction effect occurs when the relation between (at

least) two variables is modified by (at least one) other variable. In other

words, the strength or the sign (direction) of a relation between (at least)

two variables is different depending on the value (level) of some other

variable(s). Note that the term ‘modified’ in this context does not imply

causality but represents a simple fact that, depending on what subset of

observations [regarding the ‘modifier’ variable(s)] you are looking at,

the relation between the other variables will be different.

Association analysis The analysis of population-based (case–control) or family-based

genotypic data to detect the association of a disease with a specific

allele across cases (or families).

Linkage analysis The analysis of family-based data to detect linkage of a disease locus

with one ore more loci within a family.

Linkage disequilibrium If a genetically encoded trait is only partially explained by the presence

of allele considered in the analysis (A), one can expect that individuals

affected with the trait tend to share a different set of alleles at loci

around the mutated locus (A0) than do unaffected individuals. Allele A

is said to be in linkage disequilibrium with alleles A0.

References

Agostoni A, Aygoren-Pursun A, Binkley KE, Blanch A, Bork K, Bouillet L, Bucher C, Castaldo AJ,

Cicardi M, Davis AE, De Carolis C, Drouet C, Duponchel C, Farkas H, Fay K, Fekete B, Fischer

B, Fontana L, Fust G, Giacomelli R, Groner A, Hack CE, Harmat G, Jakenfelds J, Juers M,

Kalmar L, Kaposi PN, Karadi I, Kitzinger A, Kollar T, Kreuz W, Lakatos P, Longhurst HJ,

Lopez-Trascasa M, Martinez-Saguer I, Monnier N, Nagy I, Nemeth E, Nielsen EW, Nuijens JH,

O’grady C, Pappalardo B, Penna V, Perricone C, Perricone R, Rauch U, Roche O, Rusicke E,

366 CH15 GENE--GENE INTERATION IN IMMUNOLOGY



Spath PJ, Szendei G, Takacs E, Tordai A, Truedsson L, Varga L, Visy B, Williams K, Zanichelli

A, Zingale L. 2004. Hereditary and acquired angioedema: problems and progress. In Proceed-

ings of the Third C1 Esetrase Inhibitor Deficiency Workshop and Beyond. J Allergy Clin

Immunol 114: S51–S131.

Agrawal R, Srikant R. 1994. Fast algorithms for mining association rules. Proceedings of the 20th

International Conference on Very Large Databases; www.almaden.ibm.com/people/ragrawal/

papers/vldb94_rj.ps

Agrawal R, Imielinski T, Swami A. 1993. Proceedings of ACM SIGMOND Conference on Manage-

ment of Data, (Buneman P, Jajodia S) (eds). Washington, DC: Association for Computing

Machinery; 207–216.

Alexe G, Alexe S, Liotta LA, Petricoin E, Reisss M, Hammer PL. 2004. Ovarian cancer detection by

logical analysis of proteomic data. Proteomics 4: 766–783.

Bamford JM, Sandercock P, Dennis M, Burn M, Warlow C. 1991. Classification and natural history of

clinically identifiable subtypes of acute cerebral infarction. Lancet 337: 1521–1526

Bateson W. 1909. Mendel’s Principles of Heredity. Cambridge: Cambridge University Press.

Bellmann R. 1961. Adaptive Control Processes. Princeton: Princeton University Press.

Benneromo M, Held C, Stemme S, Ericsson CG, Silveria A, Green F, Tornvall P. 2004. Genetic

predisposition of the interleukin-6 response to inflammation: Implications for a variety of major

diseases? Clin Chem 50: 2136–2140.

Cheverud J Routman EJ. 1995. Epistasis and its contribution to genetic variance components.

Genetics 139: 1455–1461.

Cho YM, Ritchie MD, Moore JH, Park JY, Lee KU, Shin HD, Lee HK, Park KS. 2004. Multifactor-

dimensionality reduction shows a two-locus interaction associated with type 2 diabetes mellitus.

Diabetologia 47: 549–554.

Cohen IR, Young DB. 1992. Autoimmunity, microbial immunity and the immunological homuncu-

lus. Immunol Today 12: 105–110.

Cook NR, Zee RY, Ridker PM. 2004. Tree and spline based association analysis of gene–gene

interaction models for ischaemic stroke. Stat Med 23: 1439–1453.

Cordell HJ. 2002. Epistasis: what it means, what it doesn’t mean, and statistical methods to detect it in

humans. Hum Mol Genet 11: 2463–2468.

Cordell HJ, Todd JA, Hill NJ, Lord CJ, Lyons PA, Peterson LB, Wicker LS, Clayton DG. 2001.

Statistical modeling of interlocus interactions in a complex disease: rejection of the multiplicative

model of epistasis in type 1 diabetes. Genetics 158: 357–367.

Crama Y, Hammer PL, Ibaraki T. 1988. Cause–effect relationships and partially defined Boolean

functions. Ann Opns Res 16: 299–326.

Czika WA, Weir BS, Edwards SR, Thompson RW, Nielsen DM, Brocklebank JC, Zinkus C, Martin

ER, Hobler KE. 2001. Applying data mining techniques to the mapping of complex disease genes.

Genet Epidemiol 21: S435–S440.

Fisher RA. 1918. The correlation between relatives on the supposition of Mendelian inheritance.

Trans R Soc Edinburgh 52: 399–433.

Fishman D, Faulds G, Jeffery R, Mohamed-Ali V, Yudkin JS, Humphries S, Woo P. 1998. The effect

of novel polymorphisms in the interleukin-6 (IL-6) gene on IL-6 transcription and plasma IL-6

levels, and an association with systemic-onset juvenile chronic arthritis. J Clin Invest 102: 1369–

1376.

Freitas AA. 2001. Understanding the crucial role of attribute interaction in data mining. Artif Intell

Rev 16: 177–199.

Gibson G, Wagner G. 2000. Canalization in evolutionary genetics: a stabilizing theory? BioEsseys

22: 372–380.

Grubb R. 1995. Advances in human immunoglobulin allotypes. Exp Clin Immungenet 12: 191–197.

REFERENCES 367



Hirano T. 1998. Interleukin 6 and its receptor: ten years later. Int Rev Immunol 16: 249–284.

Hirano T, Yasukawa K, Harada H, Taga T, Watanabe Y, Matsuda T. 1986. Complementary DNA for a

novel human interleukin (BSF-2) that induces B lymphocytes to produce immunoglobulin. Nature

324: 73–76.

Hirschhorn JN, Lohmuller K, Byrne E, Hirschhorn K. 2002. A comprehensive review of genetic

association studies. Genet Med 4: 45–61.

Hoh J, and Ott J. 2003. Mathematical multi-locus approaches to localizing complex human trait

genes. Nat Rev Genet 4: 701–709.
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16
Histamine Genomics
and Metabolomics

András Falus, Hargita Hegyesi, Susan Darvas, Zoltan Pos and Peter Igaz

Abstract

Histamine, one of the most abundantly studied general mediators, is a 112 Da biogenic

amine generated by histidine decarboxylase (HDC) from L-histidine. Histamine binds to

at least four different G-protein-associated plasma membrane receptors (H1–H4) with

dissimilar tissue expression patterns and various biological functions. It plays an

important role in the regulation of immune and inflammatory processes and, based on

recent studies, is involved in malignant and normal cell proliferation. Both synthetizing

and degradating enzymes, as well as histamine receptors, reveal significant, functionally

relevant genetic polymorphism. The phenotype of the gene-targeted HDC-‘knock-out’

mice suggests that histamine, part of metabolome, is a major player in the regulation of

mammalian physiology and pathophysiology.

16.1 Introduction

Histamine is one of the smallest biomolecules (Figure 16.1). It consists of only 17

atoms, of which as few as five carbons and three nitrogens constitute the molecular

skeleton. Histamine is, however, one of the most extensively studied chemical entities

due to its enormous significance in biology and medicine, having over 30 identified

physiological functions (Hill et al., 1997). Remarkably enough, all the histamine-

driven biological reactions leave the molecular backbone of histamine totally

unchanged. How can a compound of 112 Da molecular weight influence that large

a number of biochemical processes, without any rupture in its covalent bonds? What

properties qualify histamine to participate in so many biological functions, from

contracting smooth muscles through stimulating NO formation up to radical shifting

of T cell polarization toward Th2?
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16.2 Chemistry

Taking into account states of protonation, ring tautomerism and side-chain conforma-

tion, the number of nonidentical histamine species is 14. They all correspond to

intramolecular energy minima, with small differences. Such species have very short

(�10�9 s) individual lifetimes in solution.

16.3 Biosynthesis and Biotransformation

This paragraph covers the chemical ‘birth’ and ‘death’ of histamine, which constitute

its covalent biochemistry, as depicted in Figure 16.2. The formation of histamine in

the body occurs in one step, in which L-histidine, one of the 20 ‘classical’ amino

acids, undergoes decarboxylation. This reaction is catalysed by histidine decarbox-

ylase (HDC), a pyridoxal phosphate-containing enzyme that differs from aromatic

amino acid decarboxylase. Histidine is therefore considered a specific substrate of

HDC, presumably due to the imidazole nitrogens. Concerning the bioenergetics of

decarboxylation, it breaks a strong, covalent carbon–carbon bond, nevertheless it is an

energy-releasing (exergonic) reaction (Roskoski, 1996). The metabolic pathways of

histamine are different in the brain and the periphery, with an extra 3-methylation

reaction in the brain. This methyl moiety is provided by S-adenosyl-methionine. Both

types of transformation result in derivatives of imidazole–acetic acid. These com-

pounds contain an anionic carboxylate site, which enhances water solubility,

promoting in this way the excretion of histamine in the urine.

Biosynthesis and biotransformation are processes with ruptures and formations of

covalent bonds in the 60–120 kcal/mol energy range. Thus, the formation and

decomposition of histamine are accompanied by high-energy changes. Strictly

speaking, however, the biosynthesis and biotransformation are previous and subse-

quent stages of histamine biology. The actual biological chemistry of histamine is

noncovalent. This conclusion can be drawn, for example, from observations on the

receptorial behaviour: histamine is able to activate at least four types of receptor,

while its agonists and antagonists can typically bind to one type of receptor only.

Consequently, the different biological functions of histamine belong to distinct

molecular shapes and ionization forms within the covalent frame. In fact, the
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Figure 16.1 Constitutional formula of histamine with numbering and indices.
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biological chemistry of histamine is a wide variety of delicately governed weak

interactions in the 0.1–20 kcal/mol energy range, under subtle stereochemical control.

So far no method exists that could provide direct information on the in vivo,

moiety-specific weak interactions of histamine or other biomolecules (Noszál,

Kraszni and Rácz, 2004).

The most promising technique, which will probably be able to offer direct insight

into molecular events in the body, is magnetic resonance spectroscopy (MRS), the

in vivo version of nuclear magnetic resonance (NMR), the most powerful method for
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Figure 16.2 Biosynthesis and biotransformation of histamine.
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elucidation of molecular structure and dynamics in vitro. The delicately modulated

weak interactions of histamine are based on its acid–base and complexation

behaviour and charge distribution.

16.4 Histidine Decarboxylase -- Gene and Protein

The rate limiting enzyme in histamine production is L-HDC (EC 4.1.1.22), which

catalyses the decarboxylation of L-histidine to histamine. HDCs can be devided into

two groups: those that contain pyridoxal-phosphate (PLP) coenzyme and those that

contain a pyruvoyl residue at the active site. Gram-positive bacteria and mammals

contain PLP-dependent HDC enzymes. Human HDC was mapped to chromosome 15,

mouse HDC gene to chromosome 2 and rat HDC gene to chromosome 3. HDC gene

contains 12 exons and 11 introns, spanning 24 kb, and the eighth exon encodes the

PLP-binding domain. Mammalian HDC gene promoters have similar and different

motifs which are responsible for tissue-specific gene expression. HDC proteins

contain different domains which are involved in protein targetting, digestion and

regulation of activity. The kinetical parameters and pH sensitivity of mammalian and

Gram-positive bacteria HDCs are very similar.

Mammalian HDC genes, promoters and tanscriptional regulation

Mammalian HDC gene sequences have been cloned and characterized from human

and rodents (rat, mouse). Full-length cDNA of human HDC was identified, char-

acterized and mapped to chromosome 15 in the 15q15–q21 region (Yamauchi et al.,

1990; Zahnow et al., 1991). Genomic DNA blot analysis has revealed that the HDC

gene is present as a single copy in the human genome. Genetic analysis of the isolated

human HDC gene has revealed that this relatively large gene contains 12 exons and

11 introns, spanning approximately 24 kb. Almost half of the total mRNA sequence is

encoded by the last extremely large exon (exon 12; base pairs from 1349 to 2404).

The consensus PLP-binding domain can be found in exon 8 (Yatsunami et al., 1994).

Mouse HDC gene was mapped to the E5-G region of murine chromosome 2 by

in situ hybridization (Malzac et al., 1996). Genetic analysis of the HDC gene from the

genomic libraries has revealed that mouse gene contains 12 exons and 11 introns

spanning approximately 24 kb, like the human HDC gene. The nucleotide sequence

of exons shows high overall sequence identity to the human exons (84–92%),

although lower homology (64–75%) can be detected between human and mouse

exons 1 and 12 (Suzuki-Ishigaki et al., 2000). Rat HDC gene is mapped to

chromosome 3 and is present as a single copy in the rat genome (Joseph et al., 1990).

Among the mammalian HDCs the rat cDNA was the first to be isolated and the

deduced amino acid sequence of HDC protein was given (Joseph et al., 1990).

Heterogeneity of mRNA transcripts was found because two mRNA species (a minor

3.5 kb and a major 2.7 kb) were detected following an alternative splicing (Joseph
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et al., 1990). Nucleotide sequence analysis of cDNAs from non-inbred Sprague–

Dawley rats has revealed that some of these cDNAs contained three residues that

were different from the foetal rat liver cDNA library clone. This finding represents

genetic polymorphism of the gene (Joseph et al., 1990). HDC mRNA in most human

cell and tissue types was found to be approximately 2.4 kb in length. The observed

heterogeneity of the HDC mRNA (2.4 and 3.4 kb) in some human cell lines is caused

by alternative splicing, because the longer transcript contains a mis-spliced insert and

an alternatively spliced exon of the HDC gene (Yatsunami et al., 1994). In mouse the

only HDC transcription product is a 2.7kb mRNA, so alternative splicing is not

detected (Suzuki-Ishigaki et al., 2000; Yamamoto et al., 1990).

HDC gene expression and its regulation at transcriptional level by the different

transcription factors seem to be tissue- and cell type-specific. Most mammalian

tissues that have been studied have shown some HDC activity, albeit most of them at

low level. Analysis of the HDC gene promoter sequence upstream or downstream of

the transcription start site reveals different gene regulatory motifs in the three

mammalian HDCs.

In the human promoter a TATA-like sequence, a CG box and CACC boxes were

found upstream from the transcription start site. In addition, sequences match the

GATA consensus sequences and leader-binding protein-1 motifs were detected

(Yatsunami et al., 1994). Deletion analysis has revealed cis-acting elements (23

nucleotides in length) at different places downsteam of the transcriptional start site in

the human HDC promoter. This promoter motif is called gastrin responsive element

(GAS-RE; Zhang et al., 1996). In mouse HDC promoter region the same promoter

motifs and three other consensus sequences for transcription factors were detected

(Joseph et al., 1990). These are the interferon-g responsive element, the glucocorti-

coid responsive element and an interleukin-6 nuclear factor binding site, which have

an important role in the tissue specific gene regulation.

Sequence analysis of rat HDC promoter has revealed GRE-like consensus sites,

CCAAT-boxes, and some other putative regulatory elements (Zahnow et al., 1998).

Comparative analysis of HDC promoter deleted mutants in human mast cell line

HMC1, basophil cell line KU 812-F, erythroleukaemia cell line K562 and cervical

cancer cell line Hela has revealed that there are differences in their HDC regulation.

Deletion (at �4687 bp) decreases, while deletion (at –153 bp) increases the gene

activity in the mast cell line. This finding shows the presence of cell-specific posi-

tive and negative regulatory elements in this region. Removal of CG box contain-

ing sequences abolished the gene activity, emphasizing its importance in HDC

regulation.

Expression of the HDC gene is influenced by the methylation level of the gene. The

importance of the methylation state in gene activity was proved with HDC-expressing

cell lines where the CpG sites around the transcription initiation site were unmethy-

lated (Kuramasu et al., 1998). Role of the methylation pattern in gene activity was

further supported by the results of the mouse HDC promoter analysis where the gene

activity was repressed by patch methylation and its activity was restored following

treatment with the demethylating agent, 50-azacytidine (Suzuki-Ishigaki et al., 2000).
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Further analysis of transfected human basophil and Hela cell lines has revealed the

presence of two positive and one negative gene regulatory elements. One of these

positive elements contains a c-Myb transcription factor binding motif. Myb proteins

participate in the differentiation of basophil and mast cell lineages. Nuclear extract of

the basophil cell line contains Myb factor, suggesting that this motif is involved in the

tissue-specific expression of HDC gene (Kuramasu et al., 1998).

The regulation of HDC gene expression is well characterized in gastric mucosa and

in the gastric cancer cell line expressing the recombinant human cholecystokinin

B/gastrin receptor (Zhang et al., 1996; Höckr et al., 1998; Raychowdhary et al.,

2002). GATA-4 and GATA-6 transcription factors acting on GATA binding sites of

HDC promoter could negatively regulate the HDC gene expression in this tumour cell

line (Watson, Kiernan and Dimaline, 2002).

Gastrin and phorpbol-12-myristate-13-acetate (PMA) could stimulate transcrip-

tional activity of human HDC via the GAS-RE found in the promoter. Their effects

are mediated by different signal transduction pathways. Deletion analysis of mouse

HDC promoter has revealed that the sequence from –297 to –43 is essential for

regulation and increased transription of HDC gene to mediate the effects of

dexamethasone and PMA treament, but GAS-RE is not found in this region. In rat

lung, down-regulation of HDC transcription was found following dexamethasone

(73%) or corticosterone (57%) treatment (Ohgon et al., 1993).

HDC protein was found to influence its own transcription rate through down-

regulation of ERK activity in the same gastric tumour cell line. An enzymatically

inactive region at the amino terminal part of the HDC protein (residues 1–271) was

responsible for this inhibition (Collucci et al., 2001).

Examination of androgen-binding protein (ABP) expression in foetal rat liver gave

a surprising result. Analysis of cDNA libraries derived from foetal rat liver revealed a

fused transcript of the ABP gene and the HDC gene encoding a 98 kDa precursor

protein. The two protein domains were joined at splice-junctions, indicating a trans-

splicing mechanism. Until now this has been the only description of a trans-splicing

event found between HDC and other gene, and it remains to be determined if this

phenomenon is unique in foetal rat liver, if it could be any enzyme activity of the

fusion protein, and whether this phenomenon has any biological significance

(Sullivan et al., 1991). Characteristic features of the mammalian HDC genes,

promoter regions and mRNAs and the genetic polymorphisms of the coding region

of HDC the are summarized in Tables 16.1 and 16.2, respectively.

HDC protein and enzyme (Figure 16.3)

The deduced 662 amino acid residue-containing sequence of human HDC shows high

overall homology with the mouse (662 amino acid residues) and rat (665 amino acid

residues) proteins (Joseph et al., 1990; Mamune-Sato et al., 1992; Ohmori et al.,

1990). The amino-terminal parts of the three proteins show a higher 92% homology,

while the carboxyl-terminal parts have lower homology (70%). Moreover, the high
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Table 16.2 Genetic polymorphisms of coding sequences found in the histidine decarboxylase

gene

Sequence Accession no. Nucleotide change Amino acid change

HDC mRNA X54297.1 AGC493CAG Ser148Gln

H. Sapiens cDNA AK027221.1 T1250A Ile400Asn

FLJ23568 fis, clone A1900T Arg617Trp

LNG11092

 NH COO

ER1 
1–40 
in rat 

PEST domain
PEST1 
43–74 
in rat 

Gene expression 
Regulatory domain 

1–271 
in human 

ER targeting signal 
578–662 in mouse 

ER2 
555–656 in rat 

PEST domain
PEST2 

517–528 
in rat 

Figure 16.3 Different domains of mammalian histidine decarboxylase protein.

Table 16.1 Parameters of mammalian HDC genes and mRNAs

HDC Human Mouse Rat

Gene

mRNA

15q15–q21

1 copy

24 kb DNA, 12 exon

2.4 kb mRNA

Alternative splicing

3.4 kb mRNA

2 E5-G

1 copy

24 kb DNA, 12 exon

2.7 kb mRNA

No alternative splicing

3 chromosome

1 copy

2.6 kb mRNA

Alternative splicing

3.5 kb mRNA

trans-Splicing

Promoter

regulatory

sequences

TATA-like box

GC box

CACC box

GATA consensus

sequence

LBP-1 binding

motif

c-Myb binding motif

GAS-RE

TATA-like box

GC box

GATA consensus sequence

g-IFN-RE

GRE-like

NF-IL-6 binding site

PEA-3 binding site

CCAAT- boxes

AP-1 and AP-2

binding sites

Okt-1 binding site

Sp1 binding site

HIF-1 factor binding

sites

GRE-like
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overall homology among the three mammalian HDCs and the amino acid sequences

of these proteins shows a high degree of sequence identity to the dopa-decarboxylases

of rat and Drosophila. The calculated molecular weight of the enzymes is very similar

(�74 kDa), but they are post-translationally processed to yield the mature smaller

(53–54 kDa) subunits which form homodimers in most of the cells (Joseph et al.,

1990; Zahnow et al., 1998; Mamune-Sato et al., 1992; Ohmori et al., 1990;

Yatsunami et al., 1995). The pyridoxal phosphate-binding domain of seven amino

acids includes a lysine residue at position 305 or 307 and this binding site is a

conserved region of the three mammalian HDC proteins (Ohmori et al., 1990).

Concerning post-translational modifications, four potential N-glycosylation sites

and two putative cAMP-dependent protein kinase (protein kinase A) phosphorylation

sites were found in mouse HDC sequence, while sequence analysis of rat protein

reveals similar potential sites for N-glycosylation, as well as two sequences fitting

consensus phosphorylation sites of protein kinase A. One of these protein kinase A

consensus phosphorilation sites is adjacent to the putative PLP-binding site lysine

(Lys-307), and would inactivate the enzyme if glycosylated (Joseph et al., 1990;

Mamune-Sato et al., 1992).

To compare the activity, formation and localization of the 74 and 53–55 kDa

proteins in human, mouse and rat, many experiments have been done (Yatsumani

et al., 1995; Yamamoto et al., 1993; Tanaka et al., 1998; Hirasawa, Murakami and

Ohuchi, 2001). Studing the human recombinant HDCs, both sizes were expressed

using an in vitro expression system, which also revealed that 87% of the bigger form

was in an insoluble form while the 54 kDa form was found in the soluble fraction and

both forms had similar enzyme activity to the native purified enzymes (Yatsunami

et al., 1995). Similar distribution of the two proteins was observed using mouse

recombinant HDC in the same expression system, but here the 74 kDa form had a

lower enzyme activity compared with the 53 kDa form (Yamamoto et al., 1993). In

contrast, in mouse macrophage (cell line RAW 264.7) the only active form was the

bigger protein, which had a basal and inducible enzyme activity (Hirasawa,

Murakami and Ohuchi, 2001). Both forms of HDC show enzymed activity in rat

where the bigger HDC was found in the cytosol, while the processed smaller form

was detected in the lumen of endoplasmic reticulum (ER). It was assumed that the

74 kDa form which is synthesized in the cytosol is translocated to the lumen of the

ER where it is converted to a 53 kDa form. Regarding these findings, not only does

the regulation of HDC gene expression seem to be cell- and tissue-specific, but also

the processing of HDC proteins and the enzyme activity of the different forms.

Studies on mammalian HDC proteins suggest the presence of a number of

functional domains with different functions in the enzyme targetting, degradation

or regulation of gene expression. An example for domain function in gene regulation

was mentioned earlier in this chapter, where it was reported that HDC protein could

influence its own transcription rate through a region at the amino terminal part of the

molecule (Collucci et al., 2001).

Processing of HDC protein is an adenosine triphosphate (ATP)- and proteasome-

dependent pathway, because proteasome inhibitors could inhibit it (Tanaka et al.,
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1997; Suzuki et al., 1998). This step occurs in the lumen of the ER and for this reason

the protein has to be targetted to the ER. Membrane targetting and binding of mouse

74 kDa protein was examined to clarify which domain of HDC is important in this

process (Suzuki et al., 1998). Deletion analysis has revealed that the carboxyl-

terminal part of the protein is involved, especially a 20 amino acid sequence within

this domain, because its removal abrogated the targetting to the ER. In vitro

translation assays showed that the binding of labelled 74 kDa HDC to microsome

fraction is a post-translation process (Suzuki et al., 1998).

Most of the HDC enzymes are very unstable proteins as well as the other short-

lived amino acid–decarboxylases, like mammalian ornithine decarboxylase (ODC).

PEST regions (domains rich in proline, glutamine, serine and threonine) of ODC were

described as signals for ATP-dependent degradation by 26S proteasome. Sequence

analysis of mammalian HDCs exhibits the presence of one PEST region in the amino

terminal and at least one or more PEST region close to the carboxyl terminal. To

study the role of PEST regions in the degradation, three different lengths of HDC

were used by in vitro proteolytic degradation assays. Results indicate that only the

amino terminal PEST region of rat HDC is involved in an ATP-dependent degradation

process (Olmo et al., 2000). Moreover, it was found that a significant ATP-

independent pathway also existed (Rodriguez-Agudo et al., 2000). Using similar in

vitro degradation assays, this other pathway was found to be an m-calpain-dependent

process. m-Calpain is an intracellular calcium-dependent cystein protease which is

involved in limited or total proteolysis of many cytoskeletal or regulatory proteins.

Degradation by m-calpain was quick, efficient and strongly inhibited by calpeptin, a

highly specific calpain inhibitor (Rodriguez-Agudo et al., 2000).

It was shown that gastrin could increase the steady-state level of at least six HDC

isoforms in rat. Gastrin could regulate this stabilization of HDCs through two

transferable and sequentially unrelated PEST domains (namely PEST1 and PEST2)

involved in HDC protein degradation. Another region of protein at the amino terminal

part, called ER2, has a role in targetting HDC into the ER. This region is influenced

by gastrin as well (Fleming and Wang, 2000). These results revealed a novel

regulatory mechanism by which the peptide hormone gastrin can disrupt the

degradation function of a PEST-domain-containing proteins and can influence the

tissue- or cell-specific activity of these proteins (Fleming and Wang, 2000). The

characterized domains of mammalian HDC proteins are visible in Figure 16.3.

PLP-dependent HDCs are the only and rate-limiting enzymes in mammals involved

in the formation of histamine from its precursor L-histidine under physiological condi-

tions. The role of PLP has been considerably clarified through studies of nonenzymatic

model reactions and various PLP-dependent enzymes reactions. PLP is present in the

enzyme and an internal aldimide group is formed with the amino group of a specific

lysine residue in the conserved PLP domain. This internal aldimide group reacts with

the amino-acid substrate by trans-aldimination to form an external aldimide, which,

due to the strongly electrophilic character of its pyridoxylidene moiety, weakens the

bond of the carboxyl group, resulting in loss of CO2. Finally, a proton adds to the

resulting carbanion and the product is released (Hayashi and Watanabe, 1993).
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Specific inhibitors of histidine decarboxylase are developed because inhibition of

HDC activity that leads to depletion of histamine in vivo is useful in studying

biological processes. The most widely used inhibitor of HDC is a-fluoromethylhis-

tamine (a-FMH), which belongs to the group of so-called kcat inhibitors, suicide

substrates or enzyme-activated irreversible inhibitors (Kubota et al., 1984).

HDC enzyme was characterized in many different cell types and tissues (Yamada

et al., 1984; Savany and Cronenberger, 1982; Mamune-Sato et al., 1990; Yamauchi

et al., 1993; Ohmori et al., 1990; Watanabe et al., 1979). Purification of HDC is

difficult because the protein is unstable and the enzyme activity is very low in most

mammalian tissues. Purified HDC enzymes from adult rat stomach, brain and from

foetal rat showed similar Km values at pH 6.8, while isoelectric focusing revealed that

pI values of the enzymes were different (Yamada et al., 1984; Savany and

Cronenberger, 1982). Analysis of the nucleotide sequence of HDC suggested some

explanation for this heterogeneity, because different levels of N-glycosylation or

phosphorilation can be responsible for these differences. HDC activity of human

basophil cell line was similar to HDCs from other sources (Mamune-Sato et al., 1990;

Yamauchi et al., 1993). Purified HDC enzyme from mouse mastocytoma has an

isoelectric point, optimal pH, Km value and Vmax value which fit to the values of other

mammalian HDC enzymes (Ohmori et al., 1990). All these results support mamma-

lian HDC enzymes from different species and tissues having many common or

similar features. The differences between the enzymes can arise from different levels

of purification or different degrees of N-glycosylation or phosphorylation. Moreover

other parameters can change these values as well, for example Km values and Vmax

values of rat HDC are influenced by the ionic strength and composition of the

incubation medium (Watanabe et al., 1979).

16.5 Catabolic Pathways of Histamine

The action of histamine, released by histamine-producing cells or taken up exogen-

ously, can be terminated by two alternative pathways. Histamine inactivation can occur

either by methylation of the imidazole ring or by oxidative deamination of the primary

amino group (Maslinski and Fogel, 1991). The enzyme catalysing histamine methyla-

tion, histamine N-methyltransferase (HNMT), will be discussed in the next chapter of

this book, and this section will focus on diamine oxidase, the enzyme responsible for the

direct oxidation of histamine. Diamine oxidase (DAO, EC 1.4.3.6) was first character-

ized as an enzymatic activity-inactivating histamine and was therefore originally named

histaminase. Subsequent biochemical characterization revealed that histaminase and

DAO are identical proteins that catalyse the oxidative deamination of various diamines

besides histamine (Buffoni, 1966) and the generally accepted name is now DAO.

An alternative route of histamine inactivation besides direct oxidation is methyla-

tion of the imidazole ring, catalysed by histamine N-methyltransferase (HNMT).

HNMT is a soluble, cytosolic protein of MR 33 000 that is encoded by a single gene of

six or seven exons in mammals. HNMT primary structures are highly conserved

among different species. In contrast to diamine oxidase, HNMT is widely expressed
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in mammalian tissues with particularly high expression levels in kidney, liver, spleen,

colon, prostate, ovary and spinal cord cells. Determination of the crystal structure of

recombinant human HNMT revealed a two-domain structure with the large domain

representing a classic methyltransferase fold.

16.6 Histamine Receptors

The first three histamine receptor subtypes (H1–H3) are well characterized and have

been established to be responsible for the majority of histamine actions. The H4

receptor is the most recent member of this group, but its functional significance is not

yet entirely clear. Histamine receptor numbering refers to the chronology of their

discovery. The H1, H2 and H3 receptors are well characterized and various histamine

actions have been shown to be exerted by activation of these receptors.

Among the diverse actions of histamine, the most relevant responses realized via

H1 receptors – from a clinical point of view – include acute inflammatory and allergic

processes, whereas H2 receptors participate in the regulation of gastric acid secretion.

H1 receptor antagonists are widely used in the treatment of allergic diseases, whereas

H2 antagonists are efficient drugs for the treatment of peptic ulcers. Both H1 and H2

receptors transmit important signals to immune cells. H3 receptors are predominantly

involved in central nervous system (CNS) functioning, and various biological

responses (e.g. arousal and circadian rhythm) are supposed to be associated with

histamine acting in the CNS. Besides the H3 receptor, the H1 and H2 receptors are

also widely expressed in the mammalian brain. Whereas the H1, H2 and H3 receptors

were initially characterized by pharmacological means and the cloning of their

respective genes was only performed later, the H4 receptor has been found recently

using cloning approaches, i.e. in silico screening of DNA libraries and databases for

H3 receptor-like fragments. (The term in silico refers to the application of computa-

tional techniques, databases and bioinformatic tools.) Its functions are not yet

characterized in detail, but its principal expression in the bone marrow, on leukocytes

(particularly mast cells, eosinophils, neutrophils and dendritic cells), may allude to

the possibility of its involvement in the regulation of hematopoiesis and immune

response. A summary of the most important genomic, proteomic and signalling

characteristics of histamine receptors is presented in Table 16.3.

Table 16.3 Histamine receptors and some elements of their signal pathways

Receptor Chromosomal Amino G protein

type localization acids type Main elements of signalling pathway

H1 3 487 Gq/11 PKC; PLC; PLA NOS; MAP kinases,

e.g. ERK 1/2; p38

H2 5 359 Gsa and Gq PKA; PLC; c-fos

H3 20 445 Gi/0 MAP kinase, e.g. p44/42 kinase, high

constitutive activity

H4 18 390 Gi/0 PLC MAP kinase, e.g. p44/42 kinase
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Histamine receptors belong to the group of membrane receptors composed of seven

transmembrane domains that are coupled to G-protein-mediated signal transduction

pathways (Figure 16.4). The transmembrane domains contain stretches of 20–25

hydrophobic amino acids that are predicted to form a-helices that span the cell

membrane. The third and fifth transmembrane domains of heptahelical receptors

appear to be responsible for ligand binding. In the following, we present a brief

summary of the histamine receptors, with an emphasis on human ones, including the

coding genes, protein products and genomics issues (Smit et al., 1999).

H1 receptor

The H1 receptor was the first membrane protein to be discovered as a transmitter of

histamine action. Its main activities include smooth muscle contraction as well as

interaction with the endothelium, thus leading to vasodilatation and increased

vascular permeability. It is the chief histamine receptor subtype involved in acute

inflammatory and allergic disorders. H1 receptors have been identified in a wide

variety of tissues, including mammalian brain, airway smooth muscle, gastrointest-

inal tract, genitourinary system, cardiovascular system, adrenal medulla, endothelia

and various immune cells (Hill et al., 1997). Enhanced expression of H1 receptors is

observed, for example, in the nasal mucosa of patients with allergic rhinitis, in

cultured aortic intimal smooth muscle cells of patients suffering from atherosclerosis

and in the inflamed joints of rheumatoid arthritis patients. H1 receptor knockout mice

have been developed recently. These mice are viable and fertile, but show various

alterations in immune responses and impaired locomotor activity and exploratory

behaviour (Inonue et al., 1996). These findings hint at the involvement of the H1

receptor in a multitude of histamine actions.

The H1 receptor was the first histamine receptor to be characterized as a

heptahelical G-protein coupled receptor. Using site-directed mutagenesis techniques,

agonist binding and activation were shown to require two amino acid residues, Asp107

in the third and Asn198 in the fifth transmembrane domain (Smit et al., 1999; Hill

Cell 

NH2

COOH

Histamine

Figure 16.4 General structure of histamine receptors.
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et al., 1997). In one of the prototypes of G-protein-coupled receptors, the b2-

adrenergic receptor, the third intracellular loop was identified as the region involved

in coupling to G-proteins. A remarkable conservation of this region is observed in

G-protein-coupled receptors, including H1 and H2 receptors.

The H1 receptor gene is located on chromosome 3. An intron was found in the 50

untranslated region, immediately upstream of the start codon. The coding sequence of

the H1 receptor gene is intronless. The promoter sequence appears to share similarities

with other G-protein-coupled receptor genes, i.e. it was shown to lack TATA and CAAT

sequences at the appropriate locations (Smit et al., 1999; De Backer et al., 1998).

Some nucleotide polymorphisms have already been described in the H1 receptor

gene, e.g. a cytosine to thymine substitution at nucleotide position -17 bp from the

transcription initiation site and an Asp349Asn change (Sasaki et al., 2000). These

polymorphisms do not seem to be associated with atopic asthma (Sasaki et al., 2000).

Using an in silico approach, we found a nucleotide sequence variant resulting in a

Gly252Val amino acid change located in the third intracellular loop of the receptor

protein. Since this region is implicated in the signal-transduction machinery, this

variant – if verified by experimental studies – may also be functionally relevant (Igaz

et al., 2002) (Table 16.4).

H2 receptor

The sole existence of the H1 receptor could not account for the effects of histamine

on cardiac muscle and gastric secretion. Therefore a second type, termed the H2

receptor, was anticipated and subsequently confirmed. In addition, it is involved in a

wide array of physiological histamine actions, including the regulation of right atrial

and ventricular muscle of the heart, inhibition of basophil chemotactic responsive-

ness, various actions on immune cells and inhibition of prostaglandin E2-stimulated

duodenal epithelial bicarbonate secretion (Del Valle and Gantz, 1997). Its principal

action from a clinical point of view is related to its role in stimulating gastric acid

secretion. H2 receptor knockout mice have been developed recently that appear to be

viable and fertile, but show considerable alterations in the morphology and structure

of the gastric mucosa (Kobayashi et al., 2000). Several selective H2 receptor

antagonists have been developed that have turned out to be powerful agents in

treating peptic ulcers.

Table 16.4 Polymorphisms (sequence variants) of the coding sequence for histamine receptors:

experimental and in silico data

Receptor type Variants of the amino acid sequence

H1 Asp349Asn, Gly252Vala

H2 Val133Ala, Lys175Asn, Lys207Arg, Asn217Asp, Lys231Arg, Val268Met

H3 Asp19Glua

H4 Val138Alaa, Arg206Hisa, Arg253Glna

aIn silico data.
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The ligand binding site of the H2 receptor appears to be similar to the correspond-

ing region of the H1 receptor, with Asp98 of the third and Asp186 and Thr190 of the

fifth transmembrane domain supposed to constitute the histamine binding site

(Figure 16.4) and the third intracellular loop constituting the main region involved

in signal transduction. The most notable difference between the structures of H1 and

H2 receptors is the much shorter third intracellular loop and longer C-terminus of the

H2 receptor (Hill et al., 1997; Del Valle and Gantz, 1997).

The H2 receptor gene was cloned at the beginning of the 1990s. The 50 untranslated

region of the H2 receptor gene appears to harbour several regulatory elements, e.g.

cAMP response elements, GATA motifs and AP2 sites, but apparently without any

TATA box-like sequences. Furthermore, multiple transcription initiation sites were

revealed in the H2 receptor gene. Similar to the H1 receptor gene, the coding part

lacks intronic sequences (Del Valle and Gantz, 1997).

Several nucleotide sequence variants of the H2 receptor gene have been described

(Table 16.4). Among these, the variants Lys207Arg, Asn217Asp and Lys231Arg

appear to be particularly interesting, since they are located in the third intracellular

loop of the receptor. The Val133Ala may also be relevant, since the second

intracellular loop, where it is situated, also appears to have some role in the signal-

transduction pathways. In individuals suffering from schizophrenia, the Asn217Asp

allele of the H2 receptor was found to be 1.8 times more frequent than in the normal

population (Figure 16.5). This may be a relevant observation considering the possible

role of the H2 receptor in schizophrenia, as indicated by the efficacy of H2 receptor

NH2

COOH
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217
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G-protein

T398C    Val133Ala 
A525T     Lys175Asn 
A620G        Lys207Arg 
A649G       Asn217Asp 
A692G        Lys231Arg 
G802A       Val268Met 

175

268

Figure 16.5 Polymorphic hot spots on histamine H2 receptor.
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antagonists in the treatment of this disorder. In a later study, however, no definitive

correlations were found (Igaz et al., 2002; Orange et al., 1996).

H3 receptor

The H3 receptor was identified at the beginning of the 1980s as a receptor subtype

involved in the regulation of nervous system functioning as a presynaptic autore-

ceptor influencing neuronal histamine release. Later studies revealed that, in addition

to histamine, the release of other neurotransmitters is also influenced by this receptor

subtype (Leurs et al., 1998). The H3 receptor is widely distributed in the CNS, e.g. in

hypothalamus, frontal cortex, hippocampus and the caudate nucleus, where it is

supposed to modify a multitude of processes. Among these, the regulation of the

circadian rhythm of sleep and wakefulness, cognitive and memory processes and food

intake are affected. Although drugs with a direct effect on H3 receptor mediated

histamine actions have not been introduced in clinical practice yet, it is highly

conceivable that H3 receptor agonists and antagonists may be effective in treating

obesity and sleep, age-related memory and attention disorders (Leurs et al., 1998).

Most recently, H3 receptor-deficient mice have been generated that show a decrease

in overall locomotion, reduced body temperature during the dark phase, but main-

tained normal circadian rhythmicity (Toyota et al., 2002).

In addition to its primary CNS activities, the H3 receptor appears to be involved in

the regulation of peripheral histamine actions as well. Histamine via H3 receptors

also affects the function of the cardiovascular system, e.g. it inhibits sympathetic

neurotransmission in the right atrium of the heart (Leurs et al., 1998). In cats, dogs

and rabbits, histamine seems to inhibit gastric acid secretion via the H3 receptor.

The human H3 receptor gene, located on chromosome 20, was cloned in 1999

(Lovenberg et al., 1999). In contrast to the H1 and H2 receptor genes, whose coding

sequences are intronless, the H3 receptor gene contains four exons and at least three

introns. In addition, several isoforms (splice variants) of the single copy H3 receptor

gene have also been characterized (e.g. one harbouring a deletion in the second

putative intracellular domain and another with a variable deletion in the third

intracellular loop), that appear to show different agonist binding and signal-

transduction properties (Cogé et al., 2001a).

H4 receptor

The histamine H4 receptor has been cloned recently by in silico approaches. Several

groups independently identified a DNA sequence with homology to the H3 histamine

receptor (37–43%), which was cloned and later termed the histamine H4 receptor.

The H4 receptor was found to be expressed predominantly on haematopoietic and

immunocompetent cells. It appears to be highly expressed in mast cells, eosinophils,

neutrophils, dendritic cells and to a smaller extent CD4þ T-cells, but only weakly in
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brain, liver and lungs. The predominant expression of H4 receptors on haematopoietic

cells raises the possibility that this receptor mediates some actions of histamine

affecting hematopoiesis, e.g. its capacity to promote terminal myeloblast and

promyelocyte differentiation (Schneider et al., 2002).

The H4 receptor gene comprises three introns, like the H3 receptor, and is located

on chromosome 18 in humans. No TATA or CAAT promoter elements were found

adjacent to the putative transcription initiation site, similar to the human H1 and H2

receptor genes (Cogé et al., 2001b). By performing in silico homology searches, three

nucleotide variants of the H4 receptor gene leading to amino acid changes Val138Ala,

Arg206His and Arg253Gln were found (Table 16.4). Since no structure–function data

are available, their possible biological significance remain to be elucidated (Igaz

et al., 2002).

Analysis of the promoter region of H4 receptor gene has identified consensus

sequences for several transcription regulatory factor binding motifs, including

NF-IL6, ISRE, NF-kB, uteroglobin, IRF and several g-IRE. This suggests that H4

receptor gene expression might be stimulated by factors such as interferon, TNF-a or

IL-6 involved in viral host defence or inflammatory responses, or might also be

modulated by anti-inflammatory uteroglobin-like proteins, particularly in the lung,

where both H4 receptors and uteroglobin-like proteins are expressed (Cogé et al.,

2001b).

The expression of H4 receptors in mononuclear cells is regulated in connection

with cell activation, in a manner depending on the particular cell type, e.g. activated

monocytes only express H4 receptors when neutralizing antibodies to IL-10 are

present, whereas the H4 receptor expression is down-regulated in activated Th2 cells,

which express IL-10 and IL-13. In addition, resting bone marrow-derived mast cells

express H4 receptors which decrease dramatically upon activation with PMA and

ionomycin, along with an increased IL-13 expression in these cells (Morse et al.,

2001). Furthermore, H4 receptor expression is found to be higher in resting CD4þ

and CD8þ T cells than in the activated cells, and very low levels are detected in

CD19þ B cells and resting CD14þ monocytes.

The putative ‘Hic’ (intracellular) receptor

In 1985 Brandes et al. proposed that histamine may bind intracellularly to sites in

microsomes, nuclei and chromatin. Later they found that a major proportion of

these microsomal histamine binding sites represents P450 enzymes, which are the

principal participants of steroid synthesis, drug metabolism, etc. [Brandes, Queen

and LaBella, 1998]. This intracellular histamine binding site has been termed the

‘Hic’ receptor.

The discovery of intracellular histamine binding sites followed the synthesis of

N,N-diethyl-2-[4-(phenylmethyl) phenoxy] ethanamine HCl (DPPE), a tamoxifen

derivative structurally similar to various arylalkylamines. DPPE was proposed to be

an antagonist of intracellular histamine binding (Brandes, Queen and LaBella, 1998).
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‘Hic’ cloning efforts, however, have been unsuccessful to date. The existence of

intracellular histamine recptors is not unanimously accepted, and other mechanisms,

e.g. interactions with the effects of histamine on polyamine sites and on hetero-

trimeric G-proteins, might explain some of the phenomena attributed to the activity of

the ‘Hic’ (Hill et al., 1997).

16.7 Histamine and Cytokines, Relation to the T Cell
Polarization of the Immune Response

One of the most fundamental and best characterized cytokine networks involves the

regulation of T-helper cell polarization, which is an essential phenomenon in the

adaptive immune system. Two main types of T-helper cells are known, the Th1 and

Th2 cells. Whereas Th1 cells produce mainly IL-2, IL-12 and interferon (IFN)-g and

promote cellular/cytotoxic T-cell responses, the Th2 cells, producing IL-4, IL-6, IL-

10 and IL-13, act in a way to enhance humoral, antibody responses, particularly the

production of immunoglobulin E (IgE). The Th1 and Th2 subclasses mutually inhibit

the actions of each other via the production of cytokines. IFN-g, IL-4 and IL-10 are

the most significant in this respect.

Histamine inhibits IL-12 mRNA expression in human monocytes and the pro-

duction of IL-12 in whole blood cultures, while it increases the production of IL-10

in the same experimental system. These effects appear to be mediated via H2

receptors. Histamine also inhibits the lipopolysaccharide (LPS)-induced IFN-g
production of peripheral blood mononuclear (PBM) cells (Igaz et al., 2001;

Azuma et al., 2001).

Dendritic cells are very important in the processes of T-cell maturation. It is

therefore interesting that histamine via H2 receptor appears to alter the T-cell

polarizing capacity of immature dendritic cells, by increasing IL-10 and decreasing

IL-12 secretion. Histamine-matured dendritic cells polarized naive CD4þ T-cells

toward the Th2 phenotype, as compared with dendritic cells matured in the absence

of histamine (Mazzoni et al., 2001).

The in vitro data show a complicated array of histamine actions regulating the Th1–

Th2 network. Although a few Th1-promoting and Th2-inhibiting effects of histamine

have been reported, the majority of in vitro data appear to support the concept that

histamine mainly promotes Th2 responses, thereby shifting the Th1–Th2 balance in

the Th2 direction.

Recent data, however, make the situation even more complicated (Schneider et al.,

2002). These data show that histamine acting via the H1 receptor can enhance Th1

responses, whereas both Th1 and Th2 responses were found to be inhibited via the H2

receptor (Jutel et al., 2001a). The H1 receptor was shown to be predominantly

expressed by Th1 cells, whereas Th2 cells appear to express principally H2 receptors.

Histamine appears to enhance anti-CD3-induced Th1 proliferation, whereas it inhibits

Th2 cell proliferation. Proliferation of specific allergen-driven cells from house dust

mite- and bee venom-allergic individuals was found to be suppressed by histamine. It
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has been hypothesized that the mechanism of allergen-specific immunotherapy, when

high doses of allergen result in peripheral Th2 tolerance, may be explained by the

Th1-promoting effect of histamine, which could redirect the immune response from a

dominant Th2-type towards a Th1 profile (Jutel et al., 2001a). These findings revealed

a new aspect of histamine actions, as, besides the Th2-promoting actions of

histamine, Th1 promotion may also occur, and emphasize the importance of different

signals via the H1 and H2 receptors.

The newly developed H1 and H2 knockout mice add important data for the

clarification of the in vivo importance of histamine in the regulation of the Th1–Th2

balance. H1-deleted mice show lower, H2-deleted mice higher percentages of IFN-g-

producing T-cells compared with wild-type mice. The frequency of IL-4 producing

cells was higher both in H1 and H2 receptor knockout mice. These results suggest the

importance of H1 receptor-mediated signalling in promoting Th1 functions, whereas

H2 receptor appears to provide negative signals for T-cells (Jutel et al., 2001b). These

findings underline the immune modulatory actions of histamine. Based on the

currently available experimental data, it is difficult to deduce a clear picture. It

can, however, be stated that histamine appears to enhance and to suppress both Th1

and Th2 responses depending on the receptor type involved and the surrounding

microenvironment.

Bilateral regulation of histamine and cytokine network is shown in Tables 16.5 and

16.6. A multitude of experimental data seem to support the idea that a complex

interactive network is present between histamine and cytokines, both parties influen-

cing the synthesis and release of the other. Enhancing as well as inhibitory actions of

histamine on numerous cytokines are known, whereas histamine release in turn seems

to be modulated by various cytokines.

Table 16.5 Bilateral regulation between histamine and cytokines: effect of cytokines on histamine

release

Change in histamine release Cytokine acting

Enhancement IL-1, IL-3, IL-5. GM-CSF, TNF-a,a RANTES,a MCP-1a

Inhibition TNF-a,a RANTES,a MCP-1a

a TNF-a, RANTES and MCP-1 were found to have both enhancing and inhibitory effects on histamine release

Table 16.6 Bilateral regulation between histamine and cytokines: effects of histamine on cytokine

secretion

Change in cytokine secretion Cytokines affected

Enhancement IL-1, IL-2,a IL-5, IL-6, IL-11, IL-8, IL-16, GM-CSF, RANTES

Inhibition IL-2,a IL-4, IL-12, IFN-g, TNF-a

aThe secretion of IL-2 can either be enhanced or inhibited depending on the experimental setting.
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16.8 Histamine and Tumour Growth

Overexpression of HDC has been detected in a wide range of tumours, including

melanoma, colon, breast, stomach, lung cancer and leukaemia. On the other hand the

neoangiogenesis and the antitumoural immune responses are also clearly influenced

by histamine modifying the local tumour growth. In experimental carcinomas, the

endogenous histamine may act as an autocrine growth factor and its major effect

seems to be that it stimulates proliferation via H2 receptors. Newly formed histamine

is probably not stored in the cells but rapidly released or metabolized. Moreover, the

fact that histamine behaves as a strong inhibitor of Th1-type cytokines represents an

indirect means of histamine playing a modulatory role in weakening the regulation of

anti-tumour immunity (Pos, Hegyesi and Rivera, 2004). Recent in vivo findings on a

murine melanoma cell line transfected by HDC sense constructs provide direct

evidence for the enhancing effect of histamine on tumour growth through H2

histamine receptor (Pos et al., 2005).

16.9 Histamine Research: an Insight into Metabolomics,
Lessons from HDC-Deficient Mice

HDC knockout mice (Hegyi et al., 2001; Ohtsu et al., 2001) are histamine-free and

exhibit an exciting palette of unexpected phenotypes, including low mast cell count with

poor granulation (Wiener et al., 2002), resistance to ovariectomy-induced osteoporosis

(Fitzpatrick et al., 2003), experimental asthma with low eosinophil count (Kozma et al.,

2003), very high leptin level (Fulo et al., 2003) and high autoantibody titer (Quintana

et al., 2004) with characteristic Th1 shift, characterized by very low IL-10 and IL-6,

elevated IFNg, high abortion rate and elevated natural killer cell (NK) count (Igaz et al.,

2001; Pár et al., 2003; Bene et al., 2004; Garaczi et al., 2004).

Using expression microarray we found more than 400 genes (mostly nonannotated

as yet), showing significantly different expression between histamine-deficient and

normal mice with identical genetic background (unpublished data).

Owing to the absence of histamine, a low molecular weight (112 Da) substance,

upon feeding with histamine, many phenotypes of the endogenously H deficient mice

Table 16.7 Database parameters of histamine metabolism and receptors of coding sequences

Gene Search sequence Accession number

HDC Human HDC mRNA NM_002112.1

H1R Human H1R mRNA NM_000861.1

H2R Human H2R complete cds M64799.1

H3R Human H3R mRNA NM_007232.1

H4R Human H4R mRNA AB044934.1

DAO Human HP-DAO2 mRNA, complete cds U11863.1

HNMT Human HNMT exons 1–6 U44106.1–U44111.1

cds, coding sequence.
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can be reversed just by feeding the mice with histamine-rich food. This situation

results in a diet-inducible ‘conditioned’ phenotype.

Uncovering the relationship between decarboxylase (including HDC) mRNAs,

enzyme expression levels with the primer amine metabolome patterns at a genome-

wide context seem to be one of the most exciting ‘metabolomic adventures’ in the

very close future of a post-genomic era.

16.10 Histamine Genomics on Databases

Database parameters of histamine metabolism and receptors of coding sequences are

provided in Table 16.7.

References

Azuma Y, Shinohara M, Wang PL, Hidaka A, Ohura K. 2001. Histamine inhibits chemotaxis,

phagocytosis, superoxide anion production and the production of TNFa and IL-12 by macrophages

via H2-receptors. Int Immunopharmac 1: 1867–1875.

Bene L, Sapi Z, Bajtai A, Buzas E, Szentmihalyi A, Arato A, Tulassay Z, Falus A. 2004. Partial

protection against dextran sodium sulphate induced colitis in histamine-deficient, histidine

decarboxylase knockout mice. J Pediatr Gastroenterol Nutr 39: 171–176.

Brandes LJ, Queen GM, LaBella FS. 1998. Potent interaction of histamine and polyamines at

microsomal cytochrome P450, nuclei, and chromatin from rat hepatocytes. J Cell Biochem 69:

233–243.

Buffoni F. 1966. Histaminase and related amine oxidases. Pharmac Rev 18: 1163–1199.
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Höcker M, Rosenberg I, Xavier R, Henihan RJ, Wiedenmann B, Rosewicz S, Posolsky DK, Wang

TC. 1998. Oxidative stress activates the human histidine decarboxylase promoter in AGS gastric

cancer cells. J Biol Chem 273: 23046–23054.
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17
The Histamine H4 Receptor: Drug
Discovery in the Post-genomic Era

Niall O’Donnell, Paul J. Dunford and Robin L. Thurmond

Abstract

This chapter describes a post-genomic pharmacology approach used to identify a new

histamine receptor, the histamine H4 receptor. The discovery of the histamine H4

receptor is indicative of the new frontier of genomics and reverse pharmacology: the

identification of an interesting sequence and the elucidation of that sequence’s function

despite a paucity of previously developed pharmacological knowledge. The availability

of genomic information has accelerated the identification of potential drug targets.

However, in many cases the function of the protein is not known and therefore selective

pharmacological agents are essential tools for uncovering the biological role of the

protein. This chapter discusses this process in relation to the histamine H4 receptor –

from the cloning of the receptor to the identification of selective ligands and the

discovery of the biological role for the receptor in inflammation and immune responses.

The data suggest that ligands to the histamine H4 receptor could have a variety of

applications, including the treatment of allergic and inflammatory conditions.

17.1 Introduction

The modulation of histamine receptors has proven therapeutically successful and

financially profitable for pharmaceutical companies. Histamine is a ubiquitous

mediator that is involved in many different physiological processes. The best

characterized of these are inflammation and gastric acid secretion. During inflamma-

tion histamine is released from preformed stores in mast cells and basophils, leading

to vasodilation and local swelling, typified by a wheal and flare response. This

response is blocked by histamine H1 receptor (H1R) antagonists such as diphenhy-

dramine, leading to their use in the treatment of inflammatory disorders and allergy

(Ash and Schild, 1966). Enterochromaffin-like cells in the gut control gastric acid

release and also release histamine. This effect of histamine is mediated by the
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histamine H2 receptor (H2R) and antagonists of this receptor are used for the

treatment of gastric acid disorders (Black et al., 1972).

Given the fact that histamine is such an important physiological mediator and that

together H1R and H2R antagonists have generated several blockbuster drugs, the

discovery of two new histamine receptors, H3 receptor (H3R) (Lovenberg et al., 1999)

and H4 receptor (H4R) (Oda et al., 2000; Zhu et al., 2001; Nguyen et al., 2001; Morse

et al., 2001; Liu et al., 2001; O’Reilly et al., 2002; Coge et al., 2001), in a short

period of time beginning in the late 1990s generated enormous excitement in the

scientific community. Of note was the difficulty in cloning these histamine-specific

G-protein-coupled receptors (GPCR). The pharmacology of H3R had been partially

elucidated previously (reviewed Leurs et al., 2005). However, the molecular identi-

fication and cloning, an essential step in the modern paradigm of small-molecule

inhibitor generation, proved elusive. The reasons for these difficulties are now clear;

traditional homology searches using H1R and H2R, as ‘backbones’ were unlikely to

work in the identification of these novel histamine receptors due lack of sequence

homology between H3R/H4R and H1R/H2R.

The discovery of H3R is representative of the traditional approach to drug

discovery where pharmacology led to the development of ligands before the sequence

of the receptor was known. However, the H4R is representative of a post-genomic

paradigm for drug discovery. That is, an interesting DNA sequence, bearing the

hallmarks of a drug target, is discovered that eventually leads to the development of

ligands as potential drugs. One drawback to such a genomics approach is that in most

cases the function of the receptor is not known and, therefore, selective ligands

become an essential tool for uncovering the biology.

This chapter describes a post-genomic pharmacology approach that has led to the

identification of selective ligands for H4R and the indication that they may be useful

for the treatment of inflammatory diseases. The chapter will give the background to

the cloning of the H3R and H4R, before focusing on the development of H4R-

selective ligands and the characterization of its role in inflammation. Preliminary

studies on H4R and specific antagonists suggest that another rich vein of histamine

receptor therapeutics, likely to generate more blockbusters and medical break-

throughs, could be on the horizon.

17.2 Cloning of H3R and H4R

The identification of the molecular structure of H4R owes much to the earlier

discovery of H3R. The existence of H3R had been shown pharmacologically in

1983, and was identified as a presynaptic autoreceptor (Arrang, Garbarg and

Schwartz, 1983; Leurs et al., 2005). However, the cloning of the gene for H3R

remained frustratingly slow, leading to suggestions that the receptor was not a GPCR.

The advent of reverse pharmacology added new vigor to the search (Mertens et al.,

2004, Wise, Jupe and Rees, 2004).

Rather than using degenerate PCR strategies based on known sequences in an

attempt to clone the desired receptor, the idea behind reverse pharmacology was to
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obtain putative GPCR based on general sequence homologies (e.g. the conical seven-

transmembrane domains). The putative GPCR could be expressed in cell lines and a

panel of ligands screened. Transfected cells that responded were likely to contain a

receptor specific for a given ligand, e.g. histamine. Thus, using a ligand as a ‘hook’,

the responding GCPR could be ‘caught’ and identified by their function, not just by

sequence homologies. The human genome project generated several hundred novel,

putative GPCR that could be deorphanized using this approach. Armed with sequence

information from H1R and H2R, and cognizant of the conserved bioamine sequence

motifs, Tim Lovenberg’s group at J&J PRD performed a large-scale search for

putative GPCRs. An expressed sequence tag (EST) from the Incyte EST library was

identified using a2-adrenergic receptor as a sequence query. This sequence

shared 35 per cent sequence homology with the seventh transmembrane (TM) domain

of a2-adrenergic receptor. Using this EST as a probe, a full-length 2.7 kb clone was

identified. Translation of this clone, designated GPCR97, indicated a protein of 445

amino acids with approximately 25 per cent homology to the biogenic amine receptor

superfamily. Most telling was the conserved biogenic amine receptor residues, e.g. an

aspartate in the third TM domain, discussed later. GPCR97 was expressed and

deorphanized using a cell-based assay system which indicated that the receptor

responded specifically to histamine, with a pharmacological profile matching that

previous identified for H3R (Lovenberg et al., 1999).

Examination of the sequence for H3R indicated why previous, exhaustive cloning

attempts based on H1R and H2R sequences had ended in frustration and failure: H3R

receptor exhibited only 22 per cent and 20 per cent sequence homology to H1R and

H2R, respectively. H3R was much more closely related to the a2a, a2c and muscarinic

acetylcholine receptors.

Armed with the H3R cloning breakthrough, Lovenberg then used the H3R sequence

as a basis for further homology searches. Searches using the H3R sequence as a query

of a human genomic database identified an unordered draft contiguous sequence. The

sequences were reassembled in the correct orientation, analysed using Genewise (the

Sanger Centre) and shown to share intron–exon junctions with H3R (Liu et al., 2001).

H3R is encoded by three exons, contrasting with the single exon of H1R and H2R. The

clone, designated GPCR105, was approximately 35 per cent identical to H3R,

possessed seven putative transmembrane domains, and exhibited all the conserved

residues seen in the class A GPCR, e.g. asparagine in TM I, aspartic acid in TM II and

three conserved prolines in TM V, VI and VII. In addition, GPCR105 possessed two

key conserved amino acids found in bioamine receptors: an aspartic acid at position

114 in TM III and a tryptophan at position 341 in TM VII. Transfection of the full-

length cloned putative receptor conferred the ability to bind histamine to transfected

cell lines. GPCR105 was redesignated as the histamine H4 receptor (H4R), a new

member of the histamine receptor family. Phylogenetic analysis (together with the

exon–intron organization) strongly suggests that H3R and H4R are not closely

related to H1R or H2R, and thus may have evolved from different ‘ancestor’ receptors

(Figure 17.1). Overall H4R gene, located on human chromosome 18, shared

40 per cent sequence identity with H3R. The binding of pharmacological compounds

to the transfected H4R indicated a profile distinct from H3R and the two ‘classic’
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histamine receptors. Perhaps the most striking feature of this new histamine receptor

was its expression profile: H4R was abundantly expressed in bone marrow and in

haematopoietic cells such as eosinophil, basophils and mast cells, and possibly

dendritic cells and leukocytes (Hofstra et al., 2003; Desai et al., 2004; Oda et al.,

2000; Zhu et al., 2001; Nguyen et al., 2001; Morse et al., 2001; Liu et al., 2001;

O’Reilly et al., 2002; Coge et al., 2001). Given the prominent role of histamine in

allergic responses and the central role of these cells types in allergic ailments, this

expression pattern, along with the stellar track record of previous anti-histamines in

the drug market, excited the interest of immunologists and drug companies.

17.3 Generation of H4R-Specific Antagonists

H4R bound a ligand of known importance in inflammatory responses, and had an

expression pattern suggesting a role in inflammation, but what was the actual function

of the receptor? In modern drug discovery the use of mice with deletions of targeted

genes has been central in validating targets. While valuable, this approach has

drawbacks: there is no guarantee that the mice will be viable, there may be functional

compensation or redundancy, and the insights obtained may only apply to mice.
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Figure 17.1 Phylogenetic tree showing the degree of homology between selected members of the

bioamine GPCR families. An initial pairwise and group alignments, and N-J tree were performed

using the CLUSTALX program. The tree was visualized and refined using NJPLOT.
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Another way to validate targets is to use more traditional pharmacological

approaches. The increasing complexity of histamine biology necessitates the gen-

eration of antagonists and agonists that are exquisitely specific for each of the four

known receptors. Without these tools the function of H4R would be extremely

difficult to distinguish from those of other receptors. For example, without specific

pharmacological tools, elucidation of a given receptor’s role in a signalling process

could only be inferred on cell types expressing two or more histamine receptors.

17.4 High-Throughput Screening

In order to aid understanding of the biology of H4R and to provide a pharmacological

lead for drug design, it was decided to screen a large library of compounds against the

expressed receptor (Jablonowski et al., 2003). Cell pellets from SK-N-MC cells

stably transfected with the human H4R were used in receptor binding assays using

radiolabelled histamine. This approach identified certain indolypiperazine com-

pounds that were shown to be specific, high-affinity H4R binders. A medicinal

chemistry effort led to the discovery of JNJ7777120 (Jablonowski et al., 2003). This

compound is a potent ligand for H4R and exhibits at least 1000-fold selectivity over

other the histamine receptors as well as having no cross-reactivity against 50 other

targets (Thurmond et al., 2004).

Receptor binding data only give an indication that a particular compound is a

ligand for the receptor. The creation of cell lines stably expressing H4R allows for

further elucidation of the functional aspects of compound binding, i.e. whether the

ligand is an agonist or antagonist. These assays require the identification of signalling

pathways activated by the receptor. Activation of H1R leads to changes in intracel-

lular calcium levels via Gaq-proteins, H2R signal through Gas-proteins, leading to

cAMP increases, and H3R activate Gai/o proteins, resulting in inhibition of cAMP

production (Table 17.1). As with H3R, histamine binding to H4R transfected into

Table 17.1 Comparison of the known histamine receptors

Receptor H1 H2 H3 H4

Protein homology

to H4R (%)

17 16 35 100

Exons One One Three Three

Ga protein and

signalling

mediator

Gaq

"Ca2þ
Gas

"cAMP

Gai/o

#cAMP

Gai/o

"Ca2þ

Tissue

expression

Ubiquitous Ubiquitous Neuronal cells Mast cells,

eosinophils

(dendritic and

T cells)

Function Bronchoconstriction

and vasodilation

Gastric acid

secretion

Neurotransmitter

release

Mast cell and

eosinophil

chemotaxis
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SK-N-MC cells resulted in an inhibition of forskolin-induced cAMP increases.

However, the effect was significantly less than that the H3R. The effect on cAMP

can be blocked by pretreating the cells with pertussis toxin (PTX), suggesting a role

for Gai/o proteins. Ligands such as thioperamide inhibit this response and therefore

are classified as antagonists or inverse agonists. Using such a system it was

determined that JNJ7777120 acts as an antagonist for H4R.

One note should be made regarding the use of transfected cell lines. The fact that

H4R can couple to a Gai/o receptor in this cell type and leads to inhibition of cAMP is

no indication of the actual coupling in the natural state. Indeed, an increase in

intracellular calcium can be observed when H4R is cotransfected with promiscuous or

chimeric G proteins like Gaqi5, Gaqi1/2, Gaqi3, Ga15 or Ga16. However, subsequent

studies using primary cells, discussed later, suggest that H4R does signal through

Gai/o family members to increase intracellular calcium levels (Hofstra et al., 2003).

17.5 Functional Studies

Cells transfected with the receptor of interest are great tools for screening potential

ligands and for their initial characterization. However, in the end, one must resort to

primary cells or in vivo systems in order to probe the physiological role of the

receptor in question. This is doubly true for histamine receptors, where an important

consideration in determining the biological function of the H4R is the potential ‘cross

signalling’ events generated by the other histamine receptors responding to the shared

ligand. Conflicting results might result from the presence of multiple histamine

receptors on the same cell type, each potentially with different biological functions.

Judicious use of specific histamine receptor antagonists (Table 17.2) and, where

available, histamine receptor knockout mice can ensure that the distinct roles of

histamine receptors can be elucidated. The use of pharmacological approaches alone

always leaves open the question of selectivity, whereas with knockout approaches

changes in development may mislead or mask the function of a target in adults.

Therefore, a dual genetic and pharmacological ablation of target function avoids

Table 17.2 Selected histamine receptor ligands and histamine receptor affinities (adapted from

Fung-Leung et al., 2004)

Ki (nM)

————————————————————

Compound Mechanism of action H1R H2R H3R H4R

Histamine Agonist 12 500 2 000 5.4 8.1

Diphenhydramine H1R antagonist 15 � >10 000 >10 000

Ranitidine H2R antagonist >10 000 85 >10 000 >10 000

R-a-methylhistamine H3R/H4R agonist >10 000 >10 000 0.7 146

JNJ5207852 H3R antagonist >10 000 >10 000 0.57 >10 000

Thioperamide H3R/H4R antagonist >10 000 >10 000 25 27

JNJ7777120 H4R antagonist >10 000 >10 000 5 000 4.1

400 CH17 THE HISTAMINE H4 RECEPTOR



these pitfalls and is an extremely powerful approach, aiding the definitive character-

ization of gene function. Furthermore, the viability and phenotypic analysis of mice

that lack H4R receptors can yield important information, e.g. the survival and normal

lifespan of mice lacking H4R are strongly indicative that the receptor is not essential

for murine and possibly human survival. Also, the administration of H4R agonists and

antagonists to mice lacking H4R is an important means of determining compound

specificity and elucidating the difference between toxicity induced by the compounds

versus toxicity induced by H4R blockage. Such information is useful in the drug

development pathway. With both H4R-selective antagonist and knockout mice in

hand, we set out to elucidate the function of the receptor in primary cells and in vivo.

In Vitro

Eosinophils are important effector cells in the late phase allergic response. Resident

generally in tissues, such as lung, intestinal and uteral systems, eosinpohils can

rapidly migrate towards inflamed tissues. Degranulation of eosinophils releases toxic

granule proteins and is believed to be an important factor in airway epithelial damage

and bronchial hyperreactivity in asthma. Early data indicated that there was a

histamine receptor in eosinophils that mediated histamine-induced chemotaxis and

calcium responses which was not H1R, H2R or H3R (Clark, Gallin and Kaplan, 1975;

Clark et al., 1977; Raible et al., 1994). The use of dual H3R–H4R ligands and

JNJ7777120, the specific H4R antagonist, provided definitive evidence that this

receptor was H4R (Ling et al., 2004; Buckland, Williams and Conroy, 2003).

Histamine induces chemotaxis of human eosinophils and antagonists specific for

the H4R are able to block this effect. Histamine signalling through H4R also leads to

actin polymerization, a key step in the polarization process required for chemotaxis,

as well as the upregulation of cell surface adhesion molecules, such as CD11b and

CD54 (Ling et al., 2004; Buckland, Williams and Conroy, 2003).

H4R is also expressed in mast cells. Mast cells are important early effector cells

in allergic disease. Binding of antigens to specific IgE on the surface of mast

cells causes the release of inflammatory mediators such as histamine, serotonin,

prostaglandins and leukotrienes. The correlative relationships between mast cells,

histamine and allergic diseases made this cell type an attractive starting point for

additional function studies. Purified mouse mast cells were shown to be chemotactic

towards histamine, with an associated calcium mobilization (Hofstra et al., 2003).

The inhibition of this migration by PTX was consistent with histamine receptor

signalling in these primary cells being mediated via the Gai/o G proteins. From

Table 17.1, it can be seen that both H1R and H4R ligation results in calcium

mobilization. However, the calcium response in mast cells can be blocked by PTX.

H1R calcium mobilization is not affected by PTX, suggesting different signalling

mechanisms and outcomes.

The histamine-induced chemotaxis and calcium mobilization in mast cells is

mediated by the H4R (Hofstra et al., 2003). Chemotactic migration in response to
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histamine (and calcium mobilization) was unaffected by specific H1R, H2R and H3R

antagonists, diphenhydramine, ranitidine and JNJ5207852, respectively, but could be

blocked by the dual H3R/H4R antagonist thioperamide and a H4R specific antagonists

(Figure 17.2). Strikingly, mast cells from mice lacking H4R did not show histamine

chemotactic responses and did not mobilize calcium in response to histamine. This

clearly illustrates the power of the combined pharmacological and genetic approaches

for gene function analysis The use of a specific H4R antagonist such as JNJ7777120

in combination with cells from H4R knockout mice clearly demonstrates a central

role for H4R in mast cell chemotaxis.

It should be noted that, compared with ‘traditional’ eosinophil chemotactic

signalling molecules, such as the chemokines eotaxin-2 and MCP-3, histamine is a

less potent chemotactic agent, although it appears to be just as efficacious. This is also

true for mast cell chemotaxis. Given the short half-life of histamine in circulation, it

seems likely that this histamine chemotactic event is local in nature, with tissue

concentrations of histamine rising rapidly in response to mast cell degranulation. This

triggers eosinophil homing to the site of mast cell degranulation. Further, histamine

appears to have an adjuvant effect, enhancing the chemotactic power of the

‘traditional’ chemokines mentioned.

In Vivo

The availability of a selective H4R antagonist allowed for the exploration of the in vivo

functions of the receptor. In vivo studies focusing on mast cell kinetics in the lung

reinforced the in vitro chemotactic findings (Thurmond et al., 2004). Immature mast

cells are known to migrate from the bone marrow to connective and mucosal tissues,

where they mature into separate phenotypes. During disease states such as asthma and

rhinitis local increases in mast cells numbers are apparent in the affected airway

tissues. Stem cell factor is likely the main driver of mast cell chemotaxis into

inflamed tissues, however, based on our in vitro findings, we were interested in

investigating a modulatory role for histamine, in this process. Mice were subjected to

aerosolized histamine, leading to increases in the total number of tracheal mast cells

and an increase in the number of mast cells in the epithelial cell layer (Thurmond

et al., 2004). Administration of JNJ7777120 decreased this mast cell migration
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Figure 17.2 Elucidation of the role of H4R-mediated mast cell chemotaxis in response to

histamine.
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toward the chemotactic gradient produced by histamine inhalation, thus suggesting a

chemotactic role for histamine in vivo. We postulate that antigen inhalation in rhinitis

or asthma sufferers leads to mucosal mast cell activation and release of a variety of

chemotactic signals, including histamine. This provides an amplification cascade with

an influx of more mast cells, increasing the allergic response. The ability of

JNJ7777120 to block this phenomenon suggests a potential role for H4R antagonism

in modulating allergic disease.

The fact that H4R antagonists had effects in vivo led us to investigate more general

roles in pathological responses. Given the inflammatory ‘guilt-by-association’ of H4R

expression, our early in vivo studies focused on general models of inflammation.

Peritonitis models in mice allowed us to probe for general anti-inflammatory

properties of H4R antagonists. Results showed that mice treated with JNJ7777120

or thioperimide had a reduction in infiltrating neutrophils after intra-peritoneal

zymosan or urate crystal injection (Thurmond et al., 2004; Desai et al., 2004).

These peritonitis models are mast cell-dependent and therefore the effects seen may

be mediated by H4R expressed on this cell type. Consistent with this, the antagonist

has no effect in inhibiting thioglycollate-induced peritonitis, which has been reported

to be mast cell independent (Ajuebor et al., 1999). Since it does not appear that the

H4R is expressed on neutrophils, it is probable that the decreased infiltration is a

secondary effect of H4R antagonism. In support of this, other workers have used

thioperamide in a zymosan pleurisy model to suggest a role for H4R in the release of

LTB4, a potent neutrophil chemoattractant, in this model (Takeshita, Bacon and

Gantner, 2004).

The role of the H4R in inflammation models, as well as its function in eosinophils

and mast cells, suggests a potential role in allergic disease. This hypothesis was

explored in a mouse model of asthma. Mice were sensitized to ovalbumin before

being challenged repeatedly over 4 days with inhaled ovalbumin. Cells counts of the

bronchoalveolar lavage fluid from the mice showed a 50 per cent reduction in

eosinophils in the lung after H4R antagonist administration (Figure 17.3; Desai

et al., 2004). Thus, it appears that H4R antagonists can attenuate inflammatory cell

influx into the lung, suggesting that they may have beneficial effects in treating

allergic rhinitis or asthma in humans.
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Figure 17.3 H4R antagonist reduces eosinophil influx into the lung in a mouse model of asthma

(V, vehicle-treated animals; H4R, H4R antagonist-treated).
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Allergic dermatological diseases display similar aetiology and immunology

to allergic airway diseases in that skin mast cells, stimulated via allergen-specific

IgE, liberate histamine and other inflammatory mediators to cause acute and

chronic inflammatory sequalae. A main symptom of atopic dermal inflammation is

itch. Recently it has been reported that thioperamide can block histamine-mediated

itch in mice (Bell, McQueen and Rees, 2004). The involvement of H3R, however,

in these responses could not be fully disproved with the pharmacological tools

available. These findings need to be expanded with the use of specific agonists and

antagonists, and in knockout mice, but could have important implications for

the future treatment of dermatitis and itch, which are poorly managed by non-

sedating H1R antagonists.

17.6 Future Prospects

The work with the H4R clearly illustrates the strategies and hurdles of drug discovery

in the post-genomic age. Classical pharmacology had correctly identified and

characterized H3R. However, the cloning proved intractable until the combination

of in silico sequence searches of the human genome, available in the genomic age,

and the advent of reverse pharmacology. The discovery of H4R is indicative of the

new frontier of genomics and reverse pharmacology: the identification of an

interesting sequence and the elucidation of that sequence’s function despite a paucity

of previously developed pharmacological knowledge.

Identification of interesting sequences is relatively easy; determining the function

of the sequences is more difficult. Elucidation of function requires information from

genomic tools, i.e. when and where the protein is expressed, but also pharmacological

information, i.e. selective ligands. The unique expression pattern of H4R, the

receptor’s high affinity for histamine relative to H1R and H2R, and the very different

route of calcium mobilization with H4R ligation compared with H1R, suggests a

distinct and central role for H4R in inflammatory responses. The initial correlation-

based postulates, linking H4R to a role in allergy and inflammation, based largely on

the nature of the ligand and the expression pattern of the receptor, have been proven

largely correct. Blocking chemotactic responses in mast cells, eosinophils and

possibly basophils in response to the inflammatory release of histamine at the site

of insult by H4R antagonists may be important in relieving many disease pathologies.

In an allergic response large amounts of histamine can be generated locally by mast

cells in response to local antigen exposure. The trafficking of mast cells, eosinophils

and basophils, cells with robust H4R expression, to the sites of inflammation often

correlates with disease severity. It appears that histamine may play an important role

in this recruitment. Blocking this process could be of great therapeutic benefit to

allergic disease sufferers. In addition, H4R antagonists have been shown to be

efficacious in a variety of mouse models of human disease, including inflammation

and asthma. Thus the potential for H4R antagonists to bring relief to disease sufferers

seems promising.
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18
Application of Microarray
Technology to Bronchial Asthma

Kenji Izuhara, Kazuhiko Arima, Sachiko Kanaji, Kiyonari Masumoto
and Taisuke Kanaji

Abstract

Bronchial asthma is a disorder affected by genetic and environmental factors. It is

widely accepted that it is a Th2-type inflammation originating in the lung and caused by

inhalation of ubiquitous allergens. However, the complicated and diverse pathogenesis

of this disease is yet to be clarified. Microarray technology is a powerful tool to analyse

whole gene expression profiling under given conditions. Several attempts to clarify the

pathogenesis of bronchial asthma have been carried out using microarray technology,

providing us with some novel pathogenic mechanisms of bronchial asthma as well as

information about gene expression profiling. In this article, we review the outcomes of

these analyses by the microarray approach as applied to bronchial asthma.

18.1 Introduction

The human genome project has been completed, and we are now in the postgenomic

era. At present, a lot of attention is being paid to the ‘transcriptome’, meaning the

complete set of transcribed genes expressed as mRNAs, because only 5 per cent of

genes are active in a particular cell at any given point in time and gene expression

forms part of our knowledge of the role of genes in human diseases (Russo, Zegar and

Giordano, 2003; Sevenet and Cussenot, 2003). Microarray technology is now the

most powerful tool for generating massive parallel gene expression profiling (Butte,

2002; Churchill, 2002; Xiang et al., 2003). Other methods, such as differential

display or serial analysis of gene expression (SAGE), are technically complex

(Sevenet and Cussenot, 2003). In contrast, the microarrays are easier to use, do not

require large-scale DNA sequencing, and allow parallel quantification of thousands of

genes from multiple samples (Russo, Zegar and Giordano, 2003; Izuhara et al., 2004).

Immunogenomics and Human Disease Edited by András Falus
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It is hoped that application of microarray technology will help us to refine and

redefine disease diagnosis (prediction of diseases severity, discovery of disease class),

disease outcomes and prognosis (prediction of treatment response or prognosis in

advance of the initiation of therapy), and disease treatment (discovery of biological

pathways of disease or new targets for therapy; Dudda-Subramanya et al., 2003;

Sevenet and Cussenot, 2003).

Validation of the pathological roles of the identified genes is simple (Williams,

2003; Figure 18.1). The first step is the investigation of the relationship with a

particular disease at the mRNA level. The next step is the confirmation of expression

of the resultant protein product in the disease. The last is characterization of the

function of the product in the disease. Information from each step can be used at each

stage of clinical application: diagnosis, outcomes and prognosis, and treatment

(Figure 18.1). However, the most difficult step is the last, characterizing the function

of the product, because most human diseases are pathologically complex and

heterogeneous. Bronchial asthma is particularly so. Multiple genetic and environ-

mental factors predispose people to it, and various cells and mediators are involved

(Holgate, 1999). To deal with such a complexity, the design of microarray experi-

ments is critical.

Application of microarray technology to the clarification of the pathogenesis of

bronchial asthma is classified into four strategies (Figure 18.2). ‘Study condition’ to

analyse the expression genes may include comparison between samples derived from

asthmatic and normal subjects as a broad condition, or comparison between samples

in the presence or absence of a particular stimulus as a specific condition. In addition,

‘sample source’ may be lung tissues as a broad condition or particular cells as a

specific condition. The various combinations of ‘study condition’ and ‘sample source’

yield four strategies. The comparison of asthma patients vs normal donors as ‘study

condition’, or the analysis of lung tissues as ‘sample source’, has the advantage of

covering broader phenotypic changes of bronchial asthma. In contrast, the compar-
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Figure 18.1 Validation cascade and clinical relevance of the identified genes.
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ison of the effects of a particular stimulus as ‘study condition’, or the analysis of

particular cells as ‘sample source’, has the advantage of focusing on identification of

the genes correlated with a particular pathological aspect of bronchial asthma. Several

trials have been performed based on each strategy, leading to novel pathological

mechanisms of bronchial asthma. It is important to perform minute investigations for

the involved cells or stimuli, when either broader ‘study condition’ or ‘sample source’

is selected. Conversely, it is important to study the role of the identified gene product

in the whole pathogenesis of bronchial asthma, in the case of a particular ‘study

condition’ or ‘sample source’. We next describe results based on these strategies

(Table 18.1).

Broad
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Figure 18.2 Strategies for applying microarray technology to bronchial asthma.

Table 18.1 Summary of the applications of microarray technology to bronchial asthma

Source Species/cell Condition Reference

Lung tissue Mouse Ovalubumin-inducible

asthma

Aspergillus-inducible asthma

Zimmermann et al.

(2003)

A/J vs C3H/HeJ Karp et al. (2000)

ADA-deficient Banerjee et al. (2002)

Monkey Ascaris-inducible asthma

IL-4-inducible asthma

Zou et al. (2002)

Human Asthmatic vs healthy Laprise et al. (2004)

Particular cell PBMC Asthmatic vs healthy Brutsche et al. (2001)

T cell Th1 vs Th2 Li et al. (2001)

Mast cell � PMA/ionophore Cho et al. (2000, 2003)

Eosinophil � IL-5 Temple et al. (2001)

Macrophage � IL-4 Welch et al. (2002)

� DEP Verheyen et al. (2004)

BEC

BSMC

Fibroblast

� IL-13 Lee et al. (2001)

BEC � IL-4/IL-13 Yuyama et al. (2002)

BSMC � IL-13 Syed et al. (2005)
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18.2 Lung Tissue as ‘Source’

Mouse

Ovalubumin sensitization is a typical way of generating asthma-model mice. In

addition, Aspergillus is a ubiquitous and common aeroallergen. Zimmermann et al.

(2003) tried to identify inducible genes in lung tissue derived from ovalubumin- or

Aspergillus-inducible asthmatic mice, finding that 291 genes overlapped among the

identified genes. Among the overlapping genes, expression of arginase I, arginase II

and cationic amino acid transporter 2 (CAT) was significantly augmented. These

three molecules are involved in the uptake and metabolism of arginine, but their

precise role in the pathogenesis of bronchial asthma is unclear. However, because

arginine is metabolized to nitric oxide (NO) by NO synthase, induction of arginase I,

arginase II and CAT may affect NO synthesis. Alternatively, induction of these

molecules may enhance collagen synthesis. Furthermore, the cells predominantly

expressing arginase turn out to be macrophages, and expression of arginase I and

arginase II is enhanced by IL-4 and IL-13, abundantly expressed in the lung tissues of

asthmatic mice.

It is known that A/J mice and C3H/HeJ mice are highly susceptible to and highly

resistant to allergen-inducing airway hyper-responsiveness (AHR), respectively. Karp

et al. (2000) designed a unique experiment using microarray technology to try to

identify a susceptibility factor to explain this difference. They found that, among

7350 genes, 227 exhibited great change in expression, and paid attention to a

complement C5 among the listed genes, because C5 was situated near a locus

correlated with allergen-induced bronchial hyper-responsiveness. It turned out that A/

J mice, but not C3H/HeJ mice, have a 2 bp deletion in the 50 exon of the C5 gene that

renders them deficient in C5 mRNA and protein production. Furthermore, they found

that C5 induced IL-12 production in monocytes. These results indicated that C5 is

involved in determining susceptibility to bronchial asthma by inducing IL-12

production, which counterbalances Th2-type immune responses.

Adenosine deaminase (ADA)-deficient mice show a combined immunodeficiency

that has been linked to profound disturbances in purine metabolism. ADA-deficient

mice also develop asthmatic features such as lung eosinophilia, IgE elevation and

mucus hypersecretion. To clarify the mechanism of the link between ADA deficiency

and eosinophilia, Banerjee et al. (2002) investigated genes expressed in lung tissues

in ADA-deficient mice, and found that several genes mediating eosinophil trafficking

– such as MCP-3, CD32 and osteopontin – were included in the list.

Monkey

IL-4 is a Th2 cytokine, which has an important role in the pathogenesis of bronchial

asthma. IL-4 acts on B cells, inducing IgE synthesis, and also acts on various cells

including resident cells in the lung tissue (Izuhara et al., 2002). The allergic monkey
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(Macaca fascicularis) has a natural hypersensitivity to the antigen of the nematode

Ascaris, developing IgE-mediated allergic reactions. Zou et al. (2002) tried to

identify Ascaris- or IL-4-inducible genes in lung tissues derived from these asthmatic

monkeys by the microarray approach. Expression of MCP-1, MCP-3, eotaxin

(chemokine), VCAM-1 (adhesion molecule), TIMP-1, the plasminogen activator inhi-

bitor type-1 (PAI-1), chitinase and �1-antichymotrypsin (proteinase/proteinase inhibitor)

showed significant increases in both conditioned monkeys. MCP-1, MCP-3 and eotaxin

are known to recruit Th2 cells, eosinophils, basophils, macrophages and dendritic cells.

TIMP-1, PAI-1 and chitinase are thought to be involved in tissue remodelling.

Human

Laprise et al. (2004) performed bronchial biopsies against four healthy subjects and

eight asthma patients and then applied the pooled samples to microarray analysis.

Thus far, this is the only report directly comparing the gene expression profiles of

bronchial tissues of asthma patients and of normal donors. They found that, among

about 6000 genes, 79 showed significant differences in expression, and classified 74

of the 79 into 12 functional categories such as immune signalling molecules,

extracellular proteins, proteolytic enzymes, and so on. These genes include nitric

oxide synthase 2A, CD14 antigen, T cell receptor � locus, RANTES, mucin, tryptase

and cathepsin C, and have all been shown in previous studies to be up-regulated and

associated with asthma. Glutathione peroxidase 3, an important antioxidant enzyme,

was also confirmed to be reduced in asthma, as previously described. The fractalkine

receptor (CX3CR1), which binds to fractalkine, a pro-Th1 membrane-bound chemo-

kine, was downregulated in asthma samples.

18.3 Particular Cell as ‘Source’

Immune cell

Peripheral blood mononuclear cell

Brutsche et al. (2001) compared gene expression of peripheral blood mononuclear

cells (PBMCs) derived from healthy donors, atopic asthma patients and atopic non-

asthmatic patients, and found that 12 genes (including IL-6, IL-1 type I receptor and

myc) were upregulated in asthmatic subjects. However, it remains unclear which cell

in PBMCs expresses these genes.

T cell

It is widely accepted that bronchial asthma is a Th2-type inflammation originating in

lung caused by inhalation of ubiquitous allergens (Wills-Karp, 2001; Umetsu, Akbari
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and Dekruyff, 2003). High expression of Th2 cytokines such as IL-4, IL-5, IL-9 and

IL-13 in the lesions is a cardinal feature of bronchial asthma (Robinson et al., 1992;

Huang et al., 1995; Kotsimbos, Ernst and Hamid, 1996; Humbert et al., 1997; Bodey

et al., 1999). Therefore, it is of interest to investigate dominantly expressed genes in

Th1 or Th2 cells. Li et al. (2001) compared gene expression in human Th1 and Th2

clones, and found that 14 genes are specifically expressed in Th2 clones. STAT6, a

transcriptional factor critical for IL-4/IL-13 signals, was included in these genes, and

its product was augmented in bronchoalveolar lavage cells derived from asthma

patients.

Mast cell

Mast cells are multifunctional effector cells, playing an important role in many

inflammatory and pathologic processes of bronchial asthma. Cho et al. (2000, 2003)

tried to identify inducible genes in a human mast cell line, HMC-1, activated by

phorbol ester (PMA) and calcium ionophore, finding that expression of PAI-1 and

activin A was up-regulated. Expression of both PAI-1 and activin A was observed in

lung mast cells derived from asthma patients. Induction of PAI-1 in asthmatic monkey

lung was observed by Zou et al. (2002). PAI-1 inhibits the plasminogen activator

converting plasminogen to plasmin, which enhances proteolytic degradation of the

extracellular matrix. Activin A is a member of the TGF-b superfamily, involved in

inflammatory and wound repairing processes. These results have indicated that

activated mast cells have an important role in airway remodeling by secreting PAI-

1 and/or activin A.

Eosinophil

Eosinophil infiltration is another cardinal feature of bronchial asthma. Eosinophils

play a critical role in airway remodelling of bronchial asthma (Humbles et al., 2004;

Lee et al., 2004). In contrast, IL-5 is a potent factor for survival of eosinophils. To

clarify the anti-apoptotic mechanism of IL-5 on eosinophils, Temple et al. (2001)

combined microarray analyses of IL-5-induced genes in primary eosinophils and

downregulated genes in IL-5-withdrawn TF-1.8 cells. Four genes – Pim-1, DSP-5,

CD24 and SLP-76 – were included in both groups. These four gene products are

either anti-apoptotic factors or have a strong role in anti-apoptotic signalling path-

ways. These results suggested that IL-5 exerts anti-apoptotic actions on eosinophils

by inducing these gene products.

Monocyte

Antigen-presenting cells such as dendritic cells and macrophages recognize various

allergens invading the body, and present these to naive T cells, inducing T cell
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activation and differentiation. To clarify activation or differentiation mechanisms of

macrophages, Welch et al. (2002) analysed expression genes in thioglycolate-elicited

macrophages stimulated by IL-4. Expression of Ym1 and arginase showed the highest

induction. Ym1 might act as a chitinase, protecting against chitin-containing micro-

organisms such as parasite, fungi and bacteria. This induction of a chitinase-like

protein may coincide with induction of acidic mammalian chininase (AMCase) by IL-13

in epithelial cells and macrophages (Zhu et al., 2004). Arginase is involved in NO

synthesis, and this result is in accordance with the report of Zimmermann et al. (2003).

Diesel exhaust particles (DEP), constituting a fraction of an aerodynamic diameter

of less than 10 mm, are coated with polycyclic aromatic hydrocarbons and nitro-

polyaromatic hydrocarbons. DEP is thought to be an important air pollutant,

exacerbating allergic inflammation. To analyse the effects of DEP on macrophages,

Verheyen et al. (2004) studied genes expressed in a human monocytic cell line,

THP-1 cells, exposed to DEP. They found that several genes changed their expression

and particularly that CYP1B1 correlated with metabolism of polycyclic aromatic

hydrocarbons was induced.

Nonimmune cell

Bronchial epithelial cell and lung fibroblast

IL-13 is a member of the Th2-type cytokines, thought to play key roles in the

pathogenesis of bronchial asthma (Corry, 1999; Izuhara, 2003; Wills-Karp and

Chiaramonte, 2003). Administration of IL-13 in mice has shown that IL-13 induces

asthma-like phenotypes independent of lymphocytes (Grünig et al., 1998; Wills-Karp

et al., 1998). In particular, the action of IL-13 on bronchial epithelial cells (BECs) is

crucial for generation of airway hyper-responsiveness and mucous production (Zhu

et al., 1999; Kuperman et al., 2002). Furthermore, in humans, the IL13 variant

Gln110Arg is genetically associated with bronchial asthma (Heinzmann et al., 2000;

Arima et al., 2002). Therefore, great attention has been paid to identifying IL-13-

inducible genes in resident cells of the bronchial tissue, particularly BECs. Lee et al.

(2001) analysed IL-13-inducible genes in BECs, bronchial smooth muscle cells

(BSMCs) and lung fibroblasts. The induced genes in BECs included OTF-2

(transcription factor), bigycan, tenascin-C (extracellular matrix protein), SCCA2,

cathepsin C (protease/protease inhibitor) and phosphotyrosine phasphatase MEG

(signalling molecule). The induced genes in BSMCs included JNK1b2, Fgr (signal-

ling molecule), CXCR2 (chemokine receptor), sarcolipin, dystroglycan-associated

protein, smooth muscle myosin heavy chain, (contractile protein), KCNQ2 (ion

channel) and bFGF (secreted protein). Furthermore, the induced genes in lung

fibroblasts included MCP-1 and IL-6 (secreted protein). Very few genes overlapped

in expression profiling of these three kinds of cells.

IL-4 is another Th2 cytokine sharing receptor and signalling pathways with IL-13

(Izuhara, Arima and Yasunaga, 2002). STAT6 is a critical transcription factor for both
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IL-4 and IL-13, so biological activities of these cytokines are similar. Therefore, we

identified the genes induced by either IL-13 or IL-4 in human BECs using the

microarray approach and found that 12 genes overlapped between two conditioned

analyses (Yuyama et al., 2002). The overlapped genes were SCCA1, SCCA2,

carboxypeptidase M, cathepsin C (protease/protease inhibitor), periostin, tenascin C

(extracellular matrix protein), IL-13R�2, endothelin-A receptor (receptor), CYP1B1,

carbonic anhydrase II (metabolizing enzyme), KAL1 (secreted protein) and DD96

(unknown protein) (Yuyama et al., 2002). Induction of SCCA2, cathepsin C and

tenascin C was also observed in other microarray analyses (Lee et al., 2001; Laprise

et al., 2004). We confirmed that expression of four genes among these 12 – SCCA1,

SCCA2, KAL1 and DD96 – was upregulated or present in asthma samples taken by

bronchial biopsies. Serum levels of SCCA were high in asthmatic children particu-

larly at the attack phase, and correlated with the serum level of IL-13 (Yuyama et al.,

2002; Nishi et al., 2005). These results suggested that SCCA is a novel biomarker for

bronchial asthma. We recently found that SCCA is also a good biomarker for atopic

dermatitis (Mitsuishi et al., in press). It is known that SCCA1 and SCCA2 are serine/

cysteine proteinase inhibitors; however, the roles of these molecules in the pathogen-

esis of bronchial asthma remain obscure. We found that SCCA2 inhibited the cysteine

proteinase activity of a major mite allergen, Der p 1 (Sakata et al., 2004), indicating

the possibility that these molecules may have a protective role against an extrinsic

proteinase activity derived from microorganisms. Furthermore, IL-13R�2 acts as a

decoy receptor, inhibiting the IL-13 signal (Bernard et al., 2001; Kawakami et al.,

2001; Arima et al., 2002; Wood et al., 2003; Chiaramonte et al., 2003; Yasunaga et

al., 2003). Together with the results of our microarray analysis, these findings suggest

that induction of IL-13R�2 is associated with negative feedback regulation for the IL-

13 signal in BECs.

Bronchial smooth muscle cell

In addition to the report of Lee et al. (2001), Syed et al. (2005) analysed genes

expressed in human BSMCs stimulated by IL-13. Expression of VCAM-1 (adhesion

molecule), IL-13R�2, tenascin C and histamine H1 receptor was augmented,

although the fold changes were low. The identified genes did not overlap with

those reported by Lee et al. (2001).

18.4 Conclusions

In summary, the microarray analyses that have been performed so far have provided

us not only with information about gene expression profiling, but also some novel

pathogenic mechanisms of bronchial asthma. Application of microarray technology,

using either broad or specific ‘sample source’ or ‘study condition’, has both

advantages and disadvantages in clarifying the pathogenesis of bronchial asthma. It
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is of great importance to combine each result to further characterize the function of

the gene products in bronchial asthma.
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19
Genomic Investigation of Asthma
in Human and Animal Models

Csaba Szalai

Abstract

Asthma is a pulmonary disease characterized by increased bronchial responsiveness to a

variety of stimuli. It is the most common chronic disease of childhood and the most

frequent reason for paediatric hospital admission, and its incidence is on the rise. Several

studies have suggested that asthma is a multifactorial disease influenced by genetic and

environmental factors. In this review I will systematically summarize collective

evidence from linkage and association studies that have consistently reported suggestive

linkage or association of asthma or its associated phenotypes to polymorphic markers

and single nucleotide polymorphisms in selected chromosomes. Next, I will show some

results from animal models of asthma investigating the pathomechanism and the

genomic background of the disease.

19.1 Introduction

Asthma is a pulmonary disease characterized by intermittent narrowing of the small

airways of the lung with subsequent airflow obstruction, increased bronchial respon-

siveness to a variety of stimuli and symptoms of wheeze, cough and breathlessness.

The majority of asthmatics are also atopic, with manifestation of allergic diathesis

including clinical allergy to aeroallergens and foods, or subclinical allergy manifest

by skin test reactivity to allergen or elevated serum IgE. Allergic asthma can present

for the first time at any age, but the incidence is highest in children (Dodge and

Burrows, 1980). It is the most common chronic disease of childhood and the most

frequent reason for paediatric hospital admission, and its incidence is on the rise

(Mannino et al., 1998). A doctor-diagnosed asthma in populations with developed

health services is typically reported by about 5 per cent (Janson et al., 1997) of those

aged 20–44 years and in more than 10 per cent of children (ISAAC Steering
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Committee, 1998). Prevalence rates tend to be highest in economically developed

countries with a temperate climate and low in rural subsistence and economically

developing communities, and they increase with adoption of a more affluent lifestyle

(Janson et al., 1997). The increased prevalence of asthma over time in the developed

world seems to be part of a generalized trend of increasing prevalence of allergic

sensitization and allergic disease.

One increasingly popular explanation for the rise in disease prevalence is referred

to as the ‘hygiene hypothesis’. This hypothesis states that early childhood infections

alter the TH1/TH2 balance or directly prevent TH2-mediated immune responses and

so inhibit the tendency to develop allergic disease (Strachan, 1989). Regardless of the

specific nature of the changing environmental influences, it is most probable that

changes in environmental exposures have led to the expression of asthmatic

phenotypes in previously unaffected, but genetically susceptible, individuals.

Previous studies suggest that asthma is a multifactorial disease influenced by

genetic and environmental factors (CGSA, 1997). Studies of twins have shown

generally that concordance rates for asthma are significantly higher in monozygotic

twins than dizygotic twins, and that the heritability of asthma varies between 36 and

79 per cent (Weiss and Raby, 2004). Importantly, there is evidence that genetic

liability for asthma, airway responsiveness and allergic traits are regulated through

distinct loci, although there is probably some shared overlap as well (Barnes, 2000).

Given the likely presence of genes of strong effect, it is a reasonable expectation

that understanding the genetics of asthma will lead to improvements in its diagnosis,

prevention and treatment. As a result, programmes aimed at the discovery of genes

that predispose individuals to this illness are being carried out worldwide. Studies on

the genetics of asthma are hampered by the fact that there is no standard definition of

asthma (Tattersfield et al., 2002). Attempts to define asthma have generally resulted

in descriptive statements invoking notions of variable airflow obstruction over

short periods of time, sometimes in association with markers of airway hyper-

responsiveness (AHR) and cellular pathology of the airway; they have not, however,

provided validated quantitative criteria for these characteristics to enable diagnosis of

asthma to be standardized for clinical, epidemiological or genetic purposes. For this

reason, investigators have defined and commonly used objective quantitative traits,

such as total and specific immunoglobulin E (IgE) levels, AHR and skin prick test, as

surrogate markers of asthma. The danger in using these intermediate phenotypes is

the assumption that their genetic basis is the same as that of the disease and that they

represent the full range of disease states. For example, although atopy is one of the

strongest risk factors for asthma, it alone is not sufficient to induce asthma, as many

atopic individuals do not have asthmatic symptoms.

The other difficulty that hampers the efforts to identify the specific genes involved

in asthma is the multigenic nature of the disease. This means that more than one gene

in each individual might interact to produce the disease phenotype (polygenic

inheritance), different disease alleles might exist in different individuals (genetic

heterogeneity) and interaction with the environment might lead to incomplete

penetrance. An individual might also develop disease owing to environmental factors
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alone (phenocopy). By contrast with single-gene disorders, genes that predispose to

asthma will not usually contain mutations that lead to a gross aberration in function.

Most often they will be variants of normal genes, the evolutionary advantages of

which have become obscure (Anderson and Cookson, 1999).

19.2 Methods for Localization of Asthma Susceptibility Genes

Despite these obstacles, tremendous effort has been expended over the past decade to

find the genes and map the chromosomal locations that are involved in susceptibility

to asthma. There are two general methods possible for identifying genetic effects on a

disease. The first is the ‘candidate gene approach’, the second is the ‘genome-wide

screen approach’ also known as ‘positional cloning’.

‘Candidate genes’ are selected because their biological function suggests that they

could play a role in the pathogenesis of asthma. Association studies between variation

in these candidate genes and asthma-related phenotypes are mostly conducted in

unrelated case and unrelated control samples by comparing allele or genotype

frequencies between samples. Controls for association studies are often derived

from the population that shares ethnic or geographic similarities with the cases.

Alternatively, family-based controls can be used, in which control subjects are

selected from families of affected probands. The advantages of association studies

include their independence from inheritance models, superior power to detect

susceptibility genes and their applicability to populations as well as families. This

approach is powerful if the susceptibility gene is indeed one of the candidates

selected for study. However, because there is a multitude of potential candidate genes

for a complex disease such as asthma, the work involved in a comprehensive

candidate-gene approach might be overwhelming without prior support from

genome-wide screens. In addition, as it is now recognized that the results of

individual polymorphism studies might be misleading, the candidate-gene approach

has evolved such that multiple variants are evaluated simultaneously (Wills-Karp and

Ewart, 2004).

In contrast to the candidate gene studies, the genome-wide screens do not require

prior knowledge of the pathomechanism of the disease. The genome-wide screen

method investigates the whole genome using microsatellite markers [or in the future

single-nucleotide polymorphisms (SNPs)] through linkage analysis. Genetic linkage

analysis is performed by LOD (logarithm of odds) score analysis. This method

assesses the likelihood that a trait cosegregates with a marker, which is expressed as

an LOD score, i.e. the log of the ratio of the likelihood of linkage and the likelihood

of no linkage. A value of þ3 is traditionally taken as evidence for linkage and a value

of �2 is considered evidence against linkage.

The hypothesis-independent nature of this approach means that it might more

reliably identify susceptibility genes, particularly those in pathways that are not

obviously implicated in the asthma phenotype. However, genome-wide screens are

costly, labour-intensive and can suffer from lack of statistical power. In addition,
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when this approach identifies linkage regions, they are generally broad chromosomal

regions that contain many genes that could potentially be the source of the effect. So

the move from broad linkage regions to causal genes requires additional approaches,

including fine mapping and positional cloning of genes within these narrowed regions

(Wills-Karp and Ewart, 2004).

Statistical power has been an important problem in conducting genome-wide

screens for complex genetic diseases such as asthma. Clearly, the best solution is

to study large populations. However, this is not always feasible. Nonetheless, the few

studies that have met the stringent requirements for genome-wide linkage have been

those that have studied large, more homogenous populations. The lack of replication

of some regions in independent studies might reflect true genetic heterogeneity,

insufficient power to detect linkages in replicative studies, differences in the strategies

for collecting subjects or differences in the phenotype definition between the

individual studies. Indeed, a recent study that compared linkage data derived from

differing ethnic backgrounds – in which the ascertainment schemes, phenotypic

definitions and analytic approaches were held constant – underlines the importance of

genetic heterogeneity in defining asthma genes. Thus, there is a possibility that genes

identified in homogenous populations will not be applicable to other ethnic back-

grounds. Nonetheless, as I discuss below, follow-up studies of several of these

chromosomal regions have yielded exciting new asthma genes.

19.3 Results of the Association Studies and Genome-Wide
Screens in Humans

Until the beginning of 2005 more than 300 gene association studies for asthma were

published and they identified more than 70 genes as potential susceptibility loci

(Hoffjan, Nicolae and Ober, 2003). Some genes were associated with asthma

phenotypes rather consistently across studies and populations. In particular, variation

in eight genes has been associated with asthma phenotypes in five or more studies:

interleukin-4 (IL-4), interleukin-13 (IL-13), b2 adrenergic receptor (ADRB2), human

leukocyte antigen (HLA) DRB1, tumour necrosis factor-a (TNF-a), lymphotoxin-a
(LTA), high-affinity IgE receptor (FceRI-b) and IL-4 receptor (IL-4R). These loci

probably represent true asthma or atopy susceptibility loci or genes important for

disease modification. Chromosomal localization and possible function of some

candidate genes in asthma and related diseases are presented in Table 19.1.

The genetic complexity of asthma is underlined by the results of genome-wide

screens, which have highlighted 20 genomic regions as being likely to contain asthma

susceptibility genes. The size of these linked regions (10–20 million base pairs)

means that they typically harbour hundreds of candidate genes. For the most part,

each study has indicated that several loci are linked to asthma or related traits,

supporting the multigenic model for the disease. However, few of the reported

linkages have met the accepted criteria for significant genome-wide linkage. This

lack of clear front-runners has made it difficult to set priorities for narrowing gene
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regions and gene discovery. Despite this, many of these linkages have been replicated

in multiple screens. The consistency with which these regions have been detected in

asthma scans indicates that they might indeed contain asthma-susceptibility genes.

Next I will systematically summarize collective evidence from linkage and

association studies that have consistently reported suggestive linkage or association

of asthma or its associated phenotypes to polymorphic markers and SNPs in selected

chromosomes.

Chromosome 2

Evidence for linkage of asthma and related phenotypes to chromosome 2q arm has

been reported in several studies (Wjst et al., 1999; Allen et al., 2003). Mouse genome

screens have also linked AHR to the region homologous to 2q in the human (De

Sanctis et al., 1995).

This 2q14 region includes the IL-1 gene family. Single-marker, two-locus and

three-locus haplotype analysis of SNPs yielded several significant results for asthma

(p < 0.05–0.0021) for the human IL1RN gene encoding the IL-1 receptor antagonist

protein, an anti-inflammatory cytokine that plays an important role in maintaining the

balance between inflammatory and anti-inflammatory cytokines (Gohlke et al., 2004).

The study was carried out in a German population and was replicated and confirmed

in an independent Italian family sample. Furthermore, a single G/T base exchange at

þ4845 in exon 5 of the IL1A gene results in an amino acid substitution of alanine for

serine. This SNP and a haplotype of the IL1A, IL1B and IL1RN genes containing the

same SNP as IL1A have recently been shown to be associated with atopy in

nonasthmatic adults.

The 2q33 region harbours the candidate gene cytotoxic T-lymphocyte antigen 4

(CTLA-4), an important regulator of T-cell activation and differentiation. Transmis-

sion disequilibrium test analysis showed that several SNPs in the CTLA-4 gene were

significantly associated with serum IgE levels, allergy, asthma and FEV1 per cent

(forced expiratory volume 1 s) predicted below 80 per cent, but not with AHR, and

CTLA-4 polymorphisms of potentially direct pathogenic significance in atopic

disorders were identified. The particular SNP alleles found to be positively associated

with these phenotypes were previously shown to be associated negatively with

autoimmune disorders. Since autoimmune disorders are TH1-skewed diseases

and asthma and atopic diseases are TH2 diseases, these data suggest a role for

CTLA-4 polymorphisms in determining the TH1/TH2 balance (Munthe-Kaas et al.,

2004).

Allen and colleagues positionally cloned a novel asthma gene through an effort that

was aimed at mining the candidate linkage region on 2q (Allen et al., 2003). They

found and replicated association between asthma and the D2S308 microsatellite,

800 kb distal to the IL1 cluster on 2q14. They sequenced the surrounding region and

constructed a comprehensive, high-density, SNP linkage disequilibrium map. The

strongest associations were with SNP WTC122, in close proximity to D2S308.
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Table 19.1 Chromosomal localization and possible function of candidate genes in asthma, and

related phenotypes

Chromosomal region Candidate gene Function Phenotype

2q14 IL-1 gene family Influencing inflammatory

response

Asthma, atopy

2q33 CTLA-4 Regulator of T-cell activation

and differentiation

Asthma, high IgE

5q31–q33 IL-4, IL-13,

GM-CSF

IgE isotype switching,

induction of Th2 response

High IgE, asthma,

AHR

IL-5 Eosinophil activation,

maturation

Asthma

IL-9 Role in T, B and mast cell

functions

Asthma

SPINK5 Possible epithelial

differentition

Atopy, asthma

CD14 Bacterial LPS binding

receptor

High IgE, atopy

TIM1, TIM3 Th1, Th2 differentiation Asthma

ADRB2 Influencing the effect of

b2-agonists and smoking

Asthma

Leukotriene C4

synthase

Enzyme for leukotriene

synthesis

Aspirin-intolerant

asthma, asthma

6p21.3 HLA-D Antigen presentation Specific IgE

TNFa Proinflammatory cytokine Asthma

LTA Induces the expression of

cell adhesion molecules

and cytokines

Asthma

7p GPRA Unknown Asthma, atpoy

11q13 FceRI-b High-affinity IgE receptor Atopy, asthma

CC16 Regulation of airway

inflammation

Asthma

11p ETS-2, ETS-3 Transcription factors Asthma

12q14.3–q24.31 INF-g Inhibition of IL-4 activity Asthma, atopy, high

IgE

SCF IL-4 production, mast cell

maturation

STAT6 Cytokine regulated

transcriptin factor

NFY-b Elevation of IL-4 and

HLA-D gene transcription

NNOS NO: vasodilation,

inflammatory regulation

Asthma

13q PHF11, (SETDB2,

RCBTB1(?))

Transcriptional

regulation (?)

High IgE

14q11.2–q13 T cell receptor a
and g

Interaction with

MHC–peptide complex

High specific IgE

14q22.1 DP2R T cell chemotaxis Asthma

16p21 IL-4R a subunit is part of the

receptor for IL-4 and IL-13

Atopy, asthma

(Continued)
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Weaker associations with SNPs at the other end of this linkage disequilibrium (LD)

block were found to be due to their association with WTC122 on a shared haplotype,

which also included the asthma-associated D2S308*3 allele. After an extensive

search for the gene that contains the associated SNPs, they identified DPP10. This

gene encodes a homologue of dipeptidyl peptidases (DPPs), which are thought to

cleave terminal dipeptides from various proteins. Based on homology of this gene to

other members of this family, the authors speculate that DPP10 regulates the activity

of various chemokine and cytokine genes by removing N-terminal dipeptides from

them in a proline-specific manner. They suggest that DPP10 might cleave various pro-

inflammatory and regulatory chemokines and cytokines. If this is the case, DPP10

might modulate inflammatory processes in the airways. As comparisons between

DPP10 expression in asthmatic and normal tissues are yet to be done, it is still unclear

whether differences in the quantity or pattern of expression of DPP10 will be

associated with asthma.

Chromosome 5

After an original observation of genetic linkage of total IgE levels to the 5q31 region

in extended Amish pedigrees and confirmation of linkage to the same region,

chromosome 5q31–33 has become one of the most studied candidate asthma regions

(Marsh et al., 1994). It contains the cytokine gene cluster that plays an important role

in the pathomechanism of asthma and atopic disorders.

IL-4 is important in IgE isotype switching and the regulation of allergic inflamma-

tion. The 3017 G/T variant of IL-4 or the haplotype it identifies was found

significantly influence IL-4’s ability to modulate total serum IgE levels. Large-

scale association studies in 1120 German schoolchildren were conducted to deter-

mine the effect of all polymorphisms present in the IL-4 gene on the phenotypic

expression of atopic diseases. A total of 16 polymorphisms were identified in the IL-4

gene. A significant association between a cluster of polymorphisms in strong linkage

Table 19.1 (Continued)

Chromosomal region Candidate gene Function Phenotype

17q11.2 RANTES,

MCP-1, eotaxin

Attracting and stimulating

of leukocytes

Asthma

20p13 ADAM33 Unknown Asthma, AHR

Abbreviations in alphabetical order: ADRB2, b2 adrenergic receptor; CC16, Clara cell protein 16; CTLA-4,
cytotoxic T-lymphocyte antigen 4; DP2R, prostanoid D2 receptor; ETS, epithelium-specific transcription factor;
FceRI-b, high-affinity IgE receptor b subunit; GM-CSF, granulocyte–macrophage colony-stimulating factor;
GPRA, G protein-coupled receptor for asthma susceptibility; HLA, human leukocyte antigen; IL, interleukin;
INF, interferon; LTA, lymphotoxin-a; MCP-1, monocyte chemoattractant protein-1; MHC, major histocompat-
ibility complex; NFY-b, b-subunit of nuclear factor Y; NNOS, neuronal nitric oxid synthase; PHF11, plant
homeodomain finger protein-11; RANTES, regulated on activation normal T cell expressed and secreted; SCF,
stem cell factor; STAT6, signal tranducer and activator of transcription 6; TIM, T-cell integrin mucin-like
receptor; TNF, tumour necrosis factor.
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disequilibrium with each other and a physician’s diagnosis of asthma and total serum

IgE levels was found (Kabesh et al., 2003).

IL-13 is one of the major cytokines in asthma. It enhances mucus production, AHR

and the production of the main eosinophil chemoattractant eotaxin. The receptors for

IL-13 and IL-4 share a common a chain and the functions of the two cytokines

overlap. Several polymorphisms were found in the IL-13 gene. The most significant

associations were observed to asthma, AHR and skin-test responsiveness with the

�1111 promoter polymorphism. The Q110 IL-13 variant displayed significantly

increased binding capacity to its receptor compared with R110 IL-13 and was

associated with elevated IgE level and asthma (Chen et al., 2004).

CD14 is located on chromosome 5q31 and it is a receptor that has specificity for

lipopolysaccharides (LPS) and other bacterial wall-derived components. Engagement

of CD14 by these bacterial components is associated with strong IL-12 responses by

antigen-presenting cells, and IL-12 is regarded as an obligatory signal for the

maturation of naive T cells into Th1 cells. A C!T SNP at position �159 in the

promoter of the gene encoding CD14 was found to be associated with increased levels

of soluble CD14 and decreased total serum IgE.

The dissection of the molecular mechanisms that underlie the transcriptional

effects of CD14–159C/T highlights some of the complex ways in which genetic

variation can affect the expression of a critical allergy gene. A genetically determined

increase in CD14 expression could result in enhanced LPS responsiveness in early

life, when the relative balance between TH1- and TH2-mediated immunity is finely

adjusted. Robust CD14-mediated reactions to pathogens would elicit strong IL-12/IL-

18 expression by innate immune pathways. TH1 differentiation, rather than TH2

differentiation, would thus be favoured, decreasing the likelihood of vigorous IgE-

dependent responses after allergen exposure. This role of CD14 in the TH1/TH2

balance can be one of the mechanisms of how infection in early life may be protective

against allergic disease, and a possible explanation for the hygiene hypothesis.

The gene underlying Netherton disease (SPINK5) encodes a 15-domain serine

proteinase inhibitor (LEKTI) which is expressed in epithelial and mucosal surfaces

and in the thymus.

SPINK5 is at the distal end of the cytokine cluster on 5q31. A Glu420!Lys variant

was found to be significantly associated with atopic dermatitis and atopy with

weaker correlation with asthma in two independent panels of families (Walley

et al., 2001).

The 5q31–33 is an important pharmacogenomic region for asthma. b2–Agonists

are used widely via inhalation for the relief of airway obstruction. These drugs act via

binding to the b2 adrenergic receptor (ADRB2), a cell surface G protein-coupled

receptor located on 5q32. Responses to this drug are currently the most investigated

pharmacogenomic pathway in asthma. Two coding variants (at positions 16 and 27)

within the ADRB2 gene have been shown in vitro to be functionally important. The

Gly-16 receptor exhibits enhanced downregulation in vitro after agonist exposure. In

contrast, Arg-16 receptors are more resistant to downregulation. Because of linkage

disequilibrium, individuals who are Arg/Arg at position 16 are much more likely to
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be Glu/Glu at position 27; individuals who are Gly/Gly at position 16 are much more

likely to be Gln/Gln at position 27. The position 27 genotypes influence but do not

abolish the effect of the position 16 polymorphisms with regard to downregulation of

phenotypes in vitro. Retrospective studies and prospective clinical trials have

suggested that adverse effects occur in patients homozygous for arginine (Arg/

Arg), rather than glycine (Gly/Gly), at position 16. Bronchodilator treatments

avoiding b2-agonist may be appropriate for patients with the Arg/Arg genotype

(Palmer et al., 2002). Additionally, smoking subjects homozygous for Arg16 had an

almost 8-times risk for developing asthma compared with non-smoking subjects with

Gly/Gly genotype at position 16.

Leukotrienes, released by eosinophils, mast cells and alveolar macrophages, are

among the main mediators in asthma, inducing airway obstruction, migration of

eosinophils and proliferation of smooth muscle. Leukotriene C4 (LTC4) synthase is a

membrane-bound glutathione transferase expressed only by cells of haematopoietic

origin and is a key enzyme in the synthesis of cys-LTs, converting LTA4 to LTC4.

The gene encoding LTC4 synthase is located on 5q35. An adenine to cytosine

transversion has been found 444 bp upstream (�444) of the translation start site of the

LTC4 synthase gene and it has been reported that the polymorphic C �444 allele

occurred more commonly in patients with aspirin-intolerant asthma (AIA). A 5-fold

greater expression of LTC4 synthase has been demonstrated in individuals with AIA

when compared with patients with aspirin-tolerant asthma; furthermore, the expres-

sion of LTC4 synthase mRNA has also been shown to be higher in blood eosinophils

from asthmatic subjects compared with control subjects and was particularly

increased in eosinophils from patients with AIA. In addition, it was found that,

among subjects with asthma treated with zafirlukast (a leukotriene receptor antago-

nist), those homozygous for the A allele at the �444 locus had a lower FEV1

response than those with the C/C or C/A genotype (Palmer et al., 2002).

Chromosome 6

The MHC region on chromosome 6p21.3 has shown consistent linkage to asthma-

associated phenotypes in several studies and is considered to be a major locus

influencing allergic diseases (Wjst et al., 1999; Hakonarson and Wjst, 2001). This

region contains many molecules involved in innate and specific immunity. The class II

genes of the MHC have recognized influences on the ability to respond particular

allergens. The strongest and most consistent association is between the minor

component of ragweed antigen (Amb a V) and HLA-DR2. It was demonstrated

that all but two of 80 white IgE responders to Amb a V carried HLA-DR2 and Dw2

(DR2.2). This was significantly higher than the frequency of this haplotype among

nonresponders (approximately 22 per cent; Marsh et al., 1989). Many other possible

positive and negative associations of the MHC with allergen reactivity have been

described. Stronger HLA effects may be seen when the antigen is small and contains a

single or very few antigenic determinants. This may be the case with aspirin-induced
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asthma and DPB1*0301, and sensitivity to inhaled acid anhydrides and HLA-DR3

(Cookson, 1999).

Both class I and class III genes of the MHC as well as nonclassic MHC genes may

also affect asthma through allergic or nonallergic pathways, respectively. The TNF-a
gene is located on chromosome 6 between the class I and III clusters of the human

MHC. It is a potent proinflammatory cytokine, which is found in excess in asthmatic

airways. The �308A allele in the promoter region of the TNF-a gene is transcribed

in vitro at seven times the rate of the �308G allele. Several reports found associations

between the �308A allele and asthma.

The lymphotoxin-a (LTA) gene is located next to the TNF-a gene, and induces the

expression of cell adhesion molecules and proinflammatory cytokines including E

selectin, TNF-a and IL-1A and B. An intronic SNP (þ252) in the LTA gene was

found to be associated with increased expression of the gene and increased suscept-

ibility to several inflammatory diseases, including asthma. These latter results

emphasize the inflammatory nature of the asthmatic response, as distinct from its

allergic basis.

Chromosome 7

The first published genome-wide scan in asthma suggested six tentative genetic loci,

among them chromosome 7p, which was then implicated in a study of Finnish and

Canadian families and confirmed in West Australian families (Daniels et al., 1996;

Laitinen et al., 2001).

Using strategies of genetic mapping and positional cloning, Laitinen et al. (2004)

identified new molecular players in asthma and allergy on chromosome 7p. They

adopted a hierarchical genotyping design, leading to the identification of a 133 kb

risk-conferring segment containing two genes. One of these coded for an orphan G

protein-coupled receptor named GPRA (G protein-coupled receptor for asthma

susceptibility), which showed distinct distribution of protein isoforms between

bronchial biopsies from healthy and asthmatic individuals. In three cohorts from

Finland and Canada, SNP-tagged haplotypes associated with high serum immuno-

globulin E or asthma. The murine orthologue of GPRA was upregulated in a mouse

model of ovalbumin-induced inflammation. The properties of GPRA make it a strong

candidate for involvement in the pathogenesis of asthma. GPRA might act as a

receptor for an unidentified ligand. The putative ligand, isoforms of GPRA and their

putative downstream signalling molecules may define a new pathway that is critically

altered in asthma.

Chromosome 11

Linkage of atopy to a genetic marker on chromosome 11q13 was first reported in 1989

(Cookson et al., 1989). The b chain of the high-affinity receptor for IgE (FceRI-b)
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was subsequently localized to the region (Hill and Cookson, 1996). Affected sib-pair

analysis showed that linkage of atopy to chromosome 11 markers was to maternal

alleles in many families (Cookson et al., 1992). Several coding and noncoding

polymorphisms have been identified in the gene that encodes FceRI-b. Ile/Leu181

and Val/Leu183 have been found in several populations. Maternal inheritance of both

these variants was found to be associated with severe atopy. Ile/Leu181 has also been

associated with levels of IgE in heavily parasitized Australian aborigines, implying a

protective role for the gene in helminthiasis. Another polymorphism, E237G, was

found to be associated with various measures of atopy, as well as bronchial reactivity

to methacholine in the Australian population and with asthma in the Chinese

population. No such associations were found in some other populations.

The 237G allele and a silent substitution in the nitric oxide synthase (NOS)2A gene

were associated with reduced IL-13 responses in cord blood. A significant gene–gene

interaction between FceRI-b 237G and NOS2A D346D was detected, with indivi-

duals carrying the minor allele for both polymorphisms having the lowest cord blood

IL-13 levels.

There has been much controversy over the linkage of atopy to chromosome 11q13.

Several studies using a variety of genetic markers and phenotypes in populations with

differing ethnic background have failed to reproduce the results of the earlier studies.

In addition, groups (including ours, unpublished data) have been unable to identify

the Ile/Leu181 and Val/Leu193 variants either by assay or by direct sequencing,

leading to doubts over its existence. This might be due to duplicate sequences in a

pseudogene or in a homologous gene that interfere with the assays, all of which rely

on PCR amplification. Even in cases when associations were shown, the strength of

the chromosome 11q13 linkage cannot be explained. This implies that there should be

further functional polymorphisms in proximity to FceRI-b.

One of the possible candidates is the Clara cell secretory protein (CC16), a 16- kDa

protein, which is also located on 11q13 and primarily expressed in the respiratory

tract by nonciliated bronchiolar secretory cells, accounting for 7 per cent of the total

protein content in the bronchoalveolar lavage (BAL) fluid of healthy non-smokers.

The immunomodulatory activity of CC16 has been well documented and CC16

mRNA levels have been proposed as markers of lung maturation and epithelial

differentiation (Oshika et al., 1998). The CC16 gene was screened for mutations and

a polymorphism (A38G) was identified and associated with an increased risk of

physician-diagnosed asthma in a population of Australian children, and increased

AHR in a population of Australian infants. The 38A sequence was associated with

reduced plasma CC16 levels and individuals with lower plasma CC16 levels were

more likely to have asthma (Laing et al., 2000), although studies on populations of

Japanese and British adults and North American children did not replicate these

associations.

A collaboration between Sequana Therapeutics, Boehringer-Ingelheim and the

University of Toronto identified ETS-2 and ETS-3 genes, which are adjacent to each

other on chromosome 11p and code for epitheliumspecific transcription factors, as

being asthma-associated genes in a genome-wide screen of the population of Tristan
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da Cunha, a volcanic island in the South Atlantic Ocean (Brooks-Wilson, 1999). This

small population of 290 inbred individuals, derived from a small set of founders who

settled on the island in the nineteenth century, has a high incidence of asthma

(�30 per cent) and shares a relatively homogeneous living environment. This

association was replicated in an outbred population from Toronto and also in three

population samples from the USA and Denmark; however, no such association was

reported in a study of an outbred European-American population. ETS-2 and ETS-3

are expressed in airway epithelial cells and may function as transcriptional activators

or repressors of genes expressed in these cells.

Chromosome 12

This chromosome has been linked to both atopy and asthma. Several asthma-

associated genes are located on chromosome 12q21–24 including stem cell factor

(SCF), interferon-g (IFN-g), signal transducer and activator of transcription-6

(STAT6).

According to gene association studies, IFN-g does not seem to be responsible for

the linkage.

STAT6 is a critical signalling molecule in the Th2 signalling pathway, and mice

lacking STAT6 are protected from allergic pulmonary manifestations. The importance

of STAT6 in asthma is also evident from studies showing that STAT6 gene expression

is markedly upregulated in airway epithelial cells in asthma. A number of common

polymorphisms have been identified, including a GT repeat in exon 1 and three

common SNPs (G4219A, A4491G and A4671G) in the human STAT6 gene. All

four of these polymorphisms and a haplotype have been shown to be associated

with allergic phenotypes in various populations (Schedel et al., 2004; Gao et al.,

2004).

Neurally derived nitric oxide (NO), produced by neuronal NO synthase (NOS1), is

physiologically linked to asthma as it is a neurotransmitter for bronchodilator

nonadrenergic noncholinergic nerves. Mice lacking a functional NOS1 gene were

shown to be hyporesponsive to methacholine challenge compared with wild-type

mice (De Sanctis et al., 1999). The frequencies of the number of a CA repeat in exon

29 were significantly different between Caucasian asthmatic and nonasthmatic

population (Grasemann et al., 2000). Recently, the NOS1 intron 2 GT repeat and

STAT6 exon 1 GT repeat were associated with childhood asthma in a Japanese

population (Shao et al., 2004).

Chromosome 13

Linkage of chromosome 13q to atopy, asthma and allergy to house dust mites in

children with asthma was found in different studies and genome-wide scans.

Recently, Zhang et al. (2003) progressed with monumental efforts from broad linkage

430 CH19 GENOMIC INVESTIGATION OF ASTHMA IN HUMAN AND ANIMAL MODELS



to gene identification in this region. First, they confirmed linkage of atopy and total

serum IgE concentrations to this region using standard linkage approaches. Next, they

made a saturation map that indicated that the locus associated with atopy was within

7.5 cM of the linkage peak. Confining their analysis to those polymorphisms with a

minor allele frequency >0.15, they identified 49 SNPs, four deletion-insertion

polymorphisms and a GGGC repeat. To determine whether IgE levels were associated

with any of these SNPs, they did LD analyses in Australian families and found

significant associations of the natural log of IgE concentrations (lnIgE) within a

100 kb region on chromosome 13. They confirmed their findings using transmission

tests of association. Subsequent haplotype analysis indicated that the region of

association to lnIgE centred on one gene, PHF11 [plant homeodomain (PHD) finger

protein-11], and extended to two flanking genes, SETDB2 and RCBTB1. By

conducting an analysis in which they held each SNP in PHF11 constant in a serial

fashion, they identified three SNPs in introns 5 and 9 and in the 30-untranslated region

as having independent effects. They then showed that the intron 5 and 30-untranslated

region variants were also associated with severe clinical asthma, an association that

was confirmed in an unrelated British population.

The precise function of PHF11 gene has not been determined, but the presence of

two zinc finger motifs in the translated protein suggests a role in transcriptional

regulation. The gene is expressed in most tissues, but Zhang and colleagues observed

consistent expression in many immune-related tissues. Moreover, they identified

multiple transcript isoforms, including variants expressed exclusively in the lung

and in peripheral blood leukocytes. Because variation in this gene was strongly

associated with serum IgE levels and, as described by Zhang, with circulating IgM,

and because the gene is expressed heavily in B-cells, the authors suggest that this

locus may be an important regulator in immunoglobulin synthesis.

The two genes that colocalize with PHF11 are within the same LD blocks

(SETDB2 and RCBTB1) may also be important, particularly SETDB2, which has

a similar expression profile to PHF11 in immune-related cells. This possibility

highlights one of the important limitations of LD mapping of disease genes: if strong

linkage disequilibrium extends over a segment of genome that harbours multiple

genes, it is difficult (if not impossible) to identify which gene within the cluster is the

disease gene using LD mapping alone. Given that no functional data has been

presented, the next major focus of investigation for this locus should include

functional dissection of these three genes and the IgE-associated variants.

Chromosome 14

Using 175 extended Icelandic families that included 596 patients with asthma,

Hakonarson et al. (2002) performed a genome-wide scan with 976 microsatellite

markers. Linkage of asthma was detected to chromosome 14q24, with an allele-

sharing LOD score of 2.66. After the marker density was increased within the locus to

an average of one microsatellite every 0.2 cM, the LOD score rose to 4.00.
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Prostanoid DP receptor2 (DP2R) is located on chromosome 14q22.1 and was found

to be required for the expression of the asthma phenotype in mice (Matsuoka et al.,

2000). Prostanoid DP mediates the chemotaxis of T cells, which follows the

degranulation of mast cells. Six SNPs in DP2R and its vicinity have been found.

These define four common three-SNP haplotypes, which vary in their ability to

support transcription of DP2R and have distinct DNA-binding-protein affinity

profiles. Individual DP2R SNPs were significantly associated with asthma in white

and black populations in the USA. Multivariate analysis of the haplotype combina-

tions (diplotypes) demonstrated that both whites and blacks who had at least one copy

of the haplotype with a low transcriptional efficiency had a lower risk of asthma than

subjects with no copies of the haplotype. These functional and genetic findings

identify DP2 as an asthma-susceptibility gene (Ogume et al., 2004).

Chromosome 16

Several studies have shown linkage between region on chromosome 16p21 and atopic

phenotypes of specific IgE. The strongest candidate gene in this region is the IL-4

receptor (IL-4R), which also serves as the a-chain of the IL-13R. At least three of the

eight reported SNPs that result in amino acid substitutions in the IL-4R gene have

been associated with the atopic phenotypes and less commonly with asthma

(Hakonarson and Wjst, 2001), although the alleles or haplotypes showing the

strongest evidence differed between the populations.

Chromosome 17

Linkage between asthma and chromosome 17 was detected in several ethnic groups,

although no such linkage was shown to other atopic diseases (Barnes, 2000; Szalai

et al., 2001). There are several candidate genes for asthma in this region, but the most

important of them are genes in the chemokine gene cluster. Chemotactic cytokines, or

chemokines, are small signalling proteins which are deeply involved in the physiol-

ogy and pathophysiology of acute and chronic inflammatory processes, by attracting

and stimulating specific subsets of leukocytes. A number of chemokines have been

identified in human asthma whose production appears to be related to the severity of

asthmatic inflammation and reactive airway responses. Monocyte chemoattractant

protein-1 (MCP-1) may play a significant role in the allergic responses because of its

ability to induce mast cell activation and leukotriene C4 release into the airway, which

directly induces AHR. Neutralization of MCP-1 drastically reduces bronchial

hyperreactivity, lymphocyte-derived inflammatory mediators, and T cell and eosino-

phil recruitment to the lung. A biallelic A/G polymorphism in the MCP-1 distal gene

regulatory region at position �2518 has been found that affects the level of MCP-1

expression in response to an inflammatory stimulus. Associations were found

between carrying G at �2518 of the MCP-1 gene regulatory region and the presence
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of childhood asthma and between asthma severity and homozygosity for the G allele.

In asthmatic children the MCP-1 �2518G also correlated with increased eosinophil

level (Szalai et al., 2001).

RANTES (regulated on activation normal T cell expressed and secreted) is one of

the most extensively studied chemokines in allergic and infectious diseases. RANTES

is likely to be important in airway inflammation because blocking antibodies to

RANTES inhibit airway inflammation in a murine model of allergic airway disease.

Furthermore, eosinophil chemotactic activity that appears in the BAL fluid of asthma

patients following allergen challenge was found to be due to RANTES. Two

polymorphisms in the RANTES promoter region (�28 C/G and –403 G/A) have

been found to affect the transcription of the RANTES gene. Both polymorphisms

have been found to be associated with asthma, or a phenotypic variant of asthma

(�28G: near-fatal asthma) in some populations, but not in others (Szalai et al., 2001;

Al-Abdulhadi et al., 2004; Yao et al., 2003).

Eotaxin is the main chemoattractant for eosinophils, the most important cellular

mediator of AHR. The expression of eotaxin mRNA and protein was found to be

increased in the bronchial epithelium and submucosal layer of the airways of chronic

asthmatics. In a Korean population the 123 G/A polymorphism was related to total

serum IgE in asthmatics (Shin et al., 2003), although the effects of the different SNPs

in the eotaxin gene were quite inconclusive.

Chromosome 20

The first report of positional cloning of an asthma gene in a human population was

published in 2002 (Van Eerdewegh et al., 2002). In this study, a multipoint linkage

analysis for asthma was done in 460 affected sibling-pair Caucasian families from the

USA and the UK. The strongest linkage signal was to 20p13 (LOD score 2.94). The

linked region, including a 1-LOD-support interval around marker D20S482, spans

4.28 cM, with a corresponding physical distance of 2.5 Mb. More than 40 genes were

localized to this region, and 135 SNPs in 23 genes were then selected for genotyping

in a case–control association study composed of probands that contributed to the

LOD score from the linkage study and ‘hypernormal’ controls. Using this approach,

the investigators identified a cluster of SNPs in the ADAM33 gene that demonstrated

significant associations with asthma. The ADAM33 gene is expressed ubiquitously in

muscle of every type, including the smooth muscle of bronchioles. It is also expressed

in fibroblasts, lymph nodes, thymus and liver, but not in leukocytes or bone marrow.

ADAM proteins are zinc-dependent metalloproteinases that belong to a disintegrin-

and metalloproteinase-containing family. The exact function of ADAM33 is unknown

but its expression profile and the functions of related proteins suggest a role for

ADAM33 in bronchial contractility. Alternatively, it has been suggested that its

position in these tissues might allow it to modify the process of bronchial remodelling

(scarring) that follows chronic asthmatic airway inflammation. A further possibility is

that ADAM33 might activate other as-yet-unknown cytokines.
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19.4 Animal Models of Asthma

Although the mouse model of asthma does not replicate the human disease exactly,

much of what is known about the immunobiology of eosinophilic inflammation and

AHR in allergic asthma are based on mouse models of the disease (Leong and

Huston, 2001). The literature of the animal model of allergic airway inflammation is

impressive. The numbers of different factors (cells, allergens, proteins, genes, gene

regulation, drugs, or different protocols etc.) that are investigated far exceed 100. In

this review I will show only a few examples of these studies.

A major difference between mouse and human asthma is that airway inflammation

persists longer in the latter. The perivascular and peribronchial distribution of

eosinophils is similar in mice and humans. Recent studies suggest, however, that

eosinophilic degranulation is absent in the lungs of asthmatic mice, while both intact

and degranulated eosinophils are found in humans but their proportion bears no

relation to asthma severity. An additional difference between mice and humans is that

mice do not cough, while this is one of the most characteristic symptoms in human.

There is much similarity between mouse and human asthma, however, including

production of specific IgE antibody, mast cells, T-lymphocytic and eosinophilic tissue

infiltrate, Th2 cytokine pattern and AHR to non-specific bronchoconstrictor. The

main advantages of the mouse model of asthma that it is much easier to study the

histopathology of any murine tissue, particularly the bronchoalveolar lavage (BAL),

airways, lungs, regional lymph nodes, bone marrow, serum and blood cells. There are

numerous antibodies and reagents specific to the mouse available. The use of animal

models to study the genetic basis of disease confers several additional advantages,

such as a reduction in genetic heterogeneity, greater control of the phenotype to be

studied and the ability to control environmental exposures. These advantages

combined with the ability to manipulate the murine genome through selective

breeding strategies and direct gene-targetting approaches, afford considerable

power to the study of complex genetic traits in murine models.

To produce the asthma model, the test animal is injected with the antigen

parenterally to induce systemic sensitization, then the same antigen is administered

through the airways to focus the inflammatory process in the bronchi and lungs. One

of the most important facts that we have learnt from the mouse model is that T cells

are the main regulatory cells of the asthmatic response. Depletion of Th2-cytokine-

producing CD4þ or CD8þ T cells prior to allergen sensitisation prevented airway

inflammation and development of AHR. Transfer of CD8þ or CD4þ T cells from

naive mice into CD8þ- or CD4þ-depleted animals fully restored the ability to

generate airway inflammatory responses and AHR upon airway sensitization with

allergen. Cytoplasmic staining of these cells from sensitized animals for cytokine

production revealed that these cells produced significant amounts of Th2 cytokine IL-

5, so allergic asthma is considered a Th2-predominant disease. In fact, only 1200 of

these cells per animal are sufficient to cause asthma. Nevertheless, the co-operation of

CD4þ Th1 cells and CD8þ cells is needed to mount a vigorous allergic response

(Hamelmann et al., 1996).
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The important role of Th2 cells was verified by the finding that mice with a targeted

deletion of the T-bet gene and severe combined immunodeficient mice receiving

CD4þ cells from T-bet knockout (KO) mice spontaneously demonstrated multiple

physiological and inflammatory features characteristic of asthma. T-bet, a Th1-

specific T-box transcription factor, transactivates the IFN-g gene in TH1 cells and

has the unique ability to redirect fully polarized Th2 cells into Th1 cells, as

demonstrated by simultaneous induction of IFN-g and repression of IL-4 and IL-5.

Even mice heterozygous for the deletion (with one functioning T-bet gene) produced

asthmatic symptoms. In these mice the total or relative absence of T-bet sustains the

differentiation of naive Th0 cells towards the Th2 type, which is enough for

spontaneous asthmatic symptoms (Finotto et al., 2002). The crucial role of Th2

cells was also confirmed in another study, in which the absent of GATA-3 in mice

prevented the development of allergic inflammation after allergic sensitization and

challenge. GATA-3 is the counter transcription factor to T-bet and it is important for

the differentiation of naive Th0 cells towards Th2 cells.

With the exception of T cells it is possible to elicit allergic airway inflammation, or

AHR in the absence of any other cells (e.g. B cells, mast cells) or molecules (e.g. IgE,

histamine or cytokines) in certain mouse strains.

Increased production of IgE is the hallmark of atopic diseases such as allergic

asthma. IgE, bound to high-affinity IgE receptors (FcERI), triggers the activation of

mast cells following crosslinking with specific antigen, resulting in the synthesis and

release of a variety of pro-inflammatory mediators and cytokines. IgE-dependent

mast cell activation is the central mechanism of immediate allergic reactions such as

allergen-induced bronchoconstriction. Still, genetically manipulated IgE deficient

mice and IL-4 deficient mice (therefore lacking IgE as well) can both develop asthma.

Mice harbouring the spontaneous W/Wv mutation are deficient in mast cells, as the

W gene product is necessary for fibroblast-dependent mast cell growth. It was shown

that these mice could develop airway inflammation and late-phase AHR when

sensitized and challenged, although early-phase AHR should be absent in these

animals.

B-cell-deficient mice of C57BL/6 background can develop asthma but their

eosinophils do not become activated. CD40-deficient mice cannot produce allergen-

specific IgE, IgA or IgG but they can develop allergic asthma.

Among the Th2 cytokines, IL-4 has a central function in the induction of allergic

responses. It induces and sustains Th2 differentiation of naive Th0 cells, induces the

upregulation of the vascular cell adhesion molecule on endothelial cells which is

required for eosinophilic infiltration into tissue, directs isotype switch of B cells

towards IgE production and serves as a co-factor for mast cell differentiation. Early

studies showed that, in the IL-4 KO mice, airway challenge of allergen-sensitized

mice did not lead to elevation in specific and total IgE levels, increased numbers of

eosinophils in lung tissues or BAL fluid, or AHR. Passive sensitization with allergen-

specific IgE resulted in measurable amounts of total and allergen-specific IgE in the

serum of IL-4 KO mice, but failed to significantly increase eosinophil airway

accumulation or development of AHR to aerosolized methacholine. In contrast, a
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single exposure of sensitized IL-4 KO mice to IL-5 expressing adenovirus 1 day prior

to the airway challenges with allergen resulted in a significant increase in numbers of

eosinophils, and fully restored the development of AHR in systemically sensitized

and challenged mice independently of IL-4. This study was carried out with C57BL/6

strain mice, and demonstrated that allergic airway disease is dependent only on

IL-5 and eosinophilic inflammation in this mouse strain. In contrast, in Balb/c

mice, inhibition of IL-4 and/or IL-5 did not prevent AHR, despite the absence

of pronounced airway inflammation, but was abolished by depletion of CD4þ T cells.

These seemingly conflicting results may perhaps be explained by a possible role

of the Th2 cytokine IL-13, inducing T-cell-dependent AHR independently of IL-4,

IL-5 or eosinophils. This is supported by data showing that mice deficient in

STAT6 (STAT6 KO), which mediates cellular actions of both IL-4 and IL-13, are

unable to develop airway eosinophilia and AHR following sensitization and

challenge. However, IL-5 can restore the ability to develop AHR in STAT6 KO

mice as well.

The essential role of IL-5 in enhancing eosinophilic accumulation and activation

during allergen-induced inflammation has been well documented (Hamelmann and

Gelfand, 2001). IL-5 promotes the terminal differentiation of eosinophil bone-

marrow precursors and prolongs the viability of mature eosinophils by preventing

apoptosis. Mice constitutively expressing the IL-5 gene (IL-5-transgenic mice) have

high numbers of eosinophils in the peripheral blood, and eosinophilic infiltration in

many organs, including lungs and lymphoid tissues. These animals spontaneously

demonstrate multiple physiological and inflammatory features characteristic of

serious asthma. Following systemic sensitization and airway challenge IL-5-deficient

(IL-5 KO) Balb/c mice showed normal IgE production and T-cell-responses,

indicating that IL-5 is not required for many B- or T-cell responses. In contrast to

normal mice, IL-5 KO mice did not show eosinophil accumulation in the lungs and in

the BAL fluids. These mice failed to develop AHR to aerosolized methacholine.

Cumulatively, these data indicated that IL-5 mediated eosinophil accumulation is a

prerequisite for the development of AHR in this model.

The results in murine model of asthma suggest that up to three independent but

interrelated pathways are postulated to be important for the development of AHR in

mice. The first pathway is dependent on IL-4 and mast cells, the second on IL-5 and

eosinophils, and the third is independent of IL-4 and IL-5, and is likely to be

mediated by IL-13. It was also shown that IL-13 had an inhibitory effect on the action

of IL-5.

The existence of multiple mechanisms helps to explain why reducing eosinophilic

inflammation may not lead to reduction in AHR, why AHR can occur in the absence

of eosinophils, and why eosinophils alone may not be sufficient to cause AHR, which

are questions raised in human asthma research. Airway inflammation orchestrated by

T-lymphocytes is ultimately the cause of AHR, but the intermediaries could be

eosinophils, mast cells or, apparently, solely IL-13. Besides immune cells, IgE and

cytokines, discussed above, the role of several other factors in asthma was also

studied in murine models.
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Humbles et al. (2000) showed in complement C3a KO mice that innate immune

system and complement C3a may be involved in the pathogenesis of asthma.

Using microarray analysis of pulmonary gene expression and SNP-based genotyp-

ing, Karp et al. (2000) identified complement C5 as a susceptibility locus for

allergen-induced AHR in a mouse model of asthma. Comparing two mouse strains,

a mutation that was present in C5 in the high-responder mouse strain led to mRNA

and protein deficiency. Further studies showed strong associations between C5 gene

expression, the genotype and susceptibility to development of allergen-driven AHR.

Together, these studies provide robust evidence for the importance of C5 in

susceptibility to allergen-induced AHR in this experimental model of asthma.

Histamine is an important mediator released from activated mast cells provoked by

allergen and has a substantial role in the pathophysiology of asthma. Ovalbumin-

sensitized and challenged histamine-deficient mice had significantly altered chemo-

kine and cytokine expression profile, reduced airway hyperresponsiveness, lung

inflammation, BAL eosinophilia and OVA-specific IgE compared with congenic

wild-type littermates treated in the same way. These findings demonstrate that

histamine, besides its role in immediate hypersensitivity, has a major effect on

basic immunological processes and influences the asthmatic processes (Kozma et al.,

2003).

McIntire et al. (2001) used congenic inbred mouse strains, which differ only in a

small chromosomal region syntenic with human chromosome 5q, to map a mono-

genic trait that confers reduced TH2 responsiveness and protects against AHR.

Positional cloning identified the T cell immunoglobulin domain and mucin domain

(TIM) gene family in which major sequence variants show strong association with

TH1–TH2 differentiation and AHR. Recent work suggests that TIM-3 directs TH1

differentiation, and TIM-1 directs TH2 cytokine production. The finding that the

human homologue of TIM-1 is the hepatitis-A virus receptor might explain the

inverse relationship between hepatitis-A virus infection and reduced asthma suscept-

ibility.

Homologues of candidate genes on human chromosome 5q31–q33 are found in

four regions in the mouse genome, two on chromosome 18 and one each on

chromosomes 11 and 13. Bronchial responsiveness was assessed as a quantitative

trait in mice and found it linked to chromosome 13. IL-9 is located in the linked

region and was analysed as a gene candidate. The expression of IL-9 was markedly

reduced in bronchial hyporesponsive mice, and the level of expression was deter-

mined by sequences within the qualitative trait locus. The important role of IL-9 was

confirmed in transgenic mice in which expression of the murine IL-9 cDNA was

regulated by the rat Clara cell 10 protein promoter expressed selectively and

constitutively in the lung. Lung selective expression of IL-9 caused massive airway

inflammation with eosinophils and lymphocytes as predominant infiltrating cell types.

A striking finding was the presence of increased numbers of mast cells within the

airway epithelium of IL-9-expressing mice. Other impressive pathologic changes in

the airways were epithelial cell hypertrophy associated with accumulation of mucus-

like material within nonciliated cells and increased subepithelial deposition of
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collagen. Physiologic evaluation of IL-9-expressing mice demonstrated normal

baseline airway resistance and markedly increased airway hyper-responsiveness to

inhaled methacholine. These data suggest a role for IL-9 in the complex pathogenesis

of bronchial hyper-responsiveness as a risk factor for asthma (Nicolaides et al., 1997;

Temann et al., 1998).

19.5 Concluding Remarks

In the last few years our knowledge about the structure and function of the human

genome improved considerably. Still, we are very far from the perfect understanding

of the genomic background of complex diseases like allergy or asthma. Regarding the

multiple gene–gene and gene–environmental interactions, it is very likely that we will

never forecast whether a newborn will have asthma in the future, or not, but with the

available sequence information, the completion of a high-quality physical map of the

human and mouse genome, the different animal models (KO and transgenic animals)

and the advance of bioinformatics and different methods (microarray, DNA sequen-

cing, high throughput screenings) will make it possible for several additional asthma

susceptibility genes and gene regulatory networks to be identified in the coming

years. Hopefully, this knowledge will be translated into improved diagnosis, preven-

tion and therapeutic strategies for this chronic disease.
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20
Primary Immunodeficiencies:
Genotype--Phenotype Correlations

Mauno Vihinen and Anne Durandy

Abstract

Close to 150 different forms of immunodeficiencies are known. The affected gene has

been identified in more than 100 disorders and a large number of disease-causing

mutations are listed in dedicated databases. Strict genotype–phenotype correlations are

not very common. However, a number of cases are known. In addition, somewhat

weaker correlations are apparent in certain disorders. Here the genotype–phenotype

correlations are discussed for some of the most prominent and clear-cut cases, namely

adenosine deaminase deficiency, severe combined immune deficiency caused by muta-

tions in recombinant activating gene 1 or 2 (RAG 1 and 2), AICDA gene defects in

hyper-IgM deficiency and Wiskott–Aldrich syndrome (WAS), as well as X-linked

agammaglolubulinaemia (XLA) as an example of weaker correlations. In addition,

whenever possible, the protein structural consequences of the mutations are also

described. The study is based on systematic analysis of all known mutations; altogether

some 3500 cases are available.

20.1 Introduction

The immune system is always alert to recognize and neutralize invading microbes and

foreign molecules. The highly sophisticated system can handle a very wide spectrum

of substances and organisms. Innate immunity mounts rapidly, but the response is

usually nonspecific, whereas adaptive immunity facilitates specific recognition. When

components of the machinery are mutated, the affected individuals suffer from

immunodeficiencies (IDs). These disorders vary greatly with regard to genotype,

phenotype, symptoms, infection-causing organisms and severity of the disease, because

many cells and molecules are required for both natural and adaptive immunity.

Close to 150 primary IDs are now known, and have been grouped according to the

components of the immune system affected (Väliaho et al., 2005a; http://bioinf.uta.fi/IDR;
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Table 20.1). Most IDs are relatively rare disorders. Antibody deficiency disorders are

defects in immunoglobulin-producing B cells. T-cell deficiencies affect the capability

to kill infected cells or help other immune cells. Both T cells and antibody production

are defective in combined immunodeficiencies. Life-threatening symptoms can arise

within the first few days of life in patients with severe combined immune deficiency

(SCID).

B-cell immunodeficiencies are antibody deficiencies restricted to antibody func-

tion. They are the most frequent IDs (around 70 per cent). Either the development

or the function of B-lymphocytes is impaired. All or some selected subsets of

immunoglobulins may be deficient. Treatment is achieved by regular immunoglobu-

lin subsitution. In combined B- and T-cell immunodeficiencies, which are the most

severe IDs, all adaptive immune functions are absent. The condition is fatal unless the

immune system can be reconstituted either by transplants of immunocompetent tissue

or by enzyme replacement, and possibly in the future by gene therapy. The

immunological, genetic and enzymatic characteristics of these diseases are very

diverse. SCIDs have an average frequency of approximately 1 in 75 000 births.

Other IDs affect, for example, the complement system or phagocytic cells,

impairing antimicrobial immunity. Secondary immunodeficiencies may allow similar

infections to primary IDs, but are associated with other factors such as malnutrition,

drugs, age, tumours or infections, including human immunodeficiency virus (HIV).

The immune system is based on a large number of molecules and processes. A

particular ID can originate from defects in any one of the molecules in sequential

steps that are essential for a certain response. The incidence of IDs varies greatly

from about 1:500 live births to only a few known cases of the most rare disorders. In

the different ID classes the numbers of patients vary greatly (Table 20.1). The most

Table 20.1 Classification of immunodeficiencies

Classification Diseases Genes Patients Unique mutations

Combined B and T cell IDs 26 24 388 345

Deficiencies predominantly affecting antibody 22 17 1045 513

production

Defects in lymphocyte apoptosis 4 4 4 4

Other well-defined immunodeficiency syndromes 11 9 344 138

Defects of phagocyte function 25 24 1130 533

Defects of innate immune system, receptors and 10 10 127 90

signalling components

DNA breakage-associated syndromes and DNA 7 7 58 49

epigenetic modification syndromes

Defects of the classical complement cascade 16 16 117 42

proteins

Defects of the alternative complement 4 4 94 49

pathway

Defects of complement regulatory proteins 8 8 191 105

Total 133 123 3499 1868
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common IDs are antibody production defects, different forms of SCIDs and defects in

the phagocyte system. The largest numbers of identified cases with gene mutations

are also in these categories. ESID registry of European ID patients contains close to

11 000 patients (www.esid.org). Immunodeficiency mutation databases (IDbases;

Vihinen et al., 2001) contain genetic and clinical information for about 3500

individuals.

ID-related genes are distributed throughout the human genome; only from

chromosomes 3, 8, 18 and Y have no genes been identified. Some 86 per cent of

the IDs are autosomal recessive (AR), although the best known cases are X-linked

forms (10 per cent of diseases, but 52 per cent of cases investigated on a sequence

level). In addition there are 4 per cent autosomal dominant IDs. The majority of the

genes code for multidomain proteins. Consanguinity is common in families with AR

forms of IDs. In X-linked disorders a single mutated gene causes the phenotype in

males, because X-linked recessive diseases generally have full penetrance.

20.2 Immunodeficiency Data Services

From the billions of pages of information on the internet it is often difficult to find the

specific knowledge one is looking for. This is especially true for rare disorders for

which there may not be much available data. This is a key issue since the internet is

already the primary source of information for scientists and medical doctors as well

as for patients and the general public. ImmunoDeficiency Resource (IDR) aims to

provide comprehensive integrated knowledge on immunodeficiencies online at http://

bioinf.uta.fi/idr/ (Väliaho, Riikonen and Vihinen, 2000; Väliaho et al., 2002, 2005a,b).

This resource includes data for clinical, biochemical, genetic, structural and compu-

tational analyses. IDR also includes articles, instructional resources, analysis and

visualization tools as well as advanced search routines. Extensive cross-referencing

and links to other services are available. All information in IDR is validated by expert

curators.

The disease- and gene-specific information is stored in fact files that are extensible

markup language (XML) based. Specific inherited disease markup language (IDML)

was developed to distribute and collect information (Väliaho et al., 2005b). IDR is

continuously updated and new features will be added in order to provide a

comprehensive navigation point.

Diagnosis of immunodeficiencies can be very difficult, because several disorders

can have similar symptoms. Numerous IDs are very rare. Early and reliable diagnosis

is in many instances crucial for efficient treatment, because delayed diagnosis and

management can cause severe and irreversible complications, even the death of the

patient. The European and Pan American societies for IDs have released guidelines

for the diagnosis of some common immunodeficiencies (Conley, Notarangelo and

Etzioni, 1999).

The definitive diagnostics of IDs depends on genetic and clinical tests since

the physical signs may be nonspecific, very discreet or even absent. Because of
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the rareness of IDs there are generally not many laboratories analysing a parti-

cular disease. The IDdiagnostics registry (http://bioinf.uta.fi/IDdiagnostics/) contains

two databases, genetic and clinical, which provide a service for those looking

for laboratories conducting ID testing (Samarghitean, Väliaho and Vihinen,

2004).

Immunodeficiency-causing mutations have been identified from several genes. The

immunodeficiency mutation databases (IDbases) are available for more than 100

diseases (Table 20.1; http://bioinf.uta.fi/IDbases; Vihinen et al., 2001). The databases

maintained at the University of Tampere contain some 3500 entries (Table 20.1).

Mutation data is distributed along with patient-related clinical information. The first

immunodeficiency mutation database, the BTKbase, was founded in 1994 (Vihinen

et al., 1995a, 1999) for X-linked agammaglobulinaemia (XLA). The contents of

IDbases are checked by curators. For the maintenance of the IDbases a computer

program suite was developed, MUTbase (Riikonen and Vihinen, 1999), that auto-

matically handles submission, generation of the distribution version and other routine

tasks.

The IDbases have been used to retrieve retrospective and prospective information

on clinical presentation, immunological phenotype, long-term prognosis and efficacy

of available therapeutic options. The information may be essential in developing new

treatments, including drug design. Here, the data compiled on IDbases have been

used to address genotype–phenotype (GP) correlations in IDs.

Missense mutations are the single most common mutation type (Table 20.2). When

calculated together, null mutations (nonsense, out-of-frame deletions and insertions)

are the biggest group. The most frequent point mutations are C to T and G to A

transitions (Figure 20.1). There are clear differences in the mutation spectra in

different IDs for several reasons, including function and structure of the encoded

protein, founder effects etc.

Table 20.2 Mutation types in immunodeficiencies

ADA RAG1 RAG2 AID BTK

Missense 83 45 24 101 390

Nonsense 9 13 3 8 154

Deletion inframe 1 0 2 6 30

Deletion frameshift 17 19 0 4 141

Deletion undefined 6 0 1 3 15

Insertion inframe 0 0 0 0 2

Insertion frameshift 0 1 2 2 61

Insertion undefined 0 0 0 0 4

Splice site inframe 2 0 0 0 19

Splice site frameshift 11 0 0 0 29

Splice site undefined 4 0 0 0 101

Multiple 1 0 0 0 5

Unclassified 134 78 32 126 955
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20.3 Genotype--Phenotype Correlations

GP correlations have been in the focus of intense research, because the knowledge

would help the proper treatment and diagnosis and understanding of clinical features,

and provide the means for basic research into functionally and structurally important

regions in genes and proteins. There seem to be very few clear-cut GP correlations in

IDs, whereas weaker correlations are apparent in many disorders. IDs can be caused

by mutations in numerous genes and proteins. The proteins in IDs are necessary for

several cellular functions, including cell surface receptors, signal transduction,

transcription factors, nucleotide metabolism, gene diversification and phagocytosis.

Certain diseases can arise from defects in several genes, which further complicates

the picture.

GP correlations are discussed here for some of the most prominent and clear-cut

cases, namely adenosine deaminase (ADA) deficiency, SCID caused by mutations in

recombinant activating gene 1 or 2 (RAG 1 and 2), AICDA gene defects in hyper-IgM

deficiency (HIGM) (Revy et al., 2000; Quartier et al., 2004), and Wiskott–Aldrich

syndrome (WAS), as well as for X-linked agammaglolubulinaemia as an example of

weaker but still consistent correlations. When possible, protein structural conse-

quences of the mutations are described. There are also some other IDs where GP

correlations have been implicated, including ELA2 in cyclic and congenital neu-

tropenia (Dale et al., 2000), serpin (complement component 1) mutations in

hereditary angioedema (HANE) (Verpy et al., 1996) and tafazzin in Barth syndrome

(Johnston et al., 1997).

20.4 ADA Deficiency

ADA is a monomeric zinc enzyme in which mutations lead to SCID. ADA deficiency

is found in about 15 per cent of SCIDs, and 85–90 per cent of ADA-deficient patients

Figure 20.1 Mutation types in immunodoficiencies on nucleotide level.
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have SCID. They are usually diagnosed by one year of age. The remaining�15 per cent

have milder immunodeficiency, which is diagnosed later in the first decade (‘delayed

onset’), or during the second to fourth decades (‘late/adult onset’). Further, some

healthy individuals have ADA deficiency with normal immune functions (for a

review see Hershfield, 2003). The red cell dATP level is increased in these patients

0–30-fold compared with over 300-fold in SCID patients. These persons have partial

ADA deficiency.

The ADA deficiency patients have very profound lymphopaenia, involving B, T

and NK (natural killer) cells. In addition to immunological defects, most patients with

ADA deficiency also have skeletal abnormalities, central nervous system dysfunc-

tions, and elevated hepatic transaminase levels appear occasionally. ADA deficiency

can be treated with bone marrow transplantation or by enzyme replacement therapy

with polyethylene glycol-modified bovine ADA (PEG-ADA). Gene therapy trials

have been performed succesfully (Aiuti et al., 2002).

ADA activity protects lymphoid cells, especially immature thymocytes, from the

toxic effects of its substrates adenosine and deoxyadenosine, which are generated in

large amounts in the thymus during T cell maturation by active cell turnover, as well

as in lymph nodes during the response to the antigen. Already very low levels of ADA

either prevent or reduce the adverse effects of the deficiency.

ADA protein consists of a single catalytic domain. The structure of highly related

mouse ADA has been solved (Wilson, Rudolph and Quiocho, 1991). The protein has

an a/b TIM barrel structure, where the essential zinc ion is located in the active site

pocket [Figure 2(A)]. The catalytic centre is, as typical in the enzymes of this fold, in

C terminal ends of the barrel-forming b-strands and in the loops connecting to the

surrounding a-helices.

A total of 134 patients (83 missense, 23 deletions; Table 20.2) have been identified

in the ADAbase (http://bioinf.uta.fi/ADAbase/). Roughly half of the mutations (69/

135) are unique for single families. The majority of the patients are heteroallelic

(70 per cent) the homozygotes being from consanguineous families. Missense

mutations are more common than is generally the case in IDs. There are two

common mutations, R211H and G216R, which account altogether for about a quarter

of all the cases. The great majority of the missense mutations are known to result in

unstable proteins (Aredondo-Vega et al., 1998).

ADA mutations have good correlations between genotypes and both clinical and

metabolic phenotypes. The phenotypes have been grouped based on the symptoms

and age at diagnosis (Aredondo-Vega et al., 1998). Hershfield and coworkers have

investigated the mutant forms in an Escherichia coli strain from which the endoge-

neous ADA gene has been deleted (Aredondo-Vega et al., 1998; Hershfield, 2003).

They grouped the alleles and genotypes into four categories with increasing ADA

activity in the E. coli expression system. The activity in group 0 is 0, in group I it is

about 0.015 per cent of the wild type, in group II it is 0.1 per cent, in group III 0.42

per cent and in group IV 8.3 per cent of wild-type activity. In their cohort, 10 patients

had genotype 0/0 (i.e. both alleles belong to group 0) or 0/I. All these patients had

SCID, as did 18 out of 20 patients in group I/I, while only 1 out of 31 patients had
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SCID with the other allele forms. Thus, there is a clear distinction between SCID and

the milder forms of ADA deficiency.

When looking at the distribution and consequences of the mutations in the ADA

protein [Figure 20.2(A)], it is possible to pinpoint correlation between functionally

Figure 20.2 Three-dimensional structures of ID related proteins. (a) Missense mutations in ADA

(PDB code 1a4m). Positions for group I mutations are in red, group II in yellow, group III in green

and combination of groups in the same position in magenta. (b) Missense mutations in WASP PH/

WH1 domain (lmke). Positions where mutations lead to WAS are in red, those leading to XLT in

yellow, and mixed outcome in green. (c) Missense mutations in BTK (1k2p). Mutations in the upper

lobe are in yellow and in the lower lobe in cyan. (A colour reproduction of this figure can be viewed

in the colour plate section)

ADA DEFICIENCY 449



and structurally important residues and the severity of the disease. The SCID-causing

alterations are clearly clustered on the protein core as well as the catalytic site

residues, while those positions linked to milder forms are located either further from

the active site or on the surface loops.

20.5 RAG1 and RAG2 Deficiency

The T�B� SCID patients have no mature T and B cells; in addition, lymph nodes

and tonsils are absent. Infections start in the second or third month after birth. Omenn

syndrome (OS) is a rare combined ID with the presence of a substantial number of

oligoclonal, activated T cells, the lack of B lymphocytes and characteristic clinical

features (Villa et al., 1998). The patients have opportunistic infections, chronic

persistent disease of the airways and local and systemic bacterial infections leading to

a failure to thrive. Epstein–Barr virus (EBV) and Cytomegalovirus (CMV) infections

can cause lethal complications.

SCID and OS patients are treated with antibiotics and supportive measures. Bone

marrow transplantation is the only curative tool. T�B� SCID and OS are caused by

mutations in either of the two recombination activating genes, RAG1 and RAG2

(Schwarz et al., 1996; Villa et al., 1998).

The process of V(D)J recombination, leading to the assembly of genes coding for

immunoglobulins (Igs) and T cell receptors (TCRs), is central for the differentiation

of B and T cells, and thus for the adaptive immune system. V(D)J recombination

leads to the generation of variable domains of the recognition molecules through the

assembly of one segment each from a set of variable (V), joining (J) and, in some

cases, diversity (D) elements.

RAG1 and RAG2 are the first proteins in the V(D)J recombination process. V(D)J

recombination is directed by recombination signal sequences (RSSs), which flank

each receptor gene segment and consist of a conserved heptamer and a nonamer

separated by a nonconserved spacer of either 12 or 23 nucleotides. RAG1 recognizes

and binds the nonamer sequence. After the recruitment of RAG2, the complex

RAG1–RAG2 cleaves the double strand between the coding element and the

heptamer of aRSS. The RAG genes are also involved in the following steps of

DNA-end processing. During end-joining, nucleotides can be removed or added.

Nonhomologous DNA end-joining (NHEJ) proteins are involved in the joining.

Artemis functions in a crucial hairpin opening as well as in end joining. Ligase IV

is also required for end joining. Mutations in the recombination process proteins

RAG1, RAG2, Artemis (Moshous et al., 2001) and Ligase IV (O’Driscoll et al.,

2001) lead to IDs.

To date, 110 cases have been reported, 78 with mutations in RAG1 and 32 in RAG2.

Some 58 and 75 per cent of the cases are amino acid substitutions in RAG1 and

RAG2, respectively (http://bioinf.uta.fi/RAG1base/, http://bioinf.uta.fi/RAG2base/).

RAG1 protein consists of several domains including ring finger domain, zinc

finger domains, homeodomain and core domains. Less is known about RAG2.
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Mutations are distributed widely within the proteins. Certain clustering is apparent in

RAG1.

Analysis of 44 patients from 41 families with RAG defects revealed that the cases

can be grouped into four categories (Villa et al., 2001). Null mutations in both alleles

cause the classical T�B� SCID. OS patients have missense mutations at least in one

allele, but maintain partial RAG activity. A third group, called atypical SCID/OS, has

RAG defects with some, but not all, of the clinical and immunological features of OS.

Missense mutations are also over-represented in this group, as in OS patients. The

engraftment of maternal T cells into foetuses with RAG deficiency, regardless of the

type and site of mutations, may result in a clinical and immunological phenotype that

mimicks OS.

SCID-causing mutations appear in both RAGs. Typically there are either nonsense

or frameshift mutations and often the patients are homozygous for the defect. OS

patients seem to have at least one missense mutation at least in one allele, which can

explain the residual activity. The GP correlation is not complete. The analysis

indicated that, in the mutational hotspot, R229 (mutated either to Q or W) in

RAG2 appeared both in SCID and OS when both homo- and heterozygous patients

were considered (Villa et al., 2001). There is no overlap if only homozygous patients

are taken into account. Owing to missing structural information, structure–function

correlations and protein structural causes of the disease forms cannot be investigated.

20.6 AID Deficiency

AID (activation-induced cytidine deaminase) is a B cell-specific molecule involved in

B cell terminal differentiation in secondary lymphoid organs. Mutations in AICDA

gene (http://bioinf.uta.fi/AICDAbase) lead to an HIGM syndrome characterized by

increased (or normal) serum IgM levels and complete absence of other isotypes (IgG,

IgA and IgE), pinpointing a defect in the immunoglobulin class switch recombination

(CSR) process. AID-deficient patients are therefore prone to bacterial infections from

childhood, although a few patients are diagnosed later on. Impressive lymphadeno-

pathies are common, owing to the presence of giant germinal centres. Auto-immunity

is found in 20 per cent of patients. Immunoglobulin substitution, associated or not

with prophylactic antibiotics, can easily control the infections.

AID is a 198 amino-acid protein, with a nuclear localization signal and a nuclear

export signal located respectively in the N and C terminal domains, allowing the

protein to shuttle from cytoplasm to nucleus (Figure 20.3). It also possesses a

catalytic domain (cytidine deaminase domain) and an APOBEC-1-like domain, the

role of which is unknown.

Forty-seven patients have been reported in the Paris group. Seventeen different

missense mutations, six nonsense, two in-frame deletions, three frameshift deletions

or insertions, three splice site defects and one deletion of the whole coding region

have been observed. Mutations are scattered all along the gene, without any hotspot.

Most of the mutations are found in consanguineous families and homozygous.
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Although clinical phenotype (HIGM) is similar in all patients, it is striking to

note that:

� Almost all AICDA mutations lead to a defect in CSR, but also in the other event of

terminal B cell differentiation [the generation of the somatic hypermutation (SHM)

in the variable region of the IgM; Revy et al., 2000; Quartier et al., 2004].

Mutations located in the C terminal part of AID result only in a CSR defect,

without affecting the SHM process (Ta et al., 2003). This observation suggests that

AID, besides its cytidine deaminase activity, acts in CSR as a docking protein

recruiting by its C terminal part CSR-specific AID cofactors.

� An autosomal recessive inheritance is observed in almost all cases, but a peculiar

mutation (R190X) located in the nuclear export signal is responsible for a HIGM

inherited in an autosomal dominant fashion (Imai et al., 2005).

20.7 WAS

In WAS mutations appear in the gene encoding the Wiskott–Aldrich syndrome

protein (WASP; Derry, Ochs and Francke, 1994). WAS is an X-linked recessive ID

associated with eczema, haemorrhagic episodes and recurrent severe infections.

Symptoms include thrombocytopenia with small platelets, lymphopenia, eczema

and recurrent infections. WAS patients have increased risk of autoimmunity and

malignancies. Treatment modalities include antibiotics and supportive measures. The

only curative therapy is haematopoietic stem cell transplantation.

X-linked thrombocytopenia (XLT) differs from classical WAS since it is char-

acterized by thrombocytopenia with small platelets, and usually the absence of or

only mild and transient complications of WAS (Ochs, 1998).

Figure 20.3 Penotype–genotype correlations in AID.
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WASP is involved in reorganization of actin cytoskeleton by activating Arp2/3-

mediated polymerization, which is controlled by Cdc42, a small GTPase. WASP-

related signalling via adaptor proteins and interaction with protein kinases is crucial

for cell motility and trafficking as well as for immunological synapse formation.

WASP interacts with a very large number of partners and is essential for numerous

pathways and processes.

WASP is localized to cytoplasm and consists of several regions, including

N-terminal pleckstrin homology/WASP1 homology domain 1 (PH/WH1) (Volkman

et al., 2002), GTPase-binding domain (GBD), proline-rich region (PRR), verprolin

homology (VH) and C terminal cofilin homology (CH) domain.

Of 169 patients for which genotype and phenotype could be verified, 88 had XLT

and 79 WAS (Imai, Nonoyama and Ochs, 2003). In another study 124 patients had

WAS and 116 XLT (Notarangelo and Ochs, 2003). Note that some patients were

included in both these studies. A recent report on Japanese patients also indicated GP

correlations in 50 patients (Imai et al., 2004).

The three-dimensional structure was initially modelled for the PH/WH1 domain

(Rong and Vihinen, 2000), and subsequently the structure of the PH/WH1 (Volkman

et al., 2002), and GBD domain bound to Cdc42 (Abdul-Manan et al., 1999) have

been reported. The PH/WH1 domain has the pleckstrin homology domain fold, which

is typical for phosphoinositol binding domains. The WASP PH/WH1 domain is

responsible for binding with the polyproline region of WIP, which participates in

fillopodium, ruffle and vesicle formation. WIP interacts via its PRR with WASP, to

which it binds constitutively.

The WASP mutations affecting the coding region are unevenly distributed along

the WASP gene. The most common mutational events in WAS gene are missense

mutations followed by nonsense and splice site mutations. Missense mutations

account for two-thirds in XLT patients but only about 20 per cent in WAS

(Notarangelo and Ochs, 2003).

There is strong GP correlation for WASP mutations. In an analysis of 169 patients

(Imai, Nonoyama and Ochs, 2003), it was reported that the majority of alterations

affect the PH/WH1 domain (89 per cent). In addition, there are four missense

mutations in the GBD, three in PRR, one in VH/WH2 and four in CH domain. All the

mutations in PRR and VH/WH2 domain are from WAS patients. PH/WH1 and CH

domains also contain a number of XLT-causing substitutions. There is very clear

separation between the clinical phenotype and genotype. As a third variant for WASP

mutations, X-linked neutropenia was noticed in two patients with mutations in GBD

domain. These patients are without microcephaly, thrombopenia and eczema.

The WIP and WASP PH/WH1 domain form a tight complex where WIP wraps

around the WASP domain based on the three-dimensional structure (Volkman et al.,

2002). Of the five direct polyproline binding residues, disease-causing mutations

appear only in A56. Interestingly, all six cases lead to XLT. Almost all of the WASP

missense mutations are in residues, which are in contact with the peptide by

disrupting the WIP interaction or by affecting the interaction either by destabilizing

the WASP structure or causing conformational changes that weaken or prevent the
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interction with WIP. The WASP–WIP complex structure (Volkman et al., 2002) is not

for the complete protein; therefore conclusions based on the ends of the WIP are

somewhat unclear. The WIP has an exceptionally long contact area with WASP and

therefore many mutations even outside the PRR binding site are deleterious. An

example is R86, in which four kinds of substitutions are known. Imai, Nonoyama and

Ochs (2003) report that 19 patients with mutations in this codon have XLT and 17

have WAS. The disease-related mutations are indicated in Figure 20.2(B) together

with the WIP structure.

20.8 XLA

X-linked agammaglobulinaemia (XLA) is caused by mutations in the gene coding for

Bruton tyrosine kinase (Btk; Tsukada et al., 1993; Vetrie et al., 1993). In XLA, B cell

differentiation is blocked, resulting in severely decreased numbers of B lymphocytes

and an almost complete lack of plasma cells, and negligible or very low immuno-

globulin levels of all isotypes. B lymphocyte and plasma cell numbers are decreased,

whereas T lymphocyte subsets are normal and may show a relative increase. The

patients have increased susceptibility to mainly bacterial infections because of

virtually absent humoural immune responses. The increased susceptibility most

often begins during the first year of life when the transferred maternal Ig has been

catabolized. The onset of symptoms varies extensively; most patients show an

increased frequency of infections during their first year of life, whereas a few are

asymptomatic until adults. Patients are treated with both antibiotics and immunoglo-

bulin substitution therapy.

The first IDbase was established for XLA (Vihinen et al., 1995a) (http://bioinf.

uta.fi/BTKbase) and there are altogether 955 patients in the database. The patients

represent 823 unrelated families (Table 20.3), and there are 554 unique mutations

(58 per cent). XLA mutations are scattered all along the BTK gene. Btk belongs to the

Tec family of related cytoplasmic protein tyrosine kinases. They consist of five

distinct structural domains, from the N-terminus PH domain, Tec homology (TH)

domain, Src homology 3 (SH3) domain, SH2 domain and the catalytic kinase domain

of about 280 residues. The distribution of the mutations in the domains is approxi-

mately according to the length of the domains, except for the TH domain.

Traditionally it has been considered that there are no GP correlations in XLA.

However, detailed analysis indicates that there are most likely certain GP-related

features. The severity of XLA can be classified according to susceptibility to

infections or based on decreased B lymphocyte numbers and/or immunoglobulin

levels. Most of the data in the BTKbase is for severe (classical) XLA. However, a

high frequency of mutations resulting in mild XLA causes classical XLA in other

families. Certain cases have only mild symptoms, especially without severe infec-

tions, and with late disease onset. The highest age at diagnosis has been 51 years. The

characteristic Ig and CD19 and CD20 levels are also higher for some XLA patients.

Together these data indicate that there are also certain GP correlations in XLA. The
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picture, however, is not clear because the same mutation can even within certain

kindreds cause mild or moderate disease in some and in others a classical, severe

XLA.

The effects of mutations to BTK structure have been investigated with several

methods. It has been possible to provide putative explanation for all the alterations.

Many of the mutations affect functionally significant, conserved residues and the

most frequently affected sites are CpG dinucleotides (Ollila, Lappalainen and

Vihinen, 1996; Figure 20.1). The majority of the missense mutations in the PH

domain are in the inositol compound binding region. In the TH domain the missense

mutations affect Zn2þ binding. No missense mutations are known to affect the SH3

domain. Most of the amino acid substitutions in the SH2 domain impair phosphotyr-

osine binding. In the catalytic kinase domain, the mutations are mainly on one face of

the molecule, which is in charge of the ATP, Mg2þ and substrate binding. Although

several missense mutations are expressed as protein, in many instances the mutated

protein is unstable (Conley et al., 1998; Futatani et al., 1998).

The 33 CpG dinucleotides in the coding region comprise only 3.3 per cent of the

BTK gene, although CG to TG or CA mutations constitute 24 per cent of all single

base substitutions. Replacements to related amino acids have been proposed to result

in a milder form of disease (Lindvall et al., 2005) and a genotype–phenotype

correlation would be apparent if these individuals were identified. Similarly, incom-

plete forms of splice site mutations are likely to result in a mild disease as well as

splice defects resulting in only modestly reduced levels of Btk. All mutations in CpGs

are not thought to cause XLA. Already in 1997 we reported, based on 368 entries in

BTKbase, that only eight out of 18 CpG containing arginine codons were found to be

mutated (Vihinen et al., 1997). Now that there are 955 entries, the number remains

still at eight.

Most PH domains bind either plasma membrane phosphoinositides or cytosolic

inositol phosphates. The specific binding to inositol phosphates is important for

signal-dependent membrane targetting. Although the average sequence identity of PH

domains is only 17 per cent, all the determined three-dimensional structures have the

same fold of seven b-strands in two antiparallel b-sheets and a C-terminal a-helix.

Amino acid conservation in PH domains was investigated on three levels using

information theoretical methods and physicochemical properties (Shen and Vihinen,

2004). Type I conservation means invariance, which is apparent from sequence

alignment. In type II, physicochemical properties are conserved. To identify type II

conservation, information and entropies were calculated. Since the sequence identity

of PH domains is very low, only a small number of residues with type I or II

conservation were identified. Type III conservation indicates covariance, inferred by

calculating mutual information. Mutations in any of the three types of conserved sites

may cause structural destabilization or a loss of function.

Covariant residues may make contacts that maintain structural stability, form

binding sites/catalytic centres, or may be otherwise structurally and/or functionally

crucial. Regions with low entropy, i.e. high information and significant mutual

information, generally contribute significantly to tertiary structure and/or function

XLA 455



of a protein. Residues in areas of low entropy are typically conserved in protein

families and may be structurally or functionally important.

Covariant residues can form networks of three or more amino acids. The more

contacts a residue makes, the more constrained it is with respect to acquiring

mutations. Among the 10 residues in the PH domain signature motif for 3-

phosphoinositide binding, one is located at a conserved position and seven other

residues are present in a network. Among the 11 residues involved in conserved

residue networks, six contain XLA-causing mutations (Shen and Vihinen, 2004).

Another method, ranking of amino acid contacts with program RankViaContact

(Shen and Vihinen, 2003), revealed that the contact energies of many Btk residues

involved in XLA-causing mutations are ranked at the top among all residues.

The structural bases of XLA have been studied by modelling the individual domain

structures for PH (Vihinen et al., 1995b), SH3 domain (Zhu et al., 1994), SH2 domain

(Vihinen, Nilsson and Smith, 1994), and kinase domain (Vihinen et al., 1994).

Subsequently the experimental structures have been determined for PH domain

(Hyvönen et al., 1997), SH3 domain (Hansson et al., 1998) and kinase domain

(Mao, Zhao and Uckun, 2001). The models and structures have been used to provide

reasons for the disease (Vihinen, Nilsson and Smith, 1994; Vihinen et al., 1994,

1995a,b, 1997, 1999, 2001; Zhu et al., 1994; Shen and Vihinen, 2003, 2004). The

distribution of the mutations in kinase domain is indicated in Figure 2(C).

Our earlier study indicates that missense mutations will only cause XLA if they

affect certain residues, while other locations are tolerant of such alterations. The

mutation tolerance in many sites is probably sequence and residue sensitive, such that

a particular location in BTK may allow certain amino acid substitution(s). Analysis of

PH domain mutations revealed that there are differently conserved positions in

protein domains (Shen and Vihinen, 2004). Many of the mutations affect either

mutually conserved residues, in the case of PH domain mainly involved in phospha-

tidyl inositol ligand binding or those forming strong contacts.

There also seem to be GP correlations in XLA. It is apparent that such correlations

are very common in many hereditary diseases, the widely reported clear correlations

representing part of the continuum. The actual phenotype is in many instances

dependent on the type of mutation; some alterations in certain positions may be

tolerated, some causing mild and others possibly severe disease.

20.9 Why GP Correlations are not More Common

During the last few years GP correlations have been reported in increasing numbers

from several diseases. Despite of this flurry of data, only in a small fraction of

diseases can a clear correlation be noticed. There are apparently several reasons for

this phenomenon. Disease-causing mutations are not simple on/off switches. There is

a spectrum of symptoms in each disorder. The actual symptoms vary for several

reasons including genotype, phenotype, environmental factors etc. In the case of IDs,

the history of prior infections is very important because of memory cells. There may
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be large number of modifiers for genes/proteins, the functions of which, owing to

natural variations (such as SNPs), may be different.

Many signalling pathways are to a certain extent redundant, meaning that, even a

drastic mutation does not necessarily cut off a certain pathway. In the case of BTK,

signalling, related Tec can substitute it to certain extent (Ellmeier et al., 2000). A

small amount of active protein may be enough to prevent at least the most adverse

effects of a mutation such as in ADA deficiency (Hershfield, 2003). Another view is

provided by RAGs, where nonsense mutations in one allele can lead to milder OS

(Villa et al., 2001).

In the case of IDs, only a small fraction of patients and diseases are diagnosed. It

has been estimated that some 85 per cent of ID patients remain undiagnosed. Among

these cases are many mild disease-causing mutations, which when identified will add

to our knowledge about protein function, reactions, interactions and eventually of

phenotype–genotype correlations. When put together, these data will allow better

understanding of clinical parameters of IDs and eventually better and more perso-

nalized treatment.
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Abstract

The immune system has developed mechanisms to detect and initiate responses to a

continual barrage of immunological challenges. Dendritic cells (DC) play a major role

as immune surveillance agents. To accomplish this function, DC are equipped with

highly efficient mechanisms to detect pathogens, to capture, process and present

antigens, and to initiate T-cell responses. The recognition of molecular signatures of

potential pathogens is accomplished by membrane receptor of the Toll-like family,

which activates DC, leading to the initiation of adaptive immunity. High-density DNA

microarray analysis of host gene expression provides a powerful method of examining

microbial pathogens from a novel perspective. The ability to survey the responses of a

large subset of the host genome and to find patterns among the profiles from many

different microorganisms and hosts allow fundamental questions to be addressed about

the basis of pathogen recognition, the features of the interaction between host and

pathogen and the mechanisms of host defence and microbial virulence. The biological

insights thus gained are likely to lead to major shifts in our approach to the diagnosis,

treatment, assessment of prognosis and prevention in many types of infectious diseases

within a decade.
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21.1 Transcriptional Profiling to Study the Complexity
of the Immune System

The immune response is extraordinarily complex. It involves dynamic interaction of a

wide array of tissues, cells and molecules. Traditional approaches are based on one-

by-one gene analysis, shying away from complexity, but providing detailed knowl-

edge of a particular molecular entity. The completion of draft sequences of the human

and mouse genomes offers many opportunities for gene discovery in the field of

immunology through the application of the methods of computational genomics. In

concert with emerging genomic and proteomic technologies, it permits the definition

of the biology of the immune system. The initiation and regulation of the immune

response is complicated and occurs on many levels. Multicellular organisms have

been obliged to develop multifaceted innate and adaptive immune systems to cope

with the challenges to survival originating from microorganisms and their products.

The diversity of innate immune mechanisms is in large part conserved in all

multicellular organisms (Mushegian and Medzhitov, 2001). Some basic principles

of microbial recognition and response are emerging, and recently the application of

computational genomics has played an important role in extending such observations

from model organisms, such as Drosophila, to higher vertebrates, including humans.

The analysis of gene expression in tissues, cells and biological systems has evolved

in the last decade from the analysis of a selected set of genes to an efficient high-

throughput whole-genome screening approach of potentially all genes expressed in a

tissue or cell sample. Development of sophisticated methodologies such as micro-

array technology allows an open-ended survey to identify comprehensively the

fraction of genes that are differentially expressed between samples and define the

sample’s unique biology. This discovery-based research provides the opportunity to

characterize either new genes with unknown function or genes not previously known

to be involved in a biological process.

Microarrays were developed in 1995 (Schena et al., 1995) and have now been

widely applied in the field of immunology. Two types of microarrays are commonly

used, two-colour microarrays and oligonucleotide microarrays. In a two-colour

microarray, collections of DNA samples [i.e. expressed sequence tag (ESTs) or

other clones] are deposited onto a glass slide using robotics. These microarrays are

highly flexible as they may be constructed from anonymous clones found in genomic,

subtractive, differentially displayed or normalized libraries or from commercially

synthesized long (n ¼ 50�70) oligonucleotides (Duggan et al., 1999). Oligonucleo-

tide arrays are constructed from 25-mer oligonucleotides synthesized in situ on a

solid substrate (Lipshultz et al., 1999). This type of microarray requires exact

sequence information and bioinformatic design prior to the construction of the

microarray. To date, oligonucleotide microarrays cannot be produced in-house and

must be purchased from commercial sources. They are still expensive enough to limit

the number and scale of experiments that can be performed by a typical laboratory.

However, oligonucleotide microarrays are highly consistent and offer sequence-

specific detection of gene expression, which is especially important in the study of
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gene families. With both types of microarray analysis, data aggregation from multiple

experiments is possible, allowing higher order analyses of transcript profiles.

Large-scale gene expression analysis is of great relevance in the field of immunol-

ogy to generate a global view of how the immune system attacks invading micro-

organisms, maintains tolerance or creates a memory for past infections. Besides the

availability of large-scale or full-genome microarrays, specialized microarrays that

contain a tailored set of DNA sequences related to immunology are generated and

used. Fundamental questions in immunology address how the immune system

distinguishes between self and nonself, and how immune cell differentiation and

growth are regulated. The exciting part of microarray studies is that the many data

points that are generated cause unpredictable and unexpected results, which may lead

to new insights in immunology.

The study of host–pathogen interactions is instrumental for the control of infectious

diseases. Host eukaryotes are constantly exposed to attacks by microbes seeking to

colonize and propagate in host cells. To counteract them, host cells utilize a whole

battery of defence systems to combat microbes. However, in turn, successful

microbes evolve sophisticated systems to evade host defence. As such, interactions

between hosts and pathogens are perceived as evolutionary arms races between genes

of the respective organisms (Bergelson et al., 2001; Kahn et al., 2002; Woolhouse

et al., 2002). Any interaction between a host and its pathogen involves alterations in

cell signalling cascades in both partners that may be mediated by transcriptional or

post-translational changes. The basic challenge is how to select target genes to be

studied in detail from among thousands of genes encoded in the genome. Transcrip-

tomics is one of the methodologies to serve this purpose. Analytical techniques for

transcriptomics include differential display (DD, Liang and Pardee, 1992), cDNA-

amplified restriction fragment length polymorphism (AFLP) (Bachem et al., 1996),

random EST sequencing (Kamoun et al., 1999), microarray (Schena et al., 1995),

serial analysis of gene expression (SAGE, Velculescu et al., 1997) and massively

parallel signature sequencing (MPSS, Brenner et al., 2000). Among them, microarray

has recently been used more frequently than other platforms. Most of the gene

expression studies addressing host–pathogen interactions in reality have examined

either host or pathogen. However, the simultaneous monitoring of gene expression of

both host and pathogen, preferably during the infection process and in situ, has

already been investigated (Birch and Kamoun, 2000). This approach is necessary to

elucidate the host–pathogen interplay in molecular detail.

21.2 DC Subsets and Functional Studies

Dendritic cells (DC) are professional antigen-presenting cells, which play a crucial

role in initiating immune responses. DC are continuously produced from haemato-

poietic stem cells within the bone marrow and are subdivided into subsets character-

ized by their tissue distribution, morphology, surface markers and functions. DC are

present in most tissues. We will refer to them as resident DC (R-DC). In particular,
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R-DC are found in those tissues that interface with the external environment, where

microorganisms can enter.

The R-DC are present in an immature state, they are highly phagocytic and

continuously internalize soluble and particulate antigens that are processed and

presented to T cells. The interaction of immature DC with T cells induces an abortive

T cell activation with the induction of T cell anergy (Hawiger et al., 2001; Sotomayor

et al., 2001) or the differentiation of regulatory T cells (Jonuleit et al., 2001). In

contrast, microbial stimuli that are recognized through a complex DC innate receptor

repertoire induce DC maturation and migration that is completed after 24 h (Granucci

et al., 2003a; Figure 21.1). Mature and migratory DC (M-DC) express high levels of

stable peptide�MHC complexes and costimulatory molecules at the cell surface and

efficiently prime naive T cells. The extent and the type of innate and adaptive

responses induced by DC are related to the type of signal they have received. Indeed,

DC are able to distinguish different pathogens through the expression of pattern-

recognition receptors (PRRs) that interact with specific microorganism molecular

structures, called microbe-associated molecular patterns (PAMPs). These constitutive

and conserved microbial structures are absent in host mammalian cells and represent

the signature of microorganisms (Medzhitov, 2001). Well-defined PRRs are Toll-like

Figure 21.1 Coordinated process of DC maturation. After interaction with appropriate stimuli,

DC respond to danger signals by stimulating a controlled and effective immune response. Dendritic

cells first regulate leukocyte recruitment at the site of inflammation, through the production of

chemokines and inflammatory cytokines, and then they acquire migratory properties and undergo a

rapid switch in chemokine receptors. This allows them to leave the inflamed tissue and to reach the

lymph node T cell area.
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receptors (TLRs). The stimulation of different TLRs at the DC surface results in the

activation of different signalling pathways and the induction of diverse maturation

processes that influence the outcome of adaptive immunity.

DC are a heterogeneous group of cells that display differences in anatomic

localization, cell surface phenotype and function. However, DC have several features

in common (Banchereau and Steinman, 1998; Hart, 1997).

Murine DC have been classified into two main lineages: myeloid DC and lymphoid

DC. The definition of DC subset phenotypes and the attribution of specific functions

to defined DC stages has been a very difficult task; DC are characterized by a very

high functional plasticity and can adapt their responses upon antigen encounter; they

are able to segregate in time different functions, which will dictate the outcome of the

immune response.

At least five major populations of DC have been described in the central

and peripheral lymphoid organs of mice. In murine spleen, three DC subtypes

are delineated, namely CD4�CD8aþDEC205þCD11b�, CD4þCD8a�DEC205�

CD11bþ and CD4�CD8a�DEC205�CD11bþ (Kamath et al., 2000; Shortman,

2000; Vremec et al., 2000). In lymph nodes, these three subtypes are present together

with a fourth population, CD4�CD8alowDEC205þ with various levels of CD11b

(Anjuere et al., 1999; Shortman, 2000). The mouse thymus appears to contain

two DC types, one that overlaps with a lymph node subtype and one that may be

unique, CD4�CD8a�/lowDEC205þCD11b� and CD4�CD8a�DEC205þCD11b�,

respectively. All three subtypes were classed as mature, because they expressed

CD80, CD86 and CD40 and efficiently activated allogeneic T cells (Vremec

et al., 2000).

In the last decade, understanding of DC physiology and function improved, but

many aspects of the mouse DC subset biology remain unclear, including their

ontogeny, function, cytokine production potential and Ag presentation capacity.

Functional comparisons of DC subsets have been controversial. Given this, it

would be useful to define DC subsets at the molecular level in an attempt to

understand more about their relationship to each other, provide better insights into

their biology, and find alternative markers for their isolation. Toward this end,

different studies have been conducted to study DC biology at the molecular level

both in human and in the mouse systems. Here, we review microarray research to

characterize gene expression in the immunology of DC to broaden our understanding

of the biology of immunologic processes.

In this regard, microarray analysis has been conducted using mRNA purified from

CD11chigh splenic DC subsets immediately after cell isolation (Edwards et al., 2003).

The data presented in this study suggested that all three subsets constitute unique

populations and that the CD4þ and the double negative DC subsets are more similar

to each other than to the CD8aþ DC subset. Selective expression of some previously

reported genes was confirmed and CD5, CD72 and CD22 identified as novel markers

for the CD8a� DC subsets (Edwards et al., 2003).

The lists of differentially expressed genes included many immunological relevant

molecules not previously described as differentially expressed in DC, such as some
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chemokines and their receptors (e.g. CXCR1, CXCL9 and CCL22), signalling

components (e.g. RyR3, IFN regulatory factor 4 and STAT-4), MHC molecules

(e.g. H-2DMb2), proteins involved in resistance to CTL lysis (e.g. SPI6), and many

others. Differentially expressed genes have been grouped according to Gene Ontol-

ogy biological process and they showed a significant association with responses to

biotic stimuli, signal transduction from cell surface receptors and development. Such

an association was not seen when total DC-expressed genes were similarly grouped.

Therefore, this suggests that CD4þ and CD8aþ DC are likely to show significant

differences in the biological process they participate in.

We have conducted a similar study applying global transcriptional analysis on DC

to better understand DC biology at the molecular level. To investigate the effects of

different stimuli on DC function, we have used the Affymetrix GeneChip1 technol-

ogy (Lockhart et al., 1996), which permits the simultaneous analysis of the

expression of thousands of genes. These analyses require homogeneous cell popula-

tions to avoid dilution and contamination of information. Bone marrow-derived

mouse DC are extremely unstable and it is not possible to obtain homogeneous

immature DC without contamination with mature and intermediate DC. Cell lines

that closely parallel fresh DC functions are a valid alternative. Thus we took

advantage of the previously described mouse DC line, D1 (Winzler et al., 1997).

D1 cells are a splenic, myeloid and growth factor-dependent DC line that can be

maintained indefinitely in culture in the immature state. This cell line can be driven to

full maturation using different stimuli. In particular, D1 cells reach a mature state 18 h

after lipopolysaccharide (LPS) or bacterial stimulation, as assessed by phenotypical

(upregulation of class II and costimulatory molecules) and functional characteristics,

such as antigen presentation, inhibition of migration, blocking of antigen uptake,

cytoskeleton rearrangements (Winzler et al., 1997; Rescigno et al., 1998).

The transcription profile is a major determinant of cellular phenotype and function.

Differences in gene expression are indicative of morphological, phenotypical and

functional changes induced in a cell by environmental factors and perturbations. The

most common stimuli used to activate DC are tumour necrosis factor (TNF)-a and LPS.

Thus, to evaluate the differences in DC response to LPS and TNF-a we performed a

genome-wide transcriptional analysis of activated DC and compared it with the

expression analysis performed on immature DC (Granucci et al., 2001b; Table 21.1).

We observed that only LPS was able to induce the transcription of genes responsible

for DC growth arrest and it was much more effective than TNF-a in activating the

expression of genes involved in antigen processing and T cell stimulation. Moreover

LPS- but not TNF-a-stimulated DC expressed genes able to control the inflammation

during the immune response. The transcriptional program analysis suggests that TNF-

a is an ineffective stimulus for terminal DC differentiation. The observation that the

expression of several genes found with the GeneChip1 utilization corresponds to a

number of functional characteristics of DC validates the applicability of the oligo-

nucleotide microarray technology for monitoring gene expression in mouse cells.

Similar transcriptional studies have also been conducted on human DC subsets.

In humans, DC are also found as precursor populations in bone marrow and blood
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Table 21.1 Differential gene expression analysis in LPS- and TNFa-stimulated vs unstimulated

D1 cells

IDa Gene name LPS 6 h LPS 18 h TNFa 6 h TNFa 18 h

Cell surface and membrane proteins
L09754 CD30L NC NC I 36* I 42b

U12763 OX40L NC I 70 NC NC

M83312 CD40 I 345b I 201b NC I 4.3b

M34510 CD14 U 11.6 U 3.2 NC NC

Y08026 IAP38 S 73c S 73c NC S 73c

U10484 Jaw1 S 242c S 242c NC D 2.6

X93328 F4-80 D 2.6 D 2.4 NC NC

Z16078 CD53 D 3.9 D 7.3 D 2 D 2.3

X68273 Macrosialin D 2.3 D 2.1 NC NC

U47737 TSA1 D 4.1 D 9.9 NC NC

U18372 CD37 D 3.8 D 2.9 NC NC

U05265 gp49 NC D 4.9 D 2.9 D 3.7

L08115 CD9 NC D 4.3 D 2.9 D 2.4

X72910 HSA-C NC D 5.5 D 2.8 D 2.5

U25633 TMP S 165c S 165c NC D 7.4

Cell cycle and apoptosis
D86344 TIS NC I 273b NC NC

L49433 c-IAP-1 I 71b I 68b NC I 77*

L16846 BTG1 U 3.2 U 2.4 NC NC

M83749 Cyclin D2 U 3.7 U 3.7 NC NC

U19860 GAS NC U 2.8 NC NC

D50494 RCK U 3 U 2.2 NC NC

M64403 CYL-1 D 2.4 D 3.8 NC NC

U70210 TR2L NC NC D 2.4 D 3.5

U58633 p34CDC2 NC D 5.5 D 2.2 D 3.2

X82786 Ki-67 NC D 6.4 NC D 2.6

Z26580 Cyclin A NC S 147c NC NC

X66032 Cyclin B2 NC S 108c NC S 108c

X64713 Cyclin B1 NC S 47c NC S 47c

D86725 mMCM2 NC S 125c D 2.7 NC

Z72000 BTG3 S 46c S 46c NC S 46c

Antigen processing and presentation
U60329 PA28 U 3.2 U 3.2 NC NC

X97042 UBcM4 U 2.3 U 2.6 U 2.2 U 2.6

M55637 TAP-1cas NC U 2.8 NC NC

U35323 H-2Mb2 D 12.5 D 9.2 D 2.2 D 2.2

U35323 H-2Ma S 304c S 304c NC NC

U35323 H-2Mb1 D 6.9 S 149c NC NC

D83585 Proteasome Z subunit NC NC D 2.5 D 2.2

K01923 I-Aa D 2.8 D 3.5 NC NC

V01527 I-Ab NC D 3.7 NC NC

Secreted molecules
J03783 IL-6 I 45b I 78b NC NC

(Continued)
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and as more mature forms in lymphoid and nonlymphoid tissues. Three distinct

subtypes of human DC have been delineated based on studies of skin DC (Cerio

et al., 1989), DC generated in vitro from CD34þ haematopoietic progenitors (Caux

et al., 1996), and blood DC precursors (Romani et al., 1994). Human skin contains

two of the three DC subtypes in immature form: Langerhans cells (LC) and

interstitial DC. Both subtypes emerge in cultures from CD34þ bone marrow and

CD11cþ blood precursors in the presence of GM-CSF and either IL-4 or TNF-a
(Caux et al., 1999; Romani et al., 1994; Sallusto and Lanzavecchia, 1994). The

CD11cþ DC precursor expresses myeloid markers, including CD13 and CD33. Upon

activation by CD40L, immature myeloid DC undergo maturation and produce IL-12

(Cella et al., 1996).

Human DC have also been characterized at molecular level using global strategies.

The only concern until now about these studies has been the source and the

purification issue in obtaining these cell types. Until approximately 10 years ago, it

was challenging to perform studies on human DC because of the difficulty of isolating

them. This changed with the development of systems for the differentiation of DC

from precursor cells that are easier to isolate. One of the most common methods for

preparing DC is by the differentiation of monocytes with IL-4 and GM-CSF to

immature DC. Although less commonly, CD34þ stem cells have also been used as a

source for precursor cells in DC profiling studies.

M86671 IL-12p40 I 820b I 759b NC NC

M64404 IL-1RA U 13.4 U 9 NC NC

X03505 Serum amyloid NC I 256b NC I 67b

M15131 IL-1b U 82 U 34.8 U 7.4 U 11.8

M73061 MIP-1a U 3.9 U 5.5 NC NC

X53798 MIP-2 U 20.2 U 5.7 NC NC

U02298 RANTES U 3.7 U 28 U 3 U 3.4

X58861 C1qa S 628c S 628c NC NC

X66295 C1qC D 15 S 656c D 3.7 D 3.5

X16151 ETA1 S 485c S 485c NC D 7.9

M19681 JE D 5.9 S 348 D 6 D 4.6

X06086 MEP D 2.6 D 2.9 D 2 S 126c

U50712 MCP5 S 83c S 83c S 83c S 83c

X83601 PTX3 D 3.8 S 211c D 3.6 S 211c

M22531 C1qB D 8.7 D 42.8 D 2.4 D 4.2

M58004 C10 D 3.1 D 6.5 D 2.6 D 5.2

L19932 big-h3 NC D 5.1 NC NC

X12905 Properdin D 4.7 D 16.2 D 2.2 NC

aAccession number. NC, no change in the level of expression; I, induced (detected only in stimulated cells); U,
upregulated; D, downregulated; S, suppressed (detected only in unstimulated cells). bAvgDiff reached after
stimulation. cAvgDiff in the baseline, values without superscript letters represent the fold change in stimulated vs
unstimulated cells.

Table 21.1 (Continued)

IDa Gene name LPS 6 h LPS 18 h TNFa 6 h TNFa 18 h

468 CH21 TRANSCRIPTIONAL PROFILING OF DENDRITIC CELLS



Human DC transcriptional profiling has been determined during the maturation

process; maturation of DC occurs through their interaction with infectious agents or

cytokines, or contact with other cell types. Infectious agents or components from such

agents used for profiling studies included LPS (Hashimoto et al., 2000; Baltathakis

et al., 2001; Matsunga et al., 2002; Messmer et al., 2003) poly I:C (Huang et al.,

2001), bacteria (e.g. Escherichia coli; Granucci et al., 2001b; Huang et al., 2001),

yeast (e.g. Candida albicans; Huang et al., 2001), parasites (e.g. Leishmania major;

Chaussabel et al., 2003), and viruses (e.g. influenza virus, HIV-1; Huang et al., 2001;

Izmailova et al., 2003). Cytokines and molecules reflecting cell–cell contact that have

been used to mature DC for profiling studies include TNF-a (Dietz et al., 2000;

Lapteva et al., 2001; Le Naour et al., 2001; Moschella et al., 2001; Ahn et al., 2002)

and CD40L (Moschella et al., 2001; Bleharski et al., 2001).

Other transcriptional profile studies are performed on freshly isolated cells. Two

types of human DC have been identified from blood, a CD11c�CD123þ plasmacytoid

and a CD11cþCD123� myeloid dendritic cell type (Kohrgruber et al., 1999). The

plasmacytoid DC are potent antigen-presenting cells (Brière et al., 2003). They are

best known for their capacity to produce high levels of interferon (IFN)a upon

stimulation (Brière et al., 2003), unlike myeloid DC. The myeloid class of DC more

closely represents the DC that are obtained by the differentiation of precursor cells

with GM-CSF/IL-4. They have a strong ability to take up, process, and present

antigen (Kohrgruber et al., 1999). Thus myeloid DC, unlike plasmacytoid DC, are

capable of being stimulated by agents such as LPS and zymosan.

21.3 DC at the Intersection Between Innate
and Adaptive Immunity

When higher organisms are exposed to pathogenic microorganisms, innate immune

responses occur immediately, both in terms of cell activation and inflammation. The

initial response is characterized by phagocytosis or endocytosis and subsequent

destruction or degradation of pathogens.

At the initial stage of primary infection, DC constitute an integral part of the innate

immune response, supported by the recruitment activity of bone-marrow-derived

immune cells and various resident tissue cells.

DC and macrophages are acutely activated; during innate responses they produce

pro-inflammatory cytokines and chemokines such as TNF-a and interleukin (IL)-1b,

and effector cytokines such as IL-12 (p40 subunit) and type I IFNs (Manger and

Relman, 2000). This cytokine and chemokine production occurs in waves at a precise

time point during the process of DC maturation, as shown by the MIP-1g and MIP-1b
gene expression profiling (Figure 21.2). During this phase, DC enhance presentation

of the products of pathogen degradation (antigenic peptides) via the MHC class I or II

presentation pathway to antigen reactive T cells, and they produce bactericidal

effector substances such as nitric oxide. Thus, innate immune cells and in particular

DC represent not only a first line of defence towards infections but also play an

INNATE AND ADAPTIVE IMMUNITY 469



M
IP

-1

0

50
0

10
00

15
00

20
00

25
00

30
00

35
00

40
00

Unt
_0

 h
_B

Le
iM

ex
Am

a_
4-

h

Le
iM

ex
Am

a_
8-

h

Le
iM

ex
Am

a_
12

-h

Le
iM

ex
Am

a_
24

-h

Le
iM

ex
Pro

_4
-h

Le
iM

ex
Pro

_8
-h

Le
iM

ex
Pro

_1
2-

h

Le
iM

ex
Pro

_2
4-

h

Sch
M

an
SLA

_4
-h

Sch
M

an
SLA

_8
-h

Sch
M

an
SLA

_1
2-

h

Sch
M

an
SLA

_2
4-

h

Sch
M

an
Egg

_4
-h

Sch
M

an
Egg

_8
-h

Sch
M

an
Egg

_1
2-

h

Sch
M

an
Egg

_2
4-

h

RFU

M
IP

-1
g

M
IP

-1

0

10
0

20
0

30
0

40
0

50
0

60
0

70
0

80
0

90
0

Unt
_0

 h
_B

Le
iM

ex
Am

a_
4-

h

Le
iM

ex
Am

a_
8-

h

Le
iM

ex
Am

a_
12

-h

Le
iM

ex
Am

a_
24

-h

Le
iM

ex
Pro

_4
-h

Le
iM

ex
Pro

_8
-h

Le
iM

ex
Pro

_1
2-

h

Le
iM

ex
Pro

_2
4-

h

Sch
M

an
SLA

_4
-h

Sch
M

an
SLA

_8
-h

Sch
M

an
SLA

_1
2-

h

Sch
M

an
SLA

_2
4-

h

Sch
M

an
Egg

_4
-h

Sch
M

an
Egg

_8
-h

Sch
M

an
Egg

_1
2-

h

Sch
M

an
Egg

_2
4-

h

RFU

M
IP

-1
 b

et
a

γ
β

F
ig

u
re

2
1

.2
E

x
am

p
le

s
o

f
C

h
em

o
k

in
e

g
en

e
ex

p
re

ss
io

n
p

ro
fi

li
n

g
as

m
ea

su
re

d
b

y
m

ic
ro

ar
ra

y
an

al
y

si
s.

M
IP

-1
g

m
R

N
A

p
ro

d
u

ct
io

n
is

u
p

re
g

u
la

te
d

b
et

w
ee

n
4

an
d

2
4

h
o

f
p

ar
as

it
e

st
im

u
la

ti
o

n
w

h
er

ea
s

M
IP

-b
sh

o
w

s
m

ax
im

u
m

le
v
el

o
f

ex
p

re
ss

io
n

at
4

h
.

U
n

t,
u

n
tr

ea
te

d
ce

ll
;

L
ei

M
ex

P
ro

,
L

ei
sh

m
a

n
ia

m
ex

ic
a

n
a

p
ro

m
as

ti
g

o
te

;
S

ch
M

an
E

g
g

,
S

ch
is

to
so

m
a

m
a

n
so

n
i

eg
g

s.
(A

co
lo

u
r

re
p

ro
d

u
ct

io
n

o
f

th
is

fi
g

u
re

ca
n

b
e

v
ie

w
ed

in
th

e
co

lo
u

r
p

la
te

se
ct

io
n

)



instructive role in shaping the adaptive immune responses (Fearon and Locksley,

1996).

Another interesting feature of DC is their ability to delay the processing of the

internalized antigens by antigen retention in a storage compartment that we have

identified with its mildly acidic pH content (Lutz et al., 1997). In these vesicles the

internalized antigens are not immediately degraded and the fusion with the lysosomes

is delayed; this mechanism is apparently coordinated with the generation of newly

synthesized MHC class I molecules that occurs 12–18 h following DC activation

(Rescigno et al., 1998). How degraded antigens derived from the exogenous pathway

can access the MHC class I loading compartment has been recently reported with the

discovery of endoplasmic reticulum (ER)–phagosome fusions (Guermonprez et al.,

2003). Therefore, DC can efficiently present on class I molecules peptides generated

by the exogenous pathway. Adaptive immunity is controlled by the generation of

MHC-restricted effector T cells and production of cytokines (Moser and Murphy,

2000). DC are able to stimulate naive T helper (Th) cells, which in turn they may

differentiate into Th1- vs Th2-polarized subsets; Th1 cells secrete primarily inter-

feron IFN-g, whereas Th2 cells produce IL-4, IL-5, IL-10 and IL-13. Upon activation,

DC upregulate the expression of costimulatory molecules, such as CD80 and CD86,

thereby increasing immunogenicity of peptide antigens presented. Finally, DC

activation triggers the production of cytokines, such as IL-12, IL-18, IL-4 or

IL-10, which are able to polarize emerging T cell responses. Added to the complexity,

it is to date not clear whether all forms of activation of DC necessarily result in

increased immunogenicity. Furthermore, DC can produce different cytokines in

response to different activating stimuli (Moser and Murphy, 2000). An example is

shown by the observation that murine DC interacting either with yeast or hyphae of

Candida albicans produce IL-12 or IL-4 respectively, and in vivo drive either Th1 or

Th2 differentiation, respectively (D’Ostiani et al., 2000). Therefore, DC and macro-

phages are important at the interface in bridging the innate and adaptive immune

system (Kahn et al., 2002).

21.4 DC and Infectious Diseases

DC are the first immune cells that come into contact with foreign microorganisms.

Not surprisingly, DC play an important role in the generation of protective immunity

towards intracellular parasites (Ludewig et al., 1998, Flohe et al., 1998) However, DC

function may be subverted as part of the life cycle of a pathogen. A number of viruses

use molecules expressed by DC as receptors; examples include CD4, CCR5 and

CXCR4 (HIV; Baluvelt, 1997) CD13 (coronavirus and cytomegalovirus; Yeager et al.,

1992, Soderberg et al., 1993) and CD46 (measles virus, MV; Schnorr et al., 1997)

The most studied example of DC involvement in infection is HIV. This lentivirus can

remain latent in DC and exploits the trafficking of DC towards lymphoid tissue as a

strategy to enhance the infection of permissive CD4þ lymphocytes (Masurier et al.,

1998; Granelli-Piperno et al., 1999).
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HIV appears to be activated in DC by CD40 ligation or by the presence of Th cells.

The activation status of the DC themselves is thought to have an impact on

viral replication, with immature and cutaneous DC supporting productive infection

of macrophage tropic virus, while mature DC are able to transport HIV but

appear unable to replicate both T cell and macrophage tropic strains of virus

(Granelli-Piperno et al., 1998).

Therefore, microbes have learned to directly invade DC in peripheral tissues and

replicate intracellularly. By either a productive nonlytic infection and/or by killing

DC, the agent can then be spread locally, or infected DC can carry the agent to

draining lymph nodes. Furthermore, infectious agents can interfere with MHC class I

and class II antigen processing and presentation pathways or activate T cells

indiscriminately by presenting bacterial superantigens diverting an effective immune

response (reviewed in Austin, 2000; Banchereau et al., 2000; Reis e Sousa et al.,

1999). Among organisms that have developed the ability to subvert DC function are

the viruses human immunodeficiency virus I (HIV), Epstein–Barr virus (EBV),

human choriomeningitis virus (HCMV), murine lymphocytic choriomeningitis virus

(LCMV), human cytomegalovirus (HCMV), Herpes simplex virus (HSV) and measles

virus, the bacteria M. tuberculosis, Yersinia enterocolitica, Salmonella sp. and

Listeria monocytogenes, and the parasites Leishmania major, L. donovani and

Plasmodium falciparum.

21.5 DC and Bacteria Interaction

The interactions between a host and microbial pathogens are diverse and regulated.

The molecular mechanisms of microbial pathogenesis show common themes that

involve families of structurally and functionally related proteins such as adherence

factors, secretion systems, toxins and regulators of microbial pathogens. Microarray

expression analysis of pathogen-infected cells and tissues can identify, simulta-

neously and in the same sample, host and pathogen genes that are regulated during

the infectious process.

Both bacterial and mammalian (mouse, human) genome sequences can be used

in microarray technology to define the expression profile of pathogens and the host

cells. The global transcription effects on host cells of the innate immunity by various

bacterial pathogens, including Listeria monocytogenes, Salmonella, Pseudomonas

aeruginosa and Bordetella pertussis, have been analysed using microarray technol-

ogy (Rappuoli, 2000). The infection of macrophages with S. typhimurium identified

novel genes whose expression levels are altered (Rosenberger et al., 2000). Similarly,

L. monocytogenes-infected human promyelocytic THP1 cells identified 74 upregu-

lated RNAs and 23 down-regulated host RNAs (Cohen et al., 2000). Many of the

upregulated genes encode proinflammatory cytokines (e.g. IL-8, IL-6 and growth-

related oncogene-1) and many of the downregulated genes encode transcription

factors and cellular adhesion molecules.
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Understanding the molecular basis of the host response to bacterial infections is

critical for preventing disease and tissue damage resulting from the host response.

Furthermore, an understanding of host transcription changes induced by the microbes

can be used to identify specific protein targets for drug development.

During the initial phase of an infection, the invading microbes can avoid various

innate immune defences, but there are also mechanisms to counteract the develop-

ment of an adaptive immune response (Hornef et al., 2002). As a principal component

of the innate immunity able to prime adaptive responses, the DC play a pivotal role in

immunity and consequently are a particularly interesting target for pathogens

(Palucka and Banchereau, 2002).

To study DC and bacteria interaction, we carried out a kinetic analysis of gene

expression in immature mouse DC stimulated at different time-points with live Gram-

negative bacteria (Granucci et al., 2001a). For this study we used the well-

characterized DC line, D1, which shows similar maturation to that seen with fresh

splenic or bone marrow-derived DC (Rodriguez et al., 1999; Rescigno et al., 2000;

Singh-Jasuja et al., 2000). We activated D1 cells with Gram-negative Escherichia coli

and transcriptionally analysed immature cells as well as mature cells that had been

stimulated for 4, 6, 12, 18, 24 or 48 h with high-density oligonucleotide arrays that

displayed probes for 11 000 genes and ESTs. At each time-point after stimulation, D1

cells were phenotypically characterized for their state of developmental synchroniza-

tion by analysing surface expression of major histocompatibility complex (MHC)

class II, B7-2 and CD40.

The main finding from this study was the discovery that DC are able to produce IL-

2 upon bacterial encounter (Granucci et al., 2001a). As well as the other inflamma-

tory cytokines produced by DC during the maturation process, IL-2 is also expressed

with a strictly defined kinetic, between 2 and 8 h after bacterial uptake. IL-2 is a

cytokine able to sustain T, B and natural killer (NK) cell growth and, during the late

phases of antigen-specific T cell responses, it contributes to the maintenance of T cell

homeostasis by promoting activation-induced cell death (AICD) of effector T

lymphocytes (Sporri and Reis e Sousa, 2005). Given the important regulatory role

exerted by IL-2 in the immune system, IL-2-deficient mice show a generalized

immune system deregulation (Schimpl et al., 2002). The observation that DC, other

than T cells, can also produce IL-2 opens new possibilities in understanding the

mechanisms by which DC control innate and adaptive immunity (Lebecque, 2001).

In vivo, both CD8aþ and CD8a� splenic DC can produce IL-2 following microbial

activation. Interestingly, only microbial stimuli and not inflammatory cytokines are

able to induce IL-2 secretion by DC (Granucci et al., 2003b), indicating that DC can

distinguish between the actual presence of an infection and a cytokine-mediated

inflammatory process (Sporri and Reis e Sousa, 2005).

Recent studies have focused on the function of DC during the early phases of the

immune response, and a predominant role for DC in activation of NK cells has been

described (Ferlazzo et al., 2002; Piccioli et al., 2002; Gerosa et al., 2002; Fernandez

et al., 1999).
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21.6 DC and Virus Interaction

Studies on virus infections in humans and animals revealed that the infected host

responds to virus infection by induction of the two arms of the immune system: the

first line of defence is the appearance of antiviral cytotoxic T cells (CD8þ and CD4þ)

and the second is the synthesis of antiviral antibodies.

Few studies have been reported about the modulation of DC gene expression in

response to virus infections. One such describes the DC transcriptome analysis upon

influenza virus infection (Huang et al., 2001). The immature DC were exposed to

different pathogens and the reprogramming of DC gene expression during the

maturation process was studied using oligonucleotide microarrays. Some 166 genes

were reported to be activated as core response genes to all the pathogens tested;

additionally, 58 genes were modulated in response only to influenza virus. The IFN-a
and -b genes were markedly induced together with a subset of genes linked to the

inhibition of the immune response. These genes included pro-apoptotic genes that

may induce early death of infected cells, the gene that encodes mcp-1, which is

capable of blocking IL-12 production in macrophages, genes that inhibit NO

synthesis and genes that code for proteins which inhibit T cell activation. Among

the IFN genes, the infected DC induced the expression of the genes Mx1 and Mx2

transiently. The expression of human Mx in transgenic mice enhanced resistance to

influenza virus infection (Pavlovic et al., 1995).

DC and HIV interaction have been studied recently by analysing the pattern of gene

expression induced by this virus (Izmailova et al., 2003). The authors used DNA

microarrays to identify DC genes whose expression is modified by HIV-1 infection

and by expression of Tat alone. HIV-1 and Tat induced expression of chemokines that

recruit activated T cells and macrophages, the ultimate cellular targets of HIV-1

infection. A new role for Tat in facilitating expansion of the viral infection is proposed.

Both HIV-1 infection and Tat expression caused increased expression of the IFN-

inducible genes. The products of these genes are responsible for the diverse effects of

IFNs, including antiviral growth, immune modulation and antitumour activity (Sen,

2000). Other viruses, such as polyoma, human papilloma type 31 and mumps, down-

regulate expression of these genes (Chang and Laimins, 2000 Fujii et al., 1999; Weihua

et al., 1998). Therefore, the gene expression program of immature DC is modified by

HIV-1 infection and Tat expression. The observation that Tat regulates chemokine gene

expression in DC suggests that therapies designed to affect Tat function may produce the

combined benefit of limiting viral transcription and reducing the interactions between

infected DC and T cells that contribute to the expansion of viral infection.

21.7 DC and Parasite Interaction

Shistosoma mansoni molecular signature

Expression analyses have shown that, after microbial interaction, DC undergo a

multistep maturation process (Granucci et al., 2001b) and acquire specific immune
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functions, depending on the type of microbe they have encountered. We have defined

in detail the transcriptome induced in murine DC by different pathogens such as

Shistosoma mansoni (Trottein et al., 2004) and Leishmania mexicana. The data

clearly demostrate that individual parasites induce both common and individual

regulatory networks within the cell. This suggests a mechanism whereby host–

pathogen interaction is translated into an appropriate host inflammatory response.

Shistosoma mansoni is a helminth parasite and has a complex life cycle that is

initiated by the transcutaneous penetration of the larvae followed by its rapid

transformation into schistosomula (SLA; Pearce and MacDonald, 2002). Once in

the skin, SLA closely interact with immunocompetent cells, including DC, to

manipulate the host immune response (Ramaswamy et al., 2000; Angeli et al.,

2001). SLA then begins a long vascular journey to reach the intrahepatic venous

system, where they mature into adult male and egg-producing female worms. Eggs

that accumulate in the liver, spleen and lungs induce inflammation and an intense

granulomatous hypersensitivity reaction (Rumbley and Phillips, 1999).

We have investigated DC–schistosome interactions using a genome-wide expres-

sion study. We have used a near-homogeneous source of mouse DC, the well-defined,

long-term D1 splenic population (Winzler et al., 1997). The kinetic global gene

expression analysis of mouse DC stimulated with eggs or SLA indicated that genes

encoding inflammatory cytokines, chemokines and IFN-inducible proteins were

oppositely regulated by the two stimuli (Figure 21.3). Interestingly, eggs, but not

SLA, induced the expression of IFN-b that efficiently triggered the type I IFN

receptor (IFNAR) expressed on DC, causing phosphorylation of STAT-1 with

consequent upregulation of IFN-induced inflammatory products.

Clustering techniques applied to 283 differentially expressed genes distinguished

the two stimuli from different points of view (Figure 21.4). The egg time-course

experiment was compatible with a progressive cell differentiation process, such as

maturation, whereas observations from SLA-stimulated DC samples suggested the

occurrence of a stable blocking event within the first 4 h. Moreover, eggs modulated

different amounts and subsets of genes in comparison with SLA, indicating that the

two developmental stages of S. mansoni affected distinct intracellular pathways in

DC, possibly by triggering specific receptors. The egg stage sustains the maximiza-

tion of Ag presentation efficiency in DC by inducing the upregulation of H-2M,

which plays a crucial role in the peptide loading of MHC class II molecules (Kovats

et al., 1998) and of the costimulatory molecules CD40 and ICAM-1. Cathepsins D

and L, which are believed to remove the invariant chain from its complex with MHC

class II molecules (Villadangos et al., 1999), are downregulated by SLA, but are not

modulated by eggs, suggesting a reduction in the Ag processing capacity exerted by

the larval stage on DC. Moreover, the egg stage induced the expression of proin-

flammatory cytokine transcripts, such as TNF-a, and chemokines, such as IP-10

(CXCL10), monocyte chemoattractant protein-5 (CCL12), MIP-1a (CCL3), MIP-1b
(CCL4), MIP-1g (CCL9) and MIP-2 (CXCL2), that are known to collectively attract

granulocytes, immature DC, NK cells and activated T cells (Greaves and Schall,

2000). S. mansoni eggs, but not SLA, induced the production of high amounts of
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IL-2, which could be important for DC-mediated activation of NK cells or NKT cells

(Fujii et al., 2002) as well as for priming naive T cells (Granucci et al., 2003b).

Mouse myeloid DC, in response to helminth eggs, activate a strong interferon

response compared with SLA. We have observed that the DC-derived IFN-b
molecule efficiently triggered the IFNAR expressed on DC, thus providing an

autocrine and/or paracrine stimulation mechanism. Therefore, our data indicate

Figure 21.3 Expression profile clustering of 283 genes differentially expressed during DC–

schistosome interaction. Two-way hierarchical clustering of gene expression profiles measured in

time-course experiments; normalized expression levels relative to median are displayed in yellow

(median expression), red (increased expression), or cyan (decreased expression) according to the

colour bar. (A colour reproduction of this figure can be viewed in the colour plate section)
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myeloid DC as one possible mediator of type I IFN signalling as well as one plausible

source of IP-10 and MIP-1a production, also in response to helminth infections. The

comparative gene expression analysis revealed two different DC global transcrip-

tional modifications induced by either Schistosoma eggs or SLA, consistent with the

different responses induced in vivo by these two parasite stages. Taken as a whole, our

observations have provided new molecular insights into the host–parasite interaction

established in the course of schistosomiasis, leading to the identification of a type I

IFN-dependent mechanism by which DC may amplify inflammatory reactions in

response to helminth infection.

21.8 Leishmania Mexicana Molecular Signature

A molecular signature was generated by DC after interaction with the protozoan

parasite Leishmania mexicana (Aebischer et al., 2005). Parasite infection is initiated

Normalized profiles of 283 differentially expressed genes
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Figure 21.4 Comparative kinetic analysis of DC transcriptomes generated by S. mansoni.

Expression profile clustering of 283 genes differentially expressed during DC–schistosome

interaction. Supervised clustering of kinetic gene expression profiles. Each panel groups genes

that share same transcriptional response (enhanced, silenced or unchanged) relative to the

two developmental stages of the parasite. Each line represents the expression profile of a particular

gene and is coloured according to its normalized expression level 4 h after encountering S. mansoni

eggs. (A colour reproduction of this figure can be viewed in the colour plate section)
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by the transfer of insect vector-borne promastigotes. These are taken up by

phagocytic cells and transformed into the obligate intracellular amastigotes, which

dwell within vacuoles with endosomal–early-lysosomal characteristics (Antoine et al.,

1998). Uncontrolled replication of the parasites causes disease; to resolve the

infection the host generates leishmanicidal mechanisms consisting primarily of the

activation of phagocytes through cytokines, e.g. IFN-g and TNF-a (McConville and

Blackwell, 1991).

DC activation was shown upon interaction with L. mexicana promastigotes but not

with L. mexicana amastigotes, as indicated by MHC II, CD86, CD54 expression and

IL-12p40 synthesis. The transformation from the extracellular promastigote stage to

the intracellular amastigote stage of Leishmania is associated with a dramatic change

in the molecular composition of the parasite surface. The surface of promastigotes is

almost entirely coated by the lipid-anchored glycan, lipophosphoglycan (LPG). In

contrast, in amastigotes of most species, LPG expression is severely downregulated

(Bahr et al., 1993) or completely undetectable (Winter et al., 1994). Instead, the cell

surface of amastigotes is dominated by small glycolipids, mostly glycoinositolpho-

spholipids, and is poor in proteins.

We have investigated the nature of the L. mexicana promastigote-derived DC

activating signals; again we employed comparative global transcriptional analysis to

study the response of DC cell line D1 to L. mexicana promastigotes and amastigotes

and to lpg1�/� promastigotes (Figure 21.5). Only LPG expressing L. mexicana

promastigotes induced a pro-inflammatory programme in DC and this suggests that

the amastigotes have evolved to downregulate LPG expression in the mammalian host

in order to achieve immune escape.

We have shown that DC mount a proinflammatory transcriptional response

to L. mexicana parasites that depends on LPG expression. Both hierarchical

clustering and principal component analysis allowed visualizion of the distinct

impact of proinflammatory genes within the global effects of L. mexicana

infection on DC. The significant role of LPG expression for this response was

further supported by the finding that infection with mutant parasites, where LPG-

expression was restored, reproduced the expression pattern of these signature

genes. Hierarchical clustering of genes classified according to Venn diagram

allowed the identification of additional genes differentially modulated by LPG-

positive and LPG-negative parasite forms. Overall, the response to LPG-expres-

sing parasites is consistent with the biological role of DC, i.e. their migration to

local lymphoid centres, increase in Ag presentation capacity and control of

immunity in the early phase via the production of key cytokines following the

recognition of a pathogen.

LPG downregulation in the amastigote stage may be the result of evolutionary

adaptation. However, it also became clear during this study that infection with

L. mexicana amastigotes is not a silent process but results in a complex response in

DC. Apart from not triggering a proinflammatory response, this may have additional

functional consequences which need to be addressed in future studies.
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21.9 Conclusions

Microarray technology can provide insights into the interaction between the pathogen

and host by revealing global host expression responses to a range of pathogenic

stimuli. Pathogens may manipulate host–cell gene expression, for example by causing

upregulation of cellular support for pathogen replication and downregulation of MHC

expression to allow pathogens to evade the immune system.

In conclusion, the amount of data generated by microarray experiments is

enormous. A simple experiment comparing stimulation of immune cells by two

different bacteria in two individuals at three different time points requires at least 12

microarrays.

With up to 20 000 genes on an array, the number of data points leaps to 240 000.

Such quantities of data require specialized statistical expertise and software to

decipher patterns from the entire expression repertoire. The bottleneck in genetic

analysis has therefore moved from the speed at which an experiment can be done to

the speed at which the resulting data can be analysed.
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22
Parallel Biology: a Systematic
Approach to Drug Target and
Biomarker Discovery in Chronic
Obstructive Pulmonary Disease

Laszlo Takacs

Abstract

Genome research is a paradigm-free fact-gathering approach to complex biological

problems, like a disease. We chose a global gene expression profiling, proteomics and

genetics approach to find the best drug targets and biomarkers for chronic obstructive

pulmonary disease. Here we describe the general genomics and data integration aspects

of a comprehensive clinical study.

22.1 Introduction

Molecular biologists working busy on cycles of hypothesis-driven experimental

research are rarely willing to acknowledge the existence of another major source

of knowledge, one that derives from encyclopaedic approaches. History provides

much evidence to support the significance of observation-based, descriptive research

and, in reality, science evolves by consecutive but simultaneous cycles of multiple

lines of observation and experimentation (Figure 22.1).

As pre-existing knowledge has little influence, all observable changes in a given

organism or experiment should be considered equally important (Kuhn, 1962). There

are two important factors: (i) the depth or ‘globality’ of the analysis; and (ii) the

sensitivity. Under optimal circumstances, all elements should be measured at a

sensitivity level that is in the range of random change in a steady state. Requirements

are optimally fulfilled for parallel molecular observation of a system or an organism if

‘globality’ is 100 per cent, and the sensitivity is orders of magnitude higher than is
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required for reliable measurement of biologically relevant changes for all classes of

molecular entities. As the observation of changes is done in parallel, the best

descriptor of the process is parallel biology. When applied for the analysis of

experimental systems, it is often called ‘systems biology’.

Duke Fredrico Cesi, an early observationalist, founded the first academy of

sciences in Italy in 1603. The organization was driven to understand the universe

via observation, thus he named the academy after the lynx (a feline with very precise

vision), ‘Academia dei Lincei’ (www.scholarly-societies.org/history/1603al.html).

Simple visual depiction and accurate recording fuelled the interest of many natural

scientists from times before and during the renaissance, up to today, and resulted

among other effects, in the creation of ‘binominal nomenclature’, the inventory and

the natural selection theory of species by Linnaeus and Darwin, respectively.

arch

onal 

ch

nal

Hypothesis driven research

Paradigm free, observational 
science

Knowledge evolution

Figure 22.1 Progress of scientific research via cycles of observation and hypothesis-driven experiments.

Figure 22.2 Synthesis of microscopic observations required about 150 years.
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An excellent encyclopaedic example in the medical biology field is the discovery

of the microscope that resulted in a leap forward into a new and better pathophysiol-

ogy paradigm when Virchow summarized his observations in the first histopatholo-

gical textbook entitled ‘Cellular Pathology’. It took surprisingly long, about 150

years, from Antonie van Leeuwenhoek’s first biologically relevant observations until

Virchow published the comprehensive synthesis and data set, which provided a

deeper level of understanding to all pathological conditions (Figure 22.2).

22.2 Genome Research is a Specific Application of Parallel
Biology Often Regarded as Systems Biology

Genome research is parallel biology, hypothesis-free, and global molecular inter-

rogation of all elements of the entire organism or observed experiment. Today, there

are only a limited number of technologies that are sufficiently specific and sensitive

enough to provide accurate and global molecular-level information, which once

obtained does not have to be frequently double-checked and is ready to feed into

standardized databases (Collins, Morgan and Patrinos, 2003). Genome sequence,

measurement of mRNA levels approximate to the requirements for ‘globality’ and

sufficient sensitivity, protein and metabolite level measurements lag behind in specific

and sensitive areas.

Genome sequence, steady-state transcript levels and genome-wide genetic associa-

tion satisfy the criteria. Proteome information is close to qualifying in bacteria and

yeast. Genome-scale mutation, knock-out and knock-down information are becoming

available for some bacteria, yeast, Drosophila and C. elegans, while other techno-

logies (metabonomics, single-cell transcriptomics and proteomics, individual human

genome re-sequencing) are expected to evolve in the near future. Chronic obstructive

pulmonary disease (COPD) was selected to test the encyclopaedic genome research

approach and apply it for drug and biomarker discovery.

22.3 Chronic Obstructive Pulmonary Disease

COPD is a lethal disease commonly caused by smoking and it is the fifth leading

cause of death in the Western world. The incidence of COPD is increasing, via a

mechanism that is unlikely to be associated with elevated pollution or other

environmental factors damaging the lung (Molfino, 2005). More importantly, the

overall improvement in life expectancy, a process that is due directly to better

treatment of cardiovascular disease, brings among other factors, chronic organ or

system diseases as life-limiting factors into the foreground.

COPD is assumed to be driven by a single pathological process and lead to three

main symptom groups: (i) chronic and progressive emphysema; (ii) so-called ‘non-

reversible’ airway obstruction that does not respond to beta adrenergic stimulants or
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cholinergic inhibitors in acute tests; and (iii) recurrent exacerbations of chronic

bronchitis. Disease diagnosis is built on symptoms of recurrent bronchitis, and low

levels of lung function. Nonresponsiveness to adrenergic stimulants is used to

discriminate COPD from asthma (Bolton et al., 2005). Standardized criteria have

been built based on these most informative clinical tests. Because many patients first

look for treatment when the lung damage is already extensive (stage II COPD), there

is a need for earlier disease detection and effective treatment.

Today, COPD treatment is symptomatic (Cooper and Tashkin, 2005). Current

thinking suggests that an acute initial inflammatory process leads to progressive and

chronic airway destruction in the susceptible population of smokers that could be

manifested in loss of active alveolar surface and chronic reactive obstruction of mid-

way bronchi (Fujimoto et al., 2005). However, neither the initial inflammatory ‘noxa’

nor the mechanisms that drive it in the genetically susceptible individuals to an

irreversible life-threatening disease are understood. Genetic or environmental factors

could be responsible for observed geographical differences which show that the

highest incidence of death directly caused by COPD to be in males in Hungary

(Figure 22.3; Kleeburger and Peden, 2005).

Cells of the innate host defence and immune systems, the granulocyte and the

macrophage have been suggested to play central roles in the disease. Recent evidence

puts the macrophage in the centre, because the first histopathological picture is

evidenced by higher number of sub-mucosal bronchial macrophages in early stage I

COPD patients who have only minimal symptoms (Bolton et al., 2005). Animal

models, namely the ‘smoking mouse’, seem to support this idea. Surprisingly it has

been shown that homozygous deletion of the transforming growth factor beta (TGF-b)

processing enzyme protects from cigarette smoke-caused COPD in a susceptible

Figure 22.3 COPD-caused death rate in males is highest in Hungary. [Reproduced from Chest

117(suppl): 3 (1993).]
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inbred mouse strain (Groneberg and Chung, 2004; Morris et al., 2003). TGF-beta is

abundant in tissue macrophages and has been detected in human alveolar macrophages.

Our approach, described below, indicates that without a particular hypothesis in

mind genomescale interrogation of the disease provides accessory data to strengthen

already existing hypotheses, like TGF-beta, and provide sufficient information to

generate a number of new hypotheses.

22.4 Goals of the Study

As the mechanism of the disease is not known, only drugs to treat symptoms are

available, which address the phenomenology of the disease pathology, and include

bronchodilators, antibiotics and steroids. The primary goal of the present approach is

to discover the most relevant disease mechanism and those genes that can be altered

via novel drugs. As COPD progresses over a time period that is likely to be longer

than 5 years, it is unlikely that mechanism-based drugs will improve the disease in a

measurable manner over the time that is feasibly available for phase II and phase III

clinical trials. The secondary goal of this project is thus the discovery of biomarkers

that will report disease progression before this becomes apparent via current clinical

testing.

22.5 Methods

Models and data sources

Macrophage, a disease process central cell type, was chosen, and bronhoalveolar

macrophages were isolated from 40 well-defined stage II COPD patients and 40

controls. For genetic analysis, DNA was collected from 250 COPD patients and 250

control individuals. Simultaneous studies were performed in mice and bronchoalveo-

lar macrophages were tested from cigarette smoke, LPS or protease-induced murine

COPD disease models. Human macrophage cell lines were stimulated with LPS in the

presence and absence of drugs and were also tested (Figure 22.4).

Genome-scale technologies

Global and steady-state mRNA expression level analysis

Affymetrix gene-chip experiments were done on human cell models and human and

mouse bronchoalveolar (BAL) macrophages using the widest genome-covering chips.

Printed microarrays were prepared by printing 50-mer human and mouse transcript-

specific oligonucleotides onto glass slides. The transcripts were selected on the basis

of their likelihood to provide relevant information for drug discovery and biomarker

research. The selection analysis was done via a need-driven but global informatics
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Figure 22.4 COPD target and biomarker discovery process.
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integration and prioritization process of the COPD literature and in-house databases.

Finally, transcript sequences were selected and three specific olgo sequences were

chosen for each selected gene. As hybridization-driven expression analysis is less

sensitive than deep sequencing-based expression profiling technologies, we chose

massive paralallel sequencing signature analysis (MPSS), provided by Lynx Inc.

(Stolovitzky et al., 2005). Human BAL macrophages, peripherial blood mononuclear

cell-derived monocytes and in vitro differentiated macrophages from these cells were

tested via sequencing 1 million tags from a representative set of patients and controls.

Important candidates were validated via an automated quantitative PCR assay using

multiple robots and high-throughput ABI qPCR machines.

Proteomics technologies

Although not global and not sufficiently sensitive, proteomics analysis is important as

disease-specific changes in steady-state mRNA expression levels might reflect

pathology less efficiently than protein levels. To this end we applied two-dimensional

gel-electrophoresis and subsequent protein identification via mass spectrometry on

human and mouse BAL macrophages and on some of the human cellular models.

Plasma and urine samples were analysed from 30 COPD patients and 30 controls via

MALDI-TOF technology, provided by Ciphergen Inc.

Genetic technologies

The data collection for this technology was not complete at the time of the writing of

this manuscript. A full or partial genomescan as well as gene-specific approaches are

planned to find disease-, response- and symptom-specific genetic associations via

single-nudeotide polymorphism screening.

Additional information gathering

Public databases, including medline, Gene Bank and NCBI, were interrogated for

relevant information via automatic and manual processes. Private databases, such as

GeneBook, Celera, Incyte and Gene-Logics, were interrogated via similar technologies.

Priamary data analysis and integration

For data treatment, a specific MIAMI-compliant data warehouse was constructed and

global and local normalization processes were applied to expression data first.

Subsequently, both inferential (parametric and nonparametric tests) and descriptive

statistics (various clustering techniques based on Euclidean distances of Pearson
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coefficients as well as K-means distances) were used for data analysis. The results

were various priority lists that showed no more that 5–10 per cent overlap, even if the

broadest selection criteria were applied, suggesting that the analysis process and/or

the analyser had a greater effect on the outcome than the biological difference or the

experiment itself. Nevertheless, lists were used as input for the secondary data

analysis process.

Secondary data analysis

List were generated from all different approaches based on simply ‘give me the genes

that differ most’ by comparing across two to five expression/patient descriptors, e.g.

the gene expression difference between those COPD patients who quit smoking and

those who did not (three descriptors). The lists were compiled in a matrix of genes vs

best attributes (e.g. smoking cessation in the previous example). Both binary and

linear scales were applied as needed. Attributes were weighted on the basis of

perception as to which would contribute more to a final selection concept; factors

were used to multiply the binary or linear values, which after a normalization step

were simply computed. The sum was then used to re-sort the matrix. Empiric tests

revealed that weighting factors can be applied in such a manner that the currently best

gene targets will be on the top of the list.

Biobanking

To validate the findings, a set of relevant tissues and cells was collected in order to

test the hypotheses derived from the global approach via qPCR, histology, ELISA and

other techniques.

22.6 Results

Secondary data integration revealed that, if weighting factors are applied in such a

manner that the highest scoring candidate is the current best target of the disease, a set

of the next candidates contains both the known second-best candidates and novel gene

targets or biomarkers. Many of these were successfully validated on the bio-banked

samples. However, as the real disease mechanism is not known, the assumption of

putting the highest weight on the currently best target might be wrong. Weights could

be set to prioritize genes that are the currently best literature-derived discovery

candidates (e.g. TGF-beta) but derive entirely from mouse experiments. While

arranging prioritization weights using the results of hypothesis-driven experiments

can be useful, generic weighting factors that derive from multiple-case testing of the

specific value of the particular attribute types is expected to provide superior final

results, because it eliminates the hypothesis from the analysis process.
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Appendix

Individuals and various teams participating in the study (PGRD-Fresnes, Pfizer

Global Research and Development Fresnes Laboratories, France; U of Debrecen,

University of Debrecen, Hungary; North-Eastern U, Northeastern University, Boston,

USA; PGRD-Groton, Pfizer Global Research, Groton Laboratories, Groton, USA).

Team leaders are underlined.

PGRD-FRESNES U of DEBRECEN NORTH-EASTERN U

Myriam Artola Istvan Andrejkovics Barry Karger

Patrick Berna Julia Buslig William Hancock

Karine Boudjoulian Eszter Csanky Andras Guttman

Estelle Carlos-Diaz Laszlo Fesus

Clothilde Dantier Pal Gergely

Isabelle De Mendez Erika Marhas CIPHERGEN

Frederic Dubois Laszlo Nagy Davies Huw

Manuel Duval Zsuzsa Reveszne Isabelle Buckle

Thomas Eichholtz Beata Scholtz

Guido Grentzmann Titanilla Tolgyesi LYNX

Stephane Guerif Attila Vasko Michael Kramer

William Hempel Thomas Vasicek

Carole Malderez-Bloes Maria Schramke

Malika Ouagued PFIZER HUNGARY

Jean-Michel Planquois Klara Der PGRD-Groton

Marie-Pierre Pruniaux Peter Horovitz Tom turi

Zoltan Rozsnyay

Laszlo Takacs

Sophie Trouilhet

Christine Vanhee-Brossollet
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23
Mycobacterial Granulomas:
a Genomic Approach

Laura H. Hogan, Dominic O. Co and Matyas Sandor

Abstract

Mycobacterium-induced chronic granulomatous inflammation is an ecosystem in which

mycobacterial species seek survival in the surrounding environment of a sequestered

inflammatory granuloma. Granulomas restrict dissemination of pathogens and protect

the host, yet fail to achieve sterilizing immunity. Mycobacteria parasitize macrophage

using various immunosuppressive mechanisms, but are ultimately forced into a quies-

cent state during latency. The ability of the pathogen to achieve this state is probably an

advantage allowing its long-term survival in the host environment. The complex changes

in gene expression both in macrophages and in mycobacteria have been successfully

studied using genomic approaches typified by DNA-based microarray. It is clear that,

alongside advances in genetics, proteomics, and informatics tools, studying global gene

expression changes during co-accommodation of host and pathogen will significantly

contribute to our understanding of the local inflammatory reactions that represent the

direct interface between the infectious agents and the host.

23.1 Introduction

Granulomatous inflammation represents a localized delayed-type hypersensitivity

induced by CD4 T-cells. Many different agents can induce granulomatous responses,

including macrophage infected by intracellular microbes (Co et al., 2004a, b),

parasitic worm eggs, and particulate material including antigen absorbing silica or

metals (Saltini, 1995). Granuloma-inducing pathogens include Leishmania, Schisto-

soma eggs, mycobacteria, Listeria, and Histoplasma among many other intracellular

pathogens. While granulomas contain a variety of cell types depending upon the

stimulating event, the presence of macrophage and CD4 T lymphocytes responsible

for directing the granulomatous response is universal. The consequence of granuloma

formation can be protective to the host by containing the pathogen to prevent
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systemic dissemination and insulating the surrounding tissue from damaging inflam-

mation, but they are always pathologic since the long-term fibrosis and progressive

scarring lead to chronic organ damage, including the lungs, liver, gut, and vasculature.

In the case of infection by pathogenic mycobacteria, granuloma formation around

infected macrophage is an essential component of the initial successful control of the

bacterium (Sandor, Weinstock and Wynn, 2003). Macrophage are the primary host

cells for mycobacteria, and mycobacterial infection begins with exponential growth

within the macrophage phagolysosome (Hingley-Wilson, Sambandamurthy and

Jacobs, 2003; Figure 23.1). Granuloma formation begins with aggregation of infected

and noninfected macrophages. Bacterial loads begin to fall at 2–4 weeks after

infection as cell-mediated immunity controls the infection; however, mycobacteria

remain present at a very low levels for extended periods in a condition variously

described as dormancy or nonreplicating persistence (reviewed in Wayne and

Sohaskey, 2001). CD4 T-cells are essential in the granuloma as they regulate

granuloma function, allow recruitment of other cell types including lymphocytes,

macrophages, and fibroblasts, and promote maturation and resolution of the lesion. A

physical barrier to bacterial dissemination is provided by an extracellular matrix shell

secreted by fibroblasts in the lesion. Progressive fibrosis can eliminate granulomas

and lead to scarring of the tissue.

The calcification and fibrosis associated with granuloma formation in the human

lung is diagnostic of infection even in the absence of apparent symptoms and may

persist for many decades. Yet at the same time, protective immunity conferred by

granulomatous inflammation is rarely sterilizing immunity. Reactivation and disease

arising from the failure of the adaptive immune system many years or decades beyond

the initial infection is a significant cause of mycobacteria-associated morbidity. While

the primary reservoir of infected macrophage in the body is unknown, it is not

unreasonable to suppose that some reactivation may result from mycobacteria

disseminating from failing granulomas. The granuloma is an advantageous adaptation

for both the host and for the bacterium. The isolation of dormant bacteria in the

granuloma prevents host disease until immunity weakens. Conversely, mycobacteria

can survive in the host for an extended period, and the granulomatous barrier that

prevents dissemination also protects the pathogen from sterilizing immunity. This

inflammatory interface is the point at which the host genome and the mycobacterial

genome negotiate changes in gene expression that lead to long-term coexistence. This

review will focus upon the coexistence of mycobacteria and infected host in

granulomas that are the primary site of interaction.

23.2 Initial Infection of Macrophage

Mycobacteria can infect dendritic cells (DC), alveolar macrophage, epithelial cells,

and, rarely, endothelial cells. However, the major targeted cell is the macrophage.

There are a growing number of cell surface receptors that have been identified

as participating in the binding and uptake of mycobacteria. The interaction of
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mycobacteria and mycobacterial products with macrophage cell surface receptors

utilizes multiple redundant pathways (Vergne et al., 2004). The phagocytosis of

mycobacteria via macrophage surface receptors can include interactions with com-

plement receptors CR1, CR3, and CR4, mannose receptor, surfactant protein A (Sp-

A) and its receptors, CD14, scavenger receptor class A, a variety of Toll-like

receptors (TLR), or Fc receptor. DC-specific receptors such as DC-SIGN are involved

in DC–mycobacteria interactions via mycobacterial mannose-capped lipoarabinoman-

nan (ManLAM; Tailleux et al., 2003). Mycobacterial products having known

interactions with macrophage cell surface receptors include 19 kDa lipoprotein,

ManLAM, and soluble tuberculosis factor (STF; Krutzik and Modlin, 2004). Those

interactions are with extracellular TLR, notably TLR2 and TLR4 (Krutzik and

Modlin, 2004), and CD14, in addition to multiple intracellular targets accessed

after release of mycobacterial products into the infected cell cytoplasm. The specific

receptors initiate different endocytic and signalling pathways, so the receptor set

involved in binding has an important consequence for determining whether macro-

phage act as a host for bacterial growth, are able to effectively kill mycobacteria, or

have an intermediate response.

Altered macrophage gene expression

After phagocytosis of mycobacteria, the macrophage initiates a complex response

that involves altered expression levels of hundreds of genes. In recent years, DNA

microarray analysis has frequently been used to examine global changes in macro-

phage gene expression specific to mycobacterial infection (Kendall et al., 2004).

Examination of a few of the numerous recent studies reveals some common

themes.

The response of freshly cultured human monocytes to various bacterial pathogens

or their derived components was compared using high-density DNA microarrays

(Nau et al., 2002). Some 977/6800 genes changed on exposure to one or more of the

bacteria examined. This study defined a shared transcriptional response of macro-

phage to infection by laboratory and virulent E. coli strains, Salmonella typhi,

S. typhimurium, Staphylococcus aureus, Listeria monocytogenes and mycobacteria

relative to responses measured after exposure to latex beads. Regulated genes include

proinflammatory genes, cytokines, chemokines, signalling molecules, transcription

factors, adhesion molecules, tissue remodelling factors, enzymes, and anti-apoptotic

molecules. The strength of this study was in the examination of gene expression

induced by multiple pathogens. This breadth allowed cross-comparisons of individual

gene significance in combination with detailed kinetic analysis of a few of the

pathogens. M. tuberculosis-specific gene expression changes were identified as a

unique pattern containing a subset of the shared transcriptional responses as well as

some individually regulated genes. Some of the mycobacteria-specific changes were

dominant in mixed co-culture over opposing changes induced by other bacteria.

Many of the M. tuberculosis-induced gene expression patterns were specific and
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suggestive of specialized signalling pathways. Some of the observed changes have

been documented in the literature, such as declining IL-12 and IL-15 production (Nau

et al., 2002). The specificity of the macrophage response to mycobacteria was also

observed in a study comparing gene expression profiles of human primary blood

monocytes in response to M. tuberculosis or to various parasitic pathogens. Each

pathogen elicited a characteristic functional gene cluster as in the bacterial pathogen

study (Chaussabel et al., 2003).

These studies can be compared with a similar series of experiments (Ehrt et al.,

2001) in which murine bone marrow-derived macrophage were assayed for global

changes in gene expression upon exposure to IFN-g and/or M. tuberculosis. The

transcriptional signatures of M. tuberculosis infection and IFN-g exposure are similar,

but not totally overlapping, and include �25 per cent of the monitored genome over

24 h of stimulation by the pathogen. The expression of more than half of these genes

is modulated by inducible nitric oxide synthase and phagocyte NADPH oxidase, as

demonstrated using genetically deficient mice as bone marrow donors.

Wahl and co-workers used in vitro co-culture of human monocyte-derived macro-

phage cultures and M. avium to show innate proinflammatory responses within 2 h of

infection (IL-1, TNF-a) along with enhanced expression of numerous diverse

transcription factors and signalling molecules (Greenwell-Wild et al., 2002). They

examined a time course of acute changes in gene expression in vitro, but the evolving

patterns of gene expression (sustained expression of diverse chemokines and adhesion

molecules) and the formation of multinucleated giant cells in co-culture suggests that

at least some aspects of chronic host–pathogen interactions were modelled. Their data

reinforces the observation that mycobacterial species can interact with numerous

diverse host signalling pathways. The transient expression of many macrophage gene

products probably reflects significant mycobacterial interference with host signalling

pathways observed in more direct studies.

Others have studied the expression of immunoregulatory gene subsets using

microarrays of 375 selected genes and M. tuberculosis infection of the human

macrophage cell line THP-1 (Ragno et al., 2001). At 6 and 12 h, inflammatory

genes including IL-1b, IL-2, and TNF-a; chemokines IL-8, osteopontin, MCP-1,

MIP-1a, RANTES, MIP-1b, MIP-3a, MPIF-1, PARC, and eotaxin; and cell migra-

tion factors MMP-9, VEGF, and CCR3 exhibited changed expression.

These studies are largely consistent with the known capacity of mycobacterial

species to induce specific pro-inflammatory changes in infected macrophage (Monack,

Mueller and Falkow, 2004). Typically, each study detects at least a subset of genes for

the known cytokines, chemokines, adhesion molecules, and signal transduction

components responding to phagocytosis of pathogenic mycobacteria. The contribu-

tion of microarray analysis has been in delineating the specificity of the response to

mycobacteria in comparison to other bacterial pathogens and other intracellular

parasites. Despite this, much remains to be understood about the nature of the

macrophage response and the consequences of particular changes in gene expression.

What is understood is that mycobacteria change the macrophage to accommodate

their long-term survival at that site by stopping phagolysosomal fusion, preventing
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phagosomal acidification, blocking apoptotic pathways to keep the macrophage alive

as a host, and suppressing the immune response.

Many of these changes are accomplished by the direct modification of macrophage

signal transduction (Koul et al., 2004). A defining characteristic of pathogenic

mycobacterial infection is blockage of the normal sequences of phagosomal fusion

with lysosomal and late endosomal compartments in the infected cells, resulting in

the survival of the bacterium within this organelle. Other events arising from infection

include downregulation of major histocompatibility complex (MHC) class II accom-

panied by decreased antigen processing, decreased bactericidal responses, and

decreased apoptosis (Vergne et al., 2004). Many of these events are mediated by

the ability of mycobacteria and secreted virulence factors to directly interfere with

macrophage signal transduction pathways. The direct mechanisms by which myco-

bacteria are able to redirect macrophage signal transduction have recently been

extensively reviewed (Koul et al., 2004).

The mechanistic data reviewed by Koul et al. suggests direct mycobacterial

inhibition of the typical macrophage responses in infected host cells. A growing

body of evidence suggests that secretion of virulence molecules such as Man-LAM

and other lipids and glycolipids by pathogenic mycobacteria is responsible for

extensive disruption of host cell intracellular signalling via various signal transduc-

tion pathways including MAPKs, IFN-g, Ca2þ/calmodulin, TLRs, and JAK/STATs.

Many of the alterations reflect blockade of pre-existing response pathways of

macrophage to a variety of pathogens, rather than specialized adaptive responses of

the macrophage to infection by mycobacteria. Mycobacteria secrete classes of kinase

and phosphatase genes capable of direct interference with signalling pathways.

Mycobacterial mutants defective in serine/threonine protein kinase gene pknG have

reduced survival in both immunocompetent and immunodeficient mice. This kinase

gene and others are thought to be responsible for altering host signalling pathways

and contributing to blocked phagosomal maturation to allow intracellular survival of

mycobacteria. Likewise, mycobacterial mutants defective in secreted protein tyrosine

phosphatase B (MptpB) are attenuated after infection and their survival in IFN-g
activated macrophage is much lower. These mutants support a model of active

mycobacterial alteration of host signalling responses to IFN-g, resulting in enhanced

intracellular survival.

Overall, changes in macrophage gene expression in response to mycobacterial

infection encompass the range of macrophage-specific gene expression including

signalling, transcription factor levels and metabolic pathways. There is good data

now about the consequence of those gene changes for mycobacterial gene expression.

23.3 Mycobacterial Gene Expression in the Host

In the macrophage, mycobacteria are confronted by a new environment containing

bactericidal factors, stress factors, and altered food sources. The altered mycobacter-

ial gene regulation starts during the earliest stages of phagocytosis, is adjusted for
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bacterial expansion within the phagolysosome and culminates with expression of a

dormancy programme. Very interestingly, mycobacterial factors regulate host

responses by altering macrophage functions and promoting granulomatous reactions.

Knowledge of the complete genome of M. tuberculosis and the sequence of all ORFs

(Cole et al., 1998) greatly facilitated identification of gene sequences involved in

mycobacterial virulence. There are 4000 mycobacterial genes, and early gene array

studies established that hundreds of genes have altered expression levels in macro-

phages (macrophage-activated genes, MAGs; Chan et al., 2002). When infected

macrophage fuse and recruit further inflammatory cells, granulomas are established.

A few dozen additional mycobacterial genes are activated within the granuloma

(granuloma activated genes, GAGs).

The identification of many mycobacterial genes regulated by infection of macro-

phage or exposure to the phagolysosome historically followed a ‘promoter trap’

approach. A classic demonstration of the usefulness of this approach is outlined in a

study using LacZ reporter gene expression as a measure of induction (Hobson et al.,

2002). Responses to acidified sodium nitrate as a surrogate for stimuli received during

intracellular macrophage growth were used for screening, followed by validation of

promoter activity during infection of THP-1 macrophage cell lines and of corre-

sponding gene expression during M. tuberculosis infection of macrophage. As is

typical, this approach yielded a relatively small number of genes, some of which were

of unknown function. Certain clones failed to exhibit equivalent regulation in various

screens, which can be attributed with equal plausibility to either different assay

conditions in different screens or to differences in gene expression between M. bovis

strain bacille Calmette Guérin (BCG) and M. tuberculosis. Upregulation of the DNA

binding protein IdeR in this study may represent either a direct response to iron

limitation, resulting in the regulation of iron uptake and storage genes, or alterna-

tively, a more complex pleiotropic regulation of multiple gene networks including

oxidative-stress responses (Gold et al., 2001).

Another study applying the promoter trap approach used M. marinum infection and

green fluorescent protein (GFP) reporter expression coupled with fluorescent acti-

vated cell sorting (Chan et al., 2002). This study concluded that most genes expressed

in granulomas in vivo are also expressed during log-phase growth in vitro and

favoured the hypothesis that a large fraction of granuloma-residing bacteria are

metabolically active. These investigators distinguished granuloma-, macrophage-,

and constitutively-activated promoters (gaps, maps, and caps, respectively) for the

regulation of GAG, MAG, and CAG gene groups. Many of the gene sets do not

overlap so that few, if any, GAGs are also activated in cultured macrophage,

suggesting a distinction between the immediate response to the phagolysosome

and the long-term accommodation to granuloma-dwelling macrophage. Although

M. marinum reside in activated macrophage within granuloma, activation of infected

macrophage with IFN-g or exposure of in vitro cultures to stationary phase or hypoxia

fails to activate a majority of GAG promoters. Many gene families, including stress-

response genes and PE-PGRS genes, have members characterized individually as

GAGs, MAGs, or CAGs. In addition, many mycobacterial genes expressed during

MYCOBACTERIAL GENE EXPRESSION IN THE HOST 503



in vivo granuloma residence could not be upregulated during in vitro culture in

response to various stimuli known to induce the dormancy regulon (see below). Thus,

while many genes expressed in granuloma are from constitutive promoters, many of

them are specialized adaptations to the inflammatory microenvironment and cannot

be modelled in vitro.

Early reviews of individual mycobacterial genes upregulated upon macrophage

internalization covered an array of sophisticated technical approaches including

promoter trap strategies, signature tagged mutagenesis, selective capture of tran-

scribed sequences (SCOTS), and DNA microarray (Domenech, Barry and Cole, 2001;

Triccas and Gicquel, 2000). Macrophage-regulated genes revealed in those

screens include those predicted to be involved in stress responses, transcriptional

regulation, and cell wall metabolism. The discrete set of genes known to be

upregulated by macrophage internalization included sigE, sigH, pks2, aceA (icl),

mce1B, uvrA, acr (hspX), mtrA, and prrA, while the set of genes upregulated in

response to isoniazid included FASII system components, fbpC, fadE23, fadE24,

ahpC, efpA, and iniAB.

Just a few years later, Kendall et al. (2004) revisited the topic in a review of DNA

microarray studies applied to gene expression in M. tuberculosis covering a total of

51 studies involving mycobacteria, greatly expanding the list of identified regulated

genes. Their presentation made the strong overall point that microarray studies are

primarily best at generating hypotheses for testing by other means. The authors also

discussed conceptual issues relating to comparing and reconciling data across

disparate studies. Perhaps their most provocative point was to questioned the under-

lying assumption common to all microarray experiments, that changes in gene

expression are uniformly biologically important. In their view, a primary focus

upon gene expression changes ignores the contribution of constitutively expressed

genes, de-emphasizes the absolute level of gene expression, does not take into

account that the significance of changing gene expression may be different for

different proteins, and finally, does not consider that some gene changes represent co-

regulation in regulons irrespective of individual significance to the phenomenon being

tested. Despite these valid points, DNA microarray analysis has contributed very

significantly to our understanding of mycobacterial interactions with macrophage in

granulomas, and is likely to continue to do so.

Schnappinger et al. (2003) examined the adaptation of M. tuberculosis to the

macrophage environment by comparing their transcriptional response to in vitro

culture and to murine bone marrow macrophage with and without activation by

IFN-g. Their study found that �15 per cent of the M. tuberculosis ORFs (601 genes)

are regulated by parasitism of macrophage. They considered broad classes of

M. tuberculosis gene expression as indicators of the biochemical environment of

the phagolysosome. The enhanced expression of fatty acid-degrading enzymes, DNA

repair proteins, secreted siderophores, lipid metabolism enzymes, and transcriptional

regulators is consistent with specific metabolic adaptations of the pathogen to the

phagolysosome. Changes in expression of a subset of the regulated genes was

validated by qrtPCR of transcript levels in RNA isolated from infected mouse
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lungs. Regulated genes include fadD26, mbtABCDEFGH, icl (aceA), furA, umaA,

alkB, and fadD33.

Pathology inducing genes of mycobacteria contribute
to granuloma formation

So-called mycobacterial pathology mutants (pat mutants) demonstrate decreased or

altered host pathology after infection. Many of these mutants have alterations in

putative transcription factors and their phenotypes suggest the possibility that

mycobacteria may actively contribute to granuloma formation by using trancription

factors to modulate a potentially wide array of gene expression involved in host

interactions. The pat mutants have phenotypes including less severe host pathology,

altered cellular composition of granulomas, decreased bacterial control, and increases

in host mean survival times. Mycobacterial transcription factors which may modulate

host pathology include putative transcription factor WhiB3 (Steyn et al., 2002),

transcription factor sigE (Manganelli et al., 2004; Ando et al., 2003), and sigH

(Kaushal et al., 2002). The altered pathology induced by sigH mutants is either

correlated with or dependent upon T cell-mediated immunity. Infection of SCID mice

by a sigH mutant leads to the same survival time and pathology as seen in a wild-type

infection. Given the centrality of CD4 T cell in granuloma function, it would not be

unexpected if the virulence phenotype requires adaptive immunity.

Taken together, this data suggests the evolutionary selection for M. tuberculosis

capable of promoting very specific types of granulomatous responses in the host. An

independent line of evidence also points to the preference of mycobacteria for

granulomas as a ‘shelter’ in which they can persist for extended periods of time and

maintain a reservoir of infection without killing the host. M. marinium tagged with

either GFP or dsRed can be used to establish a frog infection model in which

fluorescently tagged mycobacteria are visible within granulomas. Reinfection of

frogs infected with GFP-tagged M. marinum with dsRed-tagged M. marinum results

in homing of the dsRed-tagged bacteria to established granulomas containing

GFP-tagged bacteria (Cosma, Humbert and Ramakrishnan, 2004). Finally, a putative

evolutionary preference of virulent mycobacteria for one particular type of granulo-

matous inflammation is consistent with the prevalent idea that caseating granulomas

promote the contagiousness of M. tuberculosis.

Host factors which might influence mycobacterial gene expression and persistence

are less clear. Expression of a group of mycobacterial genes referred to as a

persistence programme correlates with mycobacterial entry into granulomas

(Ramakrishnan, Federspiel and Falkow, 2000; Chan et al., 2002; Schnappinger

et al., 2003). Host Th1 genes, such as IFN-g and iNOS, may be required for

expression of these genes (Shi et al., 2003) since M. tuberculosis does not express

this persistence programme after infection of IFN-g-deficient mice. Overall, it is

interesting to speculate that mycobacteria and T-cells are partners in the development

of granulomatous responses.
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Regulation of mycobacterial genes during dormancy in the granuloma

The extended period of clinically nonapparent disease in the host followed by

reactivation disease has long suggested the existence of a prolonged state of latency

by the mycobacteria in a host reservoir. The lack of symptoms is accompanied by

only a few granuloma in the lung evident on X-ray (Balasubramanian et al., 1994)

and an inability to culture mycobacteria from tissue samples. Murine models indicate

that mycobacterial DNA persists during this interval, suggesting the presence of dead

bacilli, free DNA or dormant bacilli (de Wit et al., 1995). Mycobacterial latency can

be alternatively modelled as either a nonreplicative, metabolically and transcription-

ally inactive state similar to sporulation in Bacillus species and controlled by

specialized sigma factor SigF (DeMaio et al., 1996; Geiman et al., 2004), or as a

process of dynamic long-term growth and replacement which is replicatively,

transcriptionally, and metabolically active (Manabe and Bishai, 2000). The true

character of mycobacterial adaptation to long-term survival in the host is likely to be

a hybrid of the two concepts, given the strong evidence for both a dormancy, regulon

(Voskuil, Visconti and Schoolnik, 2004; Zhang, 2004) and for dynamic traffic into the

granuloma at a chronic stage of infection (Cosma, Humbert and Ramakrishna, 2004)

accompanied by GAG expression (Chan et al., 2002; Ramakrishnan, Federspiel and

Falkow, 2000).

Initially, dormancy was modelled using in vitro culture under conditions of reduced

oxygen tension to model the assumed oxygen environment of the granuloma (Wayne,

1994; Cunningham and Spreadbury, 1998). Transmission electron microscopy and

protein profiling indicated that, under oxygen stress, the mycobacterial cell wall

thickens and a 16 kDa a crystalline homologue (HspX/acr) is produced (Cunningham

and Spreadbury, 1998). Different mycobacterial species including M. smegmatis

(Dick, Lee and Murugasu-Oei, 1998; Smeulders et al., 1999; Mayuri et al., 2002) and

BCG (Michele, Ko and Bishai, 1999, Lim et al., 1999; Hutter and Dick, 1999, 2000;

Boon et al., 2001; Sander et al., 2001) have been used to model dormancy, as well as

M. tuberculosis. These studies described the expression of gene products including a

27 kDa homologue of histone-like protein H1p, whose disruption did not affect

viability during a prolonged stationary phase (Lee, Murugasu-Oei and Dick, 1998),

glycine dehydrogenase and a crystallin type protein (Lim et al., 1999; Boon et al.,

2001), fused nitrite reductase (narX; Hutter and Dick, 1999), and nitrite extrusion

protein (narK2; Hutter and Dick, 2000) among others.

Expression of a sigF reporter in BCG indicated that SigF is increased by antibiotic

treatment and stress treatments including anaerobic metabolism, cold shock, and

oxidative stress (Michele, Ko and Bishai, 1999). The 100-fold higher expression of

SigF in stationary phase growth vs log phase growth suggests that it may control

mycobacterial persistence genes during chemotherapy (see above). BCG recA

mutants do not affect the in vitro dormancy response or lead to attenuation in a

mouse infection model (Sander et al., 2001).

Corresponding studies of M. tuberculosis dormancy indicated the regulated

expression of alkylhydroxperoxide reductase (ahpC; Master et al., 2002).
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M. tuberculosis aphC mutants are more susceptible to peroxynitrite (a RNI and RNO

product), but not to NO alone; and have decreased survival in resting macrophage, but

not in activated macrophage. Other studies described regulation of genes, including

hspX and DevR/S two-component response regulator (Mayuri et al., 2002; Saini

et al., 2004; Saini, Malhotra and Tyagi, 2004) and regulated protein expression of

a-crystallin homologue (HspX), elongation factor Tu (Tuf), GroEL2, ScoB, mycolic

acid synthase (CmaA2), thioredoxin (TrxB2), b-ketoacyl-ACP synthase (KasB),

I-alanine dehydrogenase (Ald), Rv2005c, Rv2629, Rv0560c, Rv2185c, and Rv3866

using the modified Wayne dormancy model (Starck et al., 2004).

Ultimately, a response regulator for gene expression regulated in response to

oxygen depletion was described (Park et al., 2003; Boon and Dick, 2002). A gene

knock-out of the BCG Rv3133c response regulator dies during oxygen depletion and

blocks expression of 3 major proteins on two-dimensional gels (Boon and Dick,

2002). This gene product was named DosR for dormancy survival regulator. An M.

tuberculosis sequence motif for DosR binding was described that is found upstream

of regulated genes, notably acr (Park et al., 2003), and it was demonstrated that DosR

is a member of the two-component response regulator class responsible for regulation

in response to hypoxia. Two genes adjacent to DosR encode two sensor kinases, DosS

and DosT. These sensor proteins can activate DosR transcription factor function via

phosphorylation (Roberts et al., 2004).

Subsequently, gene expression in response to low concentrations of NO was used to

model anaerobic metabolism. Voskuil et al., (2003) modelled gene expression during

bacterial persistence in the granuloma using DNA microarrays to assay changing

patterns of gene expression in response to low concentrations of NO. Strikingly, this

approach induced a 48-gene dormancy regulon via the response regulator DosR

(Boon and Dick, 2002). The same genes are induced by in vitro culture in limiting

oxygen, and genes previously described as being regulated by low oxygen are found

in the dormancy regulon (Sherman et al., 2001). Induction of this regulon is very

rapid and mRNA accumulates within 5 min of exposure to the NO-producing pulse of

diethylenetriamine/nitric oxide. These genes are not co-regulated by oxidative stress,

low iron, starvation, or SDS, indicating that they are not part of the general stress

response. In contrast, high concentrations of NO similar to those produced by

antimicrobial activity induce �400 genes including those involved in responding

to oxidative stress (i.e. katG, ahpC, trxC, trxB2, sigB, and sigH). Currently the

M. tuberculosis dormancy state appears to be initiated by gradual nutrient depletion

and reduced oxygen tension, leading to nonreplication and upregulation of genes

involved in b-oxidation of fatty acids and virulence (Hampshire et al., 2004; Daniel

et al., 2004).

The classification of M. tuberculosis genes into a schema of virulence classes

(Glickman and Jacobs, 2001) was recently covered in an extensive review

(Smith, 2003). These classes include sgiv (severe growth in vivo), giv (growth

in vivo), or per (persistence) mutants (Glickman and Jacobs, 2001). Unlike other

bacterial pathogens, mycobacterial species do not elaborate classical virulence

factors such as toxins. Putative virulence factors encompass cell secretion and
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envelope function products, enzymes involved in general cellular metabolism, and

transcriptional regulators. In all, 41 gene products are described encompassing

most of the genes covered by this review. The focus upon genes from the sole

viewpoint of the pathogen allows a comprehensive description of how various gene

products function within the life cycle of the bacteria, and how they may function as

virulence factors in the context of regulation for either constitutive or inducible

expression.

Rapid advances in the fields of mycobacterial genetics are bringing forth many new

tools. The availability of custom mycobacterial libraries genetically deficient for

specific genes and the emergence of improved protein interaction databases are only

two examples of technologies which will facilitate a better understanding of the

genetic program of host–mycobacteria co-existence.

23.4 Host Genes Important to Granuloma Formation

IFN-g and TNF-a are crucial cytokines for protective granuloma formation against

mycobacteria, and genes related to regulation, production and effects of these agents

all play a role in granuloma function. Additionally, many genes important for

recruitment of inflammatory cells (pro- and anti-inflammatory cytokines, chemo-

kines, osteopontin M, etc.; Flynn and Chan, 2001) have been shown to be modifying

factors for granuloma formation. A majority of people exposed to mycobacteria do

not get infected, indicating the importance of innate response elements for resistance.

However, in granuloma formation, CD4 T-cells play a central role and we will focus

on these cells in the rest of this review.

Despite the importance of CD4 T-cells in granuloma formation, important ques-

tions remain about their role. Rag�/� immunodeficient mice or CD4 T-cell-deficient

HIV-infected people do not form functional granulomas and mycobacterial infections

are disseminated. The adoptive transfer of CD4 T-cells to Rag�/� mice restores

granuloma formation and prevents dissemination, clearly showing the central role of

these cells in granuloma formation. T-cell function begins very early on during the

initial aggregation of infected macrophage as granuloma formation is initiated.

Cytokines and effector molecules elaborated by T-cells are some of the most essential

host genes contributing to protective granuloma function by recruiting inflammatory

cells and regulating their interactions (Co et al., 2004a). Granuloma resolution either

by apoptosis or fibrosis is also regulated by CD4 T-cells via a series of cytokines

involving TGF-b. So CD4 T-cells are important for initiation, upkeep and resolution

of granulomas. Relatively little is known about the recruitment of T-cells to the

granuloma and the importance of their T-cell receptor (TCR) repertoire for full

protective function. Recent studies have shed some light upon the role of both specific

and nonspecific T-cells. Data suggest that, while initial T-cell infiltration is commonly

specific for local antigens, during chronic inflammation, such as within granulomas,

recruitment of nonspecific T-cells occurs (Steinman, 1996; Hogan, Weinstock and

Sandor, 1999).
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In addition, the available data for mycobacteria-induced granulomas suggest that

local antigen specificity may not be an absolute requirement for accumulation of T-

cells (Hogan et al., 2001). Nonspecific T-cells having an activated phenotype

accumulate in BCG-induced granuloma, but antigen-specific T-cells preferentially

accumulate. The TCR repertoire of the BCG-induced lesion is quite diverse even at

the level of the single granuloma, similar to what is observed during S. mansoni

infection (Hogan et al., 2002). Furthermore, injection of a GFP-tagged CNS-

autoantigen specific T-cell line into BCG-infected mice results in the localization

of GFP-positive T-cells in the granuloma (Sewell et al., 2003).

Protective granulomas can be induced after infection of TCR transgenic 5C.C7

Rag2�=� mice with rBCG expressing the recognized epitope (Hogan et al., 2001) or

with lowered effectiveness after infection with wtBCG where there is no specificity

(Hogan et al., manuscript in preparation). Our data suggest a model in which

activated T-cells can move to local inflammatory sites more efficiently than naive

cells. Increased T-cell accumulation and optimal protection are observed when

infiltrating T-cells recognize their cognate antigen within the granuloma (Co and

Sandor, manuscript in preparation). To examine any differences in macrophage

function arising from T-cell activation by cognate antigen vs nonspecific activation,

DNA microarrays were used to compare gene expression in granuloma Mac-1þ

sorted cells at a chronic stage of infection of TCR transgenic mice when the inducing

BCG did or did not express the T-cell epitope recognized by the monospecific T-cell

population (rBCG-PCC vs wtBCG infection of 5C.C7 Rag2�/� mice at 6 weeks). Our

results indicate that fewer than 50 macrophage genes are upregulated by the presence

of antigen in the granuloma (Hogan and Sandor, unpublished data). More work will

be required to understand the significance of the upregulated genes and to confirm

their expression using other experimental approaches.

In summary, in mycobacteria-induced granulomas, mycobacteria-specific T-cells

are present and important for the induction of granulomas that are protective to both

the host and the pathogen. For ongoing infections, the role of nonmycobacteria-

specific T-cells in the maintenance of on-going granuloma function becomes more

and more important. Activated nonspecific T-cells are able to accumulate in chronic

granulomas, bringing in protective cytokines and augmenting protective function as

the frequency of mycobacteria-specific T-cells decreases. During immunosuppres-

sion, when the levels of both specific and nonspecific activated T-cells are diminished,

granuloma function fails, and bacteria reactivate and disseminate.

23.5 Granulomatous Inflammation as an Ecological System

Within the containment of granulomas, the long-term survival of macrophage and

persistent mycobacteria for the duration of a clinically latent infection is a challen-

ging problem. Understanding this phenomenon is not only intellectually fascinating,

but of profound importance to public health. Tuberculosis continues to be a wide-

spread cause of morbidity and mortality worldwide. The unique synergism of HIV
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and M. tuberculosis co-infections extends beyond the reliance of protective granu-

loma formation upon adequate CD4 T-cell numbers and involves cooperative

interactions of the infecting microorganisms at the cellular level (Deretic et al.,

2004). Even if HIV is omitted from the public health equation, gradual sustained

improvements in healthcare worldwide will ultimately expose more and more of the

Earth’s population to the diseases of old age, including failures of immunity arising

naturally and from chemotherapies. Chronic infections such as tuberculosis will be an

ongoing challenge in this environment.

This review has approached chronic granuloma-inducing infections as inflamma-

tory sites that comprise an ecosystem in which the mycobacterial species represent

the organism seeking survival and the granulomatous inflammation represents the

surrounding environment. This is similar to the hypothesis in which the host immune

response is directly influenced by the replicating pathogen and involves a complex

interaction between two competing genomes (Srinivasan and McSorley, 2004). For

example, Salmonella is known to downregulate class II presented epitopes and

express virulence factors directly influencing T-cell responses, while other organisms

can directly initiate apoptosis of dendritic cells or T-cells. The complex changes in

gene expression both in macrophages and in mycobacteria represent an interaction by

which both components of the ecosystem accommodate each other to their mutual

advantage. The infected macrophages restrict dissemination of the microorganism

and protect the health of the host, while failing to achieve sterilizing immunity.

Mycobacteria parasitize macrophage using a variety of immunosuppressive mechan-

isms, but are ultimately forced into a quiescent persistent or nonreplicative dormancy

state in latently infected individuals. It is likely that the ability of the pathogen to

achieve this state is an advantage, allowing its long-term survival in the face of a less-

than-optimal host environment.

This review has attempted to delineate some of the more successful approaches to

understanding co-accommodation at the level of gene expression using genomic

approaches, significantly DNA microarrays. This technology can be enormously

informative, but is ultimately only as useful as the underlying rigour of the

experiment and the appropriateness of the model used. Under the best of circum-

stances, the volume of information generated can be overwhelming. It is clear that,

alongside advances in genetics, proteomics and informatics tools, this approach will

contribute significantly to our understanding of the local inflammatory reactions that

represent the direct interface between the infectious agents and the host.
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