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   Preface 

     …by the help of Microscopes, there is nothing so small, as to escape our inquiry; 
hence there is a new visible World discovered to the understanding. 

 Robert Hooke
Micrographia, 1665   

 In the  fi rst edition of  Cell Imaging Techniques  (published in 2006), we sought to assemble 
a volume of imaging protocols particularly useful for those working in a core imaging facil-
ity. We chose an eclectic representation of protocols, including techniques in  fl uorescence 
microscopy, confocal microscopy, atomic force microscopy, and electron microscopy, 
amongst others. No one imaging mode was covered in detail, since individual volumes 
devoted to such techniques have been and continue to be published, and serve as invaluable 
reference sources for those seeking detailed protocols on a single imaging modality. In this 
second edition of  Cell Imaging Techniques , we have reevaluated the state of microscopy-
based imaging and have assembled a completely revised and expanded book. Only three 
updated chapters remain from the original 21, with 26 new chapters added. Familiar tech-
niques from the  fi rst edition, such as confocal microscopy, transmission electron micros-
copy, atomic force microscopy, and laser microdissection, have once again been included, 
but with a somewhat different focus. New chapters have been added to re fl ect ongoing 
advances in imaging protocols. For instance, chapters covering colocalization analysis of 
 fl uorescent probes, correlative light and electron microscopy, environmental scanning elec-
tron microscopy, light sheet microscopy, intravital microscopy, high-throughput micros-
copy, and stereological techniques have now been included, just to name a few. Moreover, 
methods to image speci fi c organelles, such as lipid droplets, peroxisomes, and mitochon-
dria, as well as cellular processes such as endocytosis and autophagy have been added to this 
expanded second edition. Ultimately, however, the goal of this second edition of the book 
remains the same as that of the  fi rst: to provide an easily accessible volume of protocols to 
be used with a variety of imaging-based equipment likely available in a core imaging facility. 
We hope that by perusing this volume, investigators in academic, clinical, and industrial 
settings may be prompted to utilize a variety of microscopy-based imaging systems in their 
research, perhaps even ones they had not considered previously. 

 At  fi rst glance, the absence of chapters on the new super-resolution techniques may 
seem a glaring oversight for a volume titled  Cell Imaging Techniques.  However, given the 
rapidly evolving nature of these techniques, as well as the multiple solutions developed for 
sub-diffraction optical microscopy, we chose not to include them in this volume. We trust 
that given the global popularity of these novel methods for advanced imaging in cell biol-
ogy, volumes dedicated to this speci fi c imaging area will likely be forthcoming. 



viii Preface

 We again would like to express our sincerest appreciation to all of the authors who 
provided chapters for this volume; they were a pleasure to work with, providing state-of-
the-art protocols and reviews in a timely fashion, while cheerfully responding to all of our 
queries. We would also like to thank Professor John Walker, editor of the  Methods in 
Molecular Biology  series, for his invaluable input and insight in all facets of the formulation 
of this book. 

 This is truly an exciting time to be involved in microscopy-based imaging, as new tech-
nologies continue to be introduced at break-neck speed. We hope you will take advantage 
of these imaging advances, and that this volume of protocols and reviews will serve as a 
bench-top companion on your journey!   

Burlington, VT, USA Douglas J. Taatjes
Seoul, Korea Jürgen Roth
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    Chapter 1   

 Digital Images Are Data: And Should Be Treated as Such       

     Douglas   W.   Cromey        

  Abstract 

 The scienti fi c community has become very concerned about inappropriate image manipulation. In journals 
that check  fi gures after acceptance, 20–25% of the papers contained at least one  fi gure that did not comply 
with the journal’s instructions to authors. The scienti fi c press continues to report a small, but steady 
stream of cases of fraudulent image manipulation. Inappropriate image manipulation taints the scienti fi c 
record, damages trust within science, and degrades science’s reputation with the general public. Scientists 
can learn from historians and photojournalists, who have provided a number of examples of attempts to 
alter or misrepresent the historical record. Scientists must remember that digital images are numerically 
sampled data that represent the state of a speci fi c sample when examined with a speci fi c instrument. These 
data should be carefully managed. Changes made to the original data need to be tracked like the protocols 
used for other experimental procedures. To avoid pitfalls, unexpected artifacts, and unintentional misrep-
resentation of the image data, a number of image processing guidelines are offered.  

  Key words:   Digital image ,  Ethics ,  Manipulation ,  Image processing ,  Microscopy    

 

 For over a decade, Dr. Michael Rossner has been a voice crying in 
the wilderness  (  1–  4  ) . The editor of the  Journal of   Cell Biology  
(JCB) has called on the scienti fi c publishing world to be proactive 
in monitoring the poorly addressed issue of the inappropriate 
manipulation of scienti fi c digital images. Publishers have resisted, 
in part to avoid the extra expense of screening images  (  5  ) , and 
journal editors have assumed that their reviewers would catch out-
right falsi fi cations  (  6,   7  ) . All the while the evidence for, and con-
cern about, the problem of inappropriate or outright falsi fi ed 
images has continued to grow  (  2,   8–  24  ) . In many ways, the turn-
ing point may have been the fraudulent stem cell paper (Hwang 
et al.  (  25  ) ) in  Science . Screening before publication could have 
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caught the falsi fi ed images in this paper and saved  Science , and the 
scienti fi c community, from major embarrassment  (  3  ) . 

 The US Department of Health & Human Services’ Of fi ce of 
Research Integrity (ORI) de fi nes misconduct as “fabrication, 
falsi fi cation, or plagiarism in proposing, performing, or reviewing 
research, or in reporting research results” and speci fi cally adds that 
it “does not include honest error or differences of opinion”  (  26, 
  27  ) . Misconduct injures the scienti fi c community in a number of 
ways. The biggest loss is that of trust  (  28  ) . A good reputation with 
the general public is important for the credibility of scienti fi c 
research and scienti fi c researchers, something they do not want to 
lose. Just as important, scientists need to be able to trust one anoth-
er’s publications and data to move their own research forward and 
avoid wasting time and resources on erroneous research ideas.  

 

 Biological science began to make the transition to digital images in 
the 1990s. Images captured on  fi lm have their own technical issues, 
but the expense and expertise that were required to create a quality 
publication photo were usually suf fi cient to protect against ama-
teurish manipulations and fraud  (  29  ) . With the arrival of commer-
cial image editing software such as Adobe Photoshop ®  (1990) and 
Corel Photopaint ®  (1992), it became much easier for users to 
manipulate their images. Unlike the darkroom, where experience 
was often passed down, computer manipulation became the domain 
of the younger members of the lab  (  29,   30  ) . Experience was more 
likely to come from trial and error, rather than from formal educa-
tion in image analysis or manipulation. In addition, these commer-
cial programs were designed primarily for the graphic arts 
community, and as a result many standard manipulation functions 
included in the software are wholly inappropriate for use on 
scienti fi c images. 

 While there have been a number of individual cases reported in 
the literature involving image manipulation fraud, there have not 
been extensive studies of the problem. Based on the experience of 
the JCB  (  3  ) , the  American Journal   of Respiratory   and Critical  
 Care Medicine   (  31  )  and  Blood   (  32  )  it appears that, even with 
explicit instructions to authors, about 20–25% of reviewed and 
accepted articles at these journals had at least one  fi gure that needed 
to be remade due to failure to comply with the instructions to 
authors. In approximately 1% of the instances, the JCB found that 
the manipulations caused suf fi cient concern that the author’s insti-
tution was contacted  (  3  ) . The ORI has also seen a growing num-
ber of image manipulation issues in the cases that they investigate 
for misconduct accusations  (  23  ) . 

  2.  How Bad Is the 
Problem of 
Inappropriate 
Image 
Manipulation?



31 Digital Images Are Data: And Should Be Treated as Such

 There are still a signi fi cant number of journals that have not 
made much effort in dealing with the problem. In a presentation 
given to the 2011 Council of Science Editors meeting, Caelleigh 
and Miles surveyed 446 journals and found that 2% had no formal 
guidelines, 48% had guidelines that referred to digital images as 
“art” or “illustrations,” 40% had general guidelines for digital 
images, and only 10% had explicit guidelines along the lines of 
those found at the JCB  (  33  ) . Since there are hints of how bad the 
problem is at the journals that review images from peer reviewed 
and accepted articles, one has to wonder how much is being missed 
at journals that do not provide speci fi c guidelines or check the 
images submitted. One troubling possibility is that people who 
know their data is suspect may purposefully select journals that do 
not check the integrity of the data.  

 

 Historians and photojournalists have worried about inappropriate 
image manipulation for far longer than scientists. The issues raised 
in these  fi elds suggest important questions that scientists should be 
pondering. Due to issues with copyright, including a refusal to 
allow an image to be used, readers are encouraged to visit “Photo 
Tampering throughout History” where the images mentioned 
here, and many other examples can be seen (  http://www.fourand-
six.com/photo-tampering-history/    )  (  34  ) . 

  There are numerous examples of image manipulation as a means of 
trying to rewrite history. During his nearly 30-year reign, Joseph 
Stalin (USSR) routinely had images altered to remove the faces of 
people who had fallen out of favor (e.g., Leon Trotsky)  (  35  ) . In 
the 1950s and 1960s, images of the Soviet Cosmonaut program 
were heavily edited to de-emphasize the military nature of the pro-
gram and to minimize the loss of personnel due to accidents  (  36  ) . 
Other ideologies have in fl uenced the manipulation of historical 
images; for example in 2011 US Secretary of State, Hilary Clinton, 
was erased from a widely circulated news photograph of a group of 
high US government of fi cials gathered in the Pentagon’s “situa-
tion room” by a Hassidic Jewish newspaper because of the paper’s 
policy of not running images of females  (  37  ) .

  “The past was erased, the erasure was forgotten, the lie became truth.” 
George Orwell, Part 1, Chapter 7  Nineteen eighty-four  (published 
in 1949)  (  38  ) .   

  Issues : The historical records in science are lab books, electronic 
data archives, and journal articles. If these are misleading, scientists 
could use the altered image information found in these sources to 
guide the direction of their research, possibly embarking on fruitless 

  3.  Learning from 
the Past

  3.1.  Manipulated 
Images Lead to an 
Inaccurate Historical 
Record

http://www.fourandsix.com/photo-tampering-history/
http://www.fourandsix.com/photo-tampering-history/
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studies, wasting time and money. What is our responsibility to our 
coworkers and professional colleagues?  

  Franklin D. Roosevelt (FDR) served as the President of the United 
States of America from 1933 to 1945  (  39  ) . Over the course of his 
long political career (which began in 1910), FDR was photo-
graphed thousands of times and frequently appeared in short news-
reels shown in movie theaters. By carefully staging these media 
opportunities, FDR was able to impart an image as a strong and 
resolute President during a time of economic depression and World 
War II. The general public was not aware that FDR was paralyzed 
from the waist down, that he had great dif fi culty walking any more 
than short distances, and that he often wore iron braces under his 
clothing. Most pictures of FDR show him seated, or if he is stand-
ing he can be seen holding on to something or someone to main-
tain his balance. Only three pictures are known to exist showing 
FDR in the wheelchair that he frequently used to get around when 
he was out of the public eye (see Fig.  1 ).  

  3.2.  The Failure,  
to Capture a 
Representative 
Sampling of Images 
of the Subject Being 
Studied Could Lead 
Others to Misinterpret 
the Data

  Fig. 1.    US President Franklin D. Roosevelt was photographed thousands of times during his long political career. Most of 
the photographs show him seated, or if he was shown standing he was frequently holding onto someone or something. 
According to the FDR Library  (  112  ) , Roosevelt’s paralysis was concealed (with the cooperation of the press) for political 
reasons, since at the time disabled persons were not considered able to perform the demanding responsibilities of elected 
of fi ce. Because the images the public routinely saw of Roosevelt did not hint of a physical limitation, the vast majority of 
the public was unaware that Roosevelt was paralyzed from the waist down ( see  Subheading  3.2 ). ( a ) Joseph Stalin (USSR), 
Franklin D. Roosevelt (USA), and Winston Churchill (UK) at the Tehran Conference, Teheran, Iran. November 29, 1943 
(courtesy of the Franklin Delano Roosevelt Library website, Library ID 48-22 3715-107, Public Domain image). ( b ) Franklin 
D. Roosevelt in a wheelchair with his dog Fala in his lap, also pictured is family friend Ruthie Bie. Hyde Park, NY, February 
1941 (courtesy of the Franklin Delano Roosevelt Library website, Library ID 73-113 61, Photographer: Margaret Suckley. 
Public Domain image).       
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  Issues : Selectively presenting images that only tell one side of “the 
story” may be an engrained part of politics, but the expectation for 
scientists is that we will be unbiased and truthful. If we only show 
other people the pictures we want them to see, then the viewers 
will most likely reach the interpretation that we want them to have. 
What if our interpretation is wrong? It may be a poorly kept secret 
that most published images are somewhat less than “representa-
tive,” but is this right? What would happen to the quality of science 
if we only showed our most compelling images to our project leaders, 
lab group, or collaborators?  

  In 1994, television sports commentator and former American foot-
ball player OJ Simpson was accused of, among other things, mur-
dering his wife. He was later acquitted of the charges. Shortly after 
Mr. Simpson’s arrest, the Los Angeles Police Department provided 
a booking photograph to the media. On June 27, 1994  Newsweek  
ran the image almost unchanged as its cover photo, but  Time  mag-
azine’s graphic artist signi fi cantly darkened the image to make it 
“more artful, more compelling”  (  40  ) . The African-American com-
munity expressed outrage  (  41  ) , because they perceived that  Time  
had made Mr. Simpson look more sinister  (  42  ) . To underscore the 
power of the images, few people complained about  Newsweek ’ s  
bold headline “Trail of Blood,” while  Time ’ s  less prejudicial head-
line “An American Tragedy” was ignored (see Fig.  2 ).  

  3.3.  “Artistic” Changes 
to an Image Can 
Unintentionally Alter 
the Factual Content 
and/or a Viewer’s 
Interpretation of the 
Image

  Fig. 2.    US sports and television personality OJ Simpson was arrested and accused of murdering his wife in June 1994. He 
was later acquitted of the charges.  Newsweek  and  Time  magazines both used the same Los Angeles Police Department 
booking photograph on the covers of the June 27, 1994 issues of their respective magazines. The heavily manipulated 
 Time  magazine cover ( c ) was seen by many as making Mr. Simpson appear more “sinister”  (  42  )  (see Subheading  3.3 ). 
( a ) Original public domain image as found at the  Washington Post  website  (  113  ) . ( b ) Color adjusted to more closely 
resemble the  Newsweek  cover. ( c ) Multiple image manipulations were performed to have the image more closely resemble 
the  Time  cover. To color match the images, regions were sampled from an image of the respective magazine covers (not 
shown) and the original image ( a ) was adjusted to match using the hue/saturation tool in Adobe Photoshop ®  CS3 to create 
the derivative images ( b ,  c ). The right image ( c ) was then colorized using the hue/saturation tool, the curves tool was used 
to darken the image, then a Gaussian blur (radius = 2.0) was applied, followed by setting the overall gamma to 0.85 in the 
levels tool to darken the image further, then selecting the background and lightening it using a gamma of 1.5. Photograph 
provided to the press on June 17, 1994 by the Los Angeles Police Department, Los Angeles, CA.  Time  magazine’s legal 
department would not grant permission for the magazine cover to be reproduced here.       
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  Issues : We need to be very cautious about manipulating an image 
so that it will better convey the message that we want to present. 
How should we make clear to readers that the manipulations per-
formed on digital images are appropriate and scienti fi c?  

  Composite images are a staple of celebrity magazine covers. 
Occasionally news magazines have used realistic looking compos-
ites, with tiny disclaimers inside the magazine. For example, US 
media personality Martha Stewart spent 5 months in Federal prison 
on an insider stock trading charge. In March 2005,  Newsweek  mag-
azine portrayed Ms. Stewart on their cover even before she was 
released from prison by digitally pasting an earlier image of Martha’s 
head onto another woman’s body  (  43  ) . The composite was brie fl y 
described on page 3 of the magazine. The National Association of 
Press Photographers called the  Newsweek  cover a major ethical 
breach  (  44  ) . 

 Governments with something to prove have sometimes used 
composite images. In July of 2008 the Iranian government provided 
an image to the press that gave the impression of a successful launch 
of four Shahab-3 medium range ballistic missiles.  The New   York Times  
quickly determined that the image provided by Iran had been manip-
ulated using “cloning” to give the impression that all four missiles 
had successfully launched. The analysis by  The New   York Times  was 
con fi rmed by the discovery later of another image taken at the launch 
that showed only three missiles were successfully launched  (  45  ) . 

 Even prestigious scienti fi c journals have occasionally stumbled 
when using composite images. A letter to the editor of the scienti fi c 
journal  Nature  accused the publisher of a “deceptive” composite 
image that was featured on the cover of the August 2, 2007 issue 
 (  46  ) . The Editor later apologized, stating “The cover caption 
should have made it clear that this was a montage”  (  47  ) . 

  Issues : The public “rolls their eyes” at manipulated images in tab-
loid newspapers and celebrity magazines, but they have higher 
expectations for scientists. Are composite images with disclaimers 
appropriate in science?   

 

 Bias is a far greater problem in science than is often acknowledged 
 (  48,   49  ) . If images will be analyzed to create numerical data (size, 
shape, count, etc.), they need to be acquired in a systematic and 
well-de fi ned manner  (  50  ) . Systematic would include suf fi cient 
numbers of images, since there is always a certain amount of error 
in image analysis and analysis of enough structures will ensure that 
the error is small. Well-de fi ned simply means that the images should 
be of the structures being measured, but selected in a manner that 

  3.4.  Photo-Illustrations    
That “Look” Real Are 
Misleading

  4.  Before the 
Image Is    Captured: 
Appropriate Image 
Acquisition 
Strategies
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reduces the operator’s own bias. Images are data and should, 
therefore, be subject to the same statistical treatment as all other 
scienti fi c experiments. 

 If the images will be used primarily for illustrative purposes, it 
is still best to take a number of images  (  51  ) . Users should study the 
sample meticulously to allow the sample to provide the answer to 
the research question, rather than searching for an image  fi eld that 
best documents their hypothesis. The captured images can be 
examined later in the lab and it may be that further examination 
will provide a different interpretation of the data. The only way to 
accurately describe the differences seen in images of different treat-
ment groups is to be very familiar with the appearance of the nor-
mal, untreated samples. 

 To acquire appropriate and high-quality images it is important 
to make sure that the instrument used for the acquisition has been 
calibrated and properly aligned  (  52,   53  ) . In addition, users need to 
understand the instrument’s capabilities, as well as its limitations. 
If images were acquired with different acquisition settings, it is 
important to communicate this to all the members of the lab, since 
changes in settings can affect the appearance of the image and pos-
sibly its interpretation.  

 

  The underlying premise of image publication and ethics guidelines 
is that a digital image is data and that the data should not be 
manipulated inappropriately. Image data can represent intensity 
data acquired from a microscope CCD camera, or complex pre-
processed information that comes from an Atomic Force Microscope 
or a Magnetic Resonance Imaging (MRI) scanner. 

 Photographic  fi lm is an analog form of image capture, in that 
the information in the image is continuously variable. Digital imag-
ing is a technique that samples the incoming data into discrete 
units called picture elements (pixels) that are presented as part of 
an array or grid. The scale of the pixels needs to be well matched 
to the resolution of the image capture instrument to ensure correct 
sampling and to avoid artifacts (see Fig.   3 ).  

 The pixel in a digital image contains or represents a good deal 
of information. Each pixel has:

   XY positional information relative to the rest of the grid that  ●

makes up the image.  
  Intensity information, presented as a numerical value within a  ●

range described as bit depth (e.g., 8 bit grayscale = 256 shades, 
24 bit color = 16.7 M colors). This numerical information can 
represent data other than the amount of light being gathered 

  5.  How Digital 
Image Data Are 
Stored

  5.1.  Scienti fi c Digital 
Images Are Data That 
Can Be Compromised 
by Inappropriate 
Manipulations
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by a detector. Intensity information may be used to represent 
forces, height, wavelength, etc.  
  A voxel (volume element) is a pixel with a   ● z  dimension, repre-
senting a volume. Information de fi ning the voxel is usually 
stored in the metadata.    

 Many scienti fi c images have associated metadata (data about 
data) that can store additional information. If the instrument 
does not capture these data automatically, it should be recorded 
manually. These data could include:

   Information about the spatial, temporal, or spectral scale that  ●

was used to record each pixel. It is from this information that 
scale bars or other scalar references can be created. For many 
types of acquisitions, this includes a  z  dimension.  
  Acquisition settings used by the instrument to record the  ●

data (objective lens, magni fi cation information,  xyz  stepper 

  Fig. 3.    Digital images are a representative sampling of real life at discrete points (pixels). To ensure that the image correctly 
captures all the smallest details in the specimen, the Nyquist/Shandon theories suggest a minimum of 2× oversampling of 
the smallest resolvable element, with 2.4–2.8× oversampling suggested by some  (  55  ) . Failure to adequately oversample 
can cause aliasing artifacts. Image ( b ) shows correct sampling and image ( c ) shows the same  fi eld undersampled. Note 
that in image ( c ) it is no longer possible to accurately count the number of visible in situ hybridization spots ( see  
Subheadings  5.2 ,  5.3 ,  6.9 , and  6.10 ). ( a ) Image captured at 2,048 × 2,048 pixels representing a  fi eld of view of 225 by 
225  μ m. The image was cropped to  fi t the page. ( b ) 2× enlargement of the  fi eld represented by the white box. Enlarged 
using Adobe Photoshop ®  CS3’s nearest neighbor resampling algorithm. ( c ) 2× enlargement of the same area, but taken 
from an image (not shown) that was captured at 512 × 512 pixels to represent the same  fi eld of view. Enlarged in the same 
manner as ( b ).  Ciona intestinalis  embryos, in situ hybridization stain, image captured with a Zeiss LSM 510 confocal micro-
scope. These images are used by permission of Ella Starobinska and Dr. Bradley Davidson, University of Arizona.       
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motor positions,  fi lter wheel positions, illumination source, 
gain settings, etc.).  
  The date and/or time that the data was acquired.   ●

  The operator who captured the image data.     ●

 Many scienti fi c instruments save data in proprietary image  fi le 
formats, with the Laboratory for Optical and Computational 
Instrumentation (LOCI, University of Wisconsin) Bio-Formats 
project supporting a growing list of 115 different formats  (  54  ) . 
The proliferation of  fi le formats is due to one of two reasons: most 
image formats were not designed to store complex metadata, and/
or a format was needed that was capable of storing complex multi-
dimensional data ( xyzt λ  ). 

 The correct acquisition of a digital image involves a number of 
considerations.  

  ●     Because digital images are a product of sampling, at least two 
to three times oversampling (e.g., Nyquist/Shandon) of the 
smallest resolvable elements in the image is required to avoid 
the possibility of artifacts  (  55,   56  )  (see Fig.  3 ). With some 
imaging techniques, this may include oversampling in the  z  
dimension, as well as the  x  and  y  dimensions. Higher levels of 
oversampling have a bene fi t if the imaging technique has high 
light levels, but in low light situations higher levels of oversam-
pling may reduce contrast and lower the S/N ratio to the point 
where the ability to resolve structures (e.g., Rayleigh criterion) 
is impaired  (  57  ) .  
  If the image acquisition has a time dimension, temporal over- ●

sampling is also important. The “wagon wheel effect” (a 
form of temporal aliasing) has been known since the earliest 
days of movie making as a mismatch between the frames/s of 
the  fi lm and the rotational speed of a vehicle’s wheels  (  58,   59  )  
(see Fig.  4 ).   

  5.2.  Sampling ( See  
Subheadings  6.9  
and  6.10 )

  Fig. 4.    Temporal aliasing is a mismatch between the speed of the object and the speed of the camera (incorrect temporal 
sampling). The “wagon wheel effect” (also known as the “stroboscopic effect”) became familiar to viewers of Western 
movies as far back as the silent movie era  (  58  ) . In the above illustration, the timing of each image is such that the wagon 
wheel has only rotated 94.5% of a turn (340°) per frame. When the video is played back, the wheel will appear to rotate in 
a clockwise direction, when in reality it is rotating counterclockwise (based on the indicated direction of travel,  large 
arrow ). Exploiting this artifact, a video could be created that showed an automobile obviously moving forward while the 
wheels appeared to be stationary, or a helicopter  fl ying without the rotor turning (  http://www.youtube.com/watch?v=Xh-
sf6vwSMc    ). Given the misleading possibilities of this artifact, it is important to know how quickly things are changing in a 
sample and to oversample correctly ( see  Subheadings  5.2  and  6.9 ). Dr. David Elliott, University of Arizona, provided techni-
cal assistance with this  fi gure.       

 

http://www.youtube.com/watch?v=Xh-sf6vwSMc
http://www.youtube.com/watch?v=Xh-sf6vwSMc
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  In many cases, sampling at a higher bit depth can be bene fi cial,  ●

however much like over-magnifying an image (no additional 
resolution information), some noisy image acquisition tech-
niques (e.g., confocal microscopy) do not warrant high bit 
depth images.  
  Wavelength (spectral) scanning should be correctly sampled  ●

using at least 2× the smallest resolvable element in the spectra. 
In practical application this can be dif fi cult, especially in low 
light applications like  fl uorescence imaging.     

  ●     Aliasing is the error that occurs when analog data is sampled 
incorrectly, or as a result of the interpolation that comes from 
resizing or rotating a digital image (see Figs.  3  and  5 ). James 
Pawley, editor of  Handbook of   Biological Confocal   Microscopy  
says  Aliasing may   cause features   to appear   larger ,  smaller ,  or in  
 different locations   than they   should be   (  60  ) . An example would 
be the jagged line that appears when sampling a complex curved 

  5.3.  Digital Image 
Artifacts

  Fig. 5.    Rotating, as well as enlarging or reducing the image size (total number of pixels), causes the intensity values in an 
image to be resampled using interpolation (Merriam-Webster “to estimate values of (data or a function) between two 
known values”  (  114  ) ). Rotating and/or resizing an image may be necessary for reporting the image data in a publication; 
however, this interpolation of the data should only be performed once on an image to avoid the compounding of interpolation 
artifacts ( see  Subheading  6.10 ). It is important to be very careful when using Adobe Photoshop ® ’s powerful image size 
dialog box, since it is very easy to accidentally resample an image with this tool  (  93  ) . ( a ) A 6 × 6 pixel array. ( b ) A 15° rotation 
overlaid on the original image. ( c ) The result of the 15° rotation. ( d ) A 10 × 10 array is overlaid on the original image prior 
to enlarging the image. ( e ) The result of the 10 × 10 enlargement. Fifteen degree rotation performed using the Adobe 
Photoshop ®  CS3 Edit | Transform | Rotation tool. Enlargement performed using the Adobe Photoshop ®  CS3 Image Size 
dialog box, using the “bicubic smoother (better for enlargement)” resizing algorithm.       
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edge. Color aliasing artifacts can occur as well, particularly 
when sampling complex structures using a single chip color 
camera, since the color of any one pixel is based on the inter-
polation of color data from neighboring pixels.   
  Moiré is an image artifact produced when a repeated pattern is  ●

sampled at less than the Nyquist frequency, particularly when 
the sampling is performed with a pattern (e.g., the grid pattern 
of pixels on a CCD chip)  (  24,   61  ) .  
  Bit depth saturation is often an operator-caused artifact, where  ●

the signal is truncated at the brightest or darkest ends of the 
spectrum (see Fig.  6 ). Any differences in the data that would 
have occurred outside of the range of the detector are lost in 
the truncated areas. This form of overly zealous adjustment is 
typically made during the image acquisition to suppress back-
ground or make the image appear more striking. Aggressive 
post-processing of images can also create this effect. A spike in 
the image’s intensity histogram (maps the frequency distribu-
tion of the pixels for the entire bit depth range) at the darkest 
or brightest values is an indication that some of the pixels in 
the image have been truncated  (  62  ) .   
  Noise is present in most image acquisition systems. Some noise  ●

is sample-related, but the electronics of the image capture 
device also contribute to the overall noise levels (e.g., thermal 

  Fig. 6.    ( a ) Six by six pixel array ( see  Fig.  5a ). Pixels have discrete intensity values, positional information within the array, 
and may imply a three-dimensional voxel (volume element). ( b ) The same array as ( a ) after a moderately aggressive bright-
ness and contrast adjustment using ImageJ 1.43 m  (  115  ) . ( c ) The same array as ( a ) after applying the Adobe Photoshop ®  
CS3 sharpen  fi lter. Graph: (key:  light grey  = ( a ),  medium grey  = ( b ),  black  = ( c )). The graph shows the intensity values of the 
fourth row of pixels ( arrow ) in the images. The original image contains values that  fi t within the range of 0–255 ( black -
 white ). After the brightness and contrast adjustment, or the sharpening  fi lter, a number of the intensity values have been 
truncated ( asterisk ) since they exceeded the 0–255 range, leaving just the maximum or minimum values. The relationship 
of these truncated values to those of the neighboring pixels has been lost ( see  Subheadings  6.1  and  6.5 ).       
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noise, shot noise). Ideally, images should be acquired with a 
high signal-to-noise ratio, so that the effects of noise are mini-
mized. In some instances (e.g.,  fl uorescence imaging of live 
cells), that may not be possible.     

  The US National Science Foundation is now requiring a two-page 
data management plan for all new grant applications  (  63,   64  ) . It 
would not be surprising to see other US granting agencies follow 
suit. This raises the important issue of correctly storing the original 
data in its native  fi le format. There are initiatives to develop open 
source software that will assist in organizing, tagging, storing, 
translating  fi le formats, perform pre-con fi gured image analysis 
routines, and secure sharing of data  (  65,   66  ) . These programs 
require appropriate information technology resources and support. 
For the lab that does its own IT support, there needs to be a plan 
for organized storage of the original data and regular backups. 
Many labs have used CDs or DVDs as “read only” backups of their 
data, and while this has some appeal, optical media can be dam-
aged and writable optical media’s use as reliable long-term storage 
is doubtful (estimated at 2–5 years)  (  67  ) . Magnetic tape is esti-
mated to have a 10–30-year lifespan, but even tape backups should 
be periodically tested  (  67  ) . 

 There are several good reasons for retaining the original data. 
Most of these fall under the heading of data provenance, which has 
been de fi ned as  Information about   the source   and history   of particu-
lar   data items   or sets ,  which is   generally necessary   to ensure   their 
integrity ,  currency ,  and reliability   (  68  ) .

   Any metadata stored in the original  fi le format is retained.   ●

  Investigators can compare the  fi nal image used in a  fi gure with  ●

the original image data to ensure that any manipulations per-
formed were appropriate  (  69  ) .  
  In the event that there is a question from a journal or granting  ●

agency about the image manipulations, the original data can be 
produced  (  70  ) . It is important to note that online images 
(published or supplementary data) can be analyzed many years 
after publication  (  71  ) .  
  The original data may be needed to satisfy regulatory require- ●

ments (e.g., CFR 21 part 11  (  72,   73  ) , HIPPA  (  74  ) , Forensics 
 (  75,   76  ) ) for maintaining the data.    

 Because the software to open older  fi le formats can become 
obsolete or will no longer run on modern operating systems, 
exporting the data to a more standard format is often a wise pre-
caution. Some software can export to the Open Microscopy 
Environment’s OME-TIFF speci fi cation  (  77  ) ; however, if this for-
mat is not available, the more common TIFF  fi le format is recom-
mended by the Microscopy Society of America  (  78  ) . Other  fi le 

  5.4.  Data Management
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formats lack the bit depth for scienti fi c images, or saving into the 
format performs a lossy type of compression on the image. TIFF is 
a quasi-standard  fi le format  (  79  )  that supports large bit depths in 
grayscale and color and does not alter the exported bitmap data 
(see Subheadings  5.5  and  6.8 ). Scientists should not use the JPEG 
 fi le format for image data, as this format’s lossy  fi le compression 
alters the positional and intensity information of every pixel (see 
Subheading  6.8 ).  

  When you begin your image manipulations, it is crucial to  always  
use a copy of the original image. In most software it is far too easy 
to overwrite the original  fi le with a manipulated image. Overwriting 
the original data with commercial image editing software (e.g., 
Adobe Photoshop ® ) can cause embedded metadata (e.g., nonstan-
dard TIFF tags) to be lost or changed. The best practice is to open 
the  fi le and immediately save a copy of the image, close the original 
 fi le, and open the copy image. 

 In recent years the issue of “self-plagiarism” has been raised 
when authors have reused image data that was previously published 
 (  80–  82  ) . Another issue of data provenance is tracking how a par-
ticular image was used in the past, so that reuse of the image does 
not occur without the appropriate permissions from the publisher 
or copyright holder of the original image. Good data management 
practices will go a long way to prevent this from occurring.   

 

 Image processing (editing, manipulation) is a form of communica-
tion. As scientists, we need to be careful that our manipulations are 
helpful and do not hurt the communication of what is true in the 
image (see Subheading  3.3 ). Just because something can be done 
via image processing does not mean that it should be done. When 
editing an image, it is good to remember that serendipity has a 
wonderful role in science  (  83  )  and that a published image may 
mean something entirely different to a reader from outside of our 
speci fi c  fi eld of expertise. 

 To be clear, image processing is not a form of artistic expres-
sion; it is the mathematical manipulation of the underlying num-
bers in a digital image. Resist the urge to beautify scienti fi c images 
 (  84  ) , and remember that artistic changes can alter how others will 
interpret the image (see Subheading  3.3 ). 

 Hard and fast rules that apply to every image-forming disci-
pline are dif fi cult to create (the National Academy of Sciences 
found this out  (  71,   85  )  when they were unable to agree on guide-
lines). The following guidelines are based on several decades of 
experience with microscopy and digital images (the numbers 

  5.5.  Manipulation 
of Digital Images 
Should Only Be 
Performed on a Copy 
of the Unprocessed 
Image Data File

  6.  Post-processing
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preceding the individual guidelines refer to the section of the text 
where it is discussed.) 

  Ethical guidelines   for the   appropriate use   and manipulation   of 
scienti fi c   digital images   (  24,   86,   87  )  

  5 . 1 Scienti fi c digital   images are   data that   can be   compromised by  
 inappropriate manipulations . 

  5 . 5 Manipulation of   digital images   should only   be performed   on a  
 copy of   the unprocessed   image data    fi le  ( Always keep   the original  
 data  fi le   safe and   unchanged !). 

  6 . 1 Simple adjustments   to the   entire image   are usually   acceptable . 
  6 . 2 Cropping an   image is   usually acceptable . 
  6 . 3 Digital images   that will   be compared   to one   another should   be 

acquired   under identical   conditions ,  and any   post - acquisition 
image   processing should   also be   identical . 

  6 . 4 Manipulations that   are speci fi c   to one   area of   an image   and are  
 not performed   on other   areas are   questionable . 

  6 . 5 Use of   software  fi lters   to improve   image quality   is usually   not 
recommended   for biological   images . 

  6 . 6 Cloning or   copying objects   into a   digital image ,  from other   parts 
of   the same   image or   from a   different image ,  is very  
 questionable . 

  6 . 7 Intensity measurements   should be   performed on   uniformly pro-
cessed   image data ,  and the   data should   be calibrated   to a   known 
standard . 

  6 . 8 Avoid the   use of   lossy compression . 
  6 . 9 Magni fi cation and   resolution are   important . 
  6 . 10 Be careful   when changing   the size  ( in pixels )  of a   digital 

image . 

  While the reporting of certain basic image manipulations is not 
required, a better practice is to record the entire protocol of how 
the image was changed. Some software (e.g., ImageJ, Adobe 
Photoshop ® , ImagePro ® ) have the ability to create an audit trail of 
image manipulations, but the function must be enabled by the user 
 (  88  ) . The alternative is to manually document the protocol in a lab 
notebook. 

 Careful adjustments of image brightness and contrast or a 
histogram stretch (e.g., levels tool) are usually considered 
non-reportable. Adjustment of image gamma, a non-linear opera-
tion, is considered a manipulation that should be reported by some 
journals and unnecessary to report by others  (  24,   89–  91  ) . Be aware 
that aggressive manipulation of images can over/under saturate 
the image, truncating the intensity data (see Subheading  5.3 , 
Fig.  6 ), and may cause the apparent size of objects to change due 
to aliasing artifacts. 

  6.1.  Simple 
Adjustments 
Performed on the 
Entire Image Are 
Usually Considered an 
Acceptable Practice
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 In labs that are sharing images among many computers, with 
different monitors (of varying age) and different operating systems 
 (  92  ) , it is a worthwhile investment to purchase a monitor calibration 
device (approximately $200–300 USD) to ensure that everyone will 
be seeing the image with the correct image brightness and/or color. 
It should be noted that laptop computers running on battery power 
often dim the screen as a means of prolonging battery life. This 
change in screen brightness can affect how detail in the image is 
seen. Ambient lighting (e.g., exterior windows) can affect image 
brightness and color perception as well. Monitor calibration, in 
addition to attention to lighting, will ensure that adjustments made 
on one computer will appear the same on all the lab’s computers, 
and should improve the reproduction of the images in print.  

  Image cropping typically removes pixels from the outside edges of 
the image as a means to center an object of interest, or to permit 
the image to  fi t a de fi ned space. It is important to consider the 
motivation for cropping. Will the cropped image improve the com-
munication of unbiased scienti fi c information, or will it change 
how the image is perceived by the viewer? Will the crop remove 
something that disagrees with the hypothesis being presented, or is 
the crop being performed to hide something in the image that can-
not be explained? 

 Be careful about how aggressively an image is cropped. To 
reproduce a bitmapped image in print, most journals require 300 
pixels per inch. For example, a 512 × 512 image at 300dpi is only 
1.7 by 1.7 in. in size and in many cases this may not be a large 
enough  fi gure to show all the detail. Increasing the total number 
of pixels in the image using software (e.g., Photoshop’s dangerous 
“image size” dialog box  (  93  ) ) usually gives the image an indistinct, 
or less crisp look, due to aliasing artifacts (see Subheading  6.10 ).  

  This would include images intended for computerized analysis or 
images being assembled in a combined publication  fi gure. 

 A protocol for identical conditions would include:

   Similar/identical sample preparation techniques. ●

   Ideally the sample preparation would occur at the same  –
time; however in many studies this is not possible.  
  Be very careful with different lots of reagents (e.g., poly- –
clonal antibodies).     

  The same instrument. ●

   Two different instruments with the same hardware do not  –
always acquire identical images.     

  The acquisition conditions (settings) should be identical.   ●

  Post-processing of the images should be uniform (e.g., back- ●

ground subtractions, white level balancing).    

  6.2.  Cropping an 
Image Is Usually 
Considered an 
Acceptable Form 
of Image Manipulation

  6.3.  Digital Images 
That Will Be Compared 
to One Another Should 
Be Acquired Under 
Identical Conditions, 
and Any Post-
acquisition Image 
Processing Should 
Also Be Identical
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 In many core facilities, it is the students and staff that acquire 
the bulk of the images. If someone who is unfamiliar with the 
instrument (i.e., post-doc, PI) will be interpreting the images, it is 
crucial that the acquirer of the data communicates with this person 
any differences in acquisition settings that were made. For exam-
ple, small changes to the gain (signal ampli fi cation) and offset 
(black level) in a confocal microscope can greatly affect the  fi nal 
image data. 

 Much like other composite images (see Subheading  3.4 ), if 
the images in a  fi gure are presented as means of conveying simi-
larities and differences in the outcomes of treatment, the assump-
tion is made by the reader that they were acquired under similar 
conditions.  

  While dodging and burning of photographic prints was certainly 
done in the past, enhancing only selected areas in a scienti fi c digital 
image is generally not allowed today. While rare, there may still be 
an appropriate rationale for enhancement of speci fi c areas of an 
image in special cases, but it is mandatory that the manipulations 
be declared. 

 High dynamic range  (  94  )  or extended depth of focus  (  95  )  
images are useful techniques to overcome physical limitations in 
instrumentation (inability to capture the brightest and dimmest 
parts of a  fi eld of view in the same image, and inability to capture 
an in-focus image through the entire depth of a large three-dimen-
sional object, respectively). These are computational techniques 
that combine data from multiple images into a single image. 
With appropriate explanation, these are acceptable techniques for 
scienti fi c data.  

  Software  fi lters are typically a convolution kernel, a small array of 
mathematical functions that are applied to each pixel and the result-
ing change in the central pixel of the array is based on the kernel 
function and the values in neighboring pixels in the image. Since 
the values in the neighboring pixels will be different all throughout 
the image, the change created by the  fi lter will not be the same in 
all areas  (  96  ) . This is how a sharpening  fi lter detects edges, based 
on localized changes in pixel intensity, with the effect being most 
pronounced in the edge area and less noticeable in areas where the 
intensity does not change signi fi cantly (see Fig.  6 ). 

 Commercial image editing software (e.g., Adobe Photoshop ® ) 
does not provide access to the mathematical functions used in soft-
ware  fi lters. If commercial software is used, the software version 
number,  fi lter name, and any additional settings should be carefully 
recorded. Although scienti fi c image processing software may pro-
vide more information about the kernel used, or even allow the 
user to design their own kernel, these steps should also be carefully 
documented.  

  6.4.  Manipulations 
That Are Speci fi c 
to One Area of an 
Image and Are Not 
Performed on Other 
Areas Are 
Questionable

  6.5.  Use of Software 
Filters to Improve 
Image Quality Is 
Usually Not 
Recommended for 
Biological Images
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  Composite images can be very misleading (see Subheading  3.4 ), 
even when they are explained in the  fi gure legend. If two parts are 
added together, a white or black line should indicate the added 
piece. Adding an insert that shows a portion of the  fi eld at a higher 
magni fi cation is appropriate, but it should be set off in a way that 
clearly shows that it is a different image. 

 Use of cloning and copying to “clean up” or beautify an image 
is an invitation to trouble. These sorts of changes to an image are 
fairly easy to detect and they should always be declared in the  fi gure 
legend. Failing to declare these sorts of changes may lead to the 
publication being rejected and could prompt further investigation 
of the author’s previously published papers. 

 Commercial image editing software provides many options for 
retouching images. Almost all of these tools, in particular “auto” 
manipulation tools, should be avoided by scientists. If these tools 
are used, they should be documented as discussed previously (see 
Subheading  6.5 ).  

  Intensity measurements, particularly  fl uorescence intensities, are 
very dif fi cult to do well  (  97  ) . This is due, in part, to the dif fi culty 
in creating reproducible calibration standards  (  53  ) . In addition, 
many instruments have known shortcomings that make the collec-
tion of reproducible data dif fi cult  (  98  ) . The data acquisition param-
eters and post-processing techniques need to be standardized, or 
the data are worthless. Mathematical analysis of images with pixels 
that have reached bit depth saturation (see Subheading  5.3 ) should 
be avoided to ensure accurate results  (  99  ) . 

 Densitometry of colorimetric stains (e.g., DAB, HRP) is easier 
to perform than  fl uorescence intensity measurements. Care should 
be taken with densitometry, since staining is not linear and the 
curve tends to  fl atten out at high staining densities  (  100,   101  ) . 

 Users should be careful about post-processing of images. 
Image  fi ltering can introduce artifacts that may affect intensity and 
size measurements in unexpected ways (see Fig.  6 ).  

  There are several types of  fi le size reduction schemas used with 
image  fi les. TIFF images can use a form of the loss-less LZW 
(Lempel-Ziv-Welsh  (  61  ) ) compression, which does not change the 
image data. It should be noted that LZW-TIFF  fi les are not univer-
sally supported by image processing software. GIF images reduce 
 fi le size by using a limited color palette (256 maximum), which can 
reduce the color or intensity information in the image. JPEG 
images reduce the  fi le size by using the lossy discrete cosine func-
tion to reduce the high frequency information in the image. 

 JPEG compression is particularly problematic, since it was 
designed to create changes that were not readily perceptible to the 
human eye  (  48  ) . JPEG compression makes subtle changes in the 
color, intensity, and the location of the intensity, making it unsuit-
able for use with scienti fi c images  (  48  )  (see Fig.  7 ). If JPEG must 

  6.6.  Cloning or 
Copying Objects into a 
Digital Image, from 
Other Parts of the 
Same Image or from 
a Different Image, Is 
Very Questionable

  6.7.  Intensity 
Measurements Should 
Be Performed on 
Uniformly Processed 
Image Data, and the 
Data Should Be 
Calibrated to a Known 
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  6.8.  Avoid the Use 
of Lossy Compression
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be used (e.g., web pages, required by journal), the compression 
should only be performed one time on any image as the  fi nal step, 
and only with the highest quality setting (minimal artifacts).  

 Be careful using JPEG, because every time the  fi le is saved in 
this format the compression algorithm is performed. With each 
iteration of the  fi le save, the JPEG artifacts compound one another, 
further degrading the image. On careful examination, lower qual-
ity factor JPEG images typically have an artifact of 8 × 8 pixel 
squares  (  96  ) , also known as a macroblock (see Fig.  7c ). In many 
cases, a more suitable alternative to JPEG is the loss-less PNG  fi le 
format, although PNG does not support conversion to CYMK for 
printing  (  102  ) . PNG is greatly preferred over JPEG when com-
pressing  fi gures that have small text or  fi ne lines, since it does not 
blur the edges of these small items. 

 Occasionally image data with a time or  z  dimension are con-
verted to a video format. To keep the  fi le size manageable, most 

  Fig. 7.    The dangers of the JPEG  fi le format. A TIFF image ( a ) was opened and saved as a JPEG  fi le, then the JPEG was 
opened and saved as a JPEG a total of  fi ve times in a row (Adobe Photoshop ®  CS3’s “medium” JPEG setting, 5). Each time 
a JPEG  fi le is saved, the compression algorithm is performed. The  white box  in the TIFF ( a ) image and the corresponding 
area in the JPEG image ( d ) were enlarged seven times using Adobe Photoshop’s ®  nearest neighbor resampling algorithm 
to show the compression artifacts (with a histogram stretch and gamma set to 1.5). Image ( b ) is the enlarged TIFF, and 
image ( c ) is the enlarged JPEG. Comparing image ( a ,  d ), there appears to be no visible change, but at the pixel level (( b ) 
vs. ( c )), the changes are very noticeable. The scatter plots illustrate the differences between the  fi les. The plot compares 
the  grey  values of each pixel in both images. The TIFF images are identical, hence the  straight line . The intensity values are 
quite different in the JPEG image. The gaps in the plots are due to an initial histogram stretch of the original TIFF image. 
The original TIFF  fi le size is 204 kB, the  fi rst JPEG save is 36 kB and JPEG  fi les 2–5 are all 35 kB. The Pearson’s correlation 
of TIFF vs. TIFF is 1.0, the correlation of TIFF vs. the  fi rst JPEG save is 0.991, with the correlation between subsequent JPEG 
saves being 0.99. The  fi rst JPEG save causes the biggest changes in the image and saves the most  fi le space, and after 
that the subsequent saves degrade the image slightly each time. Saving the TIFF  fi le one time at the highest JPEG quality 
factor (12, Adobe Photoshop ® ) reduced the  fi le size to 123 kB and yielded a tighter, but not perfectly linear, scatterplot (data 
not shown). If JPEG is required, saving once at the highest quality factor makes the smallest change in the image ( see  
Subheading  6.8 ). Confocal microscope image of cellular cytoskeleton (this  fi gure was inspired by colleague Charles “Chip” 
Hedgcock, University of Arizona, and the colocalization technique was suggested by Dr. John Krueger, ORI).       
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video  fi le formats perform some form of compression. Many of the 
video formats use a variation of the discrete cosine transform that 
is used in JPEG images. While it is generally understood that video 
 fi les use lossy compression, it is still important to carefully check 
the video to ensure that the software codec has not introduced 
misleading artifacts into the data. The codec name and the conver-
sion settings used to create the video should be documented. 

 Scientists should avoid using presentation software (e.g., 
Microsoft’s PowerPoint ® ) for assembling publication  fi gures. The 
software may be familiar and available, but these programs are 
designed for images that will be shown on a projection screen at 
low resolution, not the 300 dpi needed to print bitmapped images 
or the 1,200 dpi needed for line art. Resizing images in PowerPoint ®  
brings up the interpolation issues discussed below (see 
Subheading  6.10 ) and running the program’s  fi le compression 
routine to reduce  fi le size will perform some form of lossy com-
pression (suspected to be JPEG) on every image in the  fi le. The 
JCB will not accept images that have been manipulated by 
PowerPoint ®   (  103  ) .  

  Digital images are a product of sampling the data at discrete inter-
vals. This sampling should be performed in a way that satis fi es the 
Nyquist/Shandon criteria. Undersampling can lead to artifacts 
such as incorrect size, or very small elements being missed entirely, 
which is the result of aliasing artifacts such as moiré (spatial alias-
ing) and temporal aliasing. Oversampling can more closely approx-
imate the information in the images, but concerns such as cost, low 
signal-to-noise in the image, and optical issues can limit the ability 
to sample at high levels of oversampling. 

 Sampled images are acquired with information about the scale 
or size of each pixel in spatial ( xyz ), as well as temporal ( T ) and 
sometimes spectral (  λ  ) dimensions. This information needs to be 
conveyed to the reader through the use of spatial scale bars, time 
stamps, or other scalar information. Any image manipulation that 
might change this important information must be done with care. 

 Spatial scale bars are preferred over stating the calculated 
magni fi cation in a  fi gure legend because journals occasionally resize 
images in the process of publishing. The scale bar will resize pro-
portionally with the image. While common in some  fi elds, the 
practice of simply stating the microscope objective used to acquire 
the image does not factor in several other magni fi cation factors 
that can be different with each microscope and is very imprecise. 
Correct magni fi cations can be calculated by taking and measuring 
images of a stage micrometer or other calibration standards. 

 If structures are detected whose size is less than that of a micro-
scope’s resolution limit, the structure’s apparent size will match the 
resolution limit  (  104  ) . This is an artifact of the optics. Any measure-
ments taken of these structures should keep this artifact in mind.  

  6.9.  Magni fi cation 
and Resolution 
Are Important
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  If the digital image captured by a microscope is a sampled image, 
then changing the total number of pixels in an image or reorient-
ing the sample grid is a form of resampling the image (see Fig.  5 ). 
If an image is rotated in intervals of 90°, then the pixels are simply 
remapped. If the image size is changed by a power of two, the 
resampling mathematics is a fairly simple interpolation. If the image 
is resized or rotated at any other interval, a more signi fi cant form 
of interpolation must be performed in the software to estimate 
what the pixels would look like if the sampling grid had been that 
size or oriented at that angle. While rotating and/or resizing an 
image may be necessary for reporting the data in a publication, this 
interpolation of the data should only be performed once on an 
image to avoid the compounding of interpolation artifacts (analysis 
should only be performed on the un-interpolated image). This is 
usually not considered a reportable image manipulation, but it 
should be documented. Enlarging the image does not increase the 
resolution (Raleigh criterion) in the image; in fact this may make 
formerly crisp edges seem fuzzier due to aliasing artifacts that are 
introduced by the interpolation algorithm.  

  As mentioned earlier, the  fi nal product should be compared to the 
original image(s) to ensure that any manipulations performed were 
appropriate and do not alter the data. Senior authors have a par-
ticular responsibility for the work coming out of their lab  (  69  ) . 

 If there are suspicions that an image has been manipulated 
inappropriately, how can we tell? The JCB uses an experienced 
human editor to examine images, while other journals have used 
sophisticated image screening software  (  4,   105,   106  ) . The only 
readily accessible resources for performing image forensics have 
been provided by the ORI  (  107  ) . The ORI has several tools for 
examining suspect images that work in Adobe Photoshop ®  (see 
  http://ori.hhs.gov/tools/    ). On a simpler level, users can examine 
the image’s intensity histogram for hints. Original, unprocessed 
images tend to have continuous histograms. Processed images fre-
quently show common artifacts (gaps, spikes) that can suggest if 
the image is truly an original or if it has received some post-pro-
cessing  (  62  ) .   

 

 As was mentioned earlier (see Subheading  2 ), some journals do not 
have a  fi rm grasp on digital image requirements and their instruc-
tions to authors read like they were written by a graphic designer. 
Dealing with journals can lead to additional issues for authors. 

  6.10.  Be Careful When 
Changing the Size 
(in Pixels) of a Digital 
Image

  6.11.  Reviewing 
the Processed Image

  7.  Going to Press

http://ori.hhs.gov/tools/
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  High bit depth images (>8bit greyscale, or >24bit color) cannot be 
reproduced in print. Some form of downsampling of the bit depth 
needs to occur to be able to publish these images. This should be 
documented.  

  Many journals request that line art (graphs, charts) be submitted as 
vector graphic  fi les. Vector  fi les use mathematical formulas to 
describe the lines and do not have pixels, so they can be printed at 
any size without aliasing artifacts. Line art that is not in vector  fi le 
format is typically requested at 1,200 dpi so that the very  fi ne lines 
print smoothly. Line art resolution is 16 times (4× the linear reso-
lution) the total number of pixels (300 dpi) normally required to 
nicely reproduce a raster image. If your lab lacks the software or 
expertise to work with vector  fi les, it is possible to zoom in on a 
chart (e.g., from Microsoft Excel ® ) and perform a series of screen 
captures on a high resolution monitor and then stitch the multiple 
images together in Photoshop.  

  The process of printing takes a digital image that was usually cap-
tured and manipulated as grayscale or RGB color and converts it to 
a very different color space (often CYMK). The printing process 
cannot reproduce all the tones that are present in a digital image, 
particularly if the image is in color and the image uses the brightest 
reds or blues, and, to a lesser extent, green colors. The reproduc-
tion of color in print is highly dependent on the number and type 
of inks used by the printing press, as well as the type of paper used. 
It is baf fl ing why journals expect scientists with little expertise in 
this highly technical area to optimally convert their images from 
the RGB color space to CYMK prior to submission. Fortunately, a 
number of journals have stepped away from color space conversion 
and now accept images in RGB  (  103,   108,   109  ) .  

  Journals sometimes still ask for the digital image  fi les to be sent as 
JPEG  fi les. Inquire if they will take a TIFF image or a PNG  fi le. If 
the journal insists on JPEG, perform this conversion as the very 
last item before submitting the image and do the conversion only 
at the highest possible quality factor to keep the artifacts to a mini-
mum. Bitmapped images with  fi ne lines or small text do not con-
vert well to JPEG format. The lines and text lose their crispness. 
PNG is a better compressed image  fi le format choice for images 
with  fi ne lines and small text. 

 It is also a good idea to check the  fi le size of the proof PDF 
sent to you by the journal. The default image compression used by 
Adobe Acrobat is JPEG. Use the zoom features in your PDF viewer 
to examine the images ( fi gures and line art) carefully. If you send 
the journal a document and image  fi les totaling 8–10 MB, your 
PDF galley proof should not be a  fi le that is less than 1 MB in size. 
Suggest that the journal change their PDF output settings from 

  7.1.  High Bit Depth 
Images

  7.2.  Line Art

  7.3.  RGB and CYMK

  7.4.  File Compression 
Issues
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screen to print. This PDF conversion will still perform a JPEG 
compression; however it will be much less aggressive. If the journal 
agrees to make this change, your replacement PDF proof will be a 
larger  fi le size and better quality.   

 

 Once upon a time the darkroom technician acted as a “gate keeper” 
of image processing technology, but the photographic enlarger has 
been replaced by Adobe Photoshop ®  and other commercial image 
editing software. The tricky darkroom procedures that could be 
done by a few have now been replaced by digital tricks that can 
performed by almost anyone. Along the way we seem to have lost 
the distinction between appropriate and inappropriate image 
manipulations. While misconduct (fraud) is a concern in science 
(see Subheading  1 ), the bigger issue seems to be related to the lack 
of understanding of how to correctly manipulate digital images. 
Combine the excitement for a person’s research with a lack of 
understanding and one can see why the journals are still  fi nding 
over-manipulated images (see Subheading  2 ) in spite of their 
detailed instructions to authors. One editor went as far as to 
admonish people to “stop misbehaving”  (  110  ) . 

 The  fi rst thing that needs to change is our mindset. We still 
tend to think of digital images as a “picture,” when in reality they 
are data. Pictures are artwork that can be changed to suit our desire 
for how they are presented to others, while image data are numeri-
cal and must be carefully manipulated in a way that does not alter 
their meaning. We need to ignore the pressure (peers and yourself) 
to beautify  (  19,   111  )  our images (see Subheading  3.3 ). Accurately 
communicating the truth is a fundamental issue in science (see 
Subheadings  3.1 ,  3.2 ,  3.3 , and  3.4 ). 

 Secondly, we need to develop the discipline of documenting all 
the manipulation steps performed on an image, as well as the soft-
ware and version number used to perform the manipulations. This 
would include steps that ordinarily do not have to be reported. 
Other types of scienti fi c experiments are documented in great 
detail in our notebooks. Shouldn’t our image manipulations be as 
well? If an “image is worth a thousand words” shouldn’t we be 
more careful with these data? Providing adequate information 
about the image manipulations performed is a protection against 
accusations of fraud. If a reviewer does not like a manipulation that 
was performed, the discussion now becomes a “difference of 
scienti fi c opinion,” not an accusation. It is important to remember 
that online images and supplemental data can be checked for inap-
propriate manipulations many years after publication. 

  8.  Conclusions
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 Lastly, we count on our colleagues to be fully truthful in reporting 
their results. Shouldn’t we return them the same favor? We also need 
to teach our colleagues and mentor the next generation of scien-
tists in how to correctly work with digital images. These guidelines 
are a starting point for discussion and training, but when it comes 
to submitting your publications, follow the instructions to authors. 
If those are short on detail, refer to those found at the JCB.      
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    Chapter 2   

 Epi-Fluorescence Microscopy       

     Donna   J.   Webb    and    Claire   M.   Brown         

  Abstract 

 Epi- fl uorescence microscopy is available in most life sciences research laboratories, and when optimized 
can be a central laboratory tool. In this chapter, the epi- fl uorescence light path is introduced and the vari-
ous components are discussed in detail. Recommendations are made for incident lamp light sources, exci-
tation and emission  fi lters, dichroic mirrors, objective lenses, and charge-coupled device (CCD) cameras 
in order to obtain the most sensitive epi- fl uorescence microscope. The even illumination of metal-halide 
lamps combined with new “hard” coated  fi lters and mirrors, a high resolution monochrome CCD camera, 
and a high NA objective lens are all recommended for high resolution and high sensitivity  fl uorescence 
imaging. Recommendations are also made for multicolor imaging with the use of monochrome cameras, 
motorized  fi lter turrets, individual  fi lter cubes, and corresponding dyes that are the best choice for sensi-
tive, high resolution multicolor imaging. Images should be collected using Nyquist sampling and should 
be corrected for background intensity contributions and nonuniform illumination across the  fi eld of view. 
Photostable  fl uorescent probes and proteins that absorb a lot of light (i.e., high extinction co-ef fi cients) 
and generate a lot of  fl uorescence signal (i.e., high quantum yields) are optimal. A neuronal immune-
 fl uorescence labeling protocol is also presented. Finally, in order to maximize the utility of sensitive wide-
 fi eld microscopes and generate the highest resolution images with high signal-to-noise, advice for 
combining wide- fi eld epi- fl uorescence imaging with restorative image deconvolution is presented.  

  Key words:   Epi- fl uorescence ,  CCD camera ,  Light sources ,  Filters ,  Dichroic mirrors ,  Image collection , 
 Objective lenses ,  Fluorophore ,  Fluorescent protein ,  Deconvolution ,  3D rendering    

  

 Epi- fl uorescence microscopy is a tool used in virtually all  fi elds of 
the life sciences. The high speci fi city of immuno- fl uorescent anti-
bodies enables targeting of speci fi c proteins of interest and even 

  1.  Introduction

 Note:   Company names and brands are mentioned throughout the chapter. This information is meant to 
facilitate scientists who are new to the  fi eld and wish to  fi nd out more information about the various com-
ponents of the epi- fl uorescence microscope. The authors in no way endorse speci fi c products and apolo-
gize for any company who may have inadvertently been left out. 
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speci fi c phosphorylation sites within proteins  (  1,   2  ) . Advances in  fi lter, 
mirror, and camera technologies continue to make optical micro-
scopes increasingly sensitive with the ability to detect single 
 fl uorescent molecules  (  3–  5  ) . In addition, many possibilities for 
researchers have been created by the advances in  fl uorescent pro-
tein development and optimization. This has led to the generation 
of an array of  fl uorescent proteins with colors spanning the visible 
spectrum. These probes are available for multicolor live imaging of 
protein dynamics within single cells, tissues, and organisms  (  6–  8  ) . 
Lastly, innovations in  fl uorescent probes allow researchers not only 
to speci fi cally label cellular organelles and substructures but also to 
observe protein function in living cells. For example, probes are 
available for measuring dynamic changes in the concentrations of 
small molecules such as calcium  (  9  ) . Taken together, these tools 
enable studies of the architecture of the cell, of both intra- and 
intercellular molecular interactions, and of protein function to be 
carried out with amazing speci fi city. Combining the images col-
lected on an epi- fl uorescence microscope with state-of-the-art 
image processing and analysis software allows researchers to study 
the cell in ways that were once inaccessible. 

 This chapter will present the epi- fl uorescence microscope opti-
cal train (i.e., light path), details about the components within the 
light path, and recommendations for these components. The rec-
ommendations will focus on ways to develop the most sensitive 
epi- fl uorescence microscope possible in order to minimize light 
damage to the sample and high background intensities due to 
auto fl uorescence and light scattering. Furthermore, immuno-
 fl uorescence labeling will be discussed along with an optimized 
protocol for labeling neurons. Fluorescent probes and proteins will 
be brie fl y introduced and readers will be referred to more compre-
hensive reviews for additional details. Proper techniques for image 
acquisition, analysis, and processing will be presented including 
3D imaging, image deconvolution, and 3D rendering of data.  

 

 The key to high resolution and high signal-to-noise (S/N) epi-
 fl uorescence imaging is to be able to excite the sample with a speci fi c 
color of relatively bright incident light, while having the capacity to 
separate and detect the much dimmer  fl uorescence being emitted 
from the sample. If the wavelength (i.e., color) of the incident exci-
tation light is not well separated from the wavelength of the 
 fl uorescence, then there can be re fl ections of incident light off of 
optical surfaces (e.g.,  fi lters, mirrors, lenses) within the microscope. 
These re fl ections will increase the background intensity of the image 
decreasing S/N which will lead to reduced image quality. 

  2.  The 
Fluorescence 
Light Path
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 The  fl uorescence microscope light path is made up of many 
components (Fig.  1a ). Incident light from a lamp is focused 
through a collector lens system, which may include heat and neu-
tral density (ND)  fi lters. Infrared wavelengths from the light source 
can generate a great deal of heat when they are focused by the 
objective lens onto the specimen. ND  fi lters, which uniformly 
attenuate most visible wavelengths of light, reduce incident lamp 
power and any potential photo-bleaching (Fig.  1b ). The light 
source is aligned (if required) and the light passes through a dif-
fuser to provide an even illumination across the microscope’s  fi eld 
of view. The  fi eld and aperture diaphragms are aligned and opened 
so that they are just larger than the  fi eld of view. This reduces 
stray incident light in the system that can lead to sample degrada-
tion and decreased S/N. A manual or automatic shutter should be 
present to block incident light when the sample is not being viewed. 
This will reduce photo-bleaching, and is essential for live cell time-
lapse imaging to reduce photo-toxicity. Some shutters are built 
into the microscope while other systems require external shutters 
between the lamp and the microscope stand  (  10  )  (Fig.  1b ).  

 The subsequent component in the optical train is the 
 fl uorescence  fi lter cube (Fig.  1a, b ). The  fi rst  fi lter in the cube is 
the excitation  fi lter (Fig.  1c ). It is typically a band pass  fi lter that 
selects a speci fi c range of wavelengths of light from the white light 
source in order to excite the  fl uorophore of interest. For example, 
for EGFP excitation a 470/40 blue band pass  fi lter could be used. 
The  fi lter nomenclature gives the central transmitted wavelength 
(470 nm) followed by the band width (40 nm). Thus, the 470/40 
 fi lter will transmit light between 450 and 490 nm (Fig.  2a , solid 
line and solid line with open circles). Incident light then comes to 
a dichroic mirror (mounted at 45°), which is designed to re fl ect 
light below a certain wavelength and pass light above that same 
wavelength (Fig.  1c ; Fig.  2a , dashed line and line with triangles). 
The selected excitation light is re fl ected off of the dichroic mirror 
and is directed at 90° towards the sample. For an inverted micro-
scope, the incident excitation light travels up through the objective 
lens and is focused onto the sample. The  fl uorophores within the 
sample are excited and give off  fl uorescence. Some light energy is 
always lost during the  fl uorescence process, so the emission light is 
always of lower energy (longer wavelength) than the incident light 
(e.g., blue light is used to excite green probes). This shift to a lon-
ger wavelength is termed the Stokes shift of the  fl uorophore  (  11  ) . 
Fluorescence will be emitted from the dye molecules within the 
sample in all directions. The emission light reaching the objective 
lens is focused down through the microscope and passes through 
the dichroic mirror (Fig.  1c ).  

 The  fi nal  fi lter within the cube is the emission  fi lter which is 
green for an EGFP cube (525/50), and is designed to both pass 
 fl uorescence emission and block any potential re fl ections from the 
incident light that may have passed through the dichroic mirror 
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  Fig. 1.    ( a ) Cut through of an Olympus IX81 fully motorized epi- fl uorescence microscope showing details of the  fl uorescence 
light path. ( b ) Detailed view of the epi-illumination arm for the IX81 microscope showing components of the  fl uorescence 
light path. Images ( a ,  b ) are courtesy of Michael Davidson, Florida State University, National High Magnetic Field Laboratory, 
Tallahassee, FL. ( c ) Schematic of a  fl uorescence cube for EGFP imaging. Blue light is selected from the white incident light 
from the lamp using a blue band pass excitation  fi lter. The blue light re fl ects off the dichroic mirror and is directed upwards 
to the objective lens then focused on the sample. Green emission light from the sample passes through the dichroic mirror 
and through a green band pass emission  fi lter to the detector. The emission  fi lter also reduces image background by reject-
ing any re fl ected blue incident light.          
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  Fig. 2.    ( a )    Filter transmission curves for EGFP cubes using either standard soft coated  fi lters (HQ series) or hard coated 
 fi lters (ET series) from Chroma Technology. ( b ,  c ) Cells stained with phalloidin AlexaFluor ®   fl uorophore 488 (Invitrogen) 
were imaged on a Zeiss Axiovert 200 M microscope with a 63×/1.4 NA oil immersion lens and Axiocam HR camera at full 
resolution with 500 ms exposure times. Images were taken with either ( b ) the Zeiss soft coated 13 FITC; or the ( c ) Chroma 
Technology ET-GFP 49002  fi lter cube sets. The mercury lamp was attenuated to 5% power with neutral density  fi lters. 
The image contrast, brightness, and gamma factor were all adjusted to the same levels for images displayed in ( b ,  c ). 
( d ) Intensity pro fi le from the  white line  shown in ( b ,  c ) for the hard coated ET ( solid line ) and soft coated HQ ( dashed  and 
 dotted line )  fi lter sets. The gamma factor was used to bring up dim features within the images so that they are visible by 
eye. Scale bar is 10  μ m.          
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(Figs.  1c  and  2a , dotted line and line with open squares). Most 
modern  fl uorescence microscopes are equipped with a multi-position 
 fi lter cube turret so that multiple  fl uorescence cubes can be moved 
in and out of place rapidly. With motorized microscopes these tur-
rets can be automated to facilitate multicolor image acquisition 
over time  (  10  ) . Fluorescence emission is then either directed to the 
eyepieces generating an image on the retina of the observer or sent 
through another microscope port to a camera detector. The key 
components of the optical train and how to choose them appropri-
ately will be discussed in detail in the following sections.  

 

      (a)     Tungsten-Halogen:  An incandescent tungsten-halogen bulb 
(50–100 W) is placed inside of a re fl ective housing. Lamp 
intensity is controlled by varying the applied voltage on the 
bulb. These lamps are typically used for bright  fi eld applica-
tions but can be used for  fl uorescence imaging as well  (  12  ) . 
Tungsten-halogen lamps use inexpensive bulbs that are long 
lasting and do not need to be aligned. In addition, for 
 fl uorescence live cell imaging there is reduced photo-toxicity 
due to the low incident light power and the lack of a UV light 
component. However, since there is no UV component, these 
lamps cannot be used to image blue dyes, and sometimes the 
power levels are not high enough to image weak  fl uorophores 
such as cyan  fl uorescent protein (CFP).  

    (b)     Mercury and Xenon Arc:  The HBO mercury vapor arc lamp is 
commonly used for  fl uorescence microscopy. The lamp is a 
white light source, but the spectrum shows many bright inten-
sity peaks. Thus, the power of the excitation light for different 
wavelengths is NOT uniform from the UV to the IR range of 
wavelengths  (  13  ) . Bulbs are expensive, last only about 200 h, 
decay in brightness over time, and have to be disposed of in 
hazardous waste due to their mercury content. The bulbs also 
have to be precisely aligned in order to ensure an even illumi-
nation across the  fi eld of view. At lower magni fi cations there is 
typically nonuniform illumination, even if the lamp is well 
aligned, resulting in a  fi eld of view with a bright center. This 
nonuniformity should always be corrected for when perform-
ing quantitative imaging. Details on how to perform this cor-
rection will be presented later in this chapter. Arc lamps are 
intense and can be used to see even very dim  fl uorescent sam-
ples. Typically, it is best to attenuate these lamps using ND 
 fi lters (to <10%). With reduced incident light, longer camera 
exposure times will be required in order to generate high S/N 
images; however, photo-bleaching will be reduced. The XBO 

  3.  Components

  3.1.  Light Sources
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xenon arc lamp has a much more even intensity pro fi le across 
the visible spectrum and into the IR wavelengths  (  13  ) . This 
makes it ideally suited for quantitative  fl uorescence imaging. In 
general, it is not as intense as the mercury lamp, especially at 
wavelengths where the mercury lamp spectrum shows intense 
peaks. Xenon bulbs suffer from the same issues as mercury 
bulbs. They are expensive, have a short lifetime, and their 
brightness decays over time.  

    (c)     Metal Halide ( e.g.,  Chroma Technologies-Photo fl uor; Lumen 
Dynamics—X-cite  ®  ; Zeiss-Illuminator HXP 120):  Metal halide 
lamps offer many advantages over mercury arc lamps. The bulbs 
last about ten times longer (>1,500 h) and come with the 
re fl ector attached, so no bulb alignment is required. The light 
is coupled to the microscope by a liquid light guide, providing 
uniform excitation intensity across the microscope  fi eld of view. 
The liquid light guides do have to be replaced every couple of 
years. However, if there is an internal shutter within the light 
source, the life of the light guide can be extended. This would 
also negate the need for an internal shutter within the micro-
scope. The metal halide lamp emission spectrum is similar to the 
mercury arc lamp, but the intensity between peak illumination 
bands is up to 50% brighter. This allows for access to the excita-
tion of a broader range of  fl uorophores  (  10  ) .  

    (d)     Light emitting diodes (LEDs):  The most recent light source 
technology is based on LEDs. Commercial systems that are 
currently available include the Colibri™ (Carl Zeiss, Jena, 
Germany)  (  14  ) , PrecisExcite™ (CoolLED Ltd., Hampshire, 
UK), LED4C (Thorlabs, Newton, NY), X-Cite ®  X-LED1 
(Lumen Dynamics, Mississauga, ON), DM IL LED (Leica 
Microsystems, Wetzlar, Germany), and AURA light engine 
(Lumencor Inc., Beaverton, OR). Highly affordable systems 
can also be custom built with LEDs that are commercially 
available  (  15,   16  ) . Essentially, the lamp consists of a number of 
discrete LED light sources each of a different color with rela-
tively narrow bands of wavelengths. However, many of the 
LED sources in the green to yellow region of the spectrum are 
relatively broad (>50 nm) and do require excitation filters in 
order to avoid the excitation of multiple dyes with one LED. 
The LEDs can be turned on and off electronically within mil-
liseconds. This eliminates the need for a mechanical shutter for 
the lamp. In many cases, excitation band pass  fi lters are no 
longer required. The lamp brightness does not decay over time 
and ND  fi lters are not needed since LED intensities can be 
precisely controlled electronically. LED lifetimes are on the 
order of 10,000 h and they are only turned on during image 
acquisition. LEDs eliminate the bleed through of unwanted 
wavelengths (e.g., UV, IR) found with arc lamps and  fi lter-
based wavelength selection; they do not produce heat and do 
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not require any alignment. The disadvantages are that systems 
directly coupled to the microscope often have only three to 
four different wavelength LEDs available at one time. Other 
systems combine seven to eight LEDs together making a white 
light source that can be coupled to the microscope with a liq-
uid light guide. The LED power levels have been steadily 
increasing, making them suitable for photo-bleaching and 
photo-activation experiments.  

    (e)     Monochromator: The  DeltaRAM X™ (Optical Building Blocks 
Corp.) and the RatioMaster™ (Photon Technology 
International, NJ) are commercially available monochromators 
with ~2 ms switching times between excitation wavelengths. 
These slit-based systems allow the width of the band pass to be 
adjusted giving a lot of  fl exibility so that virtually any dye 
excited from the UV to the visible range (250–650 nm) can be 
imaged with a few dichroic mirror sets. These systems elimi-
nate the need for excitation  fi lter wheels, making them ideal 
for rapid ratio imaging. Nonetheless, monochromators suffer 
from the same drawbacks as the light sources they use, which 
are typically Xenon Arc lamps.     

  Phase contrast objectives should not be used in combination with 
 fl uorescence microscopy because the phase ring in the objective 
blocks some of the  fl uorescence emission light. DIC objectives are 
preferred when combined with  fl uorescence imaging. However, 
the DIC prism and analyzer should be removed from the light path 
during  fl uorescence imaging to avoid large losses in light through-
put and resolution  (  17  ) . The brightness (ef fi ciency of transmission 
of excitation light and collection of emission light) of any objective 
lens is proportional to the numerical aperture (NA) of the lens to 
the fourth power and to the inverse of the magni fi cation ( M ) 
squared  (  18,   19  ) .

     
4 2

objBrightness (NA ) / M∝
    

 This should be taken into consideration when choosing 
between objective lenses. For example, a 60×/1.4 NA oil immer-
sion lens will have a higher light throughput than a 100×/1.4 NA 
lens with the same resolving power. In fact, a 40×/1.2 NA water 
immersion lens will have ~20% higher light throughput than a 
60×/1.4 NA lens at the expense of some resolution. Since the NA 
dependence is to the fourth power, even small changes in NA can 
lead to signi fi cant changes in lens brightness. For example, when 
comparing the intensities of the images collected in Figure 3 using 
three different 20x lenses, the 0.75 NA lens has the highest bright-
ness (Fig.  3c ) while the 0.5 NA lens collects only 40% of the rela-
tive signal (Fig.  3b ) and the 0.4 NA lens only 23% (Fig.  3a ). In 
general, the lowest magni fi cation needed to see the features of 
interest should be used because higher magni fi cation decreases 

  3.2.  Objective Choice



  Fig. 3.    Images of BPAE cell slide from Molecular Expressions labeled with DAPI, AlexaFluor ®  488 Phalloidin, and MitoTracker ®  
CMXRos. Images were collected on an Olympus IX71 microscope coupled with a mercury HBO lamp and using DAPI, FITC, 
and Texas Red BrightLine ®  hard coated  fi lter sets (Semrock). Images were collected on a Retiga 2000R camera at full reso-
lution with the same settings using three different 20× lenses. The lamp intensity was attenuated to 6%, with exposure 
times of 250 ms for DAPI, 1,000 ms for AlexaFluor ®  488, and 500 ms for MitoTracker ®  used. Lenses used were ( a ) Plan 
20×/0.4 NA; ( b ) UPlanFL N 20×/0.5NA; ( c ) UPlanSApo 20×/0.75NA. Images of the same sample as in ( a – c ) were collected 
using a 40×/0.6NA LWD, U PLAN FL lens with a coverslip thickness correction collar. Images were collected with the collar 
set correctly to 0.17 mm ( d ) or incorrectly to 1 mm ( e ). The image contrast, brightness, and gamma factor were all adjusted 
to the same levels for the images displayed in ( a – c ) as well as and for ( d ,  e ). The gamma factor was used to bring up dim 
features so they are visible within the images by eye. Scale bar is 10  μ m.       
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brightness with a squared dependence. Ordinarily, plan-apochromatic 
lenses are recommended because they are corrected for  fi eld curvature, 
spherical aberrations, and chromatic aberrations. In other words, 
images are in focus in the center and at the edges of the  fi eld of 
view, there is little distortion when focusing through the sample, 
and focus differences between different colors are minimized.  

 All high NA immersion objectives are corrected for imaging 
through a glass coverslip that is ~170  μ m thick; therefore, it is impor-
tant to mount samples using #1.5 coverslips and not the thinner #1 
or thicker #2 coverslips. Some objectives actually have a correction 
collar that can be adjusted such that samples on glass or thick plastic 
tissue culture plates (~2 mm thick) can be imaged with the same 
lens. It is important to adjust the correction collar for the correct 
substrate thickness or images will be of low resolution and light 
throughput will be signi fi cantly reduced (Fig.  3d ,  e ). If imaging 
more than a cell layer or two, it is also important to match the index 
of refraction of the media to the lens. For example, water immersion 
lenses when working with thick biological samples, because there is 
a reduction in spherical aberrations when imaging into tissue with a 
high water content  (  20  ) .  

  Traditionally, produce higher resolution images  fl uorescence  fi lters 
and mirrors have been designed using “soft” coatings whereby layers 
of low-optical-index material are evaporated onto optical quality 
glass surfaces. Blocking and transmission of different wavelengths 
of light to different degrees depends on the thickness, number of 
layers, and the order that the different types of materials are coated 
onto the  fi lter. These coatings are often made on colored glass to 
further block undesired wavelengths of light, but this causes a 
reduction in transmission of speci fi c wavelengths as well. “Soft” 
coated  fi lters are not very durable, are dif fi cult to clean without 
damaging the coatings, and degrade over time due to exposure to 
high intensity light and humidity. Technologies for reliably produc-
ing “hard” coated  fi lters by depositing metal-oxide  fi lms on optical 
quality glass have been developed (Chroma Technology — ET Series, 
Omega Optical — QMAX, Semrock — Brightline)  (  21,   22  ) . These 
 fi lters are very robust, do not degrade under normal conditions 
within the microscope, and are atomically  fl at thereby reducing 
nonspeci fi c light scatter. Since the metal-oxide layer thickness can 
be precisely controlled, these  fi lters have much better blocking and 
transmission properties as well as sharper cutoffs between blocking 
and transmission wavelengths (Fig.  2a , compare ET (Hard coated) 
with the HQ (Soft coated)). Images taken with traditional soft 
coated  fi lters (Fig.  2b ,  d ) are ~30% dimmer than images taken with 
exactly the same imaging conditions using a hard coated  fi lter 
(Fig.  2c ,  d ). Importantly, since the ef fi ciency of  fl uorescence light 
transmission is nearing 100%, the incident lamp power can be 
reduced, minimizing photo-bleaching, photo-toxicity, and back-
ground. It is recommended to replace soft coated  fi lters with “hard” 

  3.3.  Filter Choice
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coated  fi lters. The new  fi lter sets can be mounted in existing  fi lter 
cubes so the cost of upgrading is minimal. This is especially impor-
tant for live cell applications in order to reduce photo-toxicity. 

 For multicolor imaging, if time is not an issue, it is best to 
image each  fl uorophore separately with single  fl uorophore 
 fl uorescence cubes. If speed is an issue, or the  fi lter turret is not 
motorized, then multiband mirrors can be used in place of dichroic 
mirrors. There are two main disadvantages when using multicolor 
cubes: (1) to avoid excitation and emission cross-talk between dif-
ferent dyes, the band pass  fi ltering for both the excitation and emis-
sion  fi lters has to be very narrow; (2) the coating on the multi-chroic 
mirror for excitation of one dye often re fl ects  fl uorescence emission 
from another dye. For example, red  fl uorescence is excited by green 
light, but some of the light coming from the green dye will also 
re fl ect off the mirror and will not be detected. Taken together, these 
factors result in multicolor cubes having a much lower light 
throughput.  

 Charge-coupled device (CCD)-based cameras are most commonly 
used for high resolution  fl uorescence imaging. In general, color 
cameras should not be used for  fl uorescence imaging because they 
have lower resolution and lower sensitivity than monochrome cam-
eras. Most color CCD cameras use a Bayer  fi lter placed over the 
CCD pixel array making 25% of the pixels red, 50% green, and 25% 
blue. Therefore, much of the emitted light is not collected (Compare 
Fig.  4a ,  b ) and the resolution is lower (Compare Fig.  4c ,  d ). In this 
example, images were collected with exactly the same conditions, 
but with the color camera only ~12% of the blue light, ~20% of the 
green light, and ~11% of the red light is detected relative to the 
monochrome camera (Fig.  4 ). Therefore, it is preferable to use red, 
green, and blue  fi lter sets, take three images on a monochrome 
camera, and use software to apply false color post-acquisition.  

 There are many ways to automate multicolor imaging. For 
maximum sensitivity, it is best to put the different  fi lter cube sets 
for each dye in a motorized microscope turret. For increased speed, 
a multiband dichroic mirror can be used in combination with 
motorized excitation and emission  fi lter wheels. LED- or mono-
chromator-based light sources can be used instead of excitation 
 fi lter wheels. Liquid crystal  fi lters (e.g., QImaging Corporation, 
Tucson, AZ) can be used to select for red, green, or blue emission; 
however, a lot of light is also lost. For maximal sensitivity and 
speed, there are color cameras equipped with three CCD chips 
and  fi lters within the camera head to split the light to red, green, 
and blue components with minimal light loss and no resolution 
loss (e.g., ORCA-3CCD, Hamamatsu, Japan). Many of the high 
 resolution scienti fi c grade CCD cameras on the market are based 
on the Sony ICX285 sensor with 1,392 × 1,040, 6.45 × 6.45  μ m 
pixels (e.g., Andor Technologies Clara; Hamamatsu OrcaER; 
Photometrics CoolSNAP ES2; QImaging Retiga EXi). This chip 

  3.4.  Cameras
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  Fig. 4.    Images of the same sample collected on the same microscope as in Fig.  2 . Images were captured with a Retiga 
2000R monochrome ( a ,  c ) or color ( b ,  d ) camera at full resolution with a 60×/1.42 NA, PlanApoN objective. All images were 
collected with the same settings with the lamp intensity attenuated to 6% and exposures of 200 ms for DAPI, 500 ms for 
AlexaFluor ®  488, and 50 ms for MitoTracker ® . Images in ( a ,  b ) are presented with the same image display settings. The 
gamma factor is used to bring up dim features so they are visible within the images. Images in ( c ,  d ) are zoomed in areas 
of the images in ( a ,  b ). Images in ( d ) were further adjusted for brightness and contrast so they  appear  to have similar 
brightness when compared to ( c ) in order to provide a fair comparison of the image resolution. Scale bars are 10 μm.       
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has a quantum ef fi ciency (QE) of 60–70% in the visible range 
meaning 60–70% of the photons that reach the camera will be 
detected. What differs between the manufacturers is the electronics 
surrounding the chip and the acquisition software. All cameras 
should be tested for a given application before a purchase is made. 

 For high speed applications, electron multiplied (EM) CCD 
cameras are recommended. The EM-CCD sensor array includes an 
electron multiplication gain register that all pixel signals pass 
through before being read out, thus signal, but not read noise, is 
ampli fi ed. The top of the line EM-CCD cameras use back thinned 
sensors with >90% QE in the visible range (e.g., Andor Technologies 
iXON; Hamamatsu ImagEM; Photometrics Evolve; QImaging 
Rolera MGi Plus). 

 There are also high resolution EM-CCD models with a 
1,024 × 1,024 pixel array with 13 × 13  μ m pixels; however, these 
chips are not back-thinned so the QE is in the 60–70% range 
(Andor Technology LucaEM; Hamamatsu ImageEM 1K; 
Photometrics Cascade II:1024). Nevertheless, if speed is not an 
issue, standard CCD sensors still have at least twice the resolution 
when compared to EM-CCDs. A nice option is to have a high 
resolution CCD camera on one detector port of the microscope 
for high resolution imaging and an EM-CCD on another detector 
port for high speed imaging. Devices are also available to split mul-
tiple colors of light onto the two halves/quarters of the CCD array 
allowing for simultaneous two/four color imaging (Dual-View, 
Quad-View — Photometrics, Tuzson, AZ), which is great for high 
speed applications. 

 Cooling of cameras to 0°C or slightly below is usually signi fi cant 
for the exposure times used with biological samples. Cooling to 
below −30°C is typically not necessary as dark currents (caused by 
thermal noise) are not signi fi cant with exposure times of a few sec-
onds or less. More information on cameras for  fl uorescence micros-
copy is also available  (  23–  25  ) . 

 Finally, the latest development in camera technology is 
the advent of scienti fi c CMOS (sCMOS) camera technology 
(Andor Technology — Fairchild Imaging — PCO.imaging sCMOS; 
Hamamatsu-Orca-Flash2.8). Early results suggest that these cam-
eras have the potential to replace CCD devices with similar sensi-
tivity, higher imaging speeds, lower noise, and higher resolution.   

 

  Introduction to Fluorescence:  This section will serve as a brief intro-
duction to the process of  fl uorescence. Readers are referred to 
other publications for more in-depth discussions  (  11,   26,   27  ) . 
Incident lamp excitation light is focused by the objective onto a 

  4.  Fluorescence 
Probes and 
Immuno-
 fl uorescence
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 fl uorescently labeled specimen. Fluorophores within the specimen 
absorb light energy and consequently enter the singlet excited 
state. The singlet excited state is unstable and therefore the molecules 
want to emit excess energy and relax back to the ground state. 
Some of the excited molecules can relax back to the ground state 
by emitting light energy in the form of  fl uorescence. Some energy 
is inevitably lost through vibrations of the molecule during this 
process, so emitted  fl uorescent light is always of lower energy, or 
longer wavelength, than the incident light. This process is termed 
the Stokes shift  (  11,   27  )  and allows for the separation of the excita-
tion light and the emission light using  fi lters. During epi-
 fl uorescence microscope imaging, incident light is continuously 
exciting  fl uorophores within the specimen. Each  fl uorophore will 
cycle between the ground state and the excited state, repeatedly 
giving off many photons of light with each cycle. 

 The quality of a  fl uorophore can be characterized by three fun-
damental properties: (1) the  extinction co-ef fi cient  or the ability of 
the  fl uorophore to absorb light energy at a given wavelength; (2) 
the  quantum yield  or the percentage of absorbed light that pro-
duces  fl uorescence emission vs. other non-radiative processes (e.g., 
intersystem crossing, vibrational relaxation); and (3) the  photo-stability  
of the  fl uorophore which is dependent on how stable the chemical 
structure of the dye is in the excited state. Optimization of all three 
of these properties is important; for example, a molecule may 
absorb a lot of light energy, but very little of it may result in 
 fl uorescence, or it may photo-bleach rapidly. In turn, if a molecule 
does not absorb a lot of light, but most of it results in  fl uorescence, 
and the molecule does not photo-bleach, it could be a very robust 
 fl uorophore. 

 Most photo-bleaching occurs when excited molecules undergo 
intersystem crossing and enter a long lived highly reactive excited 
triplet state  (  11,   26,   27  ) . A molecule in the triplet state can absorb 
a second photon of light, and this excess energy can induce chemi-
cal reactions between the dye and other molecules. Triple state 
reactions can cause the nonreversible destruction of the  fl uorophore 
so that it can no longer cycle between the ground and excited 
states and give off  fl uorescent light. Triplet state reactions can also 
cause the generation of oxygen radicals which in turn can cause the 
destruction of the  fl uorophore and/or cause photo-toxicity to liv-
ing cells and tissues. The best way to combat photo-bleaching is to 
use a stable  fl uorophore that is not likely to enter the triplet state 
in combination with minimal light exposure. For  fi xed samples, 
photobleaching can be minimized by using mounting medium 
containing anti-fade reagents. 

 An example of the importance of considering the extinction 
 co-ef fi cient, the quantum yield and the photo-stability of  fl uoro-
phores is provided from the AlexaFluor ®   fl uorophore series (Life 
Technologies–Molecular Probes). AlexaFluor ®  633 is often a 
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 fl uorophore of choice because the excitation is well matched with 
the 633 nm LASER excitation found on many confocal systems. 
However, AlexaFluor ®  633 has a relatively low quantum yield and 
photo-bleaches quite readily when compared to AlexaFluor ®  647. 
In addition, the extinction co-ef fi cient for AlexaFluor ®  647 is 
237,000, while for AlexaFluor ®  633 it is 100,000; thus AlexaFluor ®  
647 absorbs ~2.4 times more light when compared to AlexaFluor ®  
633. Therefore, the AlexaFluor ®  647 is a much better  fl uorophore 
even when using a 633 nm excitation source. 

 The importance of green  fl uorescent protein (GFP) was recog-
nized with a Nobel prize in 2008 for Osamu Shimomura who  fi rst 
isolated the protein  (  28  ) , Martin Chal fi e who  fi rst demonstrated 
that GFP could be used as a genetic tag  (  29  ) , and Roger Y. Tsien 
who characterized the photochemistry and photophysics of GFP as 
well as extended the color palette, generating new FPs with an 
array of colors  (  30  ) . These FPs can be characterized by the same 
three parameters as any  fl uorophore, namely absorption, quantum 
yield, and photo-stability. There are several reviews that discuss and 
compare the rapidly changing array of available  fl uorescent pro-
teins  (  6,   8,   31–  33  ) . It is also important that the FPs are not causing 
protein–protein interactions via dimerization sites in the FP itself. 
Thus, monomeric versions of the proteins (e.g., mEGFP) should 
be used  (  34  ) , and expression levels should always be kept low to 
avoid over-expression artifacts. Aside from EGFP, some of the 
brightest and most photostable FPs include mCitrine  (  35  )  or 
venus-YFP  (  36  ) ; killer orange (KO)  (  37  ) ; mCherry  (  8  ) ; and teal 
FP (TFP)  (  38  ) , although this list is constantly evolving  (  39–  41  ) . 

 Thousands of  fl uorescent probes are commercially available, and it 
is not a trivial task to make the best choice for labeling cellular tis-
sue. Publications are available, that provide advice about choosing 
the appropriate  fl uorescent probes  (  42,   43  ) . Fluorescent probes are 
also available for many organelle and subcellular compartments 
(e.g., lysosomes — LysoTracker; Life Technologies), for measuring 
calcium concentrations (e.g., Fura-2AM, Premo-Cameleon; Life 
Technologies), for measuring intracellular pH (e.g., pH sensitive 
FPs  (  44  ) , BCECF; Life Technologies), or for chloride ion concen-
trations  (  45  ) . More sophisticated FP-based biosensor probes are 
also available for activation of the Rho family of proteins  (  46–  48  ) . 
Quantum dots are nanoparticles that are very photostable, absorb a 
lot of light, and have large  fl uorescence quantum yields. Recent 
developments have begun to solve some of the problems associated 
with the use of these heavy metal particles in living cells, and they 
are emerging as a useful  fl uorescence tool, particularly in the  fi eld of 
single molecule imaging  (  49,   50  )  .  

 4.1.  Fluorescent 
Proteins (FP)

 4.2.  Fluorescent 
Probes and Biosensors
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 Immuno- fl uorescence antibody availability has literally exploded 
over the last decade with commercial constructs available for thou-
sands of proteins, including direct targets such as phospho-speci fi c 
and kinase-speci fi c antibodies (Biosource, Cell Signaling 
Technology, Af fi nity BioReagents). Immuno- fl uorescence is par-
ticularly valuable for detecting endogenous proteins, which can 
serve as molecular markers in many cell types, including  fi broblasts 
and neurons. In hippocampal neurons, immuno- fl uorescence 
staining is especially useful for detecting synaptic proteins on both 
pre- and postsynaptic terminals. A commonly used presynaptic 
marker is the synaptic vesicle protein SV2, which is found in the 
presynaptic terminals of both excitatory and inhibitory synapses. 
The postsynaptic density (PSD) protein PSD-95 localizes to the 
postsynaptic side of the shaft and the spine excitatory endings. As 
such, it is an excellent marker for the PSD of excitatory synapses.  

 

     1.    Fix cells grown in vitro on coverslips by incubating as follows:
   (a)     Presynaptic Proteins:  4% paraformaldehyde (PFA)/4% 

sucrose in phosphate buffered saline (PBS) for 15 min at 
room temperature.  

   (b)     Postsynaptic Density Proteins:  methanol at −20°C for 
20 min.  

   (c)     PSD and EGFP Fluorescence:  1% PFA/4% sucrose in PBS 
for 3 min at room temperature, followed by methanol at 
−20°C for 10 min.      

    2.    Rinse three times with PBS.  
    3.    Permeabilize cells with 0.2% Triton X-100 for 5 min at room 

temperature.  
    4.    Rinse three times with PBS.  
    5.    Place coverslips in a humid environment to prevent them from 

drying out. To create a humid environment, wet Kimwipes can 
be placed in the incubation chamber.  

    6.    Incubate with 100  μ L of 20% goat serum at room temperature 
for 1 h to block nonspeci fi c binding.  

    7.    Dilute primary antibody in 5% goat serum at a dilution of 
1:100. Note: This is a good starting concentration but lower 
or higher concentrations may be  fi ne depending on the anti-
body. Always test a number of concentrations and use the 
lowest concentration that gives good speci fi c binding and little 
nonspeci fi c binding.  

    8.    Incubate the coverslips with 100  μ L of primary antibody for 
1 h at room temperature or overnight at 4°C.  

 4.3.  Immuno-
fluorescence

  5.  Sample 
Immuno-
Fluorescence 
Staining Protocol
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    9.    Rinse three times with PBS.  
    10.    Dilute a  fl uorophore-conjugated secondary antibody 1:500 in 

5% goat serum, and store in the dark. Again, the concentration 
of secondary antibody should be tested and the lowest concen-
tration that gives good speci fi c and minimal nonspeci fi c labeling 
should be used.  

    11.    Incubate the coverslip with 100  μ L of secondary antibody for 
1 h at room temperature. Do not incubate with secondary 
antibodies overnight, as it typically increases nonspeci fi c bind-
ing without any signi fi cant improvement in speci fi c binding. 
This may not be the case for thick tissue samples where it may 
take time for the secondary antibody to penetrate the tissue.  

    12.    Rinse three times with PBS.  
    13.    Place ~10  μ L of mounting media containing an anti-fade agent 

(e.g., Aquamount; ThermoFisher) on a microscope slide and 
invert the coverslip onto the slide. Use a cotton swab to press 
down gently on the coverslip and direct any air bubbles to the 
edges.  

    14.    Coverslips can be sealed with clear nail polish to prevent evap-
oration. However, there is evidence that the solvents in nail 
polish can alter the specimen integrity or the  fl uorescence of 
certain dyes. A more benign sealant is VALAP, which is a 1:1:1 
mixture of Vaseline, lanolin, and paraf fi n. This mixture can be 
made by melting the three components in a beaker on a hot 
plate, letting it cool and then cutting it into small blocks. These 
blocks can be melted and dripped onto the edges of coverslips 
using a glue gun or soldering iron. A third option is to use a 
product called Twinseal available from Picodent, Wipperfurth, 
Germany. The yellow and blue components are mixed 1:1 and 
spread around the coverslip and left for 5 minutes to harden.  

    15.    In general, a mounting media that cures and hardens is the 
best for specimen preservation (e.g., Shandon Immu-Mount-
ThermoFisher; CytoSeal-Edmund Scienti fi c; Prolong Gold- 
Invitrogen). Slides can be kept for weeks or months when 
stored in the dark at 4°C.     

 Neurons were stained for synapses with an SV2 (Fig.  5a ) 
primary antibody and AlexaFluor ®  488 (Life Technologies) sec-
ondary antibody. Filamentous actin was stained with phalloidin-
TRITC (Fig.  5b ). Phalloidin-TRITC was incubated in the same 
step as the primary anti-SV2 antibody after goat serum blocking. 
Phalloidin is commonly used to visualize dendritic spines since 
 fi lamentous actin is abundant in these structures (Fig.  5b )  (  51, 
  52  ) . Note: phalloidin staining does not work well with methanol 
 fi xation. For live cell work, transfection with plasmids for the mem-
brane localized GAP-GFP protein conjugate (the palmitoylation 
and membrane targeting domain of neuromodulin (GAP-43)) 
provides a nice outline of dendrites and axons  (  53  ) .   
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  Fig. 5.    Neurons were  fi xed with 4% paraformaldehyde/4% sucrose in phosphate buffered saline (PBS) for 15 min at room 
temperature and permeabilized with 0.2% Triton X-100 for 5 min at room temperature. ( a ) Cells were stained with a SV2 
mouse monoclonal antibody (1:250 dilution) from the Developmental Studies Hybridoma Bank (The University of Iowa, Iowa 
City, IA) and anti-mouse Alexa Fluor ®  488 (1:500 dilution). ( b ) Cells were co-stained with phalloidin-TRITC (1:250 dilution) 
from Sigma (St. Louis, MO) by incubating for 1 h at room temperature in the same step as the primary SV2 antibody. 
Neurons were imaged with a Retiga EXi CCD camera (QImaging, Surrey, BC) attached to an Olympus IX71 inverted micro-
scope (Melville, NY) with a 60×, PlanApo/1.45 NA objective (Olympus). Image acquisition was controlled by MetaMorph 
software (Molecular Devices, Sunnyvale, CA) interfaced with a Lambda 10-2 automated controller (Sutter Instruments, 
Novato, CA). For SV2, an Endow GFP Band pass  fi lter cube (excitation HQ470/40, emission HQ525/50, Q495LP dichroic 
mirror) (Chroma, Brattleboro, VT) was used. Phalloidin was imaged with a Chroma TRITC/Cy3 cube (excitation HQ545/30, 
emission HQ610/75, Q570LP dichroic mirror). Scale Bar is 10  μ m.       
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 When collecting  fl uorescence images, it is important that the 
 camera settings are optimized. Camera pixels can be thought of as 
“buckets” that are  fi lled up with photo-electrons. For  fi xed speci-
mens, it is possible to use most of the dynamic range of the camera, 
namely for each image acquisition  fi ll up each pixel nearly to capac-
ity with photo-electrons. Under these conditions, high S/N images 
with many intensity values (i.e., gray levels) are generated. However, 
it is critical to make sure that no pixels, of the camera are saturated 
(over  fi lled with photo-electrons). Saturated pixels no longer con-
tain quantitative data. In addition, photons can spill over to neigh-
boring pixels, affecting the quantitative nature of the intensity data 
within them as well  (  54  ) . It is critical to make sure the camera and 
the objective resolutions match so that the pixel size is ~2–3 times 
higher than the resolution of the objective lens for a given wave-
length. Set the exposure time to  fi ll the camera dynamic range to 
~75% with your brightest sample in order to leave room for sample 
variability. In general, it is better to use lower incident light powers 
and longer camera exposure times. This will increase the signal 
while reducing camera noise and  fl uorophore photo-bleaching. 
When imaging living samples light exposure needs to be reduced, 
so it is rare that the full dynamic range of the detector can be used. 

 It is also important to let your incident light source warm up. 
You should use a  fl uorescent plastic test slide in order to measure 
the light source intensity during warm up and the intensity stability 
over time to ensure it does not vary during your experimental 
timeframe  (  55  ) . Some light sources may need more time to warm 
up (mercury arc lamps), while others may not need to be warmed 
up at all (LED light sources). 

 To perform accurate quantitative image analysis, it is crucial that 
images are saved in a format that maintains the raw data intact. 
Often software programs will default to formats such as .jpg which 
use compression algorithms that result in data loss. If a 12-bit cam-
era has 4,096 gray levels, but the image is saved as an 8 bit image 
with 256 gray levels, a great deal of image detail will be lost, poten-
tially losing the ability to differentiate between subtle changes in 
 fl uorescence intensity. In general, images should always be saved in 
the format of the software platform to retain the “meta” data about 
the image acquisition (e.g., exposure time, pixel size, objective 
used). Then, if need be, images can also be saved in .tif or .raw 
format for use in other software programs. Other image formats 
such as jpg, bmp, or png are useful for visualization but not for 
quanti fi cation. Always retain a copy of the original images when 
performing any data processing or analysis. 

  6.  Image 
Collection, 
Corrections, 
and Display

 6.1.  Collecting Images

 6.2.  Saving Images
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 With any quantitative  fl uorescence imaging, it is important to do 
proper corrections for background intensities within the images 
 (  54  ) . Simply taking the intensity of a region of interest (ROI) 
within the image where there are no cells and subtracting it from 
the image is often not suf fi cient. Mercury- or xenon-based light 
sources deliver a nonuniform illumination of the  fi eld of view. This 
results in a bright region in the center of the  fi eld of view with 
darker regions at the edges (Fig.  6a ; background intensity values 
vary by 200–300 intensity units). To correct for this nonuniform 
incident light, an image should be acquired in a region of the sam-
ple where there are no cells (Fig.  4b ), or by using a  fl uorescence 
plastic slide (Chroma Technology Corp; Rockingham, VT) that is 
the same color as the dye you are imaging (e.g., yellow-green if 
imaging EGFP). The  fl uorescent slide will give a better result 
because images will have higher S/N and will not add noise to the 
specimen images when performing corrections. Shading correction 
features within image processing software can be used to correct 
images. However, if these programs    are not available the basic pro-
cess is the following: (1) normalize the image of the  fl uorescent 
plastic slide and the image of the specimen by dividing by the maxi-
mum intensity and then multiplying a scale factor of 100 (8 bit 
images) or 1,000 (12 bit images) to maintain integer intensity val-
ues; (2) divide each normalized specimen image by the normalized 
background image to remove  fi eld nonuniformity. Ensure no pixel 
values read below 1; if they do, the scaling factor will need to be 
adjusted; (3) take the corrected specimen image and subtract the 
average intensity of an ROI where there are no cells from each pixel 
in the image (Fig.  4c ). Background images should be taken for each 
color being acquired, and more importantly, for each objective lens 
being used. If these corrections are not done, cells in the center of 
the  fi eld will appear to have more  fl uorescent protein or dye than 
those at the edges, producing erroneous intensity information.  

 6.3.  Correcting 
for Nonuniformity 
and Background

  Fig. 6.    Images of living CHO-K1 cells stably expressing paxillin-EGFP were collected with a CoolSNAP EZ camera with 2 × 2 
binning on an Olympus IX71 microscope equipped with a 60×/1.45 NA oil immersion objective. Excitation was from a 
mercury lamp using a custom EGFP cube from Chroma Technologies (hq480/20×, z488rdc, hq525/50 m). ( a ) Image cor-
rected for the background intensity of an ROI. ( b ) Image of the background intensity in a region of the sample with no cells 
collected with the same parameters as in ( a ). ( c ) Image corrected using a normalized background intensity image of ( b ), 
followed by subtraction of the average background intensity of an ROI with no cells. The brightness, contrast, and gamma 
factor are set to the same levels for ( a ,  c ), but were adjusted in order to visualize the background intensity in ( b ). Scale bar 
is 10  μ m.        
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 Many of the problems with obtaining  fl uorescence images result 
from default image display settings within the acquisition or image 
processing and analysis software. Often images are displayed with 
auto-contrast on and samples that have very different intensities 
appear to have the same brightness. Other times, an image appears 
black, but the data are simply not  fi lling up a large part of the 
dynamic range of the camera. This is often the case when taking 
images from a 12-bit camera in .tif format into Photoshop. The 
images are saved on the computer as 16-bit and therefore they 
appear black in Photoshop because most of the 16-bits are empty. 
This can be corrected by adjusting the image brightness and con-
trast so the data can be observed. Care must be taken, however, as 
Photoshop, unlike most scienti fi c image analysis programs, will 
change the raw intensity data within the images when brightness 
and contrast are changed. The gamma factor is a nonlinear adjust-
ment of the image intensity that can be useful when observing 
both bright and dim image features, such as actin  fi laments and 
soluble actin at the edge of the cell  (  54  ) . When displaying images 
for  fi gures it is best to use monochrome or grayscale look up tables 
(LUTs) as the human eye is not very sensitive to blue and red. 
Specialized rainbow,  fi re, or spectrum LUTs are very useful when 
trying to display subtle differences in intensity within or between 
images. When displaying images for publication, it is important to 
disclose any image manipulations including brightness, contrast, 
and gamma factor adjustments in the  fi gure captions. It is also 
important to manipulate all images within a panel or sequence in 
the same way if the images are to be compared. Furthermore, all 
quantitative analysis must be done on the raw image data, not on 
images that have been manipulated. 

 As discussed above, there are many ways to collect multicolor 
image data. The method of choice depends on the hardware avail-
able and the need for sensitivity vs. speed. In all cases; for quantita-
tive imaging it is critical to perform proper controls and correct for 
any excitation or emission cross-talk within the system. Excitation 
cross-talk occurs when a dye is excited by the same color of inci-
dent light as another dye. One common example is RFP or DsRed 
and EGFP, because RFP and DsRed absorb a substantial amount 
of light at 488 nm. Emission cross-talk is far more common and 
results from the fact that most organic dyes have a  fl uorescence 
emission curve with a long tail out into the red end of the visible 
spectrum. Therefore, cross-talk usually occurs from shorter wave-
length dyes into the longer wavelength detector. In this case, the 
EGFP signal would be detected in the RFP imaging channel. Both 
types of cross-talk can be minimized by imaging dyes sequentially 
rather than simultaneously. However, if speed is required, this is 
not an option. In any case, images should be collected for control 
samples independently labeled for each dye as well as for unlabelled 

 6.4.  Image Display

 6.5.  Correcting 
for Excitation and 
Emission Cross-talk
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cells to assess any contributions from cellular auto fl uorescence. 
Control images should be collected with exactly the same settings 
that are used during experimentation on multiple labeled samples. 
If no signi fi cant cross-talk is seen (e.g., no image in the RFP chan-
nel with a sample only containing EGFP), corrections may not 
need to be done. Otherwise, corrections are relatively straightfor-
ward. Take the EGFP and RFP example. A sample with EGFP 
alone is imaged for EGFP (green channel) and RFP (red channel). 
If there is signi fi cant emission cross-talk, there will be some signal 
in the RFP channel even though the sample does not contain RFP. 
The EGFP and RFP images should be corrected for  fi eld nonuni-
formity and background. Then, bright features within the EGFP 
image can be selected using the thresholding feature of any image 
analysis program. A mask of the EGFP staining can be created and 
the average intensity of these regions can be measured. This mask 
can then be transferred onto the RFP image and the average inten-
sity of the emission cross-talk can be measured. Cells can also be 
manually outlined or several regions of interest can be drawn and 
the intensities can be averaged. This analysis should be done for 
10–20 cells, and the average percentage of cross-talk can then be 
calculated. For instance, let’s say the cross-talk is high at 25%. For 
the experimental data, the corrected EGFP images should be mul-
tiplied by the cross-talk percentage and then this image should be 
subtracted from the corrected RFP image. In other words, 25% of 
the signal from the EGFP would be removed from the RFP image. 
These types of corrections need to be done for all of the  fl uorophores 
within a given experiment. Although it is preferable to use dyes 
that have well-separated excitation and emission spectra, in gen-
eral, as long as control images are available, it is relatively straight 
forward to correct or “un-mix” the  fl uorescence signals  (  56  ) .  

 

 When 3D imaging and deconvolution are applied to wide fi eld 
images, they make the epi- fl uorescence microscope a much more 
powerful research tool. In fact, wide fi eld microscopes can be much 
more sensitive than confocal microscopes because out-of-focus 
light that is rejected by the confocal pinhole is detected  (  57  ) . This 
combined with the use of highly sensitive CCD cameras (QE 
>60%) make the wide fi eld microscope the preferred choice for low 
light applications, such as single molecule or livecell microscopy 
 (  58  ) . Traditionally, two things have made image deconvolution 
dif fi cult: (1) the requirement of powerful computers and hours of 
computation time; and (2) the need to wade through the many 
algorithms — published and proprietary — for performing image 
deconvolution. Recent improvements in computer power such as 
quad processors have helped to overcome the computing power 

  7.  3D Imaging 
and Deconvolution
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and time issues, while many references have been written to try and 
guide researchers through deconvolution algorithms  (  59–  65  ) . An 
introduction to the concepts and utility of deconvolution will be 
presented here, thus showing that a more affordable epi- fl uorescence 
microscope can perform just as well as a laser scanning confocal 
microscope for many applications. Of course, for thick samples 
(>20–30  μ m) where there is a high amount of light scattering 
and out-of-focus light, confocal microscopes will still be required. 

 When collecting a 3D image series, it is important to use the least 
amount of incident light required to achieve enough S/N in order 
to see the objects of interest. This is especially true if many image 
planes need to be imaged so that photo-bleaching is minimized. In 
general, to make the most of the imaging system, sampling in  x ,  y , 
and  z  should be consistent with Nyquist sampling, or the sampling 
rate (pixel size) should be ~2.3× higher than the resolving power 
of the system  (  66  ) . For example, when imaging with a 60×/1.4 
NA oil immersion objective and 550 nm emission light, the resolu-
tion of the system is ~0.2  μ m. Therefore, the pixel size in  x  and  y  
should be ~90 nm. The resolution along the  z -axis is typically ~3 
times lower than in the image plane. Therefore, an image spacing 
of ~250 nm along the  z -axis would be optimal for this objective 
lens. However, for image deconvolution the specimen is often 
oversampled with slightly higher  x ,  y , and  z -axis sampling. The 
specimen should be imaged in  z  to a distance equal to the depth-
of- fi eld for the objective lens above and below the focal point  (  59  ) . 
In practice, this distance can be estimated using a fast of live cam-
era mode and moving the  z  focus to a position where the image 
minimum and maximum intensity values do not change between 
successive  z -planes  (  59  ) . For live cell imaging, undersampling 
along the z-axis will reduce photo-toxicity and help to maintain 
cell viability. 

 When imaging point sources through a microscope, the image that 
is measured is actually the result of light diffraction. As light from 
the point sources travels through the microscope, it spreads out due 
to diffraction so that sub-resolution objects within images appear to 
be much bigger than they are. Therefore, all sub- resolution objects 
will appear to be the same size within the image regardless of their 
actual size  (  62  ) . Because the light is spread out by the optics of the 
system, the 3D image of a point source is termed the point spread 
function (PSF). The shape of the PSF is determined by the wave-
length of light, the objective lens, the refractive index of the 
medium, and many other factors. Sub-resolution  fl uorescent micro-
spheres can be used to measure the PSF of the microscope. This 
PSF can then be used to test the quality of the microscopes objec-
tive lens and to determine the microscope resolution  (  67  ) . When a 
more complex  fl uorescently labeled specimen is imaged with the 
epi- fl ourescence microscope, the image that is generated can be 

 7.1.  Collecting 3D 
image series

 7.2.  Image 
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considered to be the sum of thousands or millions of PSFs generated 
by each  fl uorophore molecule. Due to the spreading out of the 
 fl uorescence light along the  z -axis, there are contributions within 
each image plane from objects that are out-of-focus. This “blur” 
reduces the image S/N and contrast. Image deconvolution is essen-
tially a mathematical technique whereby images are processed post 
acquisition in order to remove the “blur.” 

 Some deconvolution techniques are designed to work very quickly, 
generating “deblurred” images within seconds. These algorithms 
typically rely on the assumption that the out-of-focus light in the 
image plane is mainly derived from light coming from the two 
adjacent image planes, one above and one below. Out-of-focus 
light from other planes is assumed to be negligible. These algo-
rithms remove the out-of-focus light by creating blurred images 
from the planes directly above and below a selected image plane 
and subtracting them from the in-focus image. These techniques 
use subtraction, so sensitivity is lost, and because they use estimates 
of the out-of-focus light and ignore light coming from other image, 
planes, they are only useful for visualization and are not quantita-
tive  (  60,   61  ) . 

 If the PSF of the optical system has been measured, then 3D 
image stacks can be de-convolved in order to make an estimate of 
what the actual specimen looks like before being convolved with 
the microscope optics  (  59–  65  ) . The basic process is an iterative 
one. The theoretical PSF is calculated, or the PSF of the microscope 
is measured using sub-resolution  fl uorescent microspheres. An ini-
tial estimate of what the specimen looks like is generated based on 
the resulting  fl uorescence image. This estimated image of the 
“object” is then mathematically convolved with the PSF to gener-
ate a “theoretical” image. This add quotes around theoretical theo-
retical image is then compared by statistical analysis to the actual 
image. This comparison is used to re fi ne the “theoretical” image 
and the process is repeated difference between the “theoretical” 
image and the actual image reaches a user de fi ned minimum 
  (  59–  65  ) . A choice has to be made with restorative deconvolution as 
to whether the algorithm operates using a theoretical PSF calcu-
lated from the optical properties of the microscope (i.e., objective 
lens, numerical aperture,  x ,  y ,  z  sampling frequency, color of light), 
or a PSF measured on the actual optical platform using sub-resolu-
tion (~100 nm)  fl uorescent microspheres. In general, if the mea-
sured PSF is of poor quality the theoretical PSF will give better 
results. However, there are subtle changes in the PSF for each 
objective lens, sample preparation, mounting media, and so on, and 
thus, a well-measured PSF will provide the most accurate results. 
It is important to collect the PSF using the same imaging condi-
tions as for the sample. Therefore, measuring the PSF with micro-
spheres in mounting media is not appropriate if images will be 

 7.3.  Deblurring 
or Nearest-Neighbor 
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Deconvolution
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collected from cells mounted in aqueous buffer. The optimal 
preparation is to make an unlabelled sample and place microspheres 
on the surface of the sample, for example, microspheres on top of a 
cellular monolayer. It is even better if microspheres are within the 
sample (i.e., inside the cell), but this can be dif fi cult to do without 
introducing other artifacts, such as microsphere aggregation or 
accumulation in internal vesicles. Commercial software packages, 
such as Huygens software (Scienti fi c Volume Imaging) and 
AutoQuant (Media Cybernetics), are available for performing 
restorative deconvolution. 

 Blind deconvolution is a modi fi cation of restorative deconvolution 
that minimizes the need to accurately measure the PSF of the 
microscope. In simple terms, the algorithm starts with a calculated 
theoretical PSF; however, during successive iterations not only is 
the original guess at the object modi fi ed, but the PSF itself is also 
modi fi ed. In a sense the PSF is determined from the specimen 
images themselves, or the PSF is “found” in the data  (  64  ) . The 
images can even be broken up into small subsections for deconvo-
lution so that different regions of the cell (e.g., cytosol vs. nucleus), 
which likely have different optical properties, can be treated sepa-
rately. This type of localized PSF image restoration is not available 
using traditional restorative deconvolution software platforms. To 
ensure accurate image restoration, it is always advisable to have a 
specimen containing sub-resolution  fl uorescent microspheres in 
order to ascertain that the algorithms accurately restore the micro-
sphere shape. 

 One software platform that performs blind deconvolution is 
the AutoQuant AutoDeblur software (Media Cybernetics). Many 
standard image processing software packages use AutoQuant as 
their deconvolution solution including ImagePro Plus (Media 
Cybernetics), Imaris (Bitplane Inc.), and MetaMorph (Molecular 
Devices). Images of the nucleus, actin  fi bers, and mitochondria in 
BPAE cells were collected at high resolution with an oil immersion 
objective (Fig.  7 ). Maximum projections of nine images of the raw 
data, including the focal plane and four image planes above and 
below, are shown in the wide fi eld panel (Fig.  7 ). These images 
were then deconvolved using AutoQuant X AutoDeblur software 
for wide fi eld microscopes resulting in the maximum projections 
shown in the deconvolution panel (Fig.  7 ). Details within the 
nucleus are restored following deconvolution (Fig.  7a ). All of the 
diffuse actin staining through the cell has been reassigned to the 
 fi lamentous structures from where it originated, revealing beauti-
ful high contrast actin  fi laments (Fig.  7b ). Similarly, the mitochon-
drial staining is highly localized and the diffuse staining throughout 
the cell has been reassigned (Fig.  7c ). An important bene fi t of 
restorative deconvolution is that out-of-focus light is not simply 
removed as it is with confocal microscopy, or with simple nearest 
neighbor deconvolution, but rather reassigned to the location from 

 7.5.  Blind 
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  Fig. 7.    Images of ( a ) DAPI (Zeiss 49 DAPI cube; 250 ms), ( b ) phalloidin AlexaFluor ®  488 (Zeiss 13 FITC cube; 400 ms), and 
( c ) MitoTracker ®  Red CMXRos (Chroma Technology ET-Texas Red cube, 600 ms) taken on the same microscope with the 
same camera settings as in Fig.  2 . The mercury lamp was attenuated to 5% power with neutral density  fi lters.  Z -axis 
images were taken every 0.1  μ m for a total of 82 image frames. ( a – c ) Images are maximum projections of nine images 
centered about the focal plane for the raw wide fi eld images ( fi rst column), and images deconvolved with AutoQuant X (third 
column). The second and third columns are displayed with the same brightness, contrast, and gamma factor settings to 
show the increase in S/N with deconvolution. The gamma factor was used to bring up dim features so they are visible in 
the images. The  fi rst column is displayed with enhanced brightness and contrast so that image resolution can be visual-
ized. Scale bar is 10  μ m.       
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whence it originated. This results in deconvolved images that have 
a much higher S/N when compared to raw wide fi eld data (com-
pare intensity of second and third columns in Fig.  7a–c ).  

 The signi fi cant improvement of image quality and S/N with 
image deconvolution can also be seen in color overlays of the image 
data, once again comparing wide fi eld (Fig.  8a ) with deconvolved 
(Fig.  8c ) images. In fact, 3D visualization software (Imaris, Bitplane 
Inc.) has a dif fi cult time even generating iso-surfaces of wide fi eld 

  Fig. 8.    A color overlay of the maximum projection of the same data from Fig.  7  with  blue  (DAPI),  green  (actin phalloidin 
AlexaFluor ®  488), and  red  (MitoTracker ®  Red) using AutoQuant X (Media Cybernetics) software for the ( a ) raw data and ( c ) 
deconvolved data. ( a ,  c ) also show  x - z  ( bottom ) and  y - z  ( right side ) axial pro fi les through the image stack emphasizing 
reduction in out-of-focus light following deconvolution. The same images were processed with Imaris 6.1.5 software 
(Bitplane Inc.) and 3D iso-surfaces were automatically produced from the ( b ) raw and ( c ) deconvolved images. Scale bar 
is 10  μ m.       
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data (Fig.  8b ). In contrast, deconvolved data not only generates 
beautiful iso-surfaces (Fig.  8d ), but these images can also be used to 
perform intensity analysis, as well as measurements of  fi lament vol-
umes and lengths. These types of measurements would be dif fi cult 
to perform on the raw wide fi eld data. As a cautionary note, decon-
volved algorithms should always be thoroughly tested to ensure 
that no feature within the original data set is lost, no new features 
are generated and that quantitative relationships are maintained 
(e.g., if one cell is twice as bright as another    before deconvolu-
tion, it should also be twice as bright after deconvolution)  (  59  ) .   

 

 Epi- fl uorescence microscopy is an important tool for life sciences 
research enabling the visualization of cellular compartments and 
very speci fi c cellular markers. Advances in microscope optics,  fi lters, 
light sources, and cameras allow researchers to peer into the micro-
scopic workings of cells, tissues, and organisms. The availability of 
an array of highly speci fi c immuno- fl uorescence agents as well as 
cellular markers, sensors, and  fl uorescent proteins will continue to 
light up the architecture and complex biochemical pathways that 
regulate cellular function. Improved sensitivity has enabled the use 
of epi- fl uorescence microscopy on the most precious of tissues, for 
example, primary neurons, by immuno- fl uorescence imaging and 
also live-cell imaging. When combined with restorative image 
deconvolution to generate beautiful high resolution quantitative 
images, the epi- fl uorescence microscope can be a fundamental tool 
in any life sciences research lab.      
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    Chapter 3   

 Live-Cell Migration and Adhesion Turnover Assays       

     J. Lacoste     ,    K. Young     , and    Claire   M.   Brown        

  Abstract 

 Fluorescence microscopy has revolutionized the way live-cell imaging is achieved. At the same time, it is 
also potentially harmful to a living specimen. Therefore, the specimen must be monitored for viability and 
health before, during, and after imaging sessions. Methods for monitoring cell viability and health will be 
discussed in this chapter. Another key to successful live-cell imaging is to minimize light exposure as much 
as possible. A summary of strategies for minimizing light exposure including maximizing the light through-
put of the microscope and the sensitivity of light detection is presented. Various  fl uorescence microscopy 
techniques are presented with a focus on how the light is delivered to the sample (i.e., light density) and 
pros and cons for use with living specimens. The reader is also directed to other publications that go into 
these topics in more detail. Methods are described on how to prepare samples for single cell migration 
assays, how to measure cell migration rates (e.g., bright- fi eld, semi-automated, and automated), and how 
to measure focal adhesion turnover rates. Details of how to correct images for background intensity and 
 fi eld-illumination uniformity artifacts for quantitative imaging are also described. Overall, this chapter will 
be helpful to scientists who are interested in imaging live specimens using  fl uorescence microscopy tech-
niques. It will be of particular interest to anyone wanting to perform quantitative  fl uorescence imaging, 
and wanting to measure cell migration rates, and focal adhesion dynamics.  

  Key words:   Live cell ,  Cell migration ,  Photo-toxicity ,  Cell viability ,  Adhesion turnover ,  Adhesion 
dynamics    

 

  Microscopy has been present for hundreds of years and is now a 
part of most modern life sciences research projects (Nature 
Milestones in Light Microscopy,   http://www.nature.com/mile-
stones/milelight/index.html    )  (  1  ) . Initially, microscopy dealt with 
three things of prime importance: (1) magni fi cation of the speci-
men, (2) resolving the specimen, and (3) generating contrast to 
discern the structure of the specimen that is being imaged. One 
route to achieve these three goals was electron microscopy, but this 
has to be done at the expense of the specimen’s life (i.e., on  fi xed 

  1.  Introduction

  1.1.  A Bit of History
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tissues). Fortunately, a parallel route compatible with live imaging 
was developed. With the emergence of molecular biology and 
modern genetics, tools were needed to image biological processes 
and  fl uorescence microscopy played a pivotal role in this. First, the 
development of  fl uorescent dyes,  fl uorochromes, and epi- fl uorescence 
microscopes provided unprecedented high contrast, or detection 
of emitted light over a dark background, in light microscopy  (  2–  4  ) . 
Secondly, speci fi city a major novelty, was achieved by the develop-
ment of immuno fl uorescence staining  (  5  ) ,  fl uorescent molecular 
probes (e.g., DAPI DNA stain  (  6  ) ), and gene expression vectors 
encoding  fl uorescently labeled proteins (e.g., GFP)  (  7  ) . Thirdly, 
the introduction of  fl uorescent molecules with nonoverlapping 
excitation and emission spectral properties opened the possibility 
of multiplexing the assays by combining different color labels  (  8  ) . 
Lastly and most importantly, multiple colors of  fl uorescently 
labeled proteins  (  9  ) , which together with a plethora of  fl uorescent 
markers, also made it possible to perform experiments in living 
samples  (  10,   11  ) . Hence,  fl uorescence microscopy provided life 
scientists with a unique combination of possibilities for examining 
dynamic processes in real-time. Paradoxically, the  fl uorescence 
process itself can also be strongly incompatible with a living sam-
ple. Most cells are never exposed to light during their lifetime and 
 fl uorescence microscopy requires a strong light  fl ux. Moreover, the 
 fl uorescence emission is intrinsically weak and the molecules can be 
fragile. Photo-chemical processes that result in photo-bleaching 
can also lead to the generation of free oxygen radicals, which can 
be photo-toxic to living cells and organisms  (  12  ) .  

  In order to perform successful live-cell experiments and collect 
reliable live-cell data under physiologically relevant conditions, the 
amount of light exposure must be minimized as much as possible. 
Chapter   2     by Webb and Brown  (  13  )  provides information about 
the epi- fl uorescence microscope light path and ways to maximize 
light throughput and sensitivity. Light exposure can be reduced in 
many ways: (1) use transmitted light imaging whenever possible. 
Phase contrast and differential interference contrast (DIC) micros-
copy are wonderful techniques for watching living and unstained 
cells. Cell tracking can be done in a semi-automated way in order 
to calculate trajectories and speeds  (  10  ) ; (2) use the most stable 
 fl uorescent dyes available to minimize photo-bleaching, less photo-
toxicity, and therefore more cycles of  fl uorescence excitation and 
light emission. We will discuss enhanced-green  fl uorescent protein 
(EGFP) labeled cells, nuclear dyes, and MitoTracker; however, 
many other publications offer a more detailed discussion of live-
cell  fl uorescence dyes and proteins  (  9,   10,   14–  16  ) . In general, dyes 
with high absorption coef fi cients, quantum yields, and photo-
stability are best; (3) neutral density  fi lters can be used to minimize 
overall exposure of the sample to light, while speci fi c  fi lters can 

  1.2.  Ways to Minimize 
Light Exposure
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block damaging high energy ultraviolet (UV) light or heat causing 
infrared (IR) light  (  10,   11  ) . Of course, choosing light sources that 
do not contain UV or IR wavelengths, such as light emitting diodes 
(LEDs) and lasers also reduces photo-damage; (4) use light sources 
that pulse which have been shown to reduce photo-bleaching  (  17–
  20  ) . These include IR lasers, pulsed visible lasers and some LED 
light sources; (5) using the more ef fi cient hard-coated  fl uorescence 
 fi lters that minimize the amount of excitation light needed, block 
more unwanted UV and IR light, and improve  fl uorescence light 
transmission  (  11  ) ; (6) use high numerical aperture objective lenses 
since they collect more  fl uorescence emission light (see Webb and 
Brown  (  13  ) , Chapter   2    ); and (7) use the most sensitive detectors 
available. Electron multiplied charge coupled devices (EM-CCDs), 
especially the back-thinned versions, collect 70–95% of the emitted 
photons that reach the detector. However, the back-thinned ver-
sions have large pixels so they need to be coupled to the micro-
scope using highly ef fi cient magnifying optics for high-resolution 
imaging. Laser  scanning confocals are now being equipped with 
newer photo-multiplier tube (PMT) technologies such as the 
Gallium-Arsenide-Phosphide (GaAsP) detectors that are helping 
PMTs catch up to the camera-based detectors  (  21  ) , especially in 
the visible light range of wavelengths where they detect 40–45% of 
the light reaching the detector with reduced noise contributions 
compared to traditional PMTs.  

  Finally, the manner in which the  fl uorescence microscopy platform 
delivers the excitation light to the sample is important. In general, 
lower light densities will result in less photo-bleaching and less 
photo-toxicity: (A) confocal laser scanning microscopes (CLSMs) 
deliver light as a small focused spot that is raster scanned across the 
sample  (  22  ) . This concentrated spot of light sits on a single region 
of the sample for a few microseconds and can lead to localized 
photo-toxicity; (B) resonant scanning confocals have somewhat 
alleviated this issue by scanning the laser beam much more quickly 
and therefore reducing the time the beam sits in any given spot 
(  http://www.microscopyu.com/articles/confocal/resonantscanning.
html    ). (C) wide- fi eld microscopes spread the light over the entire 
 fi eld of view and are very ef fi cient because most of the emission 
light is collected by the system. Because wide- fi eld microscopes do 
not use any kind of aperture or pinhole, there is more out-of-focus 
light which causes haziness within the images, reducing image con-
trast, especially for thick samples (>30  μ m). However, wide- fi eld 
epi- fl uorescence image stacks can undergo a mathematical image 
restoration process called deconvolution which reassigns the out-
of-focus light, producing high contrast 3D image stacks (see Webb 
and Brown  (  13  ) , Chapter   2    ); (D) spinning disk confocal micro-
scopes (SDCMs) give a low local dose of light relative to CLSMs 
because the laser excitation is spread out over the entire  fi eld of 

  1.3.  Microscopy 
Platforms
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view giving lower local doses of light repeatedly for a longer period 
of time, and the excitation light is limited to the focal plane  (  23  ) . 
SDCM light densities are orders of magnitude lower than CLSMs 
and each image location is sampled about 600 times per second 
(based on the disk spinning at 1,200 rotations per minute) giving 
rise to high signal-to-noise (S/N) data. Cell division is highly sen-
sitive to cell health, so the fact that cells imaged in 3D over time 
using an SDCM migrate and divide shows that they are viable 
(Fig.  1 ); (E) swept  fi eld microscopes operate somewhere in between 
resonant scanners and spinning disk confocals with the light den-
sity intermediate between CLSMs and SDCMs. Swept  fi eld utilizes 
columnar optics to transform the laser beam point into a line that 
is swept across the sample by galvanometric mirrors  (  24,   25  ) ; (F) 
total internal re fl ection  fl uorescence (TIRF) microscopy is ideal for 
both live-cell imaging and studies of cell migration and adhesion. 
Similar to SDCMs, TIRF microscopes use a low dose of diffuse 
incident light intensity that illuminates the entire  fi eld of view. In 
addition, the excitation light is limited to a thin layer of ~100 nm 
from the microscope coverslip  (  26,   27  ) , whereas for confocal 
techniques the focal volume is at least tenfold larger 
(~ 1 μm thick). Thus, relative to wide- fi eld microscopy, TIRF 
microscopy provides high contrast images since out-of-focus 
light is virtually nonexistent (Compare Fig.  2a ,  b ). Note from 

  Fig. 1.    Spinning disk confocal microscopy images of CHO-K1 cells stably expressing the focal adhesion adaptor protein 
paxillin conjugated to enhanced-green  fl uorescent protein (EGFP). EGFP was excited with a 491 nm laser. Images were 
collected using a 63×/1.4NA oil immersion lens on a Leica DMI6000B motorized inverted microscope (Wetzlar, Germany) 
coupled to a WaveFX spinning disk confocal (custom-modi fi ed Yokogawa CSU10 from Quorum Technologies, Guelph, ON), 
and detected  with a Hamamatsu C9100-12 back-thinned EM-CCD camera (Hamamatsu City, Japan). Images from time 
points that are 15 min apart are shown. Images were corrected for background intensity and smoothed using a 2 × 2 
lowpass  fi lter to remove noise. Brightness, contrast, and the gamma factor were adjusted in MetaMorph software to the 
same settings for all images within the panel. Scale bars are 10  μ m.       
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the intensity pro fi le along the white line (Fig.  2c ) that the focal 
adhesion intensities are signi fi cantly brighter and the contrast is 
higher because of the lack of out-of-focus light from cytosolic pro-
teins (Fig.  2d ). Consequently, the cells are healthy and the cells 
migrate and divide during  fl uorescence imaging at 1 min intervals 
(Fig.  3 ); (G) programmable array microscopy (PAM) was devel-
oped in the late 1990s and uses a digital micro-mirror device to 

  Fig. 2.    Wide- fi eld vs. TIRF microscopy images of CHO-K1 cells stably expressing the focal adhesion adaptor protein paxillin-EGFP. 
Images were collected with a 60×/1.45 NA oil immersion lens on an Olympus IX81 microscope coupled with a TIRF illumi-
nator (Olympus Canada) on a CoolSNAP ES CCD camera (Roper-Photometrics) with no pixel binning and a pixel size of 
0.108  μ m. Excitation of EGFP was from the 488 nm laser line of a 200 mW argon ion laser at ~3% laser power with a 5 s 
exposure time. ( a ) A wide- fi eld image was taken with the laser beam traveling straight through the sample. ( b ) A TIRF 
image was collected with the illuminator adjusted for the critical TIRF angle to produce an evanescent wave illumination. 
( c ) A magni fi ed region showing the TIRF image of one paxillin-EGFP expressing cell. ( d ) Intensity pro fi le along the  white line  
shown in ( c ) for the wide- fi eld ( solid line ) and TIRF ( dotted line ) images. Note that the reduced background intensity in the 
TIRF image makes the adhesion intensity peaks stand out within the intensity traces. Scale bars are 10  μ m.       

 



66 J. Lacoste et al.

control the regions of the sample that are exposed to excitation 
light at any given time     (  28  ) . This implies that the PAM can be 
programmed to perform in a similar manner to a spinning disk 
confocal or a swept  fi eld confocal. The main advantage of the PAM 
is that it also collects the out-of-focus light that is re fl ected off of 
the micro-mirror device making it more sensitive than other array-
based confocal techniques; (H) controlled light exposure micros-
copy (CLEM—not to be confused with correlated light electron 
microscopy) uses a feedback loop to vary the light exposure time 
of different regions of the sample  (  29,   30  ) . Areas that are bright 
may only need a short exposure in order to collect enough S/N for 
that sample location. In turn, background regions of the sample do 
not need to be exposed to light at all. Overall, the light exposure 
to living samples is minimized, thus reducing photo-bleaching and 
photo-toxicity. Recently, the group of Tom Jovin combined PAM 
and CLEM showing the combined techniques signi fi cantly reduce 
photo-bleaching while maintaining high S/N images  (  31  ) ; and ( I ) 
stroboscopic illumination using pulsed LEDs  (  17  ) , single photon 
 (  19  ) , or multiphoton laser  (  18  )  light sources have been shown to 
reduce photo-bleaching of numerous  fl uorescence dyes. 
Computational theory supports the premise that there should be a 
reduction in bleaching when using pulsed light sources  (  20  ) . 
Photo-bleaching is usually caused when an excited state molecule 
absorbs energy from a second photon of light. This can lead to the 
formation of an excited triplet state molecule that is highly reac-
tive, can degrade (photo-bleach), and generate reactive oxygen 
species (photo-toxic). Pulsed light sources allow the molecule to 
relax back to the ground state before a second photon can be 
absorbed. Therefore, pulsing can limit photo-destruction which 
allows molecules to undergo more excitation-emission cycles, pro-
ducing an increase of  fl uorescence intensity.    

 Unlike the majority of assays used in research laboratories, live 
 fl uorescence microscopy imposes a unique requirement for moni-
toring sample viability before, during, and after experiments. In 
this chapter we will present methods for maintaining live, healthy 
samples to ensure that biological phenotypes are not artifacts of 

  Fig. 3.    Live-cell TIRF images demonstrating cell viability through cell division collected on the same microscope as in Fig.  2 . 
Note that two cells round up, divide, and re-spread on the glass coverslip. Images were collected every minute with 2 × 2 
pixel binning (0.216  μ m pixels) and a 500 ms exposure time. Scale bars are 10  μ m.       
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the technique itself. We will also present methods to prepare 
 samples and measure quantitative and reproducible cell migration 
and adhesion turnover. This chapter will concentrate on imaging 
mammalian cells; however, most aspects can carry over to any  living 
model system.   

 

      1.    CHO-K1 cells stably expressing paxillin-EGFP or transiently 
expressing another  fl uorescent protein fusion. Avoid 
highly over-expressing  fl uorescent proteins as much as possi-
ble (see Note 1). For techniques on constructing and express-
ing  fl uorescent protein fusions see articles by Spector et al. 
 (  32,   33  ) .  

    2.    DMEM Media (GIBCO 11885-084). Low glucose, with 
 L -glutamine, with 110 mg/L sodium pyruvate, with pyridox-
ine hydrochloride. To a 500 mL bottle of medium, add 5 mL 
of nonessential amino acids (Gibco), 5 mL of Penicillin-
streptomycin, 50 mL (10%) of fetal bovine serum, and 25 mM 
HEPES ( N -2-Hydroxyethylpiperazine- N   -2-Ethanesulfonic 
Acid) buffer (see  Note 2 ). For stable  fl uorescent protein 
expressing cell lines, add 2.5 mL of G418 100 mg/mL stock 
of G418 (Geneticin, Gibco 11811-031).  

    3.    Trypsin-EDTA (Gibco 25200056).  
    4.    Round 60 mm diameter tissue culture plates.      

  Most dead cell markers rely on cell impermeable dyes that only 
label cells with a compromised plasma membrane.

    1.    Trypan Blue (Molecular Probes, 15250-061) is a visible blue 
dye that only penetrates dead cells. Cells can be trypsinized 
and suspended in a solution of Trypan Blue. The total number 
of cells and the number of dead cells can then be counted using 
transmission light microscopy.  

    2.    Hoechst 34580 (Molecular Probes, H21486) will label all cell 
nuclei  fl uorescent blue, and membrane impermeable propid-
ium iodide (PI, Molecular Probes, P1304MP) will label dead 
cells red.  

    3.    LIVE/DEAD ®  Viability Kit (Molecular Probes L-3224). Live-
cells stain with green  fl uorescent calcein-AM, indicating intra-
cellular esterase activity, and dead cells stain red with the cell 
impermeable ethidium homodimer-1.  

    4.    Alamar Blue (Molecular Probes, DAL1025) provides both a 
visible (570 nm) and  fl uorescent (560 nm excitation, 590 nm 
emission) readout of cellular metabolic activity.      

  2.  Materials

  2.1.  Cell Culture

  2.2.  Cell Viability 
Materials
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      1.    DMEM medium without phenol red (see  Note 3 ), or  L -glutamine 
for live-cell imaging. Prepare as above, and also add 4 mM 
 L -glutamine (Gibco 11054-020).  

    2.    Glass bottom 35 mm dishes (World Precision Instruments, 
Sarasota, Florida, FD35-100). For other suppliers of glass bot-
tom dishes see Lacoste et al.  (  11  ) .  

    3.    Fibronectin (Sigma Aldrich—F-0895).  
    4.    Phosphate buffered saline (PBS) (Gibco 10010023).  
    5.    MitoTracker Red CMXRos (Molecular Probes M-7512).      

      1.    InSpeck Green (505/515) 2.5  μ m diameter calibration micro-
spheres (Molecular Probes, I7219)  

    2.    Fluorescent plastic slides (Chroma Technology Corp., Bellows 
Falls, VT)  

    3.    MATLAB (MathWorks, Natick, MA)  
    4.    MetaMorph Software (Molecular Devices Inc., Sunnyvale, CA)  
    5.    Microsoft Excel Software (Microsoft)       

 

  Microscopy-based experiments start in the tissue culture room, well 
before the microscope imaging sessions. Rigorous tissue culture 
practices and a thorough understanding of the normal physiology 
and behavior of the cells to be used are required. Entire textbooks 
are devoted to this topic and anyone practicing tissue culture should 
consult them  (  34  ) . A few basic points will be mentioned here. Cells 
in culture should be kept in log phase during growth (i.e., not split 
to extremely low densities nor allowed to overgrow so that cells are 
under stress). Antibiotics should be omitted as much as possible to 
avoid the development of resistance. For adherent cells, both over- 
and under-trypsinization should be avoided (see  Note 4 ). Use early 
passages of cell lines, and avoid environmental shock by minimizing 
time outside the incubator. Remember such equipment serves to 
provide the required temperature, humidity, and CO 2  necessary for 
maintaining living and healthy cells. It is important to periodically 
verify the temperature and CO 2  concentrations within the incuba-
tor by making measurements that are independent of those built 
into the incubation system. Buffering the tissue culture media with 
supplemental HEPES can help minimize the impact of transient 
CO 2  loss (e.g., while passing cells or transporting them to the 
microscope). As with any supplement that is added to the tissue 
culture medium, it is important to verify that the addition of 
HEPES does not introduce any systematic effects on the normal 
physiology of the cells.  

  2.3.  Live-Cell Imaging 
Materials

  2.4.  Image Analysis 
Tools

  3.  Methods

  3.1.  Before the 
Microscope: Cell 
Culture



693 Live-Cell Migration and Adhesion Turnover Assays

  Cells in culture should be checked for viability and health before 
starting any live-cell experiments. Cells growing in 60 mm tissue 
culture plates can be examined in a number of different ways.

    1.    Cell morphology can be monitored using transmitted light 
microscopy techniques (e.g., DIC or phase contrast). If cells 
are forming many irregular plasma membrane bulges (i.e., cell 
blebbing), have large vacuoles and/or are not adhering well to 
the tissue culture plate, then they are likely under stress and 
probably in some stage of necrosis or apoptosis. For some 
examples, see Figs. 6 and 7 at   http://www.microscopyu.com/
articles/livecellimaging/livecellmaintenance.html    .  

    2.    Contamination of cells with bacteria, mold, or yeast can be visu-
alized when imaging cells (see Fig. 8 at   http://www.microscopyu.
com/articles/livecellimaging/livecellmaintenance.html    ). 
Conversely, mycoplasma contamination is hard to detect visu-
ally so it is best to check all cells in the laboratory on a regular 
basis (e.g., using commercially available PCR-based detection 
kits). Cells should be tested every couple of months, or weeks 
depending on the usage of the tissue culture facility and on the 
frequency at which contamination is detected. If contamination 
exists, it is best to obtain new stocks of cells, although drugs are 
also available to decontaminate precious cell lines if uncontami-
nated stocks are not available (e.g., Cipro fl oxacin).  

    3.    Non fl uorescent cell viability markers such as Trypan Blue can 
be used to count the total number of cells and the number of 
dead cells that take up the dye because of a compromised 
plasma membranes. Fluorescent viability indicators typically 
have one dye that will label all cells, such as Hoechst 34580 
and one that stains dead cells (e.g., PI). Some newer viability 
kits even have speci fi c markers for live cells (calcein-AM indi-
cating intracellular esterase activity) and dead cells (cell imper-
meable ethidium homodimer-1). More subtle markers for cell 
stress such as autophagy, apoptosis, or reactive oxygen species 
are also available (Molecular Probes, Promega). For example, 
Alamar Blue gives a visible and a  fl uorescence readout that is 
sensitive to the metabolic activity of cells (Molecular Probes). 
If the metabolic activity decreases, so do the visible and the 
 fl uorescence signals from the dye. The assay can be performed 
on living cells and tissues with no apparent adverse reaction 
from the cells, and it gives a linear response relative to cell 
number and cellular metabolic activity.  

    4.    Healthy cells have a very dynamic mitochondrial network. 
During apoptosis, this network collapses into more numerous, 
enlarged, and isolated mitochondria. Therefore, dyes such as 
MitoTracker Red CMXRos can be used to visualize the mito-
chondria before, during, and after imaging the cells. However, 
take care to titrate the dyes so as to minimize any nonspeci fi c 
changes in cellular physiology  (  11  ) .      

  3.2.  Monitoring Cell 
Health Before Imaging

http://www.microscopyu.com/articles/livecellimaging/livecellmaintenance.html
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      1.    Cellular auto- fl uorescence can vary widely between different 
cell types and tissues so experiments should be repeated under 
identical conditions with unlabeled cells to determine the 
extent of auto- fl uorescence.  

    2.    Images of a uniform sample such as a  fl uorescent plastic slide 
should be collected for all colors being imaged, in order to 
correct for any nonuniformity across the image  fi eld due to 
uneven  fl uorescence illumination (see Subheading  3.9 , step 2 
for more details). This is particularly important at lower 
magni fi cations and with lamp-based wide- fi eld microscopes, but 
is also important when performing confocal microscopy  (  35  ) .  

    3.    For multicolor imaging, it is important to image multicolored 
 fl uorescence microspheres to determine if the various detec-
tion channels will lead to shifts in the pixel location of objects 
within the images. These shifts can be minimized by adjusting 
the alignment of the system (e.g., pinhole, cameras, mirrors, 
and  fi lters) or the shift can be measured and compensated for 
during image processing  (  35  ) . This is especially important 
when performing co-localization experiments.      

      1.    Coat 35 mm glass bottom dishes with 2  μ g/mL  fi bronectin 
for 60 min at 37°C, or overnight at 4°C. Rinse three times 
with PBS and store the coated dishes with ~2 mL of PBS in the 
refrigerator for up to 2 weeks (see  Note 5 ).  

    2.    Place 2 mL of imaging media (supplemented DMEM with no 
phenol red) into a  fi bronectin-coated 35 mm dish.  

    3.    Maintain cells in culture in a state of exponential growth at all 
times. If cells are allowed to reach con fl uency, they will down-
regulate their cell migration-related proteins. As a result, when 
con fl uent cells are plated at a low density for imaging, they will 
not migrate due to the absence of the required proteins.  

    4.    For 60 mm tissue culture plates: Wash the cells twice with 
1 mL of trypsin-EDTA ( Notes 4 ). Leave just enough residual 
trypsin to coat the bottom of the tissue culture plate. Place the 
plate in the incubator at 37°C for ~5 min. Gently tap the plate 
in the tissue culture hood to lift the cells off of the surface. 
Use 1 mL of imaging medium in a P1000 micropipette (see 
 Note 6 ) to wash the cells off of the plate and suspend them. 
Pipette the suspended cells up and down gently a few times to 
break up any remaining cell–cell contacts.  

    5.    Place 10  μ L of suspended cell solution into a  fi bronectin-coated 
35 mm dish. Mix the cells into the medium by moving the dish 
gently up and down, and then side to side. Do not mix the cells 
using a circular motion because they will pool at the edges of the 
dish. Inspect the cell density visually by using a transmitted light 
microscope with a 10× or 20× objective lens. Ensure that the 
cell density is suf fi cient to have several individual cells in the  fi eld 

  3.3.  Control 
Experiments

  3.4.  Plating Cells 
for Migration 
and Adhesion Assays
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of view of a 60× objective lens. If the density is too low, place 
another 10  μ L of suspended cells into the dish and mix. If the 
density is too high, remove 1 mL of cells and media from the 
dish. Add 1 mL of fresh imaging media and mix (see  Note 7 ). 
Alternatively, cells can be counted for this step. Start with 4 × 10 4  
cells and adjust the cell count for an appropriate density.  

    6.    Healthy cells will begin to spread almost immediately and will 
spread and start to migrate within 30–60 min (see  Note 8 ). 
After 2–3 h, the cell motility tends to slow down as cells begin 
to develop mature adhesions with the  fi bronectin-coated 
substrate.      

  The importance of maintaining proper conditions for live-cell 
imaging cannot be understated.

    1.     Temperature : A stage-top or microscope incubation enclosure 
should be used and should be turned on at least 1 h prior to 
experimentation. Some labs leave these systems on 24 h a day 
to avoid temperature instabilities. In fact, we have observed 
that a 1°C drop in temperature can stop the beating of mouse 
embryo hearts (unpublished observation). When using immer-
sion objectives, it is important to also heat the objective lens; 
otherwise, it will act as a heat sink. Independently verify the 
temperature of the system occasionally and do not rely solely 
on the incubation equipment readout. Avoid temperature 
 fl uctuations resulting from ventilation within the room.  

    2.     CO   2    and pH : It is crucial to maintain cellular pH levels, and if 
possible, to maintain cells in a CO 2  environment to maintain 
carbonate buffering of the medium. In fact, if the medium is 
not properly buffered, the mitochondrial network collapses 
within minutes. In addition, a small reduction of CO 2  from 5 
to 3.5% can halt HeLa cell division within minutes and initiate 
membrane blebbing shortly thereafter (unpublished observa-
tion). Wound healing experiments show that a reduction of 
CO2 (the 2 should be subscripted) from 5 to 4.5% impaired 
neuroendocrine-stimulated LNCap cell migration (unpub-
lished observation). It is also important to have an indepen-
dent measure of the CO 2  concentration to verify the readout of 
the incubation chamber equipment. This is especially impor-
tant if gas mixers are used with concentrated CO 2  gas.  

    3.     Humidity : The system needs to be maintained at high humid-
ity to avoid evaporation of the medium and changes in osmo-
larity. Most systems bubble the CO 2  gas through water to 
introduce humidi fi ed gas; however, in our experience, the 
addition of some other aqueous medium within the chamber  
is necessary. A simple solution is to put wet KimWipes or cot-
ton balls within the chamber.      

  3.5.  Live-Cell Imaging 
Conditions: Tissue 
Culture on the 
Microscope
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      1.    The ideal way to measure cell migration trajectories is to track 
the center of the cell based on images collected with a 10× or 
20× objective lens using a transmitted light technique such as 
phase contrast or DIC microscopy  (  10  ) . Once the migration 
rate is known, the ideal image acquisition time will be two to 
three times faster than the velocity of migration. For example, 
if the cells are moving at 1  μ m/min, then images should be 
taken every 20–30 s. There is no need to sample faster than 
this to determine migration speeds and trajectories.  

    2.    Cell migration trajectories can also be measured using a 10× or 
20× lens and a  fl uorescence marker, such as paxillin. Paxillin is a 
good cell marker because it is not a nuclear protein and therefore 
the nucleus of the cell will appear dark and can be easily tracked. 
Other cell markers such as free cytosolic EGFP or commercially 
available plasma membrane markers (Cell Mask, Molecular 
Probes) could also be used. Cell migration is very sensitive to 
light exposure, so verifying that migration speeds are similar with 
transmitted light and  fl uorescence excitation is a good indicator 
that the  fl uorescence light is not causing photo-toxicity. When 
using  fl uorescence, it is important to minimize the light expo-
sure to the sample by using the largest time interval between 
successive images possible. For example, there is no need to 
image every 10 s if the cells are only moving at 0.2  μ m/min.  

    3.    Cell migration trajectories can also be measured in a fully auto-
mated fashion if nuclear markers are used (Fig.  4 ). Basically, 
cell nuclei are identi fi ed as bright spots within microscopy 
images and tracked (see further details in Subheading  3.8 ). 
However, it is important to be cautious when using any 
 fl uorescent probe within a living sample. Our previous studies 
show that using Hoechst 34580 as a marker results in a marked 
decrease in cell migration speeds and impaired cell division. 
 (  11  ) . Therefore, it is crucial to verify cell migration measure-
ments involving  fl orescence markers against experiments con-
ducted using transmitted light techniques.       

      1.     Objective Lens : For adhesion turnover assays, cells must be 
imaged at high resolution with an immersion objective lens, 
such as a 63×/1.4 numerical aperture (NA) oil immersion lens. 
High magni fi cation and high NA lenses strongly focus excita-
tion light onto the sample. Therefore, it is crucial to minimize 
the excitation light intensity as much as possible (see Webb and 
Brown, Chapter 2). In turn, high NA lenses also collect a large 
fraction of the  fl uorescence light emitted by the  fl uorophore so 
they are very ef fi cient at collecting emission light. Avoid empty 
magni fi cation, as higher magni fi cation lenses are not as ef fi cient 
at transmitting light. For example, if choosing between 60× 
and 100× objective lenses, both with an NA of 1.4, it is best to 
use the lower magni fi cation lens for live-cell applications 

  3.6.  Cell Migration 
Assay

  3.7.  Adhesion Turnover 
Assay
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  Fig. 4.    Cell tracking and Rose plots. CHO-K1 cells were imaged on an Image Xpress Micro high content microscope system 
(Molecular Devices) using a 20×/0.75 NA Plan Apo objective lens. Images were collected using an EGFP-ET  fi lter cube 
(Chroma Technology Corp) and a CoolSNAP-HQ camera (Photometrics) with 2 × 2 binning and a pixel size of 0.645  μ m. The 
light source was a Xenon lamp and exposure times were 200 ms with images being collected every 5 min. ( a ) Cells were 
stained with a 1  μ g/mL concentration of Hoechst (Molecular Probes) nuclear probe. ( b ) Cells were thresholded using the 
MetaXpress auto-threshold for light objects feature. ( c ) The center of each cell’s nucleus was tracked using the track 
objects module in MetaXpress. Tracks are shown for each of 3 cells over 150 min. Each point in the tracks represents the 
center of the nucleus for a single image frame. ( d ) MetaMorph object tracking requires the user to set up two  tracking 
boxes . The  inner box  is representative of the size of the object (nuclei here) and the  outer box  is the region within which 
the nuclei will move during the subsequent image frame. ( e ) Rose plots were generated from the MetaMorph data using 
custom MATLAB code; however, any plotting software can be used. The time zero coordinates of the nuclear centers are 
assigned to  x ,  y  = 0, 0 and all successive coordinates are set relative to this starting point. Note that cells stained with 
Draq5 nuclear dye are more highly motile than those stained with the Hoechst dye.       
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because of increased light throughput (see Webb and Brown 
 (  13  ) , Chapter   2    ).  

    2.     Temporal Sampling : As with cell migration assays, it is impor-
tant to collect images for adhesion turnover on the appropriate 
time scale. If images are taken too often, then the sample is 
unnecessarily exposed to excess light. However, if images are 
taken at too large of a time interval, then the kinetics of turn-
over cannot be measured. According to Nyquist sampling the-
ory, to properly reconstruct any signal, one must sample ~2–3 
times as much as the required resolution  (  36  ) . Therefore, if the 
adhesions are turning over every minute, the sampling should 
be every 20–30 s. If they are turning over every 5 min, then 
the sampling should be every 100–150 s.  

    3.     Spatial Sampling : The spatial sampling of the cells and adhe-
sions must also follow the Nyquist sampling recommendations. 
Sampling must be high enough to visualize the adhesions, but 
not so high that the adhesions are oversampled resulting in 
excess exposure of the sample to incident light. In general, 
with a 63× oil immersion lens and a standard CCD camera, 
binning the pixels 2 × 2 (adding up arrays of 4 pixels) provides 
high enough resolution (pixels = ~200 nm in diameter) for the 
adhesion turnover assay while keeping exposure times low and 
S/N high (Fig.  2a ). For laser scanning confocal microscopes, 
there is often a tendency to oversample because the pixel size is 
only limited by how far the laser beam moves between data 
points, resulting in empty magni fi cation that will not improve 
image quality  (  37  ) . Not only will there be no improvement in 
resolution, but the laser beam will scan over the sample more 
slowly resulting in more photo-bleaching and photo-toxicity. 
For laser scanning confocal microscopes, a pixel size of ~200 nm 
is suf fi cient for the adhesion assay.  

    4.     Wide -  fi eld Microscopy : Early studies measuring adhesion turn-
over were all conducted using the wide- fi eld microscope, 
including the original work developing the adhesion turnover 
assay  (  38,   39  ) . UV and IR blocking  fi lters should be used with 
mercury and xenon light sources, and ND  fi lters should be 
used to minimize the amount of incident light as much as pos-
sible. It is even recommended to use a tungsten lamp for the 
excitation light source as it does not produce any UV light, and 
the intensity of the lamp is much lower than the mercury and 
xenon light sources. In this case, UV, IR, and ND  fi lters are 
not required and high S/N images of most  fl uorescent pro-
teins can be generated  (  39  ) . However, the tungsten lamp may 
not provide enough excitation light for imaging cyan  fl uore-
scent proteins and blue dyes. In general, low incident light 
powers (<10%) and longer exposure times (100–500 ms) 
should be used for all live-cell experiments to reduce photo-
toxicity.  

http://dx.doi.org/10.1007/978-1-62703-056-4_2
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    5.     Spinning Disk   Confocal : The SDCM provides a low density of 
light across the sample so it is ideal for live-cell imaging  (  40  ) . 
Focal adhesions are readily visible and their contrast is improved 
because with the confocal excitation there is a reduction in 
out-of-focus cytosolic protein  fl uorescence when compared to 
wide- fi eld microscopy (compare Figs.  1  and  2a ). SDCMs are 
often coupled to electron multiplied CCD (EM-CCD) cam-
eras with high sensitivities (70–95% of the light reaching the 
sensor is detected). However, EM-CCD cameras typically have 
large pixels so some kind of magni fi ed coupling may be needed 
to obtain Nyquist sampling. When compared to CLSMs, 
SDCMs are very fast because of the excitation with multiple 
laser beam points and the parallel detection of many points 
across the sample by the camera. The speed of spinning disk 
microscopy could also prove useful for studies of rapidly turn-
ing-over nascent adhesions  (  41  ) . Systems are often coupled 
with point or array-based photo-bleaching lasers so that 
 fl uorescence recovery after photo-bleaching types of experi-
ments can be conducted.  

    6.     Laser Scanning   Confocal : The CLSM uses a point of focused 
laser light that is scanned rapidly across the sample. Local light 
doses can be high and thus result in artifacts within the data. 
The  fi rst sign of excess light exposure is photo-toxicity-induced 
cell retraction. If all of the cells within the imaging  fi eld start 
to retract at the same time, this is likely a light exposure-
induced stress response. Minimize laser powers (we routinely 
work at around 8  μ W at the sample with a 488 nm laser), open 
the pinhole to 2 Airy units to improve light collection 
ef fi ciency, sacri fi ce S/N by using the PMT at ~800 V, and use 
the largest pixels possible to still resolve the adhesions 
(~200 nm). Small regions of interest can be chosen if the 
speed of image acquisition needs to be increased. CLSMs have 
the added bene fi t that they can also be used for localized 
photo-bleaching experiments.  

    7.     TIRF : TIRF microscopy is ideally suited for imaging cell 
migration and adhesion turnover. Contrast is improved 
immensely due to the lack of contribution from cytosolic pro-
tein populations (Fig.  2 ). Cells are only exposed to a thin layer 
of light (~100 nm), so photo-bleaching and photo-toxicity 
are drastically reduced. Cells readily migrate and divide 
(Fig.  3 ) and adhesions turnover. Laser powers of <1% (488 nm 
line of an argon ion laser) are possible, and exposure times are 
100–500 ms with camera binning of 2 × 2 are possible and 
even shorter exposure times can be used with EM-CCDs.     

 For more information on platform-speci fi c settings for 
live-cell imaging, please refer to Frigault et al.  (  10  ) .  
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      1.     Semi - automated tracking : Many image processing and analysis 
packages offer a semi-automated tracking option (e.g., 
MetaMorph, ImagePro+). Basically, tracks are generated one 
by one by clicking on the center of the cell (typically the center 
of the nucleus) in each image frame in the bright- fi eld  (  10  )  or 
 fl uorescence image time series. The automated aspect is that 
the software will automatically advance the image time series 
by one frame after each click. The x, y (and perhaps z) coordi-
nates of the cell and the elapsed time are then recorded in a 
text  fi le and can be saved or logged onto an Excel 
spreadsheet.  

    2.     Automated tracking : The simplest form of automated tracking 
is to use a nuclear  fl uorescent probe. The software will identify 
the cell nuclei as bright spots within microscopy images 
(Fig.  4a ) by thresholding for high intensity objects (Fig.  4b ). 
The software will then measure the x and y position of the 
center of mass of the nuclear staining. The procedure is repeated 
in all subsequent image frames in the time series and the x, y 
position and the elapsed time data for all of the tracks are gen-
erated (Fig.  4c ). The MetaMorph software uses two boxes, an 
inner box which is set to approximate the size of the nucleus 
(i.e., the object to be tracked) and an outer box de fi ning the 
region within which the same object will be found in the sub-
sequent image frame (Fig.  4d ). Problems can arise when cell 
trajectories cross one another, “new” cells appear in the image 
frame, or cells leave the image frame or round up and divide. 
These issues can be resolved by deleting the problematic tracks, 
manually breaking or joining tracks, or settling for the semi-
automated tracking approach. Various software packages deal 
with these issues in different ways, so it is always best to try out 
different software packages making sure they will work for your 
speci fi c datasets and application.  

    3.     Rose plots : A common way to display cell migration data for 
many cells is to place the tracks on a rose plot (Fig.  4e )  (  10  ) . 
All cell tracks are set to x, y coordinates of (0,0) for the zero 
time point frame, and all subsequent cell positions are calcu-
lated relative to this point. The Rose plot provides a visual indi-
cation of the number of tracks measured, displays the distance 
the cells travel, shows whether the motion is directional or ran-
dom, and is ideal for comparisons between control and experi-
mental cells  (  41  ) . For example, if a chemo-attractant, such as a 
growth factor, within a micropipette was placed at the top of 
the image frame, Rose plots will show most tracks moving 
upwards in a positive y direction. From experiments on nuclear 
dyes, Rose plots clearly show that cells migrate at a much 
slower rate when stained with Hoechst (3.7 ± 0.5  μ m/h) rela-
tive to those stained with the Draq5 (15 ± 2  μ m/h) nuclear 
marker (Fig.  4e ). Nevertheless, it is also clear from the plots 
that the migration is random and not directed (Fig.  4e ).      

  3.8.  Measuring Cell 
Migration
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      1.     Measuring auto -  fl uorescence : Unlabeled cells should be prepared 
in exactly the same way as experimental cells. They should be 
placed in a  fi bronectin coated 35 mm glass bottom dish and 
observed under the microscope. The cells can be focused on 
using phase contrast or DIC imaging. They should then be 
imaged using the same conditions as the experimental cells 
(e.g., same exposure time, laser power, pixel size, etc.). If the 
intensity of auto- fl uorescence is greater than ~5% of the inten-
sity of the  fl uorescence signal, then the  fl uorescence data 
should be corrected for auto- fl uorescence.  

    2.     Flat -  fi eld and   background corrections : The illumination of the 
 fi eld of view under the microscope is seldom perfectly uniform. 
Wide- fi eld systems are more uniform if the light source is cou-
pled to the microscope via a  fi ber optic or liquid light guide. 
Laser scanning confocal systems will have a relatively uniform 
 fi eld of illumination when working at >60× magni fi cation with 
a zoom factor of 2 and a PlanApo (i.e.,  fl at- fi eld corrected) 
objective lens. Some spinning disk confocal laser delivery sys-
tems have been modi fi ed optically to produce a very uniform 
illumination (Borealis, Spectral Applied Research, Richmond 
Hill, ON). TIRF microscopes tend to have brighter regions 
across the center of the  fi eld of view and darker towards the 
top, bottom, and corners of the image. 

 Regardless of the microscope platform being used, the 
uneven illumination needs to be measured and images need to 
be corrected. The following  fl at- fi eld background correction 
procedure is modi fi ed from Zwier et al.  (  42  )  and Wolf et al. 
 (  43  ) . It involves collecting a  fl at- fi eld correction frame (Image FF ) 
and estimating the background contribution to the image from 
the detector and the sample medium. In the example shown, a 
wide- fi eld image of 2.5  μ m  fl uorescent microspheres shows a 
high background (Fig.  5a ). This background was corrected for 
by subtracting a constant intensity value from each pixel within 
the image (Fig.  5b ). The constant background intensity was 
measured from an area of the image that did not contain any 
microspheres. If the illumination is highly nonuniform, then 
the background intensity correction should be done following 
the  fl at- fi eld correction. The  fl at- fi eld correction frame 
(Image FF ) can be acquired using a  fl uorescent plastic micro-
scope slide of the appropriate color, green in this case (Fig.  5c ). 
Fluorescent dyes can also be used to create uniform dye solu-
tions that are not highly sensitive to photo-bleaching during 
imaging  (  44  ) . In fact, on the TIRF microscope,  fl uorescent 
dye solutions in a glass bottom 35 mm dish must be used 
because a TIRF evanescent wave will not readily occur at an 
oil-plastic interface. The  fl at- fi eld correction frame should be 
collected with the same spatial sampling as the sample, but the 
incident light power, detector sensitivity, exposure time, and 

  3.9.  Measuring 
Adhesion Turnover
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  Fig. 5.    Field-uniformity and background intensity correction. Images were collected on a Zeiss Axiovert 200 M microscope 
using a 20×, 0.5 NA Plan-Neo fl uar objective lens. Images of 2.5  μ m  fl uorescent microspheres (Molecular Probes) were 
collected using 100% of the power from a mercury HBO lamp, using a Chroma EGFP-ET  fi lter set, and a 150 ms exposure 
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scanning speed may need to be modi fi ed to image these bright 
samples. It is important to use ~75% of the detector’s dynamic 
range without saturation (<255 (8-bit), 4095 (12-bit) or 
65536 (16-bit) detectors). It is highly recommended to acquire 
 fl at- fi eld correction frames at each microscopy session, espe-
cially for systems equipped with mercury arc lamps, as the pat-
tern of illumination changes almost weekly (unpublished 
observations). It is also important to collect  fl at- fi eld correc-
tion frames for each color being imaged (see  Note 9 ). To cor-
rect the raw images (Image raw ), use the following equation: 

     raw FF
corr BG

FF

[(Image )* ]
Image

Image

I
I

< >
= − < >    (1)   

 Where Image corr  is the corrected image, Image raw  is the collected 
image, < I  FF > is the average intensity of the  fl at- fi eld correction 
image, and < I  BG > is the average intensity of a background region 
of Image raw . The microsphere intensities within the corrected 
image (Fig.  5d ) are much more uniform than those in the raw 
background corrected image (Fig.  5b ). To more clearly see the 
intensity changes following image correction, magni fi ed images 
of microspheres from four ROIs within the image (see ROIs in 
Fig.  5d ) are shown (Fig.  5e ). Note that intensities in bright 
regions (ROI2) slightly decrease following  fl at- fi eld correction, 
signi fi cantly increase in dim areas (ROI1, ROI3), and change 
little in regions of moderate intensity (ROI4). These changes in 
intensity are more apparent in the combined intensity pro fi le 
plot (Fig.  5f ). Also note that the variability in the bead intensity 
is minimized following  fl at- fi eld correction (a range of ~2,800 
intensity units (4,300–7,100) before correction and ~1,100 
(5,100–6,200) after correction) (Fig.  5f ).  

    3.     Adhesion intensities : TIRF microscopy is ideal for measuring 
adhesion assembly and disassembly because it is selective for 
the basal side of the cell, and the out-of-focus  fl uorescence is 
minimized due to the TIRF evanescent excitation  fi eld (Fig.  2 ). 

Fig. 5. (Continued) time on an AxioHRm Camera with 0.3225  μ m pixels. The  fl at- fi eld image of the yellow-green  fl uorescent 
plastic slide (Chroma Technology Corp) was collected with 1% of the mercury lamp power and an exposure time of 64 ms. 
( a ) Raw image collected on the microscope shown with a pseudocolor look up table to emphasize intensity differences 
across the image. ( b ) Same image as in ( a ) following the subtraction of a constant average background intensity measured 
in a region of the image devoid of microspheres. ( c ) Pseudocolor image of the  fl uorescent plastic slide collected for the 
 fl at- fi eld correction. ( d ) Microsphere image fully corrected for background intensity and nonuniform  fi eld illumination based 
on Eq.  1 . ( e ) Magni fi ed images from the regions of interest (ROIs) shown in ( b – d ); pseudocolored to show subtle changes 
in microsphere intensities throughout regions across the images. ( f ) Intensity pro fi les from lines across the microspheres 
shown in ROI1-ROI4 from the background corrected and the fully corrected images. The intensity pro fi les from the four 
ROIs are shown on the same plot for simplicity. The  solid line  is the intensity pro fi le from the background corrected “raw” 
images, and the dotted line is from the fully corrected image. The scale bar is 20  μ m in ( a – d ) and 10  μ m in ( e ).        
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Paxillin-EGFP can be used as a marker to visualize both adhesion 
assembly (Fig.  6a ) and disassembly (Fig.  6b ). Corrected images 
are used for quantitative adhesion intensity measurements. The 
intensity for each adhesion is measured over time for a region 
of interest (ROI) outlining an adhesion relative to the intensity 
of a control ROI near the adhesion. The corrected intensity of 
the adhesion,  I  corr  (Eq.  2 ), is therefore the intensity of the adhe-
sion ROI,  I  adh  (Black outline, Fig.  6c ) minus the intensity of 
the control ROI,  I  cnt  (White outline, Fig.  6c ). Measurements 
were done semi-manually by moving the ROIs if the adhesions 
changed location within the cell during the image time series. 

     corr adh cntI I I= −    (2)    

    4.     Turnover Rates : Adhesion assembly and disassembly rates can 
be determined from semi-log plots. For adhesion assembly, the 
natural log of the intensity of the adhesion ( I  corr  =  I ) relative to 
intensity of the adhesion at time point zero ( I  o ) is plotted vs. 
time (Eq.  3 ). The slope of the plot is the assembly rate of the 
adhesion (Fig.  6d ). For adhesion disassembly, the ratio is 
reversed to maintain positive log values. Therefore, the natural 
log of the intensity of the adhesion at time point zero ( I  o ) rela-
tive to the adhesion intensity ( I ) is plotted vs. time (Eq.  4 ) and 
the slope of the curve is the disassembly rate (Fig.  6e ).       

     
o

Assembly ln rate * offset
I

T
I

= +    (3)  

     oDisassembly ln rate *  offset
I

T
I

= +    (4)   

 Where  I  is the adhesion intensity,  I  o  is the adhesion intensity at 
time zero, and  T  is the elapsed time. The offset of the curve 
should be approximately zero. In the example shown, the 
adhesion assembly rate is 0.11 min −1  and the adhesion disas-
sembly rate is 0.09 min −1  (Fig.  6d , e).  

  Monitoring cell health after performing imaging experiments is 
necessary to ensure that the observations made are not a result of 
the cellular response to light exposure. In fact, it has been shown 
that typical microscopy light doses for experimentation can have a 
lasting effect on yeast cell division  (  45  ) . The same tests for cell 
health (Section 3.2) can be conducted following image acquisi-
tion. Cell morphology can be examined with phase or DIC micros-
copy. The viability of imaged cells can be compared to surrounding 
cells within the sample using visible or  fl uorescent viability markers 
or through the addition of a mitochondrial dye. Cell division can 
also be monitored for some time after experimentation to ensure 
cells that were imaged have the same proliferation properties as 
other cells within the sample.   

  3.10.  Post-acquisition 
Monitoring of Cell 
Health
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     1.    Fluorescent protein (FP) clustering is a strong indication that 
cells are under stress. The clustering could be a stress response 
itself, or the stress could be caused by over-expression of the 
proteins, which then cluster. In general, protein expression lev-
els should be kept as low as possible. RNAi knockdown of 
endogenous proteins followed by expression of FP constructs 
by an inducible promoter is recommended to ensure physio-
logical levels of protein expression. One strategy to ensure low 
expression of FPs in transient transfection experiments is to 
keep the total DNA concentration constant (e.g., 1  μ g/mL), 
while diluting the FP-speci fi c plasmid with up to 90% of a 
prokaryotic expression plasmid that does not contain a FP. For 
example, use 0.1  μ g of the FP plasmid and 0.9  μ g of a Bluescript 
vector in 1 mL of transfection reagent.  

    2.    Buffering of the imaging medium is important, especially if the 
cells will not be kept under a 5% CO 2  environment. In the 

  4.  Notes

  Fig. 6.    Adhesion assembly and disassembly. TIRF live-cell imaging on the same microscope as described in Fig.  2 . Images 
were collected every 2 min with 2 × 2 pixel binning (0.216  μ m pixels) and a 500 ms exposure time. ( a ) Image frames 
showing adhesion assembly—see  white arrows . ( b ) Image frames showing adhesion disassembly—see  white arrows . 
( c ) Image showing the analysis regions of interest (ROI) outlining a single adhesion (outlined in black) and a control region 
(outlined in white). ( d ) Semi-log plot for measuring the rate of adhesion assembly. ( e ) Semi-log plot for measuring the rate 
of adhesion disassembly. Scale bars are 10  μ m.       
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absence of CO 2 , we  fi nd that 25 mM HEPES is ideal for buff-
ering medium when imaging CHO-K1 cells. A small reduction 
in concentration to 15 mM HEPES results in cell death 
between 12 and 24 h after the removal of CO 2 . Take care in 
using CO 2 -independent formulations because they could have 
adverse effects on the cells, such as inhibiting cell division. 
These conditions may be speci fi c for CHO-K1 cells, so it is 
crucial to test all of the conditions, including the cell culture 
medium, on your cells with your imaging conditions to ensure 
viability  (  10  ) .  

    3.    Phenol red is  fl uorescent and can therefore cause high back-
ground  fl uorescence especially for wide- fi eld epi- fl uorescence 
experiments. Some serum proteins can also be highly auto-
 fl uorescent.  

    4.    Trypsinization is an enzymatic process by which surface pro-
teins are stripped to allow detachment of cells from the con-
tainer in which they are grown. Excessive exposure can be 
harmful to cells. Conversely, under-trypsinization is not rec-
ommended because over time less adherent cells in the popula-
tion will be favorably selected, changing the properties of the 
model system.  

      The amount of trypsin left on cells and the time in the incu-
bator at 37°C may need to be adjusted for different cell types.  

    5.    Coated dishes should only be stored for 2 weeks in the refrig-
erator. After this time  fi bronectin begins to degrade and lose its 
structural integrity, which is important for cell binding to the 
substrate. Immediately following purchase, the concentrated 
 fi bronectin solution should be aliquoted and stored in the 
freezer at −20°C. Concentrated aliquots can be thawed, diluted 
with PBS, and stored at 4°C for use within 2 weeks.  

    6.    It is important to use a P1000 tip for this step. The small open-
ing and gentle agitation when pipetting up and down breaks 
up the cells to ensure single cells are plated for imaging of cell 
migration and adhesion turnover. If a 1 mL plastic pipette is 
used with an automated pipette, the cells remain clumped mak-
ing it dif fi cult to  fi nd individual, isolated cells for imaging.  

    7.    When cells are in suspension, they appear to be at a higher 
density than when they settle and adhere to the 35 mm dish. 
In general, we  fi nd it is best to overestimate the cell density at 
this step.  

    8.    If cells do not spread well, but end up settling down as long 
spindle-shaped cells, this is an indication that the  fi bronectin 
coating has degraded and that there are few binding sites to 
which the integrin proteins can adhere. In this case, make fresh 
 fi bronectin-coated dishes with a fresh aliquot of  fi bronectin.  

    9.    It is critical to measure  fl at- fi eld correction images for each 
color being imaged. On wide- fi eld microscopes, different 
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dichroic mirrors will be used and will have different  fi eld non-
uniformities. On laser-based systems, there can be a wavelength-
based dependence on the laser alignment. The magnitude of 
the difference between the different colors will depend on the 
spread of the wavelengths being used, the quality of the  fi lters 
and mirrors, and the quality of the objective lens.          
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    Chapter 4   

 Multi fl uorescence Confocal Microscopy: Application 
for a Quantitative Analysis of Hemostatic Proteins 
in Human Venous Valves       

     Winifred   E.   Trotman   ,    Douglas   J.   Taatjes      , and    Edwin   G.   Bovill      

  Abstract 

 Confocal laser scanning microscopy is commonly used to visualize and quantify protein expression. 
Visualization of the expression of multiple proteins in the same region via multi fl uorescence allows for the 
analysis of differential protein expression. The de fi ning step of multi fl uorescence labeling is the selection 
of primary antibodies from different host species. In addition, species-appropriate secondary antibodies 
must also be conjugated to different  fl uorophores so that each protein can be visualized in separate chan-
nels. Quantitative analysis of proteins labeled via multi fl uorescence can be used to compare relative 
changes in protein expression. Multi fl uoresecence labeling and analysis of  fl uorescence intensity within 
and among human venous specimens, for example, allowed us to determine that the anticoagulant phe-
notype of the venous valve is de fi ned not by increased anticoagulant expression, but instead by signi fi cantly 
decreased procoagulant protein expression (Blood 114:1276–1279, 2009 and Histochem Cell Biol 
135:141–152, 2011).  

  Key words:   Multi fl uorescence ,  Confocal laser scanning microscopy ,  Immuno fl uorescence , 
 Fluorescence intensity ,  Quantitative analysis    

 

 Confocal laser scanning microscopy is a unique form of  fl uorescence 
microscopy widely used in cell biology research. Unlike traditional 
wide- fi eld  fl uorescence microscopy  (  3  ) , confocal microscopy  (  4  )  
relies on the of use lasers for the excitation of the  fl uorophore (this 
discussion refers to “point-scanning” systems, and not “spinning 
disk” systems, which of course can use white light for excitation). 
In addition, confocal microscopy uses point illumination and a 
pinhole aperture in a conjugate plane in front of the detector to 

  1.  Introduction
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eliminate out of focus light, and therefore, retain a sharp image at 
a single focal plane  (  4,   5  ) . The high-resolution  fl uorescence images 
captured via confocal microscopy are more suitable for quantitative 
immuno fl uorescence as the non-speci fi c out of focus light that can-
not be accurately quanti fi ed is virtually eliminated. 

 Visualization and quanti fi cation of the expression of multiple 
proteins in the same image requires the use of a multi fl uorescence 
technique  (  6  ) . Multiple antibodies directed against different pro-
teins must be produced in different host species, otherwise cross-
reactivity of antibodies will occur;    of course, multiple antibodies 
from the same species may be employed if, for instance, biotin- and 
digoxigenin-labeled antibodies are used, but this topic is beyond 
the scope of this methods chapter. The antibodies are then added 
together in cocktail form and visualized after application of species-
appropriate secondary antibodies directly conjugated to different 
spectrally separated  fl uorophores. Using this multi fl uorescence 
technique, we labeled procoagulant von Willebrand factor (vWF) 
and anticoagulant proteins thrombomodulin (TM) and endothe-
lial protein C receptor (EPCR) with spectrally separated 
 fl uorophores and imaged them in separate channels using confocal 
scanning laser microscopy. 

 Semi-quantitative evaluation of vWF, TM, and EPCR immu-
nolabeling was analyzed using MetaMorph Imaging Series 7.1 
image analysis software (Molecular Devices, Sunnydale, CA). 
Fluorescence intensity was quanti fi ed in several regions within the 
same valve, as well as among valve specimens from different indi-
viduals. Due to extreme variances in  fl uorescence intensity among 
cases, which are not unusual when analyzing human tissues, detec-
tor gain settings needed to be adjusted among cases to avoid 
unquanti fi able pixel saturation. Differences in relative  fl uorescence 
intensities among multiple cases could be compared by normaliz-
ing detector gain settings  (  7  ) . 

 This novel approach to quantitative multi fl uorescence micros-
copy allowed us to directly compare relative regional protein 
expression within and among human venous specimens. 

 The quanti fi cation of immuno fl uorescence within and among 
valve specimens allowed us to further clarify that the anticoagulant 
phenotype of the venous valve is determined by signi fi cantly 
decreased procoagulant protein expression  (  1,   2  ) . In this chapter 
we will present methods for multiple labeling of sections from 
paraf fi n-embedded tissue, followed by their evaluation by confocal 
scanning laser microscopy. Additionally, we will describe methods 
for computer-assisted semi-quantitative analysis of  fl uorescence 
intensity signals.  
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      1.    Slide Pretreatment: Cell-Tak™ (BD Biosciences, San Diego, 
CA). For each slide, add 5  μ L Cell-Tak™ onto glass and spread 
across slide with a glass Pasteur pipette rolling it on its side 
across the slide until the Cell-Tak™ is spread evenly. Allow slides 
to dry for approximately 10 min. Rinse slide in 70% ethanol for 
1 min. Rinse in distilled water and air dry (see Note 1).  

    2.    Wash Buffer (PBS): 10 mM phosphate buffered saline: Prepare 
1 L of 100 mM stock of PBS. Add 2.76 g sodium phosphate 
monobasic and 14.1 g of sodium phosphate dibasic (anhy-
drous) to 500 mL of deionized water. Add 90 g of sodium 
chloride and bring the volume to 1 L. Adjust pH to 7.4. Dilute 
1:10 for 10 mM PBS wash buffer.  

    3.    Xylene: Aliquot 50 mL of 100% xylene (X3   ) and add to three 
coplin jars.  

    4.    Ethanol: Aliquot 50 mL of 100% (X2), 95, 70, and 50% etha-
nol and add to coplin jars.  

    5.    Formalin Fixative: 10% neutral buffered formalin. Prepare 1 L 
stock which can be stored at room temperature for up to 1 
week without signs of bacterial contamination. 100 mL form-
aldehyde (37–40%), 900 mL distilled water, 4 g NaH 2 PO 4 , 
and 6.5 g Na 2 HPO 4  (anhydrous). Mix to dissolve.  

    6.    Blocking Buffer: 10% normal donkey serum (from secondary 
antibody host) and 0.1% bovine serum albumin (BSA) in 
10 mM PBS. For 10 mL of blocking buffer, add 1 mL of don-
key serum and 10 mg of BSA to 9 mL of 10 mM PBS. Solution 
is made fresh prior to each experiment (see Note 2).  

    7.    Antigen retrieval: Prepare a 100 mM sodium citrate stock. Add 
29.4 g of sodium citrate to 1 L of deionized water. Adjust the 
pH to 6.0. This stock can be stored at 4 °C until obvious signs 
of bacterial growth. Dilute 1:10 for working concentration of 
10 mM sodium citrate.  

    8.    DAPI (4,6-diamino-2-phenylindole hydrochloride): Used for 
labeling cell nuclear DNA.  

    9.    Mounting medium: AquaPolyMount (Polysciences Inc., 
Warrington, PA) (see Note 3).  

    10.    Nuclear label: (Mayer’s hematoxylin). Following routine 
depara fi nization and rehydration, add slides to hematoxylin for 
a 10 min incubation. Rinse in running water for 5 min to clear 
hematoxylin.  

    11.    Cytoplasmic label: (Mayer’s Eosin Y). After hematoxylin label-
ing and wash, counterstain with eosin for 15 s depending on 

  2.  Materials

  2.1.  Reagents
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degree of counterstain desired. Dehydrate in 95% (X2) and 
absolute alcohols (X2) for 2 min each. Clear in xylene (X2) for 
2 min each. Mount in Cytoseal-60 (Richard-Allan Scienti fi c).      

      1.    Mictrotome: Tissue sections need to be cut from paraf fi n 
blocks using a microtome capable of cutting 5  μ m thick 
sections.  

    2.    Humidity chamber: These can be purchased or made in the lab 
(see Note 4).  

    3.    Water bath: Antigen retrieval requires a 98 °C water bath (see 
Note 5).      

      1.    Anti-Thrombomodulin: mouse monoclonal antibody 
(DakoCytomation California, Inc.).  

    2.    Anti-von Willebrand Factor: rabbit polyclonal antibody 
(DakoCytomation).  

    3.    Anti-endothelial protein C receptor: goat polyclonal antibody 
(R&D Systems).  

    4.    Donkey-anti-goat Alexa 647 (Invitrogen).  
    5.    Donkey-anti-mouse Alexa 555 (Invitrogen) rabbit.  
    6.    Donkey-anti- Alexa 488 (Invitrogen).      

      1.    MetaMorph Imaging Series 7.1 image analysis software 
(Molecular Devices, Sunnyvale, CA).       

 

      1.    Collect greater saphenous veins from patients undergoing cor-
onary artery bypass grafting.  

    2.    Immediately following surgical removal, gently perfuse the 
specimens in an antegrade fashion with the donor’s heparin-
ized blood and then immerse in a bowl of the same blood.  

    3.    Fix the vein by perfusing each specimen in an antegrade fash-
ion with 10% neutral buffered formalin to  fl ush out the blood, 
and subsequently in a retrograde direction to shut the valve 
(see Fig.  1  for valve anatomy and blood  fl ow direction).   

    4.    Following vein perfusion, immersion  fi x specimens in 10% 
neutral buffered formalin for 24 h. Each vein must be  fi xed 
within 2–3 h of harvest.  

    5.    Cut open  fi xed specimens longitudinally and pin open on a 
cork board to identify and isolate the valve (Fig.  2 ). Embed 
longitudinal segments taken from this region in paraf fi n.   

  2.2.  Equipment

  2.3.  Antibody Sources

  2.4.  Software

  3.  Methods

  3.1.  Tissue Processing 
and Sectioning
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  Fig. 1.    Cartoon illustrating saphenous vein valve anatomy. Depicted are the two valve 
lea fl ets, and the  arrow  illustrates the direction of blood  fl ow.       

  Fig. 2.    Photograph of freshly dissected and longitudinally sectioned human saphenous 
vein attached to a cork board. The two diaphanous valve lea fl ets are demonstrated at the 
ends of the dissecting needles.       
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    6.    Prepare several 5  μ m sections for hematoxylin and eosin staining, 
as well as immuno fl uorescence labeling. Secure all paraf fi n sec-
tions on glass slides which have been pretreated with Cell-
Tak™ to ensure adherence.  

    7.    Stain one of these sections with hematoxylin and eosin to check 
for intact valve endothelium. Use adjacent sections for subse-
quent immuno fl uorescence staining.      

   Xylene and ethanol are stored in coplin jars under a fume hood.

    1.    Xylene for 10 min (X3).  
    2.    100% Ethanol for 10 min (X2).  
    3.    95% Ethanol for 5 min.  
    4.    70% Ethanol for 5 min.  
    5.    50% Ethanol for 5 min.  
    6.    Deionized water for 2 min (X2).      

      1.    Preheat water bath to 98 °C with a coplin jar  fi lled with 10 mM 
sodium citrate from 100 mM stock. It is important to put the 
coplin jar in the cool water bath to start, otherwise the glass 
will crack when put directly into a 98 °C water bath from room 
temperature.  

    2.    Rinse slides in 10 mM PBS for 5 min.  
    3.    Place slides in coplin jar in the water bath and heat at 98 °C for 

10 min.  
    4.    Remove coplin jar from water bath and place on bench top to 

cool for 15 min.  
    5.    Rinse slides in 10 mM PBS for 5 min (X2).      

      1.    Place slides in humid chamber (see Note 6).  
    2.    Add 200  μ L of blocking buffer (10% normal donkey serum, 

0.1% BSA in 10 mM PBS) to each slide, making sure to com-
pletely cover each tissue section with buffer.  

    3.    Incubate slides for 1 h at room temperature in the humidity 
chamber.      

  For secondary negative control slides, pre-immune donkey serum 
should be left on the slides during primary antibody incubation. 
After washing in 10 mM PBS, a cocktail of species-appropriate 
 fl uorescence conjugated secondary antibodies is then added to the 
slides during secondary antibody incubation. This negative control 
slide is then used to set minimal threshold intensity values for semi-
quantitative analysis.  

  3.2.  Multi fl uorescence 
Labeling Using 
Anti-Thrombomodulin, 
-EPCR, and -vWF

  3.2.1.  Deparaf fi nization 
and Rehydration of Tissue 
Sections

  3.2.2.  Antigen Retrieval

  3.2.3.  Blocking Step

  3.2.4.  Secondary Negative 
Control



914 Multifl uorescence Confocal Microscopy…

      1.    Tap off blocking buffer from slides by turning slide onto its 
side and tapping on bench top. 

 Do not rinse blocking buffer off slides (see Note 7).  
    2.    Prepare primary antibody cocktail (to include all primary anti-

bodies), diluting antibodies in enough volume to completely 
cover each tissue section. Large tissue sections may require up 
to 200  μ L of diluted antibody per slide to cover the entire 
section.  

    3.    Apply primary antibody overnight at 4 °C to enhance staining 
intensities and to decrease non-speci fi c background staining:
   Anti-thrombomodulin @ 2.5  μ g/mL: anti-endothelial protein 

C receptor @ 5  μ g/mL; anti-von Willebrand Factor @ 
3  μ g/mL.         

      1.    Prepare secondary antibody cocktail in same volume as pri-
mary antibody mixture, using a different  fl uorophore conju-
gated to each of the host species of the primary antibodies.  

    2.    Apply secondary antibody to tissue sections for 1 h at room tem-
perature in the dark (see Note 8). All secondary antibodies are 
applied at a concentration of 4  μ g/mL: donkey-anti-goat—Alexa 
657; donkey-anti-mouse—Alexa 555; donkey-anti rabbit—
Alexa 488.  

    3.    Rinse slides in 10 mM PBS for 5 min (X3).      

      1.    Dilute DAPI (4,6-diamino-2-phenylindole hydrochloride) to 
2  μ g/mL in 10 mM PBS.  

    2.    Apply 200  μ L to each slide for 10 min at room temperature.  
    3.    Rinse slides in 10 mM PBS for 5 min.  
    4.    Rinse slides in deionized water for 3 min.      

      1.    Add a few drops of mounting medium onto a glass cover slip 
(see Note 9).  

    2.    Place cover slip onto slide, applying minimal pressure to the 
cover slip to remove air bubbles and to create a tight seal.  

    3.    Slides can now be stored in a slide box at 4 °C until analyzed 
(see Note 10).       

   Capture images of immunostained slides with a Zeiss 510 META 
confocal laser scanning microscope (Zeiss MicroImaging, 
Thornwood, NY). Acquire all images in 12-bit multi-track mode 
to avoid  fl uorescence bleedthrough. Excite the DAPI signal with a 
405 nm blue diode laser, the Alexa 488 with an argon ion laser, the 
Alexa 568 with a 543 nm helium neon ion laser, and the Alexa 647 
with a 633 nm helium neon ion laser. Set the confocal pinhole 

  3.2.5.  Primary Antibody 
Incubation: Each Primary 
Antibody Must Be Raised 
in Different Host Species 
for This Multi fl uorescence 
Technique

  3.2.6.  Secondary Antibody 
Incubation: Use Secondary 
Antibodies Raised in the 
Same Host to Prevent 
Potential Interspecies 
Cross-Reactivity

  3.2.7.  Labeling of Nuclei

  3.2.8.  Application of Cover 
Slips and Slide Storage

  3.3.  Quantitative 
Fluorescence Imaging 
via Laser Scanning 
Confocal Microscopy

  3.3.1.  Confocal Settings
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diameters for each channel to ensure equivalent optical section 
thickness (typically starting around 1 Airy Unit). Capture images 
with a ×25/0.8 NA multi-immersion objective lens.  

  To capture confocal images for intra-specimen quantitative analy-
sis, all microscope settings must be held constant for each case 
throughout a series of images encompassing the valve and endothe-
lium on the sinus and lumenal sides of the valve (see Note 11). To 
avoid saturation of pixels and allow for proper quantitative 
 fl uorescence analysis, detector gain may have to be adjusted 
between cases. The detector gain should be adjusted between cases 
so that each of the three  fl uorophore channels representing each 
antibody, respectively, has only one pixel of saturation. These gain 
adjustments must be made due to potentially large intensity differ-
ences between cases. Ampli fi er gain should be held constant for all 
antibodies.   

  Images are analyzed for intensity of immunoreactivity in successive 
steps using MetaMorph Imaging Series 7.1 image analysis 
software. 

  Measure the intensity of the  fl uorophore-conjugated secondary 
antibodies alone. Intensity values below this minimal threshold 
value are de fi ned as background. Pixel intensities greater than min-
imal threshold intensity are quanti fi ed and used for analysis of posi-
tive immunoreactivity.  

  Open multichannel images as a set of four planes representing four 
separate  fl uorophores (Fig.  3 ). To merge all four  fl uorophores, cre-
ate an overlay image, assigning different colors for each antibody 
(Fig.  4 ). Draw a region of interest on the newly created reference 
image to be transferred to individual  fl uorophore images for each 
 fl uorescence intensity measurement.    

  Perform  fl uorescence intensity measurements by selecting “inte-
grated intensity” from the region measurements on the toolbar. 
The integrated intensity measurement is determined automatically 
in regions of interest by measuring all pixels with intensity values 
greater than the minimal threshold value indicated above. 
Integrated intensity calculated by MetaMorph is de fi ned as the 
sum of the intensities of each pixel in the highlighted region of 
interest.  

  Intensity values are logged onto an Excel spreadsheet from which 
charts are created. For each antibody, compare arbitrary intensity 
units in each representative area within and between cases. For 
comparisons between cases where detector gain has been changed, 
a percentage conversion must be used throughout all cases  (  7  ) . 

  3.3.2.  Quantitative 
Analysis: Detector Gain 
Settings

  3.4.  Semi-Quantitative 
Computer-Assisted 
Image Analysis

  3.4.1.  Determination 
of Minimal Threshold Value

  3.4.2.  Creation 
of a Reference Image

  3.4.3.  Measurement 
of Fluorescence Intensity

  3.4.4.  Percentage 
Conversion Technique
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  Fig. 3.    Confocal scanning laser microscopy images of paraf fi n sections from human saphenous vein illustrating  fl uorescence 
staining for DAPI (  blue ), anti-von Willebrand factor ( white ), anti-EPCR ( red  ), and anti-thrombomodulin (  green ). The 
multichannel images were separated into single channel images for semi-quantitative image analysis using the software 
package MetaMorph. An H&E image is also presented for morphological detail.       

  Fig. 4.    Composite confocal scanning laser microscopy image illustrating immunostaining characteristics of the vein valve 
lea fl et and adjacent vein lumen and valve sinus endothelial cells.  Blue , DAPI;  white , anti-von Willebrand factor;  red , anti-
EPCR;  green , anti-thrombomodulin.       
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For example, the detector gain was most commonly set at 635 
while capturing images for anti-EPCR immunolabeling. To avoid 
saturation, and subsequently lead to unquanti fi able pixels, the 
detector gain needed to be reduced to 620 for some samples. This 
adjustment was a 2.3% decrease in gain intensity. To normalize the 
 fl uorescence intensity (arbitrary integrated intensity units) for this 
case, the values were increased by 2.3% to match the values obtained 
for most of the images that were taken with the detector gain set at 
635. These same adjustments were made for other cases where the 
detector gain was decreased to avoid unquanti fi able pixel 
saturation.    

 

     1.    Cell-Tak™ should be stored at 4 °C. Pretreated slides should 
be kept at 4 °C until use. Slides should be used within 2 weeks 
of treatment.  

    2.    Store small aliquots of donkey serum at −20 °C. If the 10 mL 
stock is resuspended in deionized water and stored at 4 °C for 
longer than 1 week, it will start to show signs of bacterial 
contamination.  

    3.    AquaPolyMount should be stored at 4 °C and warmed to room 
temperature before each use.  

    4.    Any shallow  fl at bottomed storage container with lid of a rea-
sonable size may be used. Place moist paper towels  fl at in the 
bottom of the dish. Break off ends of 1 mL serological pipettes 
and place them in pairs in the dish. Slides are then placed on 
top of the pipettes, preventing contact with the moistened 
paper towel. Once the lid is secure, the chamber will stay humid 
and prevent evaporation of reagents during incubation.  

    5.    Before starting to deparaf fi nize and rehydrate the slides,  fi ll a 
coplin jar with 10 mM sodium citrate for antigen retrieval and 
place it in water bath. Turn the water bath on and set the tem-
perature for 98 °C, so it will be ready when the slides have 
been rehydrated.  

    6.    The use of a humid chamber for overnight incubations is essen-
tial for preventing costly antibodies from drying out on the 
slide. Make sure that the lid is tightly sealed, preventing evapo-
ration of the moisture.  

    7.    After tapping the blocking buffer off of the slides, be careful 
not to rinse the slides in PBS as this negates the blocking effect. 
If this does happen, simply block again for the same amount of 
time.  

  4.  Notes
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    8.    Make sure to protect slides from light while in  fl uorophore-
conjugated secondary antibodies. Place slides in a light-proof 
drawer under the bench top or cover the humidity chamber 
with aluminum foil.  

    9.    Use no. 1-½ cover slips to match the requirements of the 
objective lenses used in confocal microscopy.  

    10.    For quantitative immuno fl uorescence, all slides should be 
imaged within 1 week of preparation. Laser intensity  fl uctuates 
with time and the need for consistency is essential.  

    11.    Only adjust gain settings between each case. For proper quan-
titative regional analysis within each case, gain settings should 
remain unchanged.          
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    Chapter 5   

 Colocalization Analysis in Fluorescence Microscopy       

     Jeremy   Adler    and    Ingela   Parmryd        

  Abstract 

 The measurement of colocalization requires images of two  fl uorophores that are aligned, with no cross 
talk, and that the intensities remain within the response range of the microscope. Quantitation depends 
upon differentiating between the presence and absence of  fl uorescence, and measurements should be 
made within biologically relevant regions of interest. Co-occurrence can be measured simply by area or 
with the M1 and M2 coef fi cients, and should be compared to random distributions. Correlation analysis 
should use the Pearson and Spearman coef fi cients, which need to be measured by replicate based noise 
corrected correlation to eliminate errors arising from differences in image quality. Ideally, both co-occur-
rence and correlation should be reported.  

  Key words:   Colocalization ,  Co-occurrence ,  Correlation ,  Pearson correlation coef fi cient ,  RBNCC    

 

 The degree of colocalization is a description of the relative distribution 
of two  fl uorophores  (  1  ) . Measurements can be made by comparing 
populations of pixels in images of both  fl uorophores. It is also pos-
sible to compare populations of objects, rather than pixels, which 
falls outside the scope of this chapter. The term colocalization is 
widely used and actually covers two quite different questions:

    1.    Are the  fl uorophores in the same place (co-occurrence)?  
    2.    Is there a relationship between their intensities (correlation)?     

 When describing patterns of distribution it is important to 
clarify whether co-occurrence or correlation is meant, or to report 
both  (  2  ) . It is also important to fully describe all image processing 
and stay within ethical limits  (  3  ) . 

 Co-occurrence reports on the overlap between the  fl uorophores, 
measuring either the fraction of a region of interest (ROI) containing 

  1.  Introduction
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both  fl uorophores or, separately for each  fl uorophore the fraction 
of the total  fl uorescence found in common areas, the M1 and M2 
coef fi cients. Correlation examines the relationship between the 
intensities of the  fl uorophores, using the Pearson, Spearman, and 
ICQ coef fi cients  (  4–  6  ) . Complete co-occurrence in the absence of 
correlation is possible and a strong correlation among co-occurring 
pixels can be found even when co-occurrence is rare. 

 It is important to make measurements in biologically relevant 
regions of interest. If a pair of  fl uorophores is restricted to the 
nucleus, then reporting the co-occurrence over the whole cell is 
less informative. Similarly, if the distribution is restricted to the 
nucleus and is random, a correlation measurement covering the 
whole cell, and therefore including areas devoid of  fl uorescence, 
will be inappropriately high, since including a mass of pixels with 
low, but matched, intensities increases the measured correlation  (  4  ) . 
This raises the question of how to de fi ne ROIs; using a third 
 fl uorophore is one possibility. 

 An additional prerequisite for analysis is to differentiate 
between areas containing and areas devoid of  fl uorophore, which 
is usually achieved by intensity thresholding  (  7,   8  ) . 

 The accuracy of any measurement inevitably re fl ects the quality 
of the original data, in this instance the digital images. An overlap 
between the intensity range in background pixels and that of the 
pixels containing  fl uorophores makes intensity thresholding less 
reliable. Similarly, correlation measurements made between two 
sets of images of the same cell will differ if the quality of the images 
differs. This raises two important issues: (1) how to assess and stan-
dardize image quality and (2) whether a correction for measure-
ments made from less than perfect images is possible. 

 The measurement of colocalization of  fl uorophores can use-
fully be divided into two parts: (1) the acquisition of the images; 
and (2) the measurement of colocalization.  

 

 Prepare slides with the relevant cells or tissue and  fl uorophores. All 
experimental groups should be processed concurrently, if possible, to 
ensure that differences in colocalization cannot be attributed to the 
experimental conditions and to variations in protocols or reagents. 

      1.    Uniformly  fl uorescent slide, e.g., 92,001 auto fl uorescent plas-
tic slides from Chroma, Inc., (Bellows Fall, VT, USA); (see 
 Note 1 ).  

    2.    Fluorescent microspheres with wide emission range covering 
that of  fl uorophore 1 and  fl uorophore 2 (Invitrogen Inc., 
Carlsbad, CA, USA).  

  2.  Materials

  2.1.  Slides
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    3.    Blank, specimen without either  fl uorophore.  
    4.    Specimen with  fl uorophore 1 only.  
    5.    Specimen with  fl uorophore 2 only.  
    6.    Specimen with both  fl uorophores 1 and 2.      

  Two channels, one for each  fl uorophore, are required. Consecutive 
image acquisition is preferable. The following imaging systems 
meet these requirements:

    1.    Confocal microscope.  
    2.    Multiphoton microscope.  
    3.    Structured illumination microscope.  
    4.    Wide fi eld microscope (see  Note 2 ).  
    5.    Total internal re fl ection  fl uorescence microscope.   
   6.    Stimulated emission depletion microscope.      

  For co-occurrence and correlation, the following software pack-
ages may be used:

    1.    ImageJ (open source) with plugins Colocalization_Finder, 
Image Correlator, JACoP, and MBF.  

    2.    Axiovision (Zeiss MicroImaging, Oberkochen, Germany).  
    3.    CoLocalizer Pro (Colocalization Research Software) (see  Note 3 ).  
    4.    Huygens (SVI, Hilversum, The Netherlands).  
    5.    ImagePro (Media Cybernetics, Bethesda, MD, USA).  
    6.    Imaris (Bitplane, Zurich, Switzerland).  
    7.    MetaMorph (Molecular Devices, Sunnyvale, CA, USA).  
    8.    Slidebook (3I, Intelligent Imaging Innovations, Denver, CO, 

USA).  
    9.    Volocity (Perkin Elmer, Waltham, MA, USA).       

 

      1.    Examine the excitation and emission spectra of the selected 
 fl uorophores (for instance, see   http://www.spectra.arizona.
edu    ;   www.invitrogen.com    ;   https://www.micro-shop.zeiss.
com/?l=en&p=us&f=f    ), and make sure that, at least theo-
retically, the images formed in each channel will contain 
only photons from one  fl uorophore when using the chosen 
illumination (Fig.  1 ).   

  2.2.  Imaging Systems

  2.3.  Software

  3.  Methods

  3.1.  Choice 
of Fluorophores 
and Filters

http://www.spectra.arizona.edu
http://www.spectra.arizona.edu
http://www.invitrogen.com
https://www.micro-shop.zeiss.com/?l=en&p=us&f=f
https://www.micro-shop.zeiss.com/?l=en&p=us&f=f
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    2.    Check that the  fi lters inside the microscope are appropriate for 
the selected  fl uorophores. Details of the  fi lter speci fi cations 
(excitation/emission) should be obtainable either from the 
 fi lter or microscope manufacturer.      

      1.    Check for even illumination. Record images from the uni-
formly  fl uorescent test slide. View images with a false color 
rather than a gray or monochromatic look up table (LUT). If 
the illumination is not uniform, the excitation source(s) should 
be checked and adjusted (see  Note 4 ).  

    2.    Check the alignment of the images. Use the test slide with 
 fl uorescent microspheres and acquire an image in each channel. 
Overlay the images (using for instance ImageJ) and check that 
they are precisely aligned and objectives with minimal chro-
matic aberration. If the images are not aligned, there are optical 
 fi lter sets whose alignment is optimized (for instance, available 
from Chroma Inc., or Semrock Inc., Rochester, NY). It is also 
possible to align the images after acquisition. If there is chro-
matic aberration present in the microscope system, the align-
ment may differ across the imaging area.  

  3.2.  Microscope Setup

  Fig. 1.    The excitation and emission spectra of DAPI (4 ¢ ,6-diamidino-2-phenylindole) and 
Alexa Fluor-488 with excitation at 405 and 488 nm. Published spectra can be used to 
predict which combinations of  fl uorophores will be free from cross talk. The spectra sug-
gest that the 405 nm excitation is not optimal for exciting DAPI, and that the 405 nm 
source can weakly excite Alexa Fluor-488. Whether both  fl uorophores would be excited in 
practice by 405 nm must be checked experimentally using the test slides with single 
 fl uorophores. It appears unlikely that the 488 nm line that is optimal for Alexa Fluor-488 
would excite DAPI as well. The emission spectra show considerable overlap between DAPI 
and Alexa Fluor-488, due to the very long tail present in the DAPI emission. This overlap 
would be a problem if the 405 and 488 nm excitation lines were used concurrently, and 
the two images therefore need to be obtained sequentially using each excitation line 
individually. In practice it is always best to test the control slides, since the environment 
in vivo or in vitro differs from that used to obtain the published spectra. Consideration 
should be given to how light is handled within the microscope and to the properties of the 
emission  fi lters and dichroics.       
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    3.    Optimize image acquisition settings. Image the two slides 
containing single  fl uorophores, and establish the range of set-
tings for acquiring images that fall within the response range of 
the system. Speci fi cally, for an 8 bit image, no pixels should 
have values of 0 or 255. This is best seen with an over-range 
false color LUT. Record the gain, offset, exposure time etc. for 
each  fl uorophore.  

    4.    Check for auto fl uorescence. Record images showing areas with 
the specimen and areas outside the specimen using the settings 
from step 3 in Subheading  3.2  with the unlabelled specimen. 
If no structure is apparent, then the presence of auto fl uorescence 
is not a problem. If structure is apparent, then either the sam-
ple preparation or the selection of  fl uorophores needs to be 
changed (see  Note 5 ).  

    5.    Optimize the illumination intensity. Co-occurrence and cor-
relation analyses assume a linear relationship between the num-
ber of molecules of the  fl uorophore and the  fl uorescence signal 
(see  Note 6 ). Test for overexcitation by acquiring an image, 
reducing the illumination, and acquiring a second image. 
Compare the two images: in the absence of saturation there 
will be a linear relationship between the intensities of homolo-
gous pixels in the two images. This relationship can be seen 
using a scattergram (for instance using the ImageJ “image cor-
relator” plugin). Reduce the illumination to avoid saturation.  

    6.    Check for potential cross talk and bleedthrough. The most basic 
requirement is that each of the images used to measure colocal-
ization shows only the emission from a single  fl uorophore. This 
may not be the case if the excitation wavelength chosen for one 
 fl uorophore also excites the other  fl uorophore, and the range of 
wavelengths detected in each channel overlap with this range. 
This is checked by imaging the two slides with only a single 
 fl uorophore, while recording images in both channels using the 
settings from step 3 in Subheading  3.2 . For each  fl uorophore, 
signal should be present in only one of the two channels.      

      1.    Establish criteria for selecting or rejecting cells for analysis 
(see  Note 7 ).  

    2.    Blind the microscope operator to the experimental origin of 
the specimen if possible. This will eliminate any potential oper-
ator bias.  

    3.    Make sure that the specimen has the same staining pattern 
throughout the slide by moving the stage and observing mul-
tiple  fi elds of view.  

    4.    Use the range of settings established in step 3 in Subheading  3.2 , 
and acquire images of the specimens. Adjust the gain and offset 
of the detectors or the exposure time of a camera to maintain the 
intensities within the response range of the detectors/camera.  

  3.3.  Image Acquisition
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    5.    Acquire images using the settings from step 3 in Subheading  3.2 . 
Adjust the number of images averaged and the scan speed or, 
if using a wide  fi eld system, the exposure time until the images 
do not appear pixellated (Fig.  2 ); (see  Note 8 ).   

    6.    Select cells from the specimen by randomly moving the stage 
and imaging the cell nearest to the center of the  fi eld of view if 
it meets the criteria established in step 1 in Subheading  3.3 .  

    7.    Acquire pairs of images. Replicates of each image are necessary 
for correlation analysis using RBNCC.      

      1.    Overlay the images, using for instance the “Image Color 
Merge” channels in ImageJ.  

    2.    Insert one image in the blue layer and display the second image 
in yellow by inserting it in both the red and green layers, yielding 
gray or white in areas of similar intensity (see  Notes 9  and  10 ).  

    3.    A binary display showing colocalized pixels is available in the 
ImageJ plugin “Colocalization_Finder.”  

    4.    Scattergrams showing the relationship between the intensities 
in a pair of images are widely available, including the “Image 
Correlator” plugin in ImageJ (Fig.  3 ).       

  There are a substantial number of similar commercial software 
packages available for measuring  fl uorophore colocalization (see 
Subheading  2.3 ). User preference and available funds are sug-
gested as issues determining the choice of the appropriate software 
package. 

      1.    Threshold each channel to differentiate between the presence 
and absence of  fl uorescence. Simple thresholding tools are 
widely available, for instance Image/Adjust/Threshold in 
ImageJ.  

  3.4.  Display 
of Colocalization

  3.5.  Measurement 
of Colocalization

  3.5.1.  Thresholding 
and Selection of an ROI

  Fig. 2.    Image Quality. Three images of the same specimen (6  μ m  fl uorescent microspheres) are shown. The image on the 
 right  has been averaged over 64 scans, while the  center  and  left  images were obtained from single scans. Note that 
although the single scan images appear pixellated, the number of pixels in all the images is the same. The magni fi ed area 
shown in the  top left  of each panel demonstrates that there is considerable variability between the images, indicating poor 
image quality.       

 



1035 Colocalization Analysis in Fluorescence Microscopy

    2.    Individual cells should be analyzed separately and, ideally, the 
operator should remain unaware of the experimental origin of 
the images being analyzed.  

    3.    Select biologically relevant areas for measurement of colocal-
ization: for instance, the entire cell, the plasma membrane, the 
nucleus, the cytoplasm, etc. ROIs can be created manually 
using the freehand selection, by thresholding, or from combi-
nations of other ROIs. For instance, the cytoplasm can be 
obtained from the difference between the ROIs of an entire 
cell and its nucleus. ROIs may also be de fi ned by thresholding 
images of additional  fl uorophores (see  Notes 11  and  12 ).      

  Co-occurrence in its simplest form measures what fraction of the 
pixels in an ROI contains both  fl uorophores. The M1 and M2 
coef fi cients indicate what fraction of the total  fl uorescence is found 
in common areas.

    1.    Use software to measure the common area as well as the M1 
and M2 coef fi cients. An outline of the steps involved in obtain-
ing co-occurrence measurements is shown in Fig.  4 , and could 
be implemented in any image analysis package.   

    2.    Compare the size of the area where the  fl uorophores are co-
occurring with the area likely to be occupied if the  fl uorophores 
were distributed randomly. The area occupied by the binary 
images,  R  fraction  and  G  fraction , can be used to obtain the expected 
occupancy: =  R  fraction  *  G  fraction . If each  fl uorophore occupied 

  3.5.2.  Co-occurrence 
Analysis of Colocalization

  Fig. 3.    Scattergram presenting the overall relationship between the intensities of homologous 
pixels. For each pixel the intensities in the two channels are used as the coordinates for 
the scattergram, and the value at that location in the scattergram indicates the incidence 
of that combination. A perfect correlation would appear as a  straight line  passing through 
the origin (if the offset of the detector is accurately set). The slope is not important, since 
it re fl ects the gain setting for the two channels, but linearity and the spread are relevant. 
To select pixels above background, i.e., those with the  fl uorophore present, a threshold is 
set for each channel (th1 and th2).       
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50% of the ROI, then a random common distribution might 
be expected to be around 25%. Other randomization schemes 
are available within JACoP and MBF, which are large plugins 
that can be added to the ImageJ image analysis software.      

  Correlation considers whether there is a relationship between the 
intensities within an ROI. The Pearson correlation coef fi cient is 
available within almost all commercial software and three ImageJ 
plugins (JACoP, MBF, Cocalization  fi nder); the ICQ coef fi cient 
and Spearman rank coef fi cients are less widely available. We do not 
recommend use of the Mander’s Overlap coef fi cient (see 
 Notes 11–14 ).  

  3.5.3.  Correlation Analysis 
of Colocalization

  Fig. 4.    Selection of a region of interest (ROI) and measurement of co-occurrence. Two channels ( Red  and  Green ) are shown 
and each channel is thresholded to differentiate between the presence and absence of  fl uorescence, producing a pair of 
binary images. The two binary images are combined, using a logical AND operation, to reveal common areas containing both 
 fl uorophores. The ROIs shown in the  top right  panel, the whole cell, and the nucleus, could be combined to select the cyto-
plasm. The ROIs might be selected manually, from the individual channels, from a combination of the channels, or from a 
third image of another  fl uorophore. Other biologically relevant ROIs might be the plasma and nuclear membranes. 
Co-occurrence by area can be measured for the whole cell by expressing the area of the combined thresholded image 
(areas in common) as a fraction of the area of the cell. Areas of binary images are obtained by measuring the mean intensity 
of the binary image. Co-occurrence by intensity (M1 and M2) requires the sum of the intensity for each  fl uorophore within 
the ROI and the sum of the intensity within the common area within the ROI.       
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  It is unfortunate that the measured correlation between two 
 fl uorophores depends upon the quality of both images and not solely 
on the underlying relationship between the  fl uorophores. Since we 
seek a measure of colocalization that only depends on the underlying 
relationship, the contribution of image noise must be eliminated. 
The trick is to utilize the measure of quality outlined in Subheading  3.2  
as a correction to the measured correlation (Fig.  5 ). 

    1.    Threshold the individual images manually approach described 
by Costes et al.  (  8  )  or those available within ImageJ (see 
 Note 15 ).  

    2.    Determine the quality by measuring the Pearson correlation 
coef fi cient between the two replicate images, A1 with A2 and 
B1 and B2 (see  Note 16 ).  

    3.    Combine the two self-correlation coef fi cients to obtain a 
correction factor.  

  3.5.4.  Replicate Based 
Noise Corrected 
Correlation Analysis 
of Colocalization

  Fig. 5.    Replicate based noise corrected correlation—Measurements of correlation that are 
independent of image quality. The schematic shows two images for each  fl uorophore (R1, 
R2 and G1, G2) and there are therefore four separate measurements of the red-green 
correlation. The measured correlation is taken to be the arithmetic mean of the four indi-
vidual red-green correlations. Comparisons between the two sets of replicate images are 
used to assess image quality and the quality measurements for the two  fl uorophores are 
combined into a correction factor that is applied to the measured correlation between the 
 fl uorophores, producing a correlation between the  fl uorophores that is not underestimated 
due to the presence of image noise.       
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    4.    Make the initial colocalization measurement by measuring 
Pearson correlation coef fi cients between A1-B1, A1-B2, 
A2-B1, and A2-B2 (see  Note 17 ).  

    5.    Calculate the arithmetic mean of the four between  fl uorophore 
correlations.  

    6.    Use the correction factor to adjust the measured mean correla-
tion coef fi cient and obtain a Pearson correlation coef fi cient 
that is independent of the quality of the images (see  Note 18 ).        

 

     1.    A uniformly  fl uorescent slide can be prepared with a layer of 
concentrated  fl uorophore sealed between a slide and coverslip.  

    2.    If a wide fi eld system is used for colocalization analysis, it should 
be complemented with image deconvolution. A wide fi eld 
image contains the sum of the  fl uorescence from in focus and 
out of focus planes, so  fl uorophores in the nucleus would 
appear to colocalize with a  fl uorophore in the cytoplasm above 
or below the nucleus. Image deconvolution uses knowledge of 
the optical system to return the  fl uorescence to its point of 
origin and a wide fi eld Z series becomes a series of in focus 
slices—the  fl uorophores in the nucleus and cytoplasm will no 
longer colocalize. Deconvolution also improves the quality of 
confocal images.  

    3.    Although this software makes provision for using the co-occurrence 
and correlation coef fi cients discussed in this chapter, it uses 
undocumented image processing routines and should there-
fore be treated with caution.  

    4.    If the illumination is uneven it may be possible to use only the 
central part or another uniformly illuminated subset of the 
imaging area. It is also possible to correct for uneven illumina-
tion using the image of the uniform sample; areas of the image 
that are poorly illuminated need to be scaled up and areas with 
above average illumination need to be scaled down. The rescal-
ing can be achieved by dividing the images of the  fl uorophores 
by the image from the uniform slide. The uniform image 
requires a background subtraction, the intensity in the absence 
of illumination.  

    5.    Auto fl uorescence differs between specimens, and may vary in 
intensity and spectra within an individual specimen. Moreover, 
it may also be altered by the sample  fi xation method. 
Auto fl uorescence is often lower at longer wavelengths, and thus 
choosing  fl uorophores in this part of the spectrum may reduce 
such problems. It is also possible to remove auto fl uorescence by 

  4.  Notes
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photobleaching prior to the addition of  fl uorophores. If the 
spectrum of the auto fl uorescence is known, a technique called 
spectral unmixing can be used to separate the  fl uorophores 
from each other and from auto fl uorescence. The use of bright 
 fl uorophores is recommended since they will have relatively 
stronger emissions than the auto fl uorescence, to the extent that 
auto fl uorescence becomes insigni fi cant.  

    6.    Linearity declines as illumination intensity increases. After 
emitting a photon and returning to the ground state, a 
 fl uorophore in strongly illuminated areas (at the point of focus) 
will be almost immediately re-excited. However,  fl uorophores 
in out of focus areas, that are more weakly illuminated, will 
 fl uoresce more as the illumination intensity is increased.  

    7.    These criteria should be clearly stated in any publication.  
    8.    The quality of a digital image can be assessed by visual inspec-

tion of the difference between consecutively acquired images 
by addressing the question whether pixels change as an image 
is reacquired, or simply by assessing whether individual pixels 
differ from their neighbors in a single image.  

    9.    This differs from the more common combination of red and 
green to produce yellow. Red-green-yellow is unsatisfactory 
for people who have the most common forms of color blind-
ness  (  9  ) .  

    10.    The display produced by overlaying images is sensitive to the 
acquisition settings and to changes in brightness and contrast 
of each channel. This means that the operator can produce 
white or gray color in any part of the image where both 
 fl uorophores are present. For co-occurrence this is less impor-
tant, but for correlation the display can be deceptive.  

    11.    There are large differences in the ease or even potential for 
selecting ROIs between different software. The MBF colocal-
ization plugin allows the use of an ROI generated elsewhere.  

    12.    Correlation measurements should only be attempted between 
pixels that include both  fl uorophores, since one simply cannot 
measure the relationship between something that is not there 
 (  10,   11  ) . Generally, very few of the pixels within a carefully 
de fi ned biologically relevant ROI are devoid of  fl uorescence.  

    13.    The Manders Overlap coef fi cient is a confusing hybrid measure-
ment with features of both correlation and co-occurrence  (  4  ) .  

    14.    Correlation measurements need to be restricted to an ROI. It 
is useful to de fi ne regions of interest within cells or tissues since 
the correlation in different organelles may be completely differ-
ent and the existence of multiple relationships makes the read-
out meaningless. See ref.  (  4  )  for a discussion on how multiple 
relationships within an ROI affects the correlation coef fi cient.  
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   15.    The method described by Costes et al. sets a threshold using 
the reasonable assumption that pixels below the threshold will 
be uncorrelated and thus sets the threshold where the correla-
tion is greater than zero. However, this method sometimes 
produces thresholds that exclude large numbers of pixels con-
taining both  fl uorophores with intensities substantially above 
background. Moreover, this method will fail completely for 
 fl uorophores that show no correlation.  

    16.    The Pearson correlation coef fi cient for a replicate set of images 
also serves as a positive control. The measured correlation 
between two images of the same specimen should be one 
(unity) and any deviation from this number is caused by image 
noise.  

    17.    The method RBNCC  (  10  )  only applies to colocalization using 
the Pearson correlation and Spearman rank correlation 
coef fi cients. Measurements using the two Manders coef fi cients, 
M1 and M2, are affected both by noise and by the pixel size. 
Thus, when using these coef fi cients it is important to acquire 
images of high quality and only make comparisons between 
images with the same pixel size.  

    18.    RBNCC generates accurate correlation coef fi cients from noisy 
images  (  12  ) . This means that a time-course can be obtained 
from live cells without signi fi cantly bleaching the  fl uorophores 
and enhancing the phototoxicity, which can accompany pro-
longed long exposure times. In other words, image acquisition 
can be accomplished using lower levels of illumination, with a 
corresponding reduction in photobleaching and phototoxicity. 
The correction built into RBNCC will compensate for reduc-
tions in the signal caused by photobleaching.          
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    Chapter 6   

 A Time-Lapse Imaging Assay to Study Nuclear 
Envelope Breakdown       

     Sunita   S.   Shankaran   ,    Douglas   R.   Mackay   , and    Katharine   S.   Ullman         

  Abstract 

 Real-time imaging coupled with a permeabilized cell system presents a very versatile platform to visualize 
the dynamic and intricate nature of nuclear envelope breakdown, one of the major morphological changes 
of mitosis. Here, we describe such a strategy in which the plasma membrane of cells expressing  fl uorescently 
tagged nucleoporin POM121 and Histone H2B is permeabilized with digitonin. These cells are then 
incubated with mitotic  Xenopus  egg extract to create conditions that recapitulate the major events of 
mitotic nuclear remodeling seen in live-cell imaging, providing the opportunity to probe mechanisms and 
pathways that coordinate nuclear disassembly.  

  Key words:   Permeabilized cells ,  Live-imaging ,  Nuclear envelope ,   Xenopus  egg extracts ,  GFP , 
 POM121 ,  Histone 2B mCherry    

 

 Nuclear envelope breakdown at mitosis involves the coordina-
tion of many events, including dispersal of nuclear pore com-
plexes, disassembly of the nuclear lamina, and global remodeling 
of nuclear membranes  (  1,   2  ) . The rapid nature of these processes 
makes them dif fi cult to capture and interpret in static images, 
although important clues have come from analysis of  fi xed sam-
ples examined by light and electron microscopy  (  3–  6  ) . More 
recently, experimental systems amenable to tracking dynamics of 
these events have pushed our knowledge further forward  (  7–  10  ) . 
In some cases, the experimental system has been the  Xenopus  egg 
extract, in which mitosis can be triggered in a very synchronous 
manner, allowing nuclear envelope breakdown to be assessed at 
speci fi c time points. A main advantage of this cell-free system is 

  1.  Introduction
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its accessibility to biochemical manipulation. The addition of 
antibodies, interfering protein fragments, and small molecule 
inhibitors can be used to acutely block a particular pathway in 
order to probe its contribution. Another major strategy has been 
time-lapse imaging of intact cells that express a marker protein 
fused with green  fl uorescent protein or other variant. This 
approach has the advantage of yielding rich spatiotemporal infor-
mation about the dynamics of speci fi c events being tracked. Such 
a live-imaging experiment is shown in Fig.  1 , which illustrates 
the rapid and dramatic nature of nuclear membrane rearrange-
ments at the prophase to prometaphase transition.  

 As with all techniques there are caveats to keep in mind. In 
cell-free systems, there is the possibility that cellular processes are 
not perfectly recapitulated, although the  Xenopus  egg extract sys-
tem has been a reliable and rich source for discovery of funda-
mental mechanisms involved in cell cycle, DNA replication, 
nuclear transport, and more  (  11–  14  ) . When intact cells express a 
tagged protein, it is possible that the tag or the expression level 
alters the function of that protein or its environment. Certainly in 
the case of proteins targeted to the nuclear envelope, this latter 
point must be kept in mind as the over-expression of such pro-
teins can lead to proliferation and deformation of the nuclear 
membranes  (  15,   16  ) . When stable lines are selected, it is impor-
tant to choose ones that do not have distortions in nuclear con-
tour (Fig.  1 ). Overall, however, both cell-free and live-imaging 
approaches have been very useful in providing insight into mitotic 
remodeling of the nucleus. 

 To learn more about how nuclear envelope breakdown is exe-
cuted and regulated, we and others have been interested in com-
bining the advantages of real-time cell-based imaging with the 
experimental manipulation possible in a cell-free system. Kutay and 
colleagues pioneered such a combined strategy to study the role of 
the small GTPase Ran in nuclear disassembly  (  7  ) . To do so, they 
permeabilized the plasma membrane of cells expressing the inner 
nuclear membrane protein LAP2 β  fused to GFP and added mitotic 
(cytostatic factor arrested)  Xenopus  egg extract to induce nuclear 
envelope breakdown. In conjunction, they added  fl uorescently 
labeled dextran to track changes in nuclear permeability. Here, we 
detail a similar strategy, with some important differences (Fig.  2 ). 
Namely, we use a cell line expressing POM121-3GFP and histone 
H2B-mCherry, as this allows visualization of a marker of the 
nuclear pore complex itself during disassembly and simultaneously 
provides information on chromatin condensation, which con fi rms 
the presence of proper mitotic signaling. We also mix interphase 
and mitotic extracts to adjust the potency of the mitotic trigger, as 
slowing the process enables detailed changes of nuclear membrane 
dispersal to be studied.   



  Fig. 1.    Live-imaging of nuclear envelope breakdown in intact cells. HeLa cells stably 
expressing POM121-3GFP were plated on a chambered cover glass slide. After ~16 h, the 
DMEM medium was aspirated and replaced with DMEM-F12 (which is buffered with HEPES 
and lacks phenol red) and the chamber was set up for live-imaging on a heated (37°C) 
automated microscope stage. DNA was visualized by adding DAPI, a cell permeable DNA 
dye, to the culture medium. Nuclear membrane remodeling and DNA condensation, two key 
features of early mitosis, were tracked to assess progression from interphase to prometa-
phase. Images were acquired using a ×60 objective in 3 min intervals. Scale bar, 10  μ M.       
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  Fig. 2.    Experimental set-up for real-time nuclear envelope breakdown assay.HeLa cells 
stably expressing POM121-3GFP ( green ) and HistoneH2B-mCherry ( red ) are plated and 
allowed to grow on a chambered cover glass slide for 16–24 h ( see  Subheading  3.2 ). The 
cells are then treated with digitonin, which preferentially permeabilizes the plasma mem-
brane, leaving the nuclear membrane intact ( see  Subheading  3.4 ). To initiate mitotic con-
ditions,  Xenopus  mitotic extract and energy mix (see Subheading  3.3 ) are added to the 
permeabilized cells. The chambered cover glass slide is then placed in a slide holder and 
imaged as described in Subheading  3.5 . As mitosis progresses, the mCherry-labeled 
chromatin condenses and POM121-3GFP tracks nuclear membrane remodeling.       
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 All solutions are prepared using autoclaved double-distilled or 
 fi ltered water. All stock solutions except autoclaved 1 M sucrose 
are prepared and stored at room temperature. Working solutions 
are pre-mixed and stored temporarily at 4°C. 

      1.    Egg lysis buffer (ELB): 2.5 mM MgCl 2 , 50 mM KCl, 10 mM 
HEPES, 250 mM sucrose. Autoclave and adjust pH to 7.6.  

    2.    Mitotic buffer: 240 mM  β -glycerophosphate, 60 mM EGTA, 
45 mM MgCl, 1 mM DTT, pH 7.3.  

    3.    1× MMR: 100 mM NaCl, 2 mM KCl, 1 mM MgSO 4 , 2 mM 
CaCl 2 , 0.1 mM EDTA, 5 mM HEPES, pH 7.8.  

    4.    2% cysteine—make fresh, dissolve in water, pH to 7.8–8.0 with 
NaOH. 10 mg/mL cycloheximide stock stored at 4°C (can be 
used for a few days).  

    5.    1 M DTT dissolved in DMSO, stored at −20°C; 5 mg/mL 
cytochalasin B, stored at −20°C; 5 mg/mL aprotinin and leu-
peptin stocks, stored at −80°C.      

      1.    HeLa cell lines stably expressing POM121-3GFP and Histone 
H2B, cultured under standard conditions (DMEM, 10% FBS, 
and antibiotics used to maintain stable expression of integrated 
constructs).  

    2.    Lab Tek II Chambered Coverglass #1.5 Borosilicate (8 well).  
    3.    Prepare or purchase commercially prepared tissue-culture 

grade poly- L -lysine (0.01%) and  fi bronectin (10  μ g/mL) 
solutions.  

    4.    1× PBS: 1.06 mM KH 2 PO 4 , 155.17 mM NaCl, 2.97 mM 
Na 2 HPO 4 -7H 2 O. Adjust pH to 7.4 and autoclave.      

      1.    Make a master mix of energy regeneration reagents at a 1:1:2 
(volume) ratio from the following stocks: ATP (0.2 M); cre-
atine kinase (5 mg/mL); phosphocreatine (1 M).      

      1.    Permeabilization buffer (PB): 20 mM HEPES, pH 7.3, 
110 mM potassium acetate, 5 mM magnesium acetate, 0.5 mM 
EGTA, pH 8.0, 250 mM sucrose, 2 mM DTT. Prepare fresh 
each time, and store on ice.  

    2.    Digitonin solution: from a stock solution of 10 mg/mL 
digitonin dissolved in DMSO (Calbiochem; see  Note 1 ), 
make a fresh working solution of 40  μ g/mL in 1× PB. 
Store on ice.       

  2.  Materials

  2.1.  Solutions 
for  Xenopus  Egg 
Extract Preparation

  2.2.  Cell Culture 
and Preparation

  2.3.  Preparing 
Reaction Mix for 
Nuclear Envelope 
Breakdown Assay

  2.4.  Reagents 
for Permeabilization
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 All steps are carried out at room temperature unless otherwise 
indicated. 

      1.     Xenopus  frogs are induced to lay eggs by a priming injection of 
160 U human chorionic gonadotropin (HCG), followed ~7 
days later with 500 U HCG. After the second injection, frogs 
lay eggs overnight into 100 mM NaCl. The eggs are collected 
the following morning in glass beakers.  

    2.    After removing excess liquid, the eggs are dejellied in 2% 
cysteine solution for a total of 5 min (swirl and replace with 
fresh solution one to two times; 100 mL of 2% cysteine is used 
for 25 mL of eggs).  

    3.    The cysteine is poured off and the eggs are washed three times 
with ¼ X MMR buffer and once with 1× MMR buffers.  

    4.    The eggs are rinsed once with ELB (if preparing an interphase 
extract) or with Mitotic Buffer (if preparing a mitotic extract) 
and any eggs that are not clearly demarcated by light and dark 
hemispheres are removed with a plastic transfer pipette.  

    5.    Rinse two times more with ELB/Mitotic buffer. In the last 
wash for interphase extract, use ELB supplemented with stocks 
of DTT (at 1:1,000) and cycloheximide (at 1:200 ratio).  

    6.    The eggs are poured gently into a 15 mL round-bottom Falcon 
tube(s) and centrifuged in a clinical centrifuge set at 170 ×  g  for 
15 s, which compacts the eggs without breaking them. All 
excess buffer that collects on the top is then removed.  

    7.    Aprotinin, leupeptin, and cytochalasin B are added to the top 
of the tube (at 1:1,000), which is then centrifuged in a Beckman 
JS 13.1 swinging bucket rotor at 15,680 ×  g  for 15 min at 4°C. 
For interphase extracts, the rotor and centrifuge start at room 
temperature, whereas for mitotic extracts both are prechilled.  

    8.    The yellowish/milky fraction, referred to as the S-fraction, 
immediately below a top layer of lipid is collected by punctur-
ing the side of the falcon tube with an 18-gauge needle attached 
to a 10 mL syringe. The S-fraction is then transferred to a 
chilled 15 mL round-bottom falcon tube.  

    9.    Aprotinin, leupeptin, and cytochalasin B are again added to the 
top surface and this tube is then centrifuged in Beckman JS13.1 
rotor at 15,680 ×  g  for 15 min at 4°C.  

    10.    The lipid layer which collects on top is then carefully removed 
by suction and the remaining S-fraction is mixed well with 
glycerol to a  fi nal 5% volume.  

    11.    The extract is aliquoted (~100  μ L) and then  fl ash frozen in liq-
uid N 2 , followed by prolonged storage at −80°C. (see  Note 2 ).      

  3.  Methods

  3.1.   Xenopus  Egg 
Extract Preparation 
 (  17,   18  ) 
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      1.    Add 500  μ L of poly-lysine solution per well to the chambered 
coverglass (see  Notes 3  and  4 ) and leave inside the cell culture 
hood.  

    2.    After 5 min, aspirate the poly-lysine and add 500  μ L of 
 fi bronectin solution.  

    3.    After 10 min, aspirate  fi bronectin and wash with sterile 1× PBS 
at least three times.  

    4.    Plate HeLa cells stably expressing POM121-3GFP and Histone 
H2B-mCherry (see  Note 5 ) at 4–8 × 10 4  cells per well and cul-
ture for 16–24 h, with ~40–50% con fl uency being optimal for 
imaging (see  Note 6 ).      

      1.    Thaw egg extract tubes at room temperature on bench top. 
For mitotic conditions, interphase and mitotic extracts are 
mixed at a ratio of 60:40.  

    2.    For each reaction, add 6  μ L energy regeneration mix per 
200  μ L extract.  

    3.    Aliquot samples into respective 1.5 mL tubes, supplement with 
recombinant protein/inhibitors as desired (see  Note 7 ), and 
incubate for 10–30 min.      

      1.    Incubate imaging chamber slide with cells on ice for 5 min.  
    2.    Aspirate medium, add 500  μ L of ice-cold PB for 5 min.  
    3.    Aspirate PB and add 400  μ L of ice-cold digitonin solution,  

incubate for 5 min on ice (see  Note 8 ).  
    4.    Aspirate digitonin and wash gently with 400  μ L of ice-cold PB 

three times.  
    5.    After the last PB wash, add  Xenopus  extract mixture.      

      1.    Place a drop of oil on the ×60 oil immersion lens of an inverted 
 fl uorescence microscope equipped with an automated stage. 
Mount the imaging chamber and position it in the middle of 
the slide holder (see Fig.  2 ). The refractive index of the oil 
used is 1.518.  

    2.    In each well of interest, select 2–4  fi elds of 6–10 cells (see 
 Note 9 ).  

    3.    In addition to positions being set in the  XY  plane, set a series 
of  Z  positions to be acquired above and below the plane of 
focus (see  Note 10 ).  

    4.    Set up the software (an analytical package such as softWorx) 
so that images are acquired at 5-min intervals for 4–5 h (see 
 Note 11 ).  

    5.    After images are acquired, create a montage of relevant time 
points (for example, see Fig.  3 ).   

  3.2.  Plating Cells

  3.3.  Preparing Soluble 
Components for 
Addition to HeLa Cells 
in Imaging Chamber

  3.4.  Digitonin 
Permeabilization

  3.5.  Setting Up 
and Analyzing 
Time-Lapse 
Microscopy
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  Fig. 3.    Real-time imaging of nuclear envelope breakdown in permeabilized cells.HeLa 
cells stably expressing POM121-3GFP and Histone H2B-mCherry were permeabilized and 
incubated under mitotic ( left panels ) or interphase ( right panels ) conditions. Cells incu-
bated with mitotic extract exhibited nuclear envelope breakdown and chromatin conden-
sation characteristic of mitosis as time proceeded;  arrows  indicate when a particular 
nuclear envelope is  fi rst observed to lose continuity. The exact kinetics depends on the 
potency and quality of the batch of mitotic extract. In contrast, cells incubated with inter-
phase extract maintain stable morphology over time, although the nuclei enlarge some-
what over time likely due to ongoing import. Scale bar, 20  μ M.       
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    6.    To quantify nuclear envelope breakdown and determine 
whether particular treatments have altered its kinetics, score 
nuclei (see  Note 12 ) for the presence of broken/discontinuous 
nuclear rim staining as visualized by POM121-3GFP (Fig.  3  
and see  Note 13 ) and graph totals over time (Fig.  4 ).        

 

     1.    Digitonin stock should be aliquoted and stored at −20°C, 
avoiding repeated freeze-thaw cycles.  

    2.    The interphase and mitotic  Xenopus  egg extracts can be quality 
tested by immunoblotting to detect whether the cell cycle 
stages are robustly preserved. We track Nup153 and look for a 
shift to a slower migrating form in mitotic conditions, as well 
as phospho-Histone H3, which should be readily detected 
only in the mitotic extract. The ratio of interphase to mitotic 
extract is empirically determined for the purpose of the assay. 
While egg extract provides a robust and plentiful source of cell 
cycle staged material that works optimally at room tempera-
ture, the assay is amenable to other sources such as mammalian 
cell lysates as well.  

    3.    Coating chamber slides with a mixture of polylysine and 
 fi bronectin solution enhances cell attachment. Different cell 
types and imaging chamber surfaces may require different 
combinations of surfactants for optimal cell adherence.  

  4.  Notes

  Fig. 4.    Quanti fi cation of nuclear envelope breakdown in permeabilized cells The cumulative percentage of cells displaying 
broken/discontinuous POM121-3GFP-labeled nuclear envelope is plotted in a graph. Error  bars  indicate mean ± SD of four 
independent experiments in which >40 cells were counted in total.       
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    4.    With some microscope stages, only the middle four wells of the 
chambered coverglass can be used conveniently for imaging 
purposes.  

    5.    The cell line used in Fig.  3  expresses POM121 tagged with 
three GFP moieties  (  19,   20  )  and Histone H2B-mCherry, for 
the reasons described in the Introduction. Other proteins, such 
as lamins, would also be interesting to tag and track using this 
method. One can also add soluble markers, such as  fl uorescently 
labeled proteins or dextrans of different sizes to track changes 
in nuclear permeability  (  9,   21  ) .  

    6.    Suf fi cient time in culture (at least 16–24 h) following plating 
onto the chambered coverglass slide is required for cells to 
spread and attach in order to prevent cell detachment during 
permeabilization. Cell numbers can be further optimized 
according to the requirements of the experiment.  

    7.    To elucidate molecular pathways, this assay can be paired with 
small molecule enzymatic inhibitors or recombinant protein 
fragments that interfere with a particular protein function. In 
some cases, antibodies can also be used to block speci fi c pro-
tein function. It may be necessary to pre-incubate the permea-
bilized cells with inhibitors as well.  

    8.    Optimal digitonin concentrations are those that enable plasma 
membrane permeabilization while leaving the nuclear mem-
brane intact. For every batch of digitonin and for different cell 
lines, both time and concentration should be tested and titrated 
to determine optimal conditions. We test the ef fi cacy of the 
conditions by incubating permeabilized cells with interphase 
extract, energy mix, and rhodamine-labeled BSA-NLS-
conjugated import substrate. This should result in robust 
nuclear levels of import cargo if the plasma membrane is per-
meable and the nuclear membrane has maintained its integrity.  

    9.    Restricting the distance between  XY  points prevents the ×60 
lens from “whipping around” and thinning the oil layer, which 
in the course of time can lead to focal drift.  

    10.     Z  sections can be useful if the plane of focus for a cell changes. 
Reducing the number of  fi elds ( XY  positions) will enable more 
 Z  positions to be imaged in the same given time frame.  

    11.    Values for intensity of light and time of exposure for each 
required  fi lter set are adjusted keeping in mind that imaging 
works optimally with lower light intensity for longer exposure 
intervals, to reduce phototoxicity and photobleaching.  

    12.    Zooming in on original images on screen and alternative  Z  sec-
tions (not just the selected images in the montage) may be 
necessary to evaluate morphological changes.  

    13.    Different parameters can be tracked and, depending on the 
stage affected by the experimental conditions, this might be 
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necessary in the evaluation. For instance, rather than tracking 
discontinuity in the nuclear rim, clearance of POM121 from 
the chromatin surface could be scored.          
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    Chapter 7   

 Light Sheet Microscopy in Cell Biology       

     Raju   Tomer   ,    Khaled   Khairy   , and    Philipp   J.   Keller         

  Abstract 

 Light sheet-based  fl uorescence microscopy (LSFM) is emerging as a powerful imaging technique for the 
life sciences. LSFM provides an exceptionally high imaging speed, high signal-to-noise ratio, low level of 
photo-bleaching, and good optical penetration depth. This unique combination of capabilities makes light 
sheet-based microscopes highly suitable for live imaging applications. 

 Here, we provide an overview of light sheet-based microscopy assays for in vitro and in vivo imaging 
of biological samples, including cell extracts, soft gels, and large multicellular organisms. We furthermore 
describe computational tools for basic image processing and data inspection.  

  Key words:   Light sheet microscopy ,  In vivo imaging ,  Cell extracts ,  Quantitative developmental biology , 
 Embryonic development ,  Image processing    

 

 Noninvasive three-dimensional imaging over time is indispensable 
for a quantitative understanding of biological processes at multiple 
scales, from molecular interactions to tissue morphogenesis  (  1–  3  ) . 
When confocal laser-scanning  fl uorescence microscopy (CLSM) 
emerged several decades ago, it provided means for noninvasive 
three-dimensional imaging of  fi xed as well as live specimens and, 
thus, quickly became a standard tool in many laboratories. However, 
the ever-increasing demand to image for longer periods of time and 
at higher spatiotemporal resolution is rapidly exposing the limita-
tions of CLSM. The point-scanning implementation of CLSM is 
inherently slow and causes high levels of photo-bleaching and 
photo-toxicity, owing to the iterative use of non-selective excitation 
with high-power beams. Additionally, tissue penetration depth is 
relatively low. These issues inspired the development of nonlinear 
microscopy, speci fi cally two-photon microscopy, which provided a 
substantial increase in the penetration depth and reduction in 

  1.  Introduction
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photo-bleaching, albeit, at the expense of spatial resolution and 
imaging speed. 

 In the last decade, Light Sheet Fluorescence Microscopy 
(LSFM) has emerged to  fi ll the gap resulting from the limitations 
of CLSM and point-scanning two-photon microscopy. The key 
concept behind LSFM is sample illumination in a thin volume sec-
tion from the side and  fl uorescence detection with an independent 
optical system at a right angle to the illumination axis (Fig.  1 ) 
 (  4,   5  ) . This is in contrast to confocal microscopy and conventional 
wide- fi eld microscopy, which typically use the same objective lens 
for illumination and detection. By illuminating only the in-focus 
plane, LSFM provides intrinsic optical sectioning and enables 
simultaneous detection of the  fl uorescence signal from an entire 
plane with highly ef fi cient detectors. Thereby, LSFM combines 
several critical properties, including high acquisition speed, high 
signal-to-noise ratio, minimal levels of photo-bleaching, and good 
penetration depth. Moreover, sample preparation typically involves 
the use of spacious cylindrical compartments formed from thin 
plastic foils or low-concentration agarose cylinders for sample 
embedding, which represent a less stressful environment for live 
biological samples than the traditionally employed glass slide/coverslip 
 (  1  ) . LSFM thus combines high-content dynamic imaging with a 

  Fig. 1.    Light sheet-based microscopy. The central concept in light sheet-based micros-
copy is to illuminate the specimen in a single plane with a thin sheet of laser light and to 
record the  fl uorescence emitted by  fl uorophores in this thin section with a camera-based 
detection system oriented at a right angle to the light sheet. The optical sub-systems for 
illumination and detection are decoupled, which allows using separate objectives opti-
mized for low numerical aperture (NA) specimen illumination and high-NA  fl uorescence 
detection. The light sheet is typically generated by scanning a pencil beam through the 
sample or by focusing a Gaussian beam along one direction into a sheet, using a suitable 
optical element such as a cylindrical lens.       
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more physiological imaging environment and is therefore naturally 
well-suited for live imaging studies in cell biology and develop-
mental biology  (  5–  7  ) .  

 Here, we provide an overview of light sheet-based microscopy 
assays for in vitro and in vivo imaging of biological samples in cell 
biology and developmental biology. We focus in particular on cell 
extracts, soft gels, and large multicellular organisms. Since light 
sheet-based microscopy experiments typically yield large amounts 
of image data, we also describe computational tools for basic image 
processing and post-experiment data inspection.  

 

      1.    Transparent plastic foil (bioFOLIE 25, Greiner Bio-One 
GmbH, see  Note 1 ). 
 A different type of plastic foil is also acceptable, as long as it has 
the following properties: refractive index matched to water 
(1.33),  thickness of less than 50  μ m, transparent, and nondis-
ruptive to the imaging process.  

    2.    Glass capillaries (Brand GmbH & Co KG).  
    3.    Hot air welding apparatus (Unitherm K 5.8RS, Zinser 

Schweisstechnik GmbH).      

       1.    Low melting temperature agarose (SeaPlaque Agarose, 
Lonza).  

    2.    Glass capillaries (2.5 mm outer diameter, 2.0 mm inner diam-
eter, 20 mm length).  

    3.    Heating block (e.g., Thermostat Plus, Eppendorf).  
    4.    Dissection microscope (e.g., SZX7 stereo microscope with 

SZX2-ILLT-1-5 LED illumination base, Olympus).  
    5.    Petri dishes (e.g., cell culture dish, 100 mm × 20 mm).  
    6.    Pipette and tips.  
    7.    Microscope slides (e.g., SuperFrost Plus, Fisherbrand).  
    8.    High-quality forceps (e.g., Dumont #5).      

      1.     Drosophila  food vials.  
    2.    Apple juice plates.  
    3.    Yeast paste.  
    4.     Drosophila  mating cages.  
    5.    Sieve.  
    6.    Scalpels.  

  2.  Materials

  2.1.  Sample 
Preparation 
in Transparent 
Plastic Cylinders

  2.2.  Sample 
Embedding in Soft 
Agarose Gels

  2.2.1.  Specimen 
Embedding

  2.2.2.   Drosophila  
Preparation and Live 
Imaging
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    7.    Sodium hypochlorite solution (bleach, Sigma-Aldrich).  
    8.    0.4% Low melting temperature agarose in tap water (see 

Subheading  2.2.1 ).      

      1.    E3 medium:
   For 5 L 60× stock: 87.5 g of 5 mM NaCl, 3.8 g of 0.17 mM 
KCl, 14.5 g of CaCl 2  × 2H 2 O, 24.5 g MgSO 4  × 7H 2 O; set pH 
to 7.2 with NaOH; autoclave.      

   2.    0.4% Low melting temperature agarose in E3 medium (see 
Subheading  2.2.1 ).  

    3.    Pronase (Sigma-Aldrich).       

  We use scanned light sheet-based microscopes for live imaging 
(digital scanned light sheet microscopy, DSLM). Early implemen-
tations of  fl uorescence light sheet microscopy typically relied on 
stationary mechano-optics to create static laser light sheets for 
specimen illumination  (  4,   8,   9  ) . This strategy is still used in many 
designs and is particularly useful when implementing miniaturized 
instruments  (  10,   11  )  or when performing high-speed 2D imaging, 
e.g., to record the beating heart in  fi sh embryos  (  12  ) . Scanned 
light sheet microscopy  (  5  )  introduced a new degree of freedom and 
enabled the implementation of advanced strategies to light sheet-
based specimen illumination. In scanned light sheet microscopy, 
the specimen is illuminated from the side with a thin pencil beam 
that is rapidly scanned in one dimension to form a uniform laser 
light sheet. Using a two-axis scanner, one can furthermore quickly 
displace the entire light sheet and thereby perform 3D imaging 
without actually moving the specimen itself. Due to the intrinsic 
incoherence of the illumination process in scanned light sheet 
microscopy, light-scattering induced artifacts are greatly reduced if 
compared to imaging with static light sheets  (  13,   14  ) . The scanned 
light sheet microscopy approach forms the basis for high-quality 
light sheet-based structured illumination  (  7  ) , high-resolution imag-
ing with “self-healing” Bessel beams  (  13,   15,   16  )  and ef fi cient light 
sheet-based two-photon (2p) excitation  (  15,   17  ) . 

 A basic DSLM set-up, such as the instrument described in  (  5  ) , 
consists of six sub-systems: (1) a light source, (2) a beam shaping 
device, (3) a scanning illumination/excitation system, (4) a speci-
men translating/rotating device, (5) a detection system, and (6) 
the electronics, electrical devices, computer, and the software. In 
contrast to standard  fl uorescence microscopes, e.g., conventional 
or confocal  fl uorescence microscopes, which use the same objec-
tive lens for excitation and emission detection, the DSLM excita-
tion and  fl uorescence emission collection systems are operated 
independently. 

 The complete DSLM illumination/excitation system (sub-
systems 1–3 above) consists e.g., of a multi-line argon krypton 

  2.2.3.  Zebra fi sh 
Preparation and Live 
Imaging

  2.3.  Light Sheet-Based 
Microscopy
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laser (e.g., Melles Griot, 35 LTL 835–230), an acousto-optical 
tunable  fi lter (AOTF; e.g., AA Opto-Electronic, AA.AOTF.nC-
400-650nm-PV-TN) for laser wavelength selection and intensity 
control, a two-axis high-speed scan head (e.g., GSI Lumonics, 
VM500+), an f-theta lens (e.g., Sill Optics, S4LFT0061/065*), 
and a low-NA illumination objective lens (e.g., Carl Zeiss, Plan-
Apochromat 5x/0.16) operated with a regular tube lens. The 
illumination/excitation objective lens is mounted on a piezo nano-
focus (e.g., Physik Instrumente, P-725.CLQ), which can move the 
lens 400  μ m along its optical axis. The specimen is placed inside a 
custom specimen chamber made e.g., from inert black Delrin. The 
specimen chamber features a temperature control system, which 
includes a temperature sensor inside the chamber and a heating foil 
attached below the chamber. 

 Typically, long-working distance water-dipping objectives are 
used in the DSLM detection system (e.g., Carl Zeiss: Plan-Neo fl uar 
2.5x/0.075, Fluar 5x/0.25, C-Apochromat 10x/0.45 W, Plan-
Apochromat 20x/1.0 W, or Plan-Apochromat 63x/1.0 W) and 
mounted on a second independently operated piezo nanofocus. 
The detected light is  fi ltered by long-pass  fi lters (e.g., Semrock 
RazorEdge RU 488 LP, RU 568 LP, or RU 647 LP) mounted on 
a  fi lter wheel (e.g., Ludl, 96A354), passes through a tube lens 
(e.g., Carl Zeiss, 164.5 mm focal length), and is recorded with a 
CCD camera (e.g., PCO AG, pco.2000). 

 The illumination and detection sub-systems are complemented 
by a specimen positioning system, which consists of a set of three 
linear translation stages (e.g., Physik Instrumente, M-111K028) 
and one micro-rotary stage (e.g., Physik Instrumente, M-116.
DG). The rotary stage with its customized port provides connec-
tors for anodized aluminum specimen holders that hold glass capil-
laries and plastic syringes. 

 The DSLM’s acquisition computer comprises a multi-core 
CPU (e.g., Intel Core 2 Quad Q6600, 2.4 GHz) and a high-
performance hardware RAID controller (e.g., Promise, SuperTrak 
EX8350) with a multi-Terabyte RAID-0 disk array. Data transfer 
for up to two cameras is facilitated via a dual-camera-link controller 
card (e.g., National Instruments, PCIe-1430), which is installed in 
the acquisition computer as well. The other electronics controller 
cards are located in the DSLM electronics hub, which is attached 
to the computer via an Ethernet-linked bus extender (e.g., 
Hartmann Elektronik, StarFabric Bridge). The electronics hub 
includes the scan controller (e.g., GSI Lumonics, HC/3), a four-
channel stage controller (e.g., Physik Instrumente, C-843.41), 
two multi-channel I/O controllers (e.g., National Instruments, 
PCI-6733), and the custom mainframe relay system. The AOTF 
beam control unit (e.g., AA Opto-Electronic, AA.MOD.8C-C**-
75.158.24VDC) with an independent linear power supply (e.g., 
Kniel, CA 24.2,5), the dual-channel scanner drivers (e.g., GSI 
Lumonics, MiniSax) with dedicated linear power supplies (e.g., Kniel, 
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CA 15.4) and the custom environmental control system for the 
specimen chamber are in a separate housing. 

 The DSLM control software of our instrument described in 
 (  5  )  was developed in .NET framework 3.0 (Microsoft), using the 
programming language C# for user interface and high-level con-
trol layers and C++ for lower-level hardware communication.  

      1.    ImageJ (  http://rsb.info.nih.gov/ij/    ) or Fiji (  http:// fi ji.sc/
wiki/index.php/Fiji    ).  

    2.    Matlab (The Mathworks Incorporated,   http://www.mathworks.
com    ).       

 

 Light sheet-based microscopes often rely on long-working distance 
water-dipping objectives for  fl uorescence detection and, therefore, 
require sample immersion in an aqueous  fl uid (Fig.  2 ). Moreover, 
if specimens are subjected to multi-view imaging, they must be 
optically accessible for light sheet illumination and  fl uorescence 
detection from multiple angles  (  18  ) . These two requirements often 

  2.4.  Basic Image 
Processing

  3.  Methods

  Fig. 2.    Light sheet-based imaging of microtubule asters in egg extracts using transparent plastic cylinders. ( a ) Illustration 
(to scale) of the light sheet imaging arrangement. The detection lens in the central imaging chamber is immersed in water. 
The light sheet is focused into the chamber from the side and illuminates a thin volume section of the specimen. ( b ) The 
sample cylinder containing the egg extract is attached to a glass capillary and oriented parallel to gravity. The cylinder is 
located in front of the detection lens and can be moved along three dimensions via a set of linear miniature stages. The 
detector elements, including the microscope objective lens, are oriented at a right angle to the light sheet. The focal plane 
of the detection lens is coplanar with the light sheet. ( c ) The microtubule asters are polymerized in the egg extract inside 
the plastic cylinder. The cylinder has a diameter of approximately 2 mm and consists of a thin plastic foil with a thickness 
of 25  μ m, which is gas-permeable but water-impermeable. The membrane has a high light transmittance at visible wave-
lengths and its refractive index is matched to the water in the imaging chamber. Due to the high viscosity of the egg extract, 
the polymerized asters can be kept in a stable position anywhere inside the sample cylinder. The distance between the 
cylinder’s surface and the recorded asters is typically on the order of 100  μ m. Three-dimensional image data are recorded 
by moving the microtubule asters in small steps through the light sheet while simultaneously recording images with the 
CCD camera. Credits: Reprinted from  Biophysical Journal , vol. 95, Keller et al . , “Three-Dimensional Microtubule Behavior 
in  Xenopus  Egg Extracts Reveals Four Dynamic States and State-Dependent Elastic Properties,” 1474–1486, Copyright 
(2008), with permission from Elsevier.       

 

http://rsb.info.nih.gov/ij/
http://fiji.sc/wiki/index.php/Fiji
http://fiji.sc/wiki/index.php/Fiji
http://www.mathworks.com
http://www.mathworks.com
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introduce challenges in the sample preparation. We developed 
protocols for live imaging of cell extracts, soft gels, and entire 
embryos embedded in agarose gels that ful fi ll these requirements 
and allow time-lapse data acquisition in a physiologically relevant 
context over long periods of time.  

  We developed a three-dimensional sample preparation technique 
in transparent plastic polymer cylinders for the observation of live 
specimens embedded in soft gels as well as the imaging of cytoskel-
etal  fi lament dynamics in  Xenopus laevis  egg extracts  (  6,   19  ) . Since 
these samples should not be directly exposed to the aqueous 
medium in the imaging chamber of the light sheet-based micro-
scope, we are using thin plastic foils to create transparent isolated 
sample compartments. These plastic chambers were tested exten-
sively in the context of live imaging of microtubule dynamic insta-
bility in small volumes of  X. laevis  egg extracts (10–20  μ L). The 
light sheet can easily enter these chambers from any side, with the 
exception of a small angular range that is inaccessible due to a 
welding seam resulting from the production process (see Fig.  3 ).  

      1.    Place a glass capillary in the middle of a rectangular piece of 
plastic foil with a size of about 50 mm × 100 mm, such that the 
capillary is oriented parallel to the long edges of the plastic foil. 
The capillary functions as a template for the cylindrical plastic 
chamber. Note that one side of the plastic foil is hydrophobic, 
whereas the other side is hydrophilic. Make sure that the glass 
capillary is placed on the hydrophilic side of the foil, such that 
this side will be the inner surface of the plastic cylinder.  

    2.    Turn the foil over at one of the long edges, such that the foil 
encloses the glass capillary.  

    3.    Use the hot air welding apparatus to form the seam of a plastic 
cylinder along the side of the glass capillary. Upon welding, the 
glass capillary can be removed.  

    4.    Cut the approximately 100 mm long plastic cylinder into 
shorter pieces with a length of about 15 mm each.  

    5.    Seal one end of each of these small cylinders by using the hot 
air welding apparatus.  

    6.    Remove extra plastic foil at the two seams of each plastic cylin-
der with a pair of scissors.  

    7.    Reinforce the welding seams by carefully dipping the plastic 
foil at each seam into clear silicone glue.  

    8.    Glue the long seam of each plastic cylinder to a glass capillary. 
A photograph of a complete plastic cylinder including glass 
capillary is shown in Fig.  3 .  

    9.    Allow the glue to solidify for about 1 day before using the 
plastic cylinder in an imaging experiment.  

  3.1.  Sample 
Preparation Protocol 
for In Vitro Imaging 
of Cell Extracts 
and Soft Gels

  3.1.1.  Preparing Cell 
Extracts and Soft Gels 
in Plastic Cylinders
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    10.    Prepare the egg extract or specimen in a soft gel mix and transfer 
it to the plastic cylinder using a laboratory pipette.  

    11.    Add a thin layer of mineral oil on top of the egg extract or soft 
gel in order to prevent air contact and to reduce the rate of 
dehydration/degradation.       

       1.    Set up transgenic  fl ies of interest in a cage with a grape juice 
plate at the bottom, ideally on the evening before the imaging 
experiment. On the next morning, replace the old plate with a 
fresh one containing a drop of yeast paste in the center, which 
acts as a stimulant of  fl y mating behavior. This ensures that the 
batch of fresh embryos is reasonably well synchronized.  

    2.    Collect embryos by removing the plate from the cage. The 
embryonic chorion (eggshell) is optically less clear and therefore 

  3.2.  Sample 
Preparation Protocol 
for In Vivo Imaging 
of  Drosophila  and 
Zebra fi sh Embryos

  3.2.1.  Embedding 
Drosophila Embryos ( See 
Note 2)

  Fig. 3.    Sample preparation of egg extracts in transparent plastic cylinders. The photo 
shows a polytetra fl uorethylen (PTFE) cylinder loaded with  Xenopus laevis  egg extract. The 
cylinder is formed using a 25- μ m-thin transparent plastic foil. The  bottom  part and lateral 
part of the plastic cylinder are sealed by welding using hot air. The seams are reinforced 
by transparent silicone glue. The heat seals prevent contact of the silicone glue with the 
specimen inside the plastic cylinder. A glass capillary is glued to the cylinder with trans-
parent silicone glue and acts as a sample holder in the light sheet microscope. A layer of 
mineral oil is added on  top  of the egg extract to prevent degradation by exposure to air. 
Scale: major tick mark spacing = 10 mm, minor tick mark spacing = 1 mm.       
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signi fi cantly affects image quality. It can be removed using 
common bleach, without compromising the viability of the 
embryos. For this purpose,  fi rst remove the yeast paste by care-
fully cutting out the piece of grape juice food substrate using a 
scalpel. Next,  fi ll the plate with 50% bleach/H 2 O and leave it 
for appoximately 1 min with occasional shaking. The majority 
of embryos should start to  fl oat. Pour the embryos through a 
 fi ne sieve, followed by several washes with tap water. Finally, 
collect the embryos in an agarose-coated Petri dish. An aga-
rose coating of a few millimeters thickness is suf fi cient.  

    3.    Select transgenic embryos of appropriate age under a dissection 
and  fl uorescence microscope. Use one arm of a forceps to lift 
the embryo from below. The embryo will stick at the tip of the 
forceps. Next,  fi ll a 2.5 mm capillary with 0.4% melted agarose/
H 2 O (kept at 30 °C in a heating block) by dipping in a 1.5 mL 
Eppendorf tube. Since the agarose will start to solidify within 
about 20–30 s, the embryo has to be embedded quickly.  

    4.    Place the capillary under a dissection microscope and put 
the embryo inside the agarose by inserting one arm of the for-
ceps (with the embryo at the tip) into the capillary in a single 
quick move (preventing the embryo from being trapped at the 
agarose surface due to the high surface tension). The embryo 
should usually detach from the forceps tip. If not, gently tap 
the backside of the forceps on the capillary wall. The embryo 
can be oriented by moving the forceps tip around it, such that 
a  fl ow is introduced in the surrounding agarose.  

    5.    Store the embedded samples in tap water and proceed with 
imaging.      

      1.    Set up  fi sh mating tanks in the night. Remove tank dividers in 
the morning, and collect early stage embryos within an hour. 
Perform embryonic micro-injections, if needed.  

    2.    Dechorionate embryos either manually or enzymatically. In 
brief, use a pair of forceps to hold the chorion with one forceps 
and tear open the chorion with the other forceps. Next, hold 
the chorion in a location opposite of the initial incision and 
gently push the embryo through the opening. Younger 
embryos are particularly fragile and require great care to avoid 
damage. Alternatively, an enzymatic treatment (Pronase) can 
be used to ef fi ciently dechorionate larger amounts of eggs.  

    3.    The dechorionated embryos are very sensitive to any manipu-
lation. To minimize damage, use a glass capillary  fi tted in a 
pipette tip (by cutting the pipette tip’s end such that the capil-
lary  fi ts tightly, see Note 3) to transfer and embed embryos. 
First, transfer the embryo together with some medium to a 
microscope glass slide. Remove any excess medium, but leave 
enough to avoid air exposure. Gently pour a drop of 0.4% 

  3.2.2.  Embedding 
Zebra fi sh Embryos 
(See Note 2)
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agarose/H 2 O (kept at 30 °C in a heating block) onto the 
embryo. Use the agarose-coated (by brie fl y dipping in aga-
rose) glass capillary to gently pull up the embryo along with 
agarose. This should be performed under the dissecting micro-
scope to avoid damaging the embryo. Note that it is generally 
dif fi cult to orient the embryo using tools. Instead, simply push 
the embryo out and pull it in again until it comes to rest in the 
preferred orientation.  

    4.    Store the embedded samples in E3 medium and proceed with 
imaging.       

  Considering that, at the time of this writing, light sheet-based 
microscopes are non-commercial custom instruments, the precise 
steps in this section depend substantially on the speci fi c implemen-
tation of the instrument. We will therefore only outline the basic 
procedure assuming a DSLM-like instrument, comparable to the 
microscope described in section  2.3  (see also  (  20  ) ).

    1.    Carefully insert sample holder into the port of the rotary stage. 
Make sure that only a minimal amount of force is applied when 
locking the holder in the stage’s port. Try to support the rotary 
stage with the other hand when inserting and locking the 
holder.  

    2.    Option 1 (imaging specimens in cell extracts and soft gels using 
plastic cylinders, Fig.  4 ): Move the plastic cylinder with the 
extract/gel in front of the detection objective’s lens (by moving 
the respective linear stage). Option 2 (imaging embryos in 

  3.3.  Light Sheet-Based 
Microscopy Imaging 
Protocol

  Fig. 4.    Light sheet-based imaging of a microtubule aster in  X. laevis  egg extract. ( a ) Single frame of the three-dimensional 
image stack. ( b ) Maximum-intensity projection of the three-dimensional image stack, which contains 68 planes at a 
300 nm z-spacing. Microtubules oriented in parallel to the plane of observation appear dimmer than microtubules in a 
perpendicular orientation. Tubulin was labeled with TAMRA. Objective: Carl Zeiss Achroplan 100x/1.0 W. Scale: 10  μ m. 
Credits: Reprinted from  Current Opinion in Cell Biology , vol. 18, Keller et al . , “Life Sciences Require the Third Dimension,” 
117–124, Copyright (2006), with permission from Elsevier.       
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agarose cylinders, Fig.  5 ): Move the end of the glass capillary 
with the specimen just above the detection objective’s lens (by 
moving the respective linear stage). If you are using an upright 
specimen positioning system, move the end of the glass capil-
lary just below the detection objective’s lens. Carefully push 
the agarose cylinder out of the glass capillary, such that the 
specimen is located directly in front of the detection lens.    

    3.    Point a cold light source at the sample chamber and activate 
the camera in order to locate the specimen. Use the linear and 
rotary stages to identify the volume of interest.  

    4.    Deactivate the cold light source and switch to  fl uorescence 
mode (activate laser and laser scanner, enable  fl uorescence 
detection  fi lter) in order to determine the optimal acquisition 
parameters, including exposure time, laser power, and z-range 
of the image stack. To achieve good z-sampling, the z-step size 

  Fig. 5.    Global cell tracking in zebra fi sh embryos with scanned light sheet microscopy. DSLM microscopy data ( right half  of 
embryo: animal view, maximum-intensity projection) and the subsequently reconstructed “digital embryo” ( left half  of 
embryo) with color-encoded cell migration directions. Time points: 289 minutes post fertilization (mpf) ( a ), 368 mpf ( b ), 
599 mpf ( c ), 841 mpf ( d ). Color code: dorsal migration ( cyan ), ventral migration ( green ), toward or away from body axis ( red  
or  yellow ), toward yolk ( pink  ). Objective: Carl Zeiss C-Apochromat 10x/0.45 W. Databases and high-resolution movies of 
the digital zebra fi sh embryo are available at   http://www.digital-embryo.org    . Credits: Reprinted from  Science , vol. 322, 
Keller et al . , “Reconstruction of Zebra fi sh Early Embryonic Development by Scanned Light Sheet Microscopy,” 1065–1069, 
Copyright (2008), with permission from AAAS.       
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(spatial interval between images in the z-stack) should be set to 
50–70% of the central light sheet thickness.  

    5.    De fi ne the experiment parameters (considering options such as 
z-stack settings, time-lapse parameters, multi-view settings) 
and start image acquisition.      

  The main data processing challenges the LSFM microscopist is 
facing routinely are as follows:

   Large data sets in three and four dimensions must be stored  ●

and managed.  
  Images need to be deconvolved.   ●

  Image registration and fusion is necessary for multiview image  ●

reconstruction.    

 We typically use ImageJ (  http://rsb.info.nih.gov/ij/    ) or Fiji 
(  http:// fi ji.sc/wiki/index.php/Fiji    ), as well as Matlab (The 
Mathworks Inc.,   http://www.mathworks.com    ) as the main tools 
for LSFM image processing. 

  The Lucy-Richardson (LR) method  (  21  )  has been successfully 
used for the deconvolution of LSFM images  (  5,   7  ) . The main steps 
are given below:

    1.    Three-dimensional image volumes are imported into Matlab 
by sequentially reading individual two-dimensional frames 
from disk with the command imread. This constructs a three-
dimensional matrix representation in Matlab.  

    2.    A PSF is de fi ned. The PSF can either be experimentally deter-
mined by imaging a sub-pixel-sized  fl uorescent bead or theo-
retically calculated based on the imaging conditions. This PSF 
is also imported into (or calculated in) Matlab and represented 
as a three-dimensional matrix.  

    3.    The built-in LR  fi lter is executed using the command deconvlucy 
(see Note 4).      

  Multiview imaging yields images that are spatially complementary 
and partially overlapping. By fusing these images, we eliminate 
anisotropy and produce a single enhanced image with better reso-
lution and improved uniformity of image quality. This is especially 
important in the case of optically dense samples and comprises one 
of the major advantages of using LSFM. 

 At the time of this writing, there are two main methods for 
LSFM data fusion. The  fi rst one  (  18  )  takes advantage of frequency 
information in the images, and performs simultaneous fusion and 
deconvolution. The steps involved in this process are:

    1.    Preprocessing of each view: This involves rescaling the axial 
dimension to obtain an isotropic dataset, followed by rotation 

  3.4.  Basic Image 
Processing and Data 
Inspection in Light 
Sheet-Based 
Microscopy

  3.4.1.  Deconvolution

  3.4.2.  Image Registration 
and Fusion

http://rsb.info.nih.gov/ij/
http://fiji.sc/wiki/index.php/Fiji
http://www.mathworks.com
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to a reference frame, for example the orientation of the  fi rst view. 
Both steps can be accomplished by using bicubic interpolation 
either in ImageJ or Matlab.  

    2.    Registration of all views (see Note 5): The above transforma-
tion is generally insuf fi cient, and must be  fi ne-tuned to maxi-
mize the overlap of all views. To register the views, only 
translation is considered, whose vectors are determined by 
cross-correlation, implemented using the fast Fourier trans-
form. Registration depends on some minimal amount of over-
lap between the images. Since for some view pairs this overlap 
is not suf fi cient, this registration depends on a “running sum” 
approach. Adjacent views (which typically share the most over-
lap) are registered as a pair  fi rst. Their sum is then used as a 
registration target for the next adjacent view. After one round 
of this process, the views are fused by taking the weighted aver-
age of the registered views in Fourier space. The weights are 
given by the expected signal-to-noise ratio. This fused image is 
used, in a second stage, as the target for another round of reg-
istration. The process iterates until the registration corrections 
are less than a pixel.  

    3.    Fusion combined with deconvolution (see Note 5): The reg-
istered images are convolved with the PSF (either experimen-
tally determined or theoretically calculated, and normalized 
to integrate to unity), to produce a set of simulated images. 
Based on this set, correction coef fi cients are calculated using 
a regularized inverse  fi lter. These coef fi cients are fused with 
the weighted average described above, and added to the esti-
mate from the previous iteration to yield an updated estimate. 
The sample distribution is constrained to be non-negative and 
normalized, and is then compared to the previous one. If the 
change due to the update is suf fi ciently small, the fusion is 
complete; otherwise another iteration of deconvolution is 
performed. The regularization parameter needed in the 
inverse  fi ltering step is optimized manually on a small region 
of the image.     

 The second method, due to Preibisch et al.  (  22  ) , requires 
 fl uorescent beads acting as  fi ducials to be present in the agarose 
gel. The main idea is that the bead locations are determined in a 
 fi rst step, and then the transformation that maximizes the overlap 
of all local bead constellations (point clouds) is estimated. This 
transformation is then applied to the original images. The method 
provides a fast and robust registration. Content-based fusion, com-
bined with nonlinear blending gives the  fi nal fusion result. The code 
is made available through a Fiji plugin (  http://paci fi c.mpi-cbg.
de/wiki/index.php/SPIM_Registration    ).    

http://pacific.mpi-cbg.de/wiki/index.php/SPIM_Registration
http://pacific.mpi-cbg.de/wiki/index.php/SPIM_Registration
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     1.    The decision of using the 25- μ m-thin bioFOLIE 25 instead of 
a thicker foil, such as the 50- μ m-thin bioFOLIE 50, was based 
on an investigation of its optical properties and amenability for 
light microscopy assays. Light sheet-based microscopy record-
ings of small  fl uorescent beads in distilled water inside plastic 
cylinders constructed from both types of foils showed that the 
imaging quality inside the bioFOLIE 25 cylinders is only 
slightly affected by the foil, whereas the bioFOLIE 50 intro-
duces signi fi cant optical aberrations and is clearly less well-
suited for biological imaging assays.  

    2.    Embryos require great care to avoid damage. For specimen 
orientation, use forceps to move the agarose around the 
embryo. Also, embryos can get stuck at the surface of the liq-
uid agarose. In such cases, discard the sample and start with a 
fresh one.  

    3.    We typically use a glass capillary coated with agarose to transfer 
the specimens from the Petri dish to a microscopic slide. The 
agarose coating is applied by brie fl y dipping the capillary in 
liquid agarose.  

    4.    The quality of the output image is sensitive to the accuracy of 
the PSF and to the number of LR iterations. Too few iterations 
would not provide a good reconstruction, too many introduce 
speckle artifacts. We found ten iterations to give good results 
for most experiments. The optimal number depends on the 
image signal-to-noise ratio. This has been taken into account 
in a program called AIDA  (  23  ) , which determines the optimal 
convergence automatically. Moreover, in the absence of an 
accurate PSF, the CPU-expensive blind deconvolution strategy 
can be used (Matlab command deconvblind). In cases where 
the input images are too large to be held in memory at once, 
they can be divided into overlapping “slabs” and stitched 
together after deconvolution.  

    5.    The registration and fusion are implemented in Matlab with 
the exception of the computation-intensive Fast Fourier 
Transform, which was implemented in Visual C# .NET 
(Microscoft Corporation). Further performance improvements 
are achieved by utilizing Intel Integrated Performance 
Primitives (Intel Corporation). The code can fuse time-lapse 
series of whole embryos over the course of a few days on a 
conventional desktop PC. For code availability see the original 
publication.          

  4.  Notes
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    Chapter 8   

 Image-Based High-Throughput Screening for Inhibitors 
of Angiogenesis       

     Lasse   Evensen   ,    Wolfgang   Link   , and    James   B.   Lorens         

  Abstract 

 Automated multicolor  fl uorescence microscopy facilitates high-throughput quantitation of cellular parameters 
of complex, organotypic systems. In vitro co-cultured vascular cells form capillary-like networks that model 
facets of angiogenesis, making it an attractive alternative for anti-angiogenic drug discovery. We have 
adapted this angiogenesis assay system to a high-throughput format to enable automated image-based 
high-throughput screening of live primary human vascular cell co-cultures with chemical libraries for anti-
angiogenic drug discovery. Protocols are described for setup of a  fl uorescence-based co-culture assay, live 
cell image acquisition, image analysis of morphological parameters, and screening data handling.  

  Key words:   Angiogenesis ,  Co-culture ,  Retroviral vector transduction ,  Cell sorting ,  Fluorescent 
protein ,  High-throughput screening ,  High content screening ,  Automated  fl uorescence microscopy , 
 Image analysis    

 

 The success of angiogenesis inhibitors to treat cancer has height-
ened interest in discovering new classes of compounds capable of 
ameliorating inappropriate blood vessel formation. To accomplish 
this, angiogenesis screening systems that adequately capture the 
complexity of new vessel formation while providing quantitative 
evaluation of the potency of these agents are required. Most in vitro 
angiogenesis assays are labor-intensive, impeding adaptation to 
high-throughput screening formats, or inadequately model the 
complex, multistep process of new vessel formation. We developed 
a high-throughput/high content image screening compatible 
endothelial-mural cell co-culture assay system that represents 
 several steps of angiogenesis. Co-cultured primary human endothe-
lial cells (EC) and vascular smooth muscle cells (vSMC) self-assemble 
into a network of tubular capillary-like structures enveloped 

  1.  Introduction
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with vascular basement membrane proteins  (  1  ) . The angiogenesis 
co-culture assay can be divided into a distinct VEGF-dependent 
migratory phase, where networks are established, followed by a 
quiescent phase, where stabilized networks remain viable for more 
than 3 weeks and exhibit resistance to anti-VEGF therapy. 
Candidate anti-angiogenic agents can be interrogated for their 
relative potency on immature and mature capillary-like networks 
by adding compounds at different time points. This chapter 
describes the EC-vSMC co-culture assay, automated  fl uorescence 
microscopy, image analysis, and data handling methods needed 
for high-throughput image-based identi fi cation of novel anti-
angiogenic agents. 

 High content screening (HCS) was introduced in the late 
1990s to combine the ef fi ciency of high-throughput techniques 
with the ability of cellular imaging to collect quantitative data from 
complex biological systems  (  2  ) . HCS allows the investigator to 
observe the reaction of a cell to an administered drug by multidi-
mensional microscopy using spatially or temporally resolved methods. 
The level of biological complexity that can be addressed with HCS 
is outstanding among the various large scale approaches currently 
used in the drug discovery process. HCS allows for the incorpora-
tion of more predictive and more disease-relevant biological models 
into the drug discovery environment and hence is increasingly 
recognized as a key technology for eliminating unpromising 
compounds before they reach the expensive end of the drug devel-
opment pipeline. Current algorithms can be readily applied for the 
automated extraction of multidimensional information from cel-
lular images suitable to characterize many different phenotypic 
events which fall into four categories, namely  fl uorescence intensity 
changes,  fl uorescence distribution, morphology, and cell move-
ment. Accordingly, HCS is ideally suited to systematically observe 
the phenotypic changes complex capillary-like networks undergo 
in response to chemical or genetic perturbation on a large scale in 
time and space.  

 

      1.    Human umbilical cord endothelial cells (HUVEC, Lonza Cat 
#C2517A).  

    2.    Human pulmonary artery vascular smooth muscle cells 
(PA-vSMC, Lonza Cat #CC2581) (see     Notes 1  and  3 ).  

    3.    HUVEC; Endothelial cell basal medium EBM-2, #CC3156, 
EGM-2 bullet kit, #CC4176 (Lonza).  

    4.    PA-vSMC; Smooth muscle cell basal medium SmBm-2, 
#CC3181, SmGm bullet kit, #CC4149 (Lonza).  

  2.  Materials

  2.1.  Propagation 
of Primary Endothelial 
Cells and Vascular 
Smooth Muscle Cells
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    5.    Phoenix A retroviral packaging cells (Dr. Garry Nolan, Stanford 
University, USA)  (  3  ) .  

    6.    DMEM (Gibco) supplemented with 10% fetal bovine serum 
(FBS), 2 mM  l -glutamine, 100 U/mL penicillin, and 100  μ g/
mL streptomycin (all from Sigma-Aldrich).  

    7.    Phosphate Buffered Saline (PBS): 137 mM NaCl, 2.68 mM 
KCl, 10 mM Na 2 HPO 4 , 1.76 mM KH 2 PO 4 . Dissolve in 
1,600 mL ultrapure  fi ltered water and adjust pH to 7.4 with 
HCl. Adjust total volume to 2,000 mL.  

    8.    0.1× Trypsin solution (0.025%): dilute standard 0.25% trypsin 
in PBS/EDTA solution (0.09 g/L EDTA in PBS).      

      1.    50 mM Chloroquine (Sigma), dilute in  fi ltered ultrapure water.  
    2.    2 M CaCl 2 , dilute in  fi ltered ultrapure water.  
    3.    5  μ g/ μ L Proteamine sulfate (Sigma), dilute in  fi ltered ultra-

pure water.  
    4.    FBS: Standard quality EU approved (PAA Laboratories).  
    5.    2× HBS  (  3  ) : Make a stock solution of 75 mM dibasic, anhy-

drous Na 2 HPO 4  (5.32 g in 500 mL H 2 O). To 10 mL Na 2 HPO 4 , 
add 8.0 g NaCl and 6.5 g HEPES (sodium salt). Adjust  fi nal 
volume to 500 mL with H 2 O. Filter sterilize through a 0.2- μ m 
nitrocellulose  fi lter (Nalgene). Titrate to exactly pH 6.99 with 
1 N HCl. Divide into aliquots and store up to 6 months at 4°C 
or up to 2 years frozen. Before using a new batch for the  fi rst 
time, the correct length of the bubbling time must be deter-
mined for precipitate formation. Test bubbling times between 
2 and 20 s.      

      1.    PTK787/ZK  (  4  )  Novartis (Oncology Research, Novartis 
Institutes for BioMedical Research).  

    2.    CHIR258  (  5  )  Novartis (Oncology Research, Novartis 
Institutes for BioMedical Research).  

    3.    Stock solutions of the test compounds were diluted in DMSO, 
deposited onto 96-well master stock plates (Nunc), transferred 
to multiple replica plates, and frozen at −80°C.      

      1.    96-Well plates black (Beckton-Dickinson).  
    2.    96-Well half area plates (Greiner BioOne).  
    3.    96-Well plates with V-shaped bottoms (Nunc).      

      1.    1  μ g/mL Propidium iodide (Sigma), dilute in  fi ltered ultra-
pure water.  

    2.    10  μ g/mL Hoechst 33342 (Sigma), dilute in  fi ltered ultrapure 
water.       

  2.2.  Retroviral 
Vector Transfection 
( See   Note 2 )

  2.3.  Compounds

  2.4.  Microtiter Plates

  2.5.  Hoechst 
and Propidium 
Iodide Staining
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      1.    Aspirate cell medium.  
    2.    Wash cells once with 10 mL of PBS.  
    3.    Aspirate PBS.  
    4.    Trypsinize cells with 8 mL 0.1× trypsin solution (2–3 min). 

Add an equal amount of the appropriate medium (8 mL) to 
terminate trypsinization.  

    5.    Wash the cells off of the surface they were attached to by 
pipetting up and down three times, and collect them in one of 
the bottom corners of the  fl ask. Transfer cells to a 50 mL fal-
con tube.  

    6.    Centrifuge cells at 200 ×  g  for 5 min.  
    7.    Aspirate supernatant, but leave a small amount for resuspen-

sion of cells by  fl icking the tube until clumps are no longer 
observed.  

    8.    Add 20 mL of the appropriate cell culture medium and transfer 
cells to a fresh T175  fl ask.  

    9.    Incubate cells at 37°C, 5% CO 2 .  
    10.    For passaging of cells every third day, seed two million cells per 

T175  fl ask in 20 mL of cell culture medium (see  Notes 4–9 ).  
    11.    Repeat the routine when cells reach 80% con fl uence.      

       1.    The day before transfection, seed 1.5 × 10 6  293T retroviral 
packaging cells (Phoenix A cells) in 1.5 mL of DMEM medium 
per well (6-well plate).  

    2.    Allow the transfection reagents to equilibrate to room 
temperature.  

    3.    Add 2  μ L of 50 mM chloroquine to each well and swirl 
gently.  

    4.    Use a 15 mL falcon tube for each transfection, and add 32  μ L 
of 2 M CaCl 2  to the bottom of the tube.  

    5.    Add 1.5  μ g of pCGFP  (  5  )  or pCtdTomato  (  6  )  plasmid DNA.  
    6.    Add 250  μ L H 2 O.  
    7.    Add 2× HBS to reach a  fi nal concentration of 500  μ L.  
    8.    Bubble for approximately 10 s with the eject button fully 

depressed on a mechanical pipettor to disperse the DNA 
precipitate.  

    9.    Using the same pipette, gently add the transfection mixture 
dropwise to the wells.  

    10.    Return the transfected Phoenix A cells to the incubator for 
6–8 h.  

  3.  Methods

  3.1.  Propagation 
of Primary Endothelial 
Cells and Vascular 
Smooth Muscle Cells 
(T175 Flasks)

  3.2.  Retroviral Vector 
Transfection

  3.2.1.  Transfection 
of Retroviral Packaging 
Cells (To Be Conducted 
in an BL-2 Cell Laboratory)
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    11.    Aspirate the medium from the wells, replace with 2 mL of fresh 
DMEM medium, and return the cells to the incubator 
overnight.  

    12.    The next day, aspirate the medium, add 2 mL EGM-2 supple-
mented with 10% FBS and transfer the cells to a 32°C incuba-
tor (5% CO 2 ).  

    13.    Harvest the retrovirus-containing supernatant 24 h following 
addition of EGM-2.      

      1.    The day before infection, seed 2 × 10 5  HUVECs in 1.5 mL of 
EGM-2 per well in a 6-well plate.  

    2.    Filter the harvested retroviral supernatant through a 0.45- μ M 
 fi lter.  

    3.    Prepare the retroviral supernatant for infection by adding 2  μ L 
of 5  μ g/ μ L protamine sulfate.  

    4.    Aspirate the medium from the HUVEC cells, add the retrovi-
ral supernatant and return the cells to the incubator 
overnight.  

    5.    Infection is terminated by exchanging the retroviral superna-
tant with fresh medium.  

    6.    Assay the cells for GFP expression by  fl uorescence microscopy 
at 48 h after infection.      

      1.    Culture cells to about 80% con fl uence.  
    2.    Add fresh medium to the cells 24 h prior to FACS sorting.  
    3.    Trypsinize the GFP-expressing HUVECs as described in 

Subheading  3.1 .  
    4.    Resuspend the cells in 1,000  μ L of PBS/2% FBS.  
    5.    Sort the cells into a tube containing 1 mL of EGM-2/2% FBS 

using a cell sorter equipped with a 488 nm laser and bandpass 
510/20 emission  fi lter using purity settings.  

    6.    Centrifuge cells at 200 ×  g  for 5 min.  
    7.    Plate the sorted cells into T25  fl asks with 5 mL of complete 

EGM-2 (<500,000 cells) or into T75  fl asks with 10 mL of the 
same medium (>500,000 cells).       

      1.    Trypsinize and count the cells in a hemocytometer or 
equivalent.  

    2.    To perform co-culture experiments, mix the cells at a 2.4:10 
HUVEC–PA-vSMC ratio as required in a fresh 50 mL falcon 
tube: For example, 200 wells require 10 million PA-SMC and 
2.4 million endothelial cells (use half the cell numbers for 
BioGreiner half area 96-well plates).  

    3.    Mix the cell suspension by inverting the tube four to six times.  

  3.2.2.  Infection of HUVEC

  3.2.3.  FACS Sorting 
of GFP-Expressing HUVEC

  3.3.  Co-culture Assay 
( See   Notes 10–12 )
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    4.    Centrifuge cells at 200 ×  g  for 3–5 min.  
    5.    Aspirate the supernatant to just above the cell pellet.  
    6.    Flick the tube to resuspend the cells.  
    7.    Add the volume of the appropriate cell medium (complete 

EGM-2) required for the experiment. For example, for 200 
wells in 96-well plates, add 40 mL of EGM-2 (200  μ L per 
well; for half area plates use 150  μ L per well).  

    8.    Mix the cells by inverting the tube four to six times and add 
200  μ L to each well in a 96-well plate with a dispenser 
pipette.  

    9.    Centrifuge brie fl y at 200 ×  g  (3 s) to ensure even distribution of 
cells in the wells.  

    10.    Incubate the co-cultures at 37°C and 5% CO 2  in a humidi fi ed 
atmosphere.  

    11.    Capillary-like networks form within 72 h (see Fig.  1 ) and 
remain stable in culture for at least 3 weeks. To maintain co-
cultures for more than 72 h, exchange half (100  μ L) of the 
EGM-2 medium every third day.       

      1.    Add 1:1,000 dilution of 1  μ g/mL propidium iodide and/or 
10  μ g/mL Hoechst 33342 (nuclei) to viable cell cultures.  

    2.    Incubate for 10 min at 37°C, 5% CO 2  in a humidi fi ed 
atmosphere.  

    3.    Image cultures as described below using the appropriate  fi lters 
(see Subheading  3.6 ).      

  3.4.  Hoechst 
and Propidium 
Iodide Staining

  Fig. 1.    The endothelial-mural cell co-culture assay is performed in uncoated microtiter plates. Co-seeding of endothelial 
cells and mural cells in microtiter plates leads to initiation of an autonomous self-organization of the two cell types; mural 
cells (invisible in the image) generate a con fl uent layer at the bottom of the well that endothelial cells ( gray  ) sit on top of. 
Heterogeneous mural cell–endothelial cell–cell contacts, growth factors expression (e.g., smooth muscle cell VEGF synthe-
sis), and deposition of a collagen-rich basement membrane drive capillary-like network formation and stabilization. 
Automated image capture performed on a BD Pathway 855 BioImager enables montage imaging for a  fl exible  fi eld of view. 
GFP-expressing endothelial cells obviate the need to  fi x and stain co-cultures for visualization before imaging.       
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  The co-culture assay is compatible with both manual compound 
addition and robotic liquid handling for large scale experiments 
using automated liquid handling (e.g., Agilent Technologies/
Velocity 11). Co-cultures are seeded manually as described using 
the Greiner BioOne plates. Cells are allowed to attach for 2–3 h 
before compound addition (see  Notes 13–16   ). 

      1.    Seed the co-cultures as described.  
    2.    Prepare 96-well plates with V-shaped bottoms containing the 

control and test compounds dissolved in DMSO.  
    3.    Using a multichannel pipette, dilute the compounds to 2× 

concentrations in a separate 96-well plate containing 100  μ L 
of EGM-2 per well and mix thoroughly.  

    4.    Remove 100  μ L of the medium from the seeded co-cultures 
and substitute with 100  μ L of EGM-2 containing 2× the com-
pound concentrations.  

    5.    When addition of the compounds 2–3 h post-seeding is desir-
able, co-cultures may be seeded in 100  μ L of EGM-2 per 
well before the 100  μ L EGM-2/2× compound mix is added 
2–3 h later.      

      1.    Compounds are arrayed on a compound plate with V-shaped 
bottoms as 150× stock solutions.  

    2.    To ensure thorough mixing of the compound in the cell cul-
tures, 1  μ L of the compound solution is taken up into the 
pipette from the compound plate followed by 50  μ L of EGM-2 
medium from the well in order to mix the compound with the 
cell culture medium in the pipette tip.  

    3.    The pipette tips are emptied gently to avoid cell detachment.  
    4.    Robotic compound addition is performed at room tempera-

ture. Co-cultures are viable and develop normally when kept 
outside the incubator for up to an hour.       

  Automatic live cell imaging of co-cultures is performed on a BD 
Pathway 855 BioImager using Attovision v1.6.2 software. Imaging 
of networks formed by HUVEC/GFP and PA-vSMC is performed 
as follows (see  Note 11 ):

    1.    The imaging macro is set up with the following  XY -positioning 
in each well to avoid overimaging in the center of the well and 
transient bleaching while adjusting autofocus settings:
   (a)     X : 500.  
   (b)     Y : 0.      

    2.    Autofocus is performed with speci fi c binning 8. To bring cells 
into focus, a 60  μ M z-stack is scanned with eight intervals 
using a GFP  fi lter (excitation  fi lter 488/10 and emission  fi lter 
520/35) and the Vollath F4 algorithm.  

  3.5.  Compound 
Addition 
to Co-cultures 
in 96-Well Plates

  3.5.1.  Manual Addition 
of Compounds 
( See   Notes 17–21 )

  3.5.2.  Robotic Compound 
Addition

  3.6.  Image Capture
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    3.    Image acquisition is performed using the same GFP  fi lter and 
a 10× objective. Montage imaging (2 × 2 montage) is activated 
to enlarge the  fi eld of view. Typical acquisition settings are: 
Exposure time (0.11 s); Gain (208); and Offset (235).  

    4.    Other  fi lters used:
   (a)    Propidium iodide: excitation  fi lter 555/28 and emission 

 fi lter 645/75.  
   (b)    Hoechst: excitation  fi lter 380/10 and emission  fi lter 435LP.  
   (c)    HUVEC/dsTomato cells: excitation  fi lter 548/20 and 

emission  fi lter 570LP.          

     To extract objects quali fi ed to be identi fi ed as part of a cellular 
network from background, the following preprocessing steps are 
performed (see  Notes 2, 22,  and  23 ):

    1.    Background subtraction: 700.  
    2.    Noise reduction  fi lter: RB 25 × 25 (rolling ball).  
    3.    Dilate 5 × 5.  
    4.    Open 5 × 5.  
    5.    Scrap objects below: 2,000 pixels.  
    6.    Image thresholding:

   (a)    Number of threshold steps: 2.  
   (b)    Offset percent: 8.      

    7.    Cellular networks are measured with parameters  tube total 
length (pixels)  and  tube total perimeter (pixels)  using the tube 
formation algorithm of Attovision v1.6.2.      

  The BD Pathway Bioimager outputs data as standard text  fi les. 
Data are imported into the data analysis software BD Image Data 
Explorer and the following procedure is conducted:

    1.    Mark all the wells in individual plates and generate a plot with 
the desired parameter ( tube total length  or  tube total 
perimeter ).  

    2.    BD Image Data Explorer generates a spread sheet where the 
data from individual plates are listed in separate columns. 
Calculate average values and standard deviations from each 
compound triplicate treatment.  

    3.    Calculate the average value and standard deviation for DMSO 
control-treated wells.  

    4.    Calculate the third standard deviation from the DMSO 
average.  

    5.    Generate a plot for individual plates with average values for 
each triplicate treatment.  

  3.7.  Image Analysis 
( See  Fig.  2 )

  3.8.  Data Analysis
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    6.    A triplicate average value that is more than three standard 
deviations away from the DMSO control average value is 
de fi ned as a hit.  

    7.    Values from replicate plates with treated co-cultures are stan-
dardized for direct comparison in the same plot using the 
formula:

     (Tube total length single well mean whole plate) / St dev whole plate−       
    8.    Calculate the mean for the entire plate using the desired 

parameter.  
    9.    Calculate the standard deviation for the entire plate.  
    10.    Apply the above formula for each triplicate average value.  
    11.    Generate a plot including all plates in the experiment for direct 

comparison.      

  Fig. 2.    Segmentation of  fl uorescent cellular objects and image analysis. Fluorescent cellular objects ful fi lling the pixel size 
criteria are extracted from background using background subtraction and image-preprocessing  fi lters. Segmented objects 
are highlighted and the total tube perimeter and total tube length in pixels is summed for all objects in the  fi eld of view. 
DMSO-treated co-cultures have normal tube formation. In a screening campaign compound-treated wells are normalized 
against the DMSO control. Compounds inhibiting (compound 1) or stimulating (compounds 2 and 3) network formation are 
quanti fi ed to have total tube perimeter and total tube length below or above the DMSO control. Compound-treated wells 
with tube total perimeter or total tube length more than three standard deviations away from the average DMSO control 
value are de fi ned as screening hits.       
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     A 96-well plate containing 84 DMSO-treated (0.25%) and 12 
CHIR258 (30 nM) co-cultures are incubated for 3 days and 
imaged as 2 × 2 montages. Average total tube lengths and standard 
deviations are quanti fi ed for the two treatment groups, and noise/
signal ratio calculations are performed using the formula:

     NegCtrls PosCtrls NegCtrls PosCtrls1 (3 (SD SD )) / (Avg Avg )− × + − −       

 

     1.    Each lot of cells is expanded 2–4 passages to establish several 
cryostocks. Cryostocks are used to seed cells for co-culture 
experiments and further expanded for a maximum of 8 
(HUVEC) or 10 (PA-vSMC) passages. Each seed stock is 
tested in pilot co-culture assays; generally, intra-lot co-culture 
competence is stable.  

    2.    To facilitate image analysis, early passage HUVEC cells (pas-
sage 2–3) are infected with a retroviral vector expressing a 
 fl uorescent protein: HUVEC cells used in screening experi-
ments are transduced with a GFP expression construct  (  6  )  or 
alternatively dsTomato-expression construct  (  7  ) . Be aware that 
dsTomato-expression gives a spotted  fl uorescence pattern that 
may affect image analysis, whereas GFP expression results in an 
even  fl uorescence throughout the cell. Experiments involving 
propidium iodide staining must be used in combination with a 
GFP expression construct.  

    3.    Variability in VEGF-expression by different PA-vSMC lots 
affects co-culture assay competence  (  1  ) . Hence, it is important 
to evaluate several PA-vSMC lots in pilot co-culture assays.  

    4.    PA-vSMC divide more slowly than HUVEC, hence when pre-
paring cells for large scale experiments it is recommended that 
the PA-vSMC culture is started 3 days before the HUVEC 
culture. This ensures enough cells of both types at the time 
point of seeding of co-cultures.  

    5.    When starting a PA-vSMC culture in a T175  fl ask, never seed 
below 2 × 10 6  cells. When passaging PA-vSMC, split the 80% 
con fl uent cell culture 1:3 in three fresh  fl asks and continue to 
do this until the desired amount of PA-vSMC is obtained.  

    6.    A PA-vSMC culture can be kept until a dense, wave-shaped 
culture is observed. At this point, the culture is at 80% 
con fl uence and should be passaged.  

    7.    If the PA-vSMC culture is allowed to grow too dense, the cells 
may upon trypsination detach as cell clumps and perform less 
well in the co-culture assay. Distinguishing the appearance of 

  3.9.  Z-Factor 
Calculation 
( See  Fig.  3 )

  4.  Notes
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overgrown cultures from optimal 80% con fl uence becomes 
apparent after a few rounds of PA-vSMC cultivation.  

    8.    PA-vSMC may occasionally grow unevenly in the cell culture 
 fl asks with local regions of con fl uent cells. When observing this 
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  Fig. 3.        z -Score calculation. Robustness of co-culture screening is ascertained by calculating a  z -score, for the parameter 
 tube total length . The  z -score should be >0.2 to ensure reliable identi fi cation of hits in a compound screening campaign. 
Small variation in imaging data points from DMSO control-treated wells is a prerequisite for robust co-culture screening. 
(a) We seeded co-cultures in a 96-well plate; 84 wells ( rows A–C  and  E–H , negative controls) were treated with DMSO and 
12 wells were treated with CHIR258 to represent an active compound ( row D , positive controls). (b) Average total tube 
lengths and standard deviations were quanti fi ed for the two treatment groups, and the noise/signal ratio was calculated. 
Very little variation in the data from the DMSO-treated wells was found and the average tube total lengths were around 
30,000 pixels. Conversely, all CHIR258-treated wells were found to be below 10,000 pixels. The  z -score was calculated as 
0.68, indicating that inhibited phenotypes are well separated from normally developed networks.          
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phenomenon, it is recommended to passage the cells to obtain 
even spreading of the cells.  

    9.    If PA-vSMC are seeded correctly, it should be clear from day to 
day that the cells have divided. If this is not observed, it is rec-
ommended that the cells are discarded and a new culture with 
fresh cells is started.   

   10.    When exchanging the medium on seeded co-cultures, remove 
only half the volume of the cell medium in each well as this 
reduces the risk of detachment of co-cultures.  

    11.    Double the amount of cells used in 96-well plates if the co-
culture assay is performed in 48-well plates; triple the amount 
of cells if it is performed in 24-well plates, etc.  

    12.    HUVEC that have reached a maximum passage number, do 
not generate networks. Lack of network formation may also be 
due to PA-vSMC that does not support the process (e.g., lack 
of VEGF-expression). It is recommended that incompetent 
cells are discarded and fresh cell cultures are initiated.  

    13.    For screening campaigns designed to identify inhibitors of net-
work formation, compounds may be added at any time point 
between 2 and 3 h post-seeding and until ~50 h.  

    14.    Networks are normally imaged at 72 h post-seeding, as at this 
time point the difference between normally developed net-
works and inhibited phenotypes is clearly detectable.  

    15.    Shorter intervals may be evaluated, e.g., compounds are added 
at 48 h post-seeding and the co-cultures are imaged 72 h post-
seeding.  

    16.    Co-cultures can be kept viable for at least 3 weeks by using low 
passage cells and exchanging the cell medium every third day. 
Compounds may therefore be tested on established mature 
networks at any time point beginning from day 6.  

    17.    In a standard screening campaign, compounds are usually 
tested at a concentration of 10  μ M. Compounds are dissolved 
in DMSO and distributed on 96-well plates with V-shaped 
bottoms as triplicates at 200× concentration (2 mM).  

    18.    Using a multichannel pipette, 1  μ L of a 2× compound concen-
tration (e.g., 20  μ M) is transferred to a separate 96-well plate 
containing 100  μ L of EGM-2 in each well.  

    19.    The 100  μ L of EGM-2/2× compound mix is thoroughly 
mixed and transferred to cell cultures seeded in 100  μ L of 
EGM-2.  

    20.    Add the EGM-2/2× compound mix dropwise to reduce the 
risk of detachment of co-cultures.  

    21.    The  fi nal compound concentration is 1× (10  μ M) and the 
DMSO concentration is 0.5%.  
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    22.    During image segmentation, the pixel size of objects that 
should be included in image quanti fi cation may vary. The pro-
tocol in Subheading  3.8  is designed for identi fi cation of wells 
with clear inhibition of network formation. The aim may some-
times be to detect minor differences in network architecture 
and the object pixel size should be adjusted to meet the speci fi c 
experiment criteria.  

    23.    Our laboratory uses the BD Pathway 855 BioImager for auto-
matic imaging and Attovison software for quanti fi cation of co-
cultures. However, for small scale experiments, manual 
 fl uorescent microscopes and any software able to quantify tube 
structures may be used.          
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    Chapter 9   

 Intravital Microscopy to Image Membrane Traf fi cking 
in Live Rats       

     Andrius   Masedunskas   ,    Monika   Sramkova   ,    Laura   Parente   , 
and    Roberto   Weigert         

  Abstract 

 Intravital microscopy is a powerful tool that enables imaging various biological processes in live animals. 
Here, we describe a series of procedures designed to image subcellular structures, such as endosomes and 
secretory vesicles in the salivary glands (SGs) of live rats. To this aim, we used  fl uorescently labeled mole-
cules and/or  fl uorescently tagged proteins that were transiently transfected in the live animal.  

  Key words:   Intravital Microscopy ,  Salivary glands ,  Endocytosis ,  Exocytosis    

 

 Intravital microscopy (IVM) has been utilized primarily to image 
live animals at the tissue or the single cell level  (  1,   2  ) . Although 
endosomes have been imaged in the kidney of live rats for short 
periods of time, the ability to perform subcellular imaging has been 
hindered by the motion artifacts due to respiration and the heart-
beat  (  3,   4  ) . Recently, we have developed some strategies to image 
subcellular structures in live rodents, thus opening the door to 
study cell biology in physiological conditions  (  1,   2,   4–  7  ) . As a 
model organ, we used the salivary glands (SGs) of live rats, which 
offer several advantages. First, they can be exposed by a relatively 
minor surgery and easily immobilized in order to minimize the 
motion artifacts that are detrimental to high-resolution imaging 
 (  5,   6  ) . Second, SGs are amenable to both pharmacological and 
genetic manipulations making these organs ideal to study cellular 
processes at a molecular level. Indeed, molecules can be delivered 
to SGs through multiple routes: (1) via systemic injection, (2) via 
intra-organ injection, and (3) via the salivary ducts that can be 

  1.  Introduction
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accessed from the oral cavity  (  5,   7  ) . Speci fi cally, this last route has 
been utilized to deliver plasmid DNA, enabling us to transiently 
express  fl uorescently tagged proteins  (  7  ) . 

 Since the most challenging part in IVM is the preparation of 
the animal, here we focus on the description of the basic surgical 
procedures that are utilized to expose and immobilize the SGs 
without compromising their function and to deliver probes to label 
subcellular compartments such as endosomes, secretory granules, 
and the Golgi apparatus. Our goal is to provide investigators who 
have minimal experience in surgical procedures and animal han-
dling, with basic protocols to successfully perform IVM at a sub-
cellular resolution.  

 

      1.    Sprague–Dawley rats, 150–250 g body weight (Harlan 
Laboratories, Frederick, MD).  

    2.    Anestethics: Iso fl uorane (Forane, 100 mL, Baxter, Deer fi eld, 
IL), Ketamine (Ketaved, 100 mg/mL, Fort Dodge Animal 
Health, Fort Dodge, IA), and Xylazine (Anased, 100 mg/mL 
Akorn, Decatur, IL) (see  Note 1 ).  

    3.    Vaporizer for iso fl urane (Isolfuorane V 1.9) connected to a 
plexiglass restraining tube able to accommodate rats weighing 
up to 300 g (Braintree Scienti fi c, Braintree, MA).  

    4.    Eye lubricant: Neomycin/Polymyxin B (Bausch and Lomb, 
Tampa, Fl).  

    5.    Downdraft table equipped with HEPA  fi lter (Hazard 
Technology, Pasadena, MD).  

    6.    Heat lamp, model HL1 (Braintree Scienti fi c, Braintree, MA).  
    7.    MicroTherma 2T Thermometer with RET-3 and IT-21 ther-

mocouple probes (Braintree Scienti fi c, Braintree, MA).  
    8.    70% Ethanol.  
    9.    Sterile  fi ltered normal saline.  
    10.    Optical coupling gel: 0.3% Carbomer-940 (Snowdrift Farm, 

Tucson, AZ), 54.7 mg/mL  D -Sorbitol, and Triethanolamine 
(pH 7.4), (see  Note 2 ).  

    11.    Surgical instruments: Operating scissors (11.5 cm straight); 
two #7 curved tip tweezers (one with blunt and one with 
sharper tips), disposable scalpel tips, scalpel holder, microscis-
sors (World Precision Instruments, Sarasota, FL) (see  Note 3 ).  

    12.    2% Lidocaine (Hospira, Lake Forest, IL).  
    13.    Black Braided Silk suture # 4.0 (Deknatel, Triangle Park, NC).  
    14.    Gauze sponges 2″ × 2″ (Tyco Healthcare, Gosport, UK).      

  2.  Materials

  2.1.  Animals 
and Surgical Tools
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  All  fl uorescent probes were purchased from Invitrogen, Carlsbad, 
CA. Stock concentrations and doses utilized are indicated in Table  1 . 
The amount of probe delivered is adjusted for a 200 g rat and may 
need  fi ne adjustments. Volumes of injections are: 500  μ L for IV, 
100  μ L for intra-ductal, and 1 mL for intra-stromal delivery.   

      1.    SZX7 Stereo microscope mounted on an adjustable arm 
(Olympus America, Center Valley, PA).  

    2.    Custom-made stereotactic device for salivary duct cannulation 
(see Fig.  1a–c ).   

    3.    Polyethylene PE-5 cannula (Strategic Applications, Libertyville, 
IL) (see  Note 4 ).  

    4.    Histoacryl tissue adhesive (TissueSeal, Ann Arbor, MI).  
    5.    1 mL Plastic syringes.  
    6.    30 G 1/2 in. needle (Exelint, Los Angeles, CA).  
    7.    Plasmid DNA puri fi ed from maxi-prep kit (Qiagen, Valencia, 

CA).  
    8.    In vivo-jet PEI polyethyleneimine (PEI) (Polyplus Transfection, 

New York, NY).      

  2.2.  Fluorescent 
Probes

  2.3.  In Vivo Gene 
Delivery to 
Submandibular 
Salivary Gland

   Table 1 
  List of the  fl uorescent probes utilized to image membrane traf fi c and subcellular 
organelles in a live rat   

 Fluorescent probe 
 Stock 
conc. 

 Store 
at (°C) 

 IV injection 
(mg/mL)  Intra-ductal  Intra-stromal 

 Hoechst 33342  10 mg/mL  4  0.02  –  – 

 FM1-43  20 mM  −20  –  200  μ M  20  μ M 

 Texas-Red DHPE  20 mM  −20  –  100  μ M  20  μ M 

 Cascade Blue 10 kDa dextran  25 mg/mL  4  –  1 mg/mL  50  μ g/mL 

 Alexa 488 10 kDa dextran  10 mg/mL  4  –  1 mg/mL  50  μ g/mL 

 Texas-Red 10 kDa dextran  25 mg/mL  4  –  1 mg/mL  50  μ g/mL 

 Alexa 647 10 kDa dextran  10 mg/mL  4  –  1 mg/mL  50  μ g/mL 

 Oregon G. 488 70 kDa dextran  10 mg/mL  4  0.4  –  50  μ g/mL 

 Texas-Red 70 kDa dextran  25 mg/mL  4  0.4  –  50  μ g/mL 

 FITC 500 kDa dextran  10 mg/mL  4  1  –  – 

 FITC 2,000 kDa dextran  10 mg/mL  4  2  –  – 

 Tetramethylrhodamine 
2,000 kDa dextran 

 10 mg/mL  4  –  – 
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  Fig. 1.    Animal preparation for intravital microscopy. ( a – c ) Cannulation of the Wharton’s duct. ( a ) Custom-made stereotactic 
device for cannulation. ( b ) Diagram showing the Wharton’s duct cannulation procedure. ( c ) Picture of an anesthetized rat, 
immobilized on the stereotactic device. Two PE-5 cannulae were inserted into the ducts. ( d ) Diagram of tail artery catheter-
ization procedure. The tail artery is isolated, an incision is made, and PE-5 tubing is inserted. ( e ) Diagram showing the rat 
after SGs externalization surgery. The animal can be positioned for imaging either for upright or inverted con fi guration. ( f – i ) 
Setup for the upright con fi guration. ( f ) Custom-made animal stabilization stage with salivary gland (SG) holder.  Lower 
panels  show the details of SG holder. ( g ) Diagram showing the positioning of the animal for the upright con fi guration.  Lower 
panel  shows the insertion of the coverglass. ( h ) Diagram showing the animal in a side view on the stage. The objective 
equipped with a heater is brought on top of the coverslip covering the SG. ( i ) Picture showing the microscope in the upright 
con fi guration. Objective and heater are mounted onto an objective inverter. ( j – l ) Setup for the inverted con fi guration. (  j  ) A 
round 40 mm cover slip secured to a 35 mm inverted dish holder stage insert is pictured. Plan-Apo 60x water-immersion 
objective is visible. ( k ) Diagram showing the 35 mm dish holder stage insert and a coverslip. ( l ) Diagram showing the 
positioning of the animal for the inverted con fi guration. The animal is stabilized by a suture holding the incisors and several 
bars holding down the neck and the thorax areas. These stabilization devices are held in place by masking tape.       

      1.    Custom-made immobilization stage (Fig.  1f ). Alternatively, 
the stage can be assembled from components that are com-
mercially available (Thorlabs, Newton, NJ): Aluminum 
Breadboard, 8″ × 8″ × 1/2″, ¼–20 Threaded (catalog # MB8), 
Mini-Series Swivel Post Clamp (catalog # MSWC), Cage 
Assembly Rods, 4″ Long, ∅6 mm (catalog # ER4), Thread 
Adapter, 1/4″-20 to #4-40 (catalog # MSA25) (see  Note 5 ).  

    2.    Custom-made submandibular salivary gland holder (see Fig.  1g  
and Note 5).  

  2.4.  Animal Holders 
and Positioning 
Devices
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    3.    22 mm × 22 mm glass coverslips, # 1.5 and # 0.  
    4.    Stage insert for 35 mm dishes to accommodate a 40 mm glass 

coverslip (Olympus America, Center Valley, PA) (Fig.  1j–l ) (see 
 Note 5 ).  

    5.    Glass 40 mm round coverslips, # 1.5 (Bioptechs, Butler, PA).  
    6.    Custom-made salivary gland stabilizers for inverted con fi guration.  
    7.    Objective warmer system (Bioptechs, Butler, PA).  
    8.    Gauze sponges 4″ × 4″ (Tyco Healthcare, Gosport, UK) to be 

used as blankets.  
    9.    Disposable Foot Warmers (Heat Factory, Vista, CA).      

      1.    IX81 inverted confocal microscope, equipped with a 
Fluoview-1000 scanning unit (Olympus America, Center 
Valley, PA) modi fi ed for multiphoton microscopy, as described 
in  (  8  )  (see  Note 6 ).  

    2.    Plan-Apo 60x, 1.2 NA, water-immersion objective (Olympus 
America, Center Valley, PA) (see  Note 7 ).       

 

 Subcellular structures can be labeled using different strategies, 
such as systemic delivery of  fl uorescent probes, transfection of 
 fl uorescently labeled proteins, or a combination of both. A  fl ow 
chart of the procedures described hereafter is provided in Fig.  2 . 
Salivary glands can be imaged using either an upright or an inverted 
microscope. The choice depends on the characteristics of the avail-
able microscope. The upright con fi guration requires the use of 
custom-made holders, whereas the inverted con fi guration requires 
particular care in immobilizing the animal.  

      1.    Rats are housed in a controlled environment in the local ani-
mal facility and 1 week prior to the experiments are moved and 
housed in the lab to acclimate  (  9  ) . Water and food are pro-
vided  ad libitum .  

    2.    Weigh the animal prior to anesthesia.  
    3.    Gently place the animal into the vaporizer chamber, and turn 

on the oxygen  fl ow (800–900 mmHg). Set the Iso fl uorane level 
to 3% to proceed with the anesthesia induction (see  Note 8 ).  

    4.    Once the animal is unconscious, inject a mixture of 100 mg/
kg ketamine and 20 mg/kg xylazine (see  Note 1 ) into the peri-
toneal cavity (25-gauge needle).  

    5.       Observe the animal for signs of wakefulness and inject more 
anesthetic mixture as needed (75% of the initial dose within 

  2.5.  Microscope

  3.  Methods

  3.1.  Animals 
and Anesthesia
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45 min after the  fi rst injection and 50% every hour thereafter 
(see  Note 9 )).  

    6.    Apply eye lubricant to prevent eye dryness.  
    7.    Place the animal under the heat lamp or on a Foot Warmer pad.  
    8.    Monitor the body temperature of the animals with the 

MicroTherma 2T Thermometer equipped with a RET-3 rectal 
temperature probe (see  Note 10 ).      

      1.    Secure the anesthetized animal into the stereotactic device with 
the mandibles wide open and the cheeks extended to the sides 
(Fig.  1b ). The tongue should be folded towards the back of 
the mouth to expose the ductal ori fi ces without obstructing 
the airways.  

  3.2.  In Vivo Gene 
Delivery to 
Submandibular 
Salivary Gland

  Fig. 2.    Flowchart of common experimental procedures for intravital microscopy. ( a ) Work fl ow for imaging only the transfected 
cells in vivo. ( b ) Procedures for imaging a combination of expressed  fl uorescent proteins and injected  fl uorescent probes. 
( c ) Work fl ow for visualizing  fl uorescent probes introduced into the SG tissue. Note that the injection of the  fl uorescent 
probes can be performed while imaging.       
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    2.    Incline the stereotactic device at approximately 45° and adjust 
the stereomicroscope to visualize the area below the tongue.  

    3.    Focus on the two ori fi ces of the Wharton’s ducts. They will 
appear as two small  fl aps of tissue in the center of the area 
under the tongue (Fig.  1b ).  

    4.    Use bent sharp #7 tweezers to grab the PE-5 cannula close to 
the tip (see  Note 4 ). Gently push the ori fi ce with the tip of the 
cannula until it gets inserted into the duct (see Fig.  1b  and 
Note 11)  

    5.    Once the Wharton’s duct is cannulated, apply a small drop of 
histoacryl tissue glue to the ori fi ce, and let it dry.  

    6.    Prepare the transfection mixture according to the PEI manu-
facturer’s instructions. Typically, ef fi cient transfection is 
achieved by using 12–24  μ g of DNA/gland in a  fi nal volume 
of 100  μ L (see  Note 12 ).  

    7.    Aspirate the transfection mixture with a syringe (30-gauge 
needle) and make sure that no air bubbles are released when 
injecting the  fl uid.  

    8.    Carefully connect the needle to the cannula without piercing 
the tubing.  

    9.    Inject the transfection mixture gradually over a 5 min time 
period.  

    10.    Remove the cannula and the syringe from the mouth and allow 
the animal to recover in the cage. A warm environment should 
be provided to facilitate the recovery and the animal should be 
monitored for at least 2 h.  

    11.    Transfected cells can be visualized after 12–48 h either by 
excising the glands from euthanized animals or by performing 
IVM (see Subheadings  3.3  and  3.4  and Note 12).  

    12.    The cannula can be also used to introduce  fl uorescent probes 
or pharmacological agents into the apical side of the epithe-
lium of the SGs (see  Note 13 ) ( see  Subheading  2.2  for probes 
and dilutions).      

      1.    This procedure should be performed before preparing the ani-
mal for imaging and requires minimal surgical procedures 
when compared with the catheterization of the femoral or the 
jugular vein.  

    2.    Place the anesthetized animal on its back into the custom-
made immobilization stage (Fig.  1g ).  

    3.    Secure the tail by clamping it down with two screw-down 
clamps—one at the very base of the tail and another 4–5 cm 
further down the tail (Fig.  1d ).  

    4.    Clean the area with 70% ethanol. Carefully make a 3 cm incision 
along the midline of the tail with a scalpel, without cutting the 

  3.3.  Insertion of the 
Catheter in the Tail 
Artery
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underlying arteries or veins. The cut should be deep enough to 
reach the connective tissue. Clean any bleeding with gauze and 
saline as needed.  

    5.    With a sharp scalpel carefully cut the thin layer of white con-
nective tissue covering the tail artery. This is best accomplished 
by sliding the edge of the scalpel underneath the connective 
tissue sheath and cutting it from below. Be careful not to dam-
age the artery.  

    6.    Now that the artery is accessible, use blunt bent tweezers to 
isolate the artery from the rest of the tail. This is accomplished 
by placing the tips of the tweezer under the artery and sliding 
them up and down.  

    7.    Using a suture, tie off the lower part of the artery. This suture 
will be used to provide tension on the artery.  

    8.    Prepare a 1 mL syringe with normal saline connected to a 
20 cm PE-5 tubing (via a 30-gauge needle). The end of the 
catheter should be cut at a 45° angle.  

    9.    Apply extra pressure to the clamp at the base of the tail to stop 
the blood  fl ow to the artery. Extend the artery by pulling 
slightly on the suture and make a 45° angle incision, about 
1/3 into the artery.  

    10.    Apply several drops of 2% lidocaine solution to the area to 
dilate the artery.  

    11.    Insert the catheter into the artery for about 1 cm and tie it 
with the suture. Make sure that the catheter is stable and well 
sutured to the tail, as some accidental pull on the catheter may 
dislodge it.  

    12.    Release the clamps and inject 100–200  μ L of saline. Saline 
should be injected every 30 min to ensure that the artery does 
not clog.  

    13.    Now any  fl uorescent probe can be delivered to the systemic 
circulation (see Subheading  2.2  for probes and dilutions).      

      1.    Wipe down the ventral side of the neck area of the anesthetized 
animal with a gauze sponge soaked in 70% ethanol. Dry the 
excess of ethanol with a Kim wipe.  

    2.    With dull tweezers lift up a small piece of skin at the midline, 
approximately at the lower side end of the masseter muscles 
and make a small incision (see  Note 14 ).  

    3.    Insert the scissors into the opening and separate the skin away 
from the underlying tissue by opening the scissor blades. Avoid 
damaging the underlying glandular tissue. Repeat this step sev-
eral times until the scissors are free to move under the skin.  

    4.    Using a pair of scissors excise a strip of loosened skin about 
0.5 cm wide and 2 cm long.  

  3.4.  Animal Surgery 
and Positioning for 
Intravital Microscopy
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    5.    With a syringe apply the optical coupling gel into the middle of 
the cut and wipe it towards the outside with sterile gauze. Use 
new gauze for each wipe to prevent introduction of hair or 
blood onto the glands. Repeat this procedure until all loose 
hairs are removed and bleeding has stopped.  

    6.    Using #7 tweezers separate the connective tissue away from 
the submandibular gland all the way to the base of the gland 
(see  Note 15 ).  

    7.    If intra-stromal delivery of  fl uorescent probes is desired, the 
glands can be bathed in situ with pre-warmed probe solution 
(see Subheading  2.2  for probes and dilutions).  

    8.    If setting up for intravital imaging in the upright con fi guration, 
follow the instructions below, otherwise skip to point #14.  

    9.    Place a layer of gauze onto the custom-made immobilization 
stage. Cut the ends of a Foot Warmer packet to allow the air 
in. Place the packet onto the gauze and cover it with another 
piece of thin gauze (see  Note 16 ).  

    10.    Position the animal on its back on the stage and secure the sali-
vary gland holder (Fig.  1f ,  g ). Add some optical coupling gel 
inside the holder.  

    11.    Position the body of the animal and the holder to minimize 
the angle between the body and the gland. This will prevent a 
reduction in the vascular  fl ow. Place the gland into the holder 
with the ventral side of the gland facing up.  

    12.    Insert the glass coverslip into the holder with gentle pressure 
so that the gland is stabilized. Avoid compressing the gland, 
which may result in restricting the blood  fl ow (see  Note 17) .  

    13.    Cover the animal with another layer of gauze and move the 
whole stage assembly onto the upright microscope stage 
(Fig.  1g–i ).  

    14.    For imaging in the inverted con fi guration, place the gauze 
and the Foot Warmer pack directly onto the microscope 
stage  fi tted with an 35 mm dish insert and a 40 mm coverslip 
(Fig.  1j ,  k ). Cover the warming pack with a thin piece of 
gauze.  

    15.    Place the animal on its side and onto the gauze with the warm-
ing pack. Position the animal with the submandibular salivary 
gland placed in the middle of the coverslip.  

    16.    The animal has to be secured and stabilized in this position 
before immobilizing the gland (see Fig.  1l  and Note 18).  

    17.    Place a small piece of lens cleaning tissue over the gland. Extend 
the gland slightly and place a customized stabilizer over the 
gland. Tightly couple the stabilizer to the stage with masking 
tape (see  Note 19 ).  

    18.    Cover the animal with a gauze and image.      
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      1.    The modality of imaging (inverted vs. upright and two-photon 
vs. confocal) should be chosen in advance.  

    2.    Using epi fl uorescence illumination focus on the surface of the 
gland. If no  fl uorophores were injected, the glands could be 
visualized using a DAPI  fi lter set to reveal the auto fl uorescence 
of the tissue.  

    3.    Assess the health status of the tissue by visualizing the blood 
 fl ow in the capillaries and then the overall morphology of the 
tissue. Signs of tissue damage include membrane blebbing, 
improper organelle aggregation, and sluggish motility of 
organelles or cells.  

    4.    Assess the stability of the tissue either via epi fl uorescence or 
pre-scanning the selected area. A stable preparation is essential, 
since most of the motion artifacts cannot be removed or cor-
rected in post-processing data analysis. If the preparation is not 
stable, adjustments are required.  

    5.    Determine the scan speed (temporal resolution) and the dura-
tion of the time-lapse acquisition (see  Note 20 ).  

    6.    Determine the number of pixels acquired vs. the scan area 
zoom (spatial resolution) (see  Note 20 )  

    7.    Determine the slice thickness by adjusting the pinhole (for 
confocal acquisition only). The idea is to  fi nd an acceptable 
balance between a good confocality effect and enough signal 
to form a clear image. Depending on the sample, we normally 
image using a theoretical optical slice thickness between 0.8 
and 1.2  μ m.  

    8.    Determine the excitation laser power (see  Note 21 ).  
    9.    Adjust the detector settings to make sure that the intensities of 

the structures of interest fall within the dynamic range of the 
detectors.  

    10.    Once all these parameters are set, imaging can be started. While 
imaging, drifting of the tissue in XY and Z may occur. This can 
be manually compensated by visually assessing the area and 
adjusting the scan area and Z position. The adjustments should 
be made gradually and by small increments to avoid motion 
artifacts.  

    11.    Fluorescent probes can be introduced either into the circula-
tion via tail artery catheter or into the ductal system via the 
cannulation of the Wharton’s duct as described earlier.  

    12.    We have successfully observed a number of membrane 
traf fi cking events with this setup. For example, we followed 
endocytosis and endocytic vesicle fusion and probe traf fi cking 
through endosomal pathways (Fig.  3a )  (  2  ) . In addition, com-
pensatory endocytosis can be visualized by labeling the apical 
plasma membranes or the  fl uid phase  (  4  ) . Exocytosis of the 

  3.5.  Imaging 
Parameters



1639 Intravital Microscopy to Image Membrane Trafficking in Live Rats 

secretory granules can also be observed in the acinar cells upon 
stimulation with adrenergic agonists (Fig.  3b )  (  6  ) . Lastly, a 
number of traf fi cking events such as the dynamics of the  trans -
Golgi network can be followed by transfecting the acinar cells 
with plasmid DNA (Fig.  3c ).        

  Fig. 3.    Imaging subcellular structures in live animals. ( a ) Endocytosis of  fl uorescently labeled dextran visualized in the salivary 
glands of live rats. Still images from a time-lapse are shown. Tail artery of an anesthetized rat was cannulated and con-
nected to a syringe. First, the animal was injected with Hoechst dye to label the nuclei (time 00:00), and imaged in time-
lapse mode by using multiphoton microscopy. After 4:00 min a Texas-red 70 kDa dextran was injected (time 04:01) to 
image the endocytic process. Endocytic structures containing Texas-red 70 kDa dextran appeared within minutes after the 
injection and they increased in number and in size over time. Excitation wavelength 820 nm. Acquisition speed was 2 s per 
frame. Time is shown in minutes : seconds. Scale bar—20  μ m. ( b ) Exocytosis of salivary protein-containing granules 
visualized in acinar cells of live rats. The Wharton’s duct of an anesthetized rat was cannulated and  fi lled with Alexa 
647–10 kDa dextran to label the acinar canaliculi (apical space in between the acinar epithelial cells). 0.1 mg/kg of 
Isoproterenol was injected subcutaneously into the animal to stimulate salivary secretion and 1 min later the time-lapse 
acquisition was started (time 00:00). The exocytic granules fused with the plasma membrane were  fi lled with dextran 
( arrows ). Excitation wavelength 633 nm. Acquisition speed was 220 ms per frame. Time is shown in minutes : seconds. 
Scale bar—5  μ m. ( c ) Dynamics of the  trans -Golgi network in salivary glands of a live rat. The Wharton’s duct of an anes-
thetized rat was cannulated and the glands were transfected with plasmid DNA encoding TGN38-RFP, a marker for the 
 trans -Golgi network. The next day the salivary glands were imaged by confocal time-lapse mode. Fission events of TGN38-
RFP containing membranes can be observed. Excitation wavelength 561 nm. Acquisition speed was 2 s per frame. Time is 
shown in minutes : seconds. Scale bar—5  μ m.       
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     1.    Anesthetics are prepared fresh by diluting 100 mg/mL Xylazine 
to 20 mg/mL in normal saline and then mixing it with 
Ketamine. The amounts in the mixture are determined by the 
weight of the animal.  

    2.    0.3% Carbomer-940 gel is prepared by warming up 100 mL of 
ultra-pure water and dissolving 5.47 g of  D -Sorbitol. Then 
0.3 g of Carbomer-940 is added. The beaker should be cov-
ered and placed on stirring hot plate (lowest heat setting) for 
several hours or until all the carbomer clumps have completely 
dissolved. Lastly, Triethanolamine is added drop-wise while 
stirring gently until a pH of about 7.4 is reached. The gel is 
stored at 4°C  (  10  ) .  

    3.    Instruments should be cleaned and sterilized before use.  
    4.    The cannulae should be cut at about 5 cm length with the tip 

beveled at a 45° angle.  
    5.    The salivary gland holder should be mounted onto the immo-

bilization stage. This setup is used for an upright imaging 
con fi guration, whereas a 35 mm dish stage insert is used for an 
inverted con fi guration.  

    6.    If the cells to be imaged are located within the  fi rst 20–30  μ m 
from the surface, use confocal laser-scanning microscopy, 
which achieves higher resolution than multiphoton micros-
copy  (  11  ) . Multiphoton microscopy is used for imaging 
deeper into the tissue or to excite endogenous  fl uorescence 
 (  2,   5,   12  )   

    7.    High NA objectives have to be used for high-resolution imaging. 
A Plan-Apo 60x, 1.2 NA, water-immersion objective works 
exceptionally well in both confocal and multiphoton modali-
ties. We also use a Plan-Apo 60x / 1.42 NA oil objective for 
confocal imaging at depths of up to 10  μ m.  

    8.    We  fi nd that the stress induced by administration of injectable 
anesthetics may induce some undesired effects, such as saliva-
tion. Therefore, we  fi rst induce anesthesia with iso fl urane and 
then switch to injectable anesthetics.  

    9.    Animals should be carefully monitored for signs for wakeful-
ness, which may manifest as slight whisker movements and 
sensitivity to touch by a sharp object. To perform the sharp 
object test, extend one of the legs of the animal and touch the 
paw with light pressure using sharp tweezers. Muscle contrac-
tion would indicate that anesthesia has worn off.  

    10.    Anesthesia induces hypothermia, which can adversely affect ani-
mal health, survival, and reproducibility of experiments. 

  4.  Notes
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Therefore, the body temperature should be monitored and heat 
should be provided to the animal as needed. The temperature 
is measured using a rectal probe and should be maintained 
around 37 ± 1°C by adjusting the heat provided.  

    11.    The opening of the duct is roughly at the tip of the ori fi ce. The 
tip should be probed gently to invert the ori fi ce outside-in into 
the underlying mucosa. The beveled tip direction of the can-
nula can be rotated every few minutes, so that the ori fi ce gets 
stretched evenly from different sides. Be careful not to apply 
too much pressure at once, as the mucosa can be ruptured, 
damaging the duct. Normally if the duct is damaged, bleeding 
will be observed from the injured mucosa.  

    12.    As reported in  (  2  ) , plasmid expression peaks at 12–24 h after 
transfection. Cells can be imaged in situ by IVM, or alterna-
tively transfection can be tested in excised tissue. Freshly 
excised tissue is stable for about 30 min post-excision. This is 
especially useful for 3D stack acquisitions. Imaging time can be 
extended if the tissue is cooled to 4°C.  

    13.    Longer cannulae (30 cm) can be used to deliver  fl uorescent 
markers or pharmacological agents. The infusion is driven by 
gravity with the syringe raised approximately 25 cm above the 
animal and opened to the atmosphere. For  fl uorescent probes, 
a solution of 100  μ L is prepared at the concentrations listed 
in Table  1 .  

    14.    The skin should be cut so that the  fi nal opening starts near the 
base of the submandibular gland where the nerve, the duct, 
and the blood vessels connect the gland to the rest of the body. 
The resultant opening, after cleaning the wound area, should 
be oval in shape and measure roughly 1.5 × 2.5 cm. Both sub-
mandibular glands should be visible in the opening.  

    15.    Using two bent #7 tweezers  fi nd the tip of the submandibular 
gland and grab the connective tissue a few millimeters away 
from the tip. Tear the tissue around the gland. Once the 
gland is exposed, gently separate the connective tissue from 
the gland. If bleeding occurs, wash the blood away immedi-
ately with normal saline. Make sure that all the connective 
tissues are separated and the gland is fully exposed. The 
degree of freedom will be important for the stabilization step. 
Prevent the surface of the gland from drying by applying 
optical coupling gel.  

    16.    The heat intensity and duration of the Foot Warmer packs 
depend on the exposure to air oxygen. Cutting both ends 
and one side of the packet is suf fi cient to provide heat to the 
animal for several hours at reasonable intensity. The tempera-
ture of the animal should be monitored until results are 
reproducible.  



166 A. Masedunskas et al.

    17.    The connection of the gland to the body should be loose and 
 fl exible, without much strain or harsh angles. The holder 
should be straight and tightly coupled to the immobilization 
stage to stabilize the glandular tissue. The stability may be 
improved by additional immobilization of the head and the 
thorax by stabilizing bars coupled to the stage. Blood  fl ow 
should be assessed after placing the coverslip by examining the 
gland visually (it should retain a pink coloration).  

    18.    Stabilization of the animal for inverted con fi guration is more 
challenging and requires several custom-made accessories. 
Most of them are modi fi ed from common labware. The acces-
sories are coupled to the stage by masking tape, resulting in 
semi-rigid connections. These “devices” are then gently pressed 
against the most problematic areas of the body, such as the 
head and the thorax (Fig.  1l ).  

    19.       A gland stabilizer is cut from a piece of plastic and  fi tted with 
four spacers to accommodate the thickness of the submandib-
ular gland (2–3 mm). Similar to the upright con fi guration, this 
stabilization should avoid inducing any sharp angles or ten-
sions onto the gland. The blood  fl ow should be inspected via 
epi fl uorescence microscopy immediately after stabilization to 
ensure viability of the tissue.  

    20.    The settings for the spatial resolution are closely tied to the 
temporal resolution. Most membrane traf fi cking processes 
occur within a second (for example, endosomal fusion), requir-
ing the highest possible scanning speed. We mostly use scan-
ning speeds ranging from 200 ms up to 1 s per frame. We 
acquire about 10 pixels per micron in the sample, which yields 
about 100 nm pixels. This is well beyond the diffraction limit 
of the optics, and we  fi nd that some oversampling improves the 
 fi nal quality of the images. When high spatial and temporal 
resolution scans are required, high zoom of the scan area is 
used. For example, using a 60× objective, a 16× scan area zoom, 
and 128 × 128 pixel image will yield 0.103  μ m/pixel spatial 
scale. With these settings, when pixel dwell time is set to 4  μ s/
pixel, the resultant scan speed is close to 200 ms per frame.  

    21.    The optimal laser power has to be empirically determined by 
performing a test acquisition for the required length. If signs 
of phototoxicity or photo-bleaching are observed, the power 
should be reduced.          
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    Chapter 10   

 Imaging Non- fl uorescent Nanoparticles in Living Cells 
with Wavelength-Dependent Differential Interference 
Contrast Microscopy and Planar Illumination Microscopy       

     Wei   Sun   ,    Lehui   Xiao   , and    Ning   Fang         

  Abstract 

 Optical microscopy is a simple yet robust strategy to study live cellular processes. By changing the wavelength 
of the illumination light, different non- fl uorescent nanoparticle probes can be identi fi ed and tracked 
dynamically inside crowded living cells with either differential interference contrast (DIC) microscopy or 
planar illumination microscopy (PIM). The translational and rotational dynamics of anisotropic nanopar-
ticles can be readily extracted via the modi fi ed DIC microscope and the home-built PIM. In this protocol, 
the optimization procedures for DIC microscopy and PIM imaging are explained, and the sample preparation 
procedures to image non- fl uorescent nanoparticles in living cells are described.  

  Key words:   Nanoparticle ,  Live cell imaging ,  Differential interference contrast microscopy ,  Planar 
illumination ,  Scattering ,  Plasmon resonance  

  Abbreviations  

  APTES    3-Aminopropyltriethoxysilane   
  DIC    Differential interference contrast   
  fps    Frames per second   
  LSPR    Localized surface plasmon resonance   
  NA    Numerical aperture   
  PIM    Planar illumination microscopy   
  PLL    Poly- L -lysine   
  QWP    Quarter wave plate   
  ROI    Region of interest       
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 As the basic building block of living organisms, a single cell is a 
complex machine containing lots of proteins, nucleic acids, and 
other biomacromolecules. What makes it more complicated is that 
each cell’s function and fate are heterogeneously determined by the 
varying concentrations and activities of these biomacromolecules. 
To uncover the underlying mechanisms of cell regulation, it is nec-
essary to develop non-invasive and high-performance (superior 
detectability, high spatial and temporal resolution, and precise local-
ization of molecular or nanoparticle probes) strategies to follow 
closely the dynamic processes involving target molecules and organ-
elles in living cells  (  1  ) . Fluorescence microscopy with a variety of 
con fi gurations has been established as the main optical imaging tool 
for tracking biomacromolecules in living cells thanks to its chemical 
speci fi city and an extensive library of  fl uorescent probes. However, 
 fl uorescence microscopy is not without limitations, due to the 
nature of  fl uorescent probes. For instance, small organic  fl uorescent 
dye molecules can be photo-bleached quickly (within seconds), 
which limits their applications for long-term observations; conven-
tional quantum dots have blinking effects that may preclude them 
from being used in dynamic tracking experiments  (  2  ) . 

 In the past decade, bene fi ted from the explosive development 
of nanoscience and nanoengineering, a variety of nanoparticles 
have been made from metals, polymers, silica, other inorganic 
nanocrystals, and composites with core-shell structures. Many of 
these nanoparticles have been demonstrated to possess unique 
non- fl uorescent optical properties for a wide range of applications, 
such as drug delivery, in vivo biosensing, and biomedical diagnostics 
and therapies  (  3–  7  ) . Compared to  fl uorescent probes, non- fl uorescent 
nanoparticles generally have better photostability, allowing them 
to be tracked dynamically in optical microscopy techniques for 
long time periods  (  8  ) . 

 The key for sensitive detection of individual nanoparticles with 
a size of 1–100 nm in the cellular environment is to increase their 
signal yield and image contrast and to differentiate nanoparticle 
probes from the environment via spectrum discrimination. In this 
chapter, we provide the technical details of two recently developed 
optical microscopy techniques—wavelength-dependent differen-
tial interference contrast (DIC) microscopy and scattering-based 
planar illumination microscopy (PIM)—for non-invasive live-cell 
imaging with non- fl uorescent nanoparticle probes, in particular, 
plasmonic gold nanospheres and nanorods. 

  DIC microscopy was  fi rst developed in the 1950s and incorpo-
rates several different versions  (  9  ) . Most currently available DIC 
microscopes belong to the Nomarski-type and adopt a two-prism, 

  1.  Introduction

  1.1.  Differential 
Interference Contrast 
Microscopy
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two-polarizer con fi guration. As shown in Fig.  1a , in an upright 
DIC microscope, the  fi rst polarizer and Nomarski prism lie below 
the condenser. The incoming illumination light is polarized by the 
 fi rst polarizer and then split by the  fi rst Nomarski prism into two 
orthogonally polarized beams that are mutually shifted by a small 
and typically sub-wavelength distance. Then the condenser directs 
the two beams to the microscope specimen where the sample 
places independent patterns of phase retardation to the two beams. 
The second Nomarski prism on top of the objective shifts the two 
orthogonally polarized beams back to overlay in the same lateral 
position (Fig.  1b ). Then the two beams project their orthogonal 
vibration components to the vibration direction of the second 
polarizer and interfere with each other to generate the  fi nal ampli-
tude contrast. The refractive index difference between the sample 
and its surrounding medium causes an optical path difference for 
the passing beams, which in turn gives rise to the  fi nal DIC image 
contrast. The images acquired in a DIC microscope appear to be 
pseudo 3D.  

 DIC microscopes can detect objects much smaller than the 
theoretical diffraction limit of light, such as unstained microtu-
bules of 25 nm in diameter  (  10  )  and noble metal nanoparticles of 
<10 nm in diameter  (  11  )  (see  Note 1 ). In addition, DIC micros-
copy makes full use of the numerical apertures (NA) of the objec-
tive and condenser simultaneously to create a shallow depth of 
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2nd Nomarski Prism

1st Nomarski Prism
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  Fig. 1.    Optical components of a differential interference contrast (DIC) microscope and schematic light path. ( a ) Illumination 
light path. The  arrows  show the vibration directions of the light beam at different locations. ( b ) Imaging light path. Curves 
a, b, and c show the lateral distribution of the phase information for the light beams.       

 



172 W. Sun et al.

focus, which allows optical sectioning with minimal interference 
from obscuring structures above and below the focal plane  (  12  ) . 
Compared to other wide- fi eld light microscopy techniques, such as 
bright- fi eld, dark- fi eld, and phase contrast microscopies, DIC 
microscopy provides the best image quality in terms of contrast, 
and lateral and axial resolutions. 

 A commercial DIC microscope normally comes with a green 
 fi lter centered at around 540 nm, because the human eye is more 
sensitive to green light than other wavelengths in the visible range. 
However, 540-nm light is not the best wavelength to image many 
non- fl uorescent nano-objects. As shown in Fig.  2a , the unstained 
microtubules of 25 nm in diameter are visible with good contrast 
at wavelengths shorter than 465 nm, but are barely visible at wave-
lengths longer than 565 nm. Another example, as shown in Fig.  2b , 
30-nm silver nanospheres generate high DIC image contrasts when 
the sample is illuminated at the localized surface plasmon reso-
nance (LSPR) wavelength of 420 nm.  

 The underlying mechanism of the wavelength-dependent DIC 
image contrast is based on the fact that samples made of different 
materials show varying apparent refractive indices at different 
wavelengths. Thus the refractive index difference between a nano-
particle and its local environment changes at different wavelengths, 
which gives rise to a unique DIC contrast spectrum. By taking 
advantage of this effect, different nanoparticles and cellular fea-
tures in the same sample can be differentiated by simply comparing 
the DIC contrasts at certain signature wavelengths  (  13  ) . 

 Furthermore, wavelength-dependent DIC microscopy is capa-
ble of resolving the rotational motion of anisotropic noble metal 
nanoparticles  (  14–  16  ) . Gold nanorods appear in different DIC 
image patterns when positioned in different orientations and illu-
minated at the longitudinal and transverse plasmon resonance 
wavelengths (Fig.  2c ). This phenomenon is quite different from 
the optically isotropic nanoparticles which always appear as half 
bright and half dark dots in DIC images. The unique DIC image 
patterns of gold nanorods result from the asymmetrical phase retar-
dations imposed on the two orthogonally polarized beams split by 
the  fi rst Nomarski prism. The wavelength-dependent DIC image 
patterns can conveniently be used to distinguish gold nanorods 
from other cellular nano-features. The 2D orientation of gold nan-
orods relative to the two orthogonally polarized beams can be esti-
mated directly from the bright and dark DIC intensities  (  16  )  or by 
calculating the DIC polarization anisotropy  (  17  ) , which is de fi ned 
as     B D B D( ) / ( )I I I I− +   , where  I  B  and  I  D  are the normalized bright 
and dark intensities at the longitudinal plasmon resonance wave-
length, respectively. The 3D orientation of gold nanorods can also 
be determined in each DIC image because the bright and dark 
intensities are the projections of the dipole of the nanorod onto 
the two polarization directions  (  16  ) .  
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  Rayleigh scattering is another source of signal from nanoparticles. 
Scattering-based microscopy imaging of nanoparticles in living 
cells is not trivial because a cell itself is a highly scattering medium 
due to the presence of many particular and tubular nano- and 
micro-structures. Microscopic scattering images can be obtained in 

  1.2.  Planar 
Illumination 
Microscopy

  Fig. 2.    Wavelength-dependent DIC images. ( a ) Microtubules observed at 400, 465, 565, and 635 nm. ( b ) 30-nm silver 
nanospheres observed at 387, 420, 460, and 500 nm. ( c ) Orientation-dependent DIC images of gold nanorods 
(25 nm × 73 nm) at the longitudinal (720 nm) and transverse (540 nm) plasmon resonance wavelengths (Reprinted with 
permission from Wang et al.  (  16  )    . Copyright 2011 American Chemical Society).         
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wide- fi eld mode with a conventional dark- fi eld microscope, in 
which oblique illumination is applied through a condenser with 
the center portion blocked by a disc stop, leaving only the outer 
ring of light for illumination. The Rayleigh scattering of light, 
which is spatially separated from the direct illuminating light, is 
collected with an objective with a NA smaller than that of the 
condenser. 

 In recent years, other types of microscopy have been devel-
oped to harvest scattering signals from nanoparticles  (  18–  21  ) . In 
this chapter, we will limit our discussion to PIM, which was origi-
nally implemented by Stelzer and coworkers  (  22–  24  )  and was 
recently modi fi ed for tracking gold nanorods in living cells  (  21  ) . 
The translational information of a target object is obtained through 
projecting the focal plane scattering signal to a CCD camera, and 
the rotational information is deduced from the measured anisotro-
pic scattering signal from the gold nanorods (see  Note 2 ).   

 

      1.    Nikon Eclipse 80i microscope. While a number of commer-
cially available microscope systems offer good DIC imaging 
capability, the discussion here is based on an upright Nikon 
Eclipse 80i microscope, which can be switched conveniently 
between DIC mode and epi- fl uorescence mode. A motorized 
rotary stage (model no. SGSP-60YAM, Sigma Koki, Japan) is 
coupled to the  fi ne-adjustment knob on the microscope to help 
image sample areas with different depths. In DIC mode, the 
sample is illuminated through an oil-immersion condenser (NA 
1.40) (see  Note 3 ) and the optical signals are collected with a 
×100 Plan Apo NA 1.40 oil immersion objective. When the 
sample is imaged in  fl uorescence mode, a mercury lamp or 
X-cite 120 light source (Mississauga, ON, Canada) is used (see 
 Note 4 ). A dual-view  fi lter (Photometrics, Tucson, AZ) is used 
when imaging at two wavelengths simultaneously. The wave-
length selection is accomplished with a set of  fi lters (purchased 
from Thorlabs, Newton, NJ and Semrock, Rochester, NY) with 
central wavelengths in the range of 380–780 nm (see  Note 5 ) 
and a full width at half-maximum (FWHM) of 10 nm.  

    2.    PIM was setup on a similar upright microscope. The scheme of 
the home-built PIM is shown in Fig.  3 . Light from an external 
halogen lamp was split evenly with a Y-shaped optical  fi ber 
bundle and focused into two thin sheets by two cylindrical 
lenses (with thickness around 0.2 mm), respectively, and 
arranged orthogonally to achieve the planar illumination. To 
generate in-plane polarized sheet light, a polarizer was put 

  2.  Materials

  2.1.  Microscope 
Systems
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behind each cylindrical lens with the optical axis parallel to the 
surface of the cover glass. Each thin light beam was then care-
fully adjusted to transmit between the two cover-glasses. 
Scattering light from the transverse and longitudinal modes is 
separated by a BrightLine Cy3  fi lter (Semrock). To separate 
the X and the Y polarized light scattered from gold nanorods, 
a birefringent prism was placed in the detection light path.       

      1.    Andor iXon EM + EMCCD camera (512 × 512 imaging array, 
16 × 16  μ m pixel size, Belfast, Northern Ireland) and 
Photometrics CoolSNAP ES CCD camera (1,392 × 1,040 
imaging array, 6.4 × 6.4  μ m pixel size) were used to record both 
the DIC and  fl uorescence images and videos (see  Note 6 ).  

    2.    For planar illumination, the scattered light from gold nanorods 
was captured with a color CCD camera (DP72, Olympus, 
Japan) and a Photometrics CoolSNAP HQ2 CCD camera 
(1,392 × 1,040 imaging array, 6.4 × 6.4  μ m pixel size) from the 
rear and the front port of the microscope, respectively. When 
collecting images, different exposure times are set depending 
on the  fi lter transmission and light source power (see  Note 7 ).      

      1.    400-, 200-, and 100-nm Polystyrene nanoparticles from 
Thermo Scienti fi c (Pittsburg, PA).  

    2.    25 nm × 73 nm gold nanorods from Nanopartz (Salt Lake 
City, UT).  

    3.    Glass coverslips (No. 1.5, 22 mm × 22 mm).  
    4.    Glass microscope slides (25 mm × 75 mm × 1 mm).  
    5.    T25 Cell culture  fl asks.  
    6.    Petri dishes (50 mm × 12 mm).  
    7.    Detergent (Contrad 70) from Fisher Scienti fi c (Pittsburg, PA).  
    8.    3-Aminopropyltriethoxysilane (APTES) from Sigma (St. 

Louis, MO).  
    9.    Poly- L -lysine (PLL).  

  2.2.  Detectors

  2.3.  Materials 
and Reagents

  Fig. 3.    Scheme of the home-built planar illumination system and the corresponding coordinate system for gold nanorods.       
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    10.    100% Ethanol.  
    11.    Acetone (certi fi ed ACS grade).  
    12.    Glycerol (molecular biology grade).  
    13.    A549 human lung cancer cell line (CCL-185) from American 

Type Culture Collection (ATCC, Baltimore, MD).  
    14.    Kaighn’s modi fi cation of Ham’s F-12 cell culture media (F-12K 

medium) from ATCC.  
    15.    Stainless steel staining rack was obtained from Electron 

Microscopy Sciences.  
    16.    Kimwipes from Kimberly-Clark Inc.  
    17.    Nail polish.      

      1.    NIH ImageJ was used to analyze the collected images and 
videos.       

 

 To achieve the best image quality in single nanoparticle imaging 
experiments, the sample slides must be prepared with extra care. 

  Thorough cleaning of coverslips and glass slides to remove dust 
and other unnecessary interfering material is an essential step 
towards successful imaging of target nanoparticles. A reliable clean-
ing procedure is as follows:

    1.    Put coverslips and slides into a stainless rack; the rack can pre-
vent the coverslips and glass slides from touching each other 
during the cleaning process.  

    2.    Immerse in 3% Contrad 70 solution and sonicate for 15 min; 
repeat this step one to two times.  

    3.    Rinse with pure water and sonicate in pure water for 15 min; 
repeat this step one to two times.  

    4.    Rinse with 100% ethanol and sonicate in 100% ethanol for 
15 min; repeat this step one to two times.     

 The coverslips and slides can be stored in ethanol for future 
use. Unlike other cleaning protocols using stronger chemicals, this 
cleaning protocol does not alter the optical quality of the glass 
surface. 

 It is worth mentioning that high-quality coverslips of a precise 
thickness that matches the objective should be used to prepare the 
sample slides (see  Notes 8  and  9 ). For example, the ×100 Plan Apo 
NA 1.4 and ×40 Plan Apo NA 0.75 objectives used in our experi-
ments are designed to work with No. 1.5 coverslips.  

  2.4.  Software

  3.  Methods

  3.1.  Cleaning Glass 
Slides and Coverslips
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  Before imaging nanoparticles in cells, it is necessary to examine the 
optical properties of single nanoparticles immobilized on a surface. 
For positively charged nanoparticles, a clean bare glass coverslip or 
slide can be used directly as the substrate due to electrostatic attrac-
tion between nanoparticles and the negatively charged glass sur-
face. For negatively charged nanoparticles, additional steps are 
required to immobilize nanoparticles on the glass surface. One 
method to immobilize the nanoparticles is to put one drop of 
nanoparticle solution on the surface of the coverslip and allow it to 
dry. However, there may be lots of aggregates due to the self-
assembly during the drying process. The better method is to mod-
ify the glass surface with APTES to form positive charges on the 
glass surface. The surface modi fi cation procedure is as follows:

    1.    Take out the rack containing the previously cleaned coverslips 
from the ethanol, and dry them in a 37°C oven for 1 h.  

    2.    Place the rack into a glass dish and add 1.5% APTES in acetone 
solution to fully immerse the coverslips.  

    3.    Set the glass dish on a shaker, and transfer them to the 37°C 
oven; shake for 1 h.  

    4.    Stop the shaker, pour out the APTES solution, and use acetone 
to wash the coverslips three or more times (see  Note 10 ).  

    5.    Leave the rack containing the coverslips in a 104°C oven for 1 h.  
    6.    Transfer the rack into a desiccator for long-term storage (see 

 Note 11 ).      

  The DIC microscope can be optimized using immobilized nano-
particles. The following optimization procedure is applied to the 
Nikon Eclipse 80i DIC microscope (see  Note 12 ).

    1.    Add 7  μ L of the 400-nm microsphere solution at the proper 
concentration to one clean glass slide, and put one APTES-
modi fi ed coverslip on top; then the sample slide is placed on 
the microscope stage.  

    2.    Use the stage  fi ne knob to adjust the height of the sample, and 
use the eyepiece to  fi nd the focal plane  fi rst (see  Note 13 ).  

    3.    Once the focal plane is found, use the light source diaphragm 
and adjust the height of the condenser to obtain Köhler illumi-
nation: (a) close the diaphragm; (b) adjust the height of the 
condenser until a sharp edge of the diaphragm can be seen from 
the eyepiece; (c) use the two condenser centering screws to 
move the diaphragm to the center of the viewing  fi eld; (d) then 
slowly open the diaphragm to just fully cover the viewing  fi eld.  

    4.    Switch to the CCD camera for observation; remove the two 
Nomarski prisms and the quarter wave plate (QWP) (use screw 
1 to loosen QWP, Fig.  4 ) from the light path; use screw 2 to 
rotate the bottom polarizer until the light reaching the camera 

  3.2.  Immobilizing Gold 
Nanoparticles on 
Glass Slides or 
Coverslips

  3.3.  Optimization 
of the DIC Microscope
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is at the lowest level (see  Note 14 ), and mark the position of 
the polarizer.   

    5.    Replace the two Nomarski prisms and the QWP; loosen screw 
3 to rotate the QWP and polarizer complex slowly to a new 
position, and use screw 2 to rotate back the polarizer to the 
previously marked position (see  Note 15 ); in this way, only the 
QWP is rotated, the polarizer stays in the same orientation.     

 When the QWP is rotated, the camera is turned on to take 
images of the nanoparticles. The DIC contrast is calculated as the 
difference between the maximum and the minimum intensities 
divided by the average local background intensity. Once the high-
est contrast value is obtained, leave the QWP at its current location 
and rotate the polarizer around slightly to tune the image contrast. 
Further optimization of the DIC microscope with 200- and 100-
nm polystyrene nanoparticles can be performed if necessary (see 
 Note 16 ). Usually, if the DIC microscope can detect 100-nm 
polystyrene nanoparticles, the microscope is well aligned. For poly-
styrene nanoparticles, a green light  fi lter at around 540 nm is 
inserted in the light path during the optimization procedure. 

 The DIC microscope is now optimized and can be used to col-
lect the DIC contrast spectrum for the sample by placing a set of 
band-pass  fi lters in the light path on top of the QWP-polarizer 
complex. As an example, the DIC contrast spectrum for 30-nm 
gold nanoparticles is shown in Fig.  5  (see  Note 17 ).   

  Fig. 4.    The QWP and polarizer complex of the Nikon Eclipse 80i DIC microscope. ( a ) The 
intact complex mounted to the base of the light coming port. ( b ) The separate base com-
plex without the QWP and the detached QWP.       
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  The procedure for optical path alignment in PIM is relatively simple:

    1.    The condenser and original sample stage of the upright micro-
scope are removed; a small 1D translational stage is mounted 
on the stage holder (see  Note 18 ).  

    2.    Four small poles with  fl at top surfaces and an identical height 
of around 1 cm are mounted (or glued) on the small transla-
tion stage to raise the sample (see  Note 19 ).  

    3.    To make sure the light from the two channels is well collimated 
in the focal plane, 60-nm gold nanoparticles dispersed in 100% 

  3.4.  Optical Path 
Alignment in PIM
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  Fig. 5.    Typical DIC spectrum of 30-nm gold nanospheres. ( a ) Wavelength-dependent DIC 
images of gold nanospheres immobilized on glass substrate. ( b ) Plots of the calculated 
DIC contrast ( dots ) of single nanoparticles and the UV–VIS absorption ( curve ) of the bulk 
gold nanoparticle solution vs. the illumination wavelength. Scale bar represents 1  μ m.       
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glycerol solution are used to evaluate the performance of the 
light path (see  Note 20 ).  

    4.    Given that the light path is well aligned, it is necessary to  fi x 
the cylindrical lens and optical  fi ber tightly to eliminate 
mechanical drifting.      

  Once it is con fi rmed that the DIC or PIM is optimized, the non-
 fl uorescent nanoparticles (e.g., gold nanospheres and nanorods) 
may be imaged in living cells. The introduction of nanoparticles 
into cells can be achieved through the endocytosis process. The 
cells are grown on glass coverslips. 

  To aid the adherence of cells to the coverslips, the clean coverslips 
can be surface-modi fi ed with a layer of PLL. The following pro-
cedure is carried out in a biosafety cabinet for the purpose of 
sterilization.

    1.    Take the coverslips out of ethanol and illuminate them with 
UV light for 2 h for sterilization.  

    2.    Add 150  μ L of a 0.1% PLL solution to the center of the cover-
slips, and leave them at room temperature for 3 h.  

    3.    Use a tweezer to pick up each coverslip and dip it in and out of 
pure water for ~15 times.  

    4.    Allow the coverslips to dry at room temperature.  
    5.    The dry coverslips are collected in a Petri dish and stored in a 

dry and dark place to avoid photo-decomposition.      

  The cells are grown on the PLL-coated coverslips following the 
typical procedure as detailed below:

    1.    A549 cells are plated in a T25 cell culture  fl ask, and 4 mL of 
F-12K medium supplemented with 10% fetal bovine serum 
(FBS) is added to the  fl ask; the  fl ask is kept in a cell culture 
oven (37°C, 5% CO 2 ).  

    2.    When subculturing, 200  μ L of cell suspension solution is 
mixed well with 800  μ L of F-12K medium + 10% FBS; then 
150  μ L of such cell suspension solution is transferred to a 
PLL-coated coverslip, which is then put into a Petri dish 
(50 mm × 12 mm).  

    3.    The Petri dish is left in the cell culture oven for 1 h to allow 
cells to attach to the coverslip.  

    4.    1.5 mL of F-12K medium + 10% FBS is added into the Petri 
dish to immerse the entire coverslip; then the Petri dish is put 
back in the cell culture oven for additional 24 h to allow the 
cells to fully spread.  

    5.    The old cell culture medium is replaced with new medium con-
taining a proper concentration of gold nanorods (in the range 

  3.5.  Live-Cell Imaging

  3.5.1.  Treatment 
of Coverslips with PLL 
to Aid Cell Attachment

  3.5.2.  Growing Cells 
on Coated Coverslips
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of femtomolar to nanomolar); the cells and nanorods are incu-
bated for the desired time duration in the cell culture oven.     

 Once the gold nanorods are internalized by the cells, they are 
taken out of the incubator and prepared for observation under 
DIC or PIM (Fig.  6 ).   

  For DIC microscopy:

    1.    Two pieces of double-sided tape (~100  μ m thick) are stuck in 
parallel on the top of a pre-cleaned glass slide (see  Note 21 ); 
the distance between the two pieces of tape should be about 
15 mm.  

    2.    A coverslip with cells is taken out from the Petri dish and the 
side without cells is cleaned and dried with a Kimwipe.  

    3.    The coverslip is placed carefully on top of the tape, with the 
cell side facing the glass slide; 20  μ L of medium is added to the 
chamber formed between the glass slide and the coverslip.  

    4.    The other two open edges of the chamber are sealed with nail 
polish to prevent evaporation.  

    5.    This sample slide is placed on the stage of the DIC microscope, 
which may be heated to 37°C; a proper band-pass  fi lter, e.g., 
700-nm  fi lter for imaging the longitudinal plasmon resonance 
mode of gold nanorod, is placed in the light path of the DIC 
microscope; the motorized rotary stage is used to image sam-
ple areas in different depths.     

 When the microscope is operated at two wavelengths simulta-
neously, the dual-view  fi lter with a 565 nm dichroic  fi lter and two 
sets of  fi lters (700 and 540 nm) is installed and aligned according 
to the protocol provided by the manufacturer (see Note 22).  

  3.5.3.  Observing Live Cells 
with DIC Microscopy

slide

a b

coverslip
coverslip

Spacer
double-
sided
tape

  Fig. 6.    Schematic diagrams of cell sample slide for ( a ) DIC microscopy and ( b ) planar 
illumination microscopy (PIM).       
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  The procedure for preparing live cell samples for PIM is similar to 
that for DIC microscopy. The only differences are that the cover-
slip containing the cells is placed on another identical coverslip and 
the edge of the chamber should not be sealed with nail polish. To 
avoid culture medium evaporation and sample drifting caused by 
the air fl ow, it would be better to put the sample stage into a black 
box with high humidity.    

 

     1.    Detectability and resolution are two different concepts. DIC 
microscopy improves the detectability of nano-objects by 
enhancing their image contrast over the background using the 
principle of interferometry. On the other hand, resolution 
measures the minimum distance ( d ) between nano-objects that 
allows unambiguous identi fi cation of individual nano-objects. 
The resolution of DIC microscopy is de fi ned as follows:

     objective condenser

1.22

NA NA
d

λ=
+

   
where   λ   is the wavelength of light, NA objective  and NA condenser  are 
the numerical apertures of the objective and condenser, respec-
tively. When the numerical apertures of the objective and con-
denser are  fi xed, the resolution is proportional to   λ  .  

    2.    For a gold nanorod, the longitudinal oscillation is along its 
principle (long) axis which could be discriminated with either 
intensity modulation or spectrum discrimination.  

    3.    Some condensers have variable NA through adjusting the con-
denser aperture diaphragm, which acts essentially as a control 
for resolution and contrast. According to the resolution 
de fi nition formula (see  Note 1 ), the larger the NA, the better 
the resolution. When directly observing a sample from the 
microscope eyepiece, for instance to  fi nd the focal plane, the 
operator may close the condenser diaphragm a little bit to 
enhance the contrast. However, when switching to a CCD 
camera to take images, it is better to fully open the diaphragm 
to obtain the best resolution. The image contrast may be 
enhanced later in image processing software.  

    4.    Light emitting diode (LED) light sources with proper emis-
sion wavelengths are good alternatives for both  fl uorescence 
and DIC microscopy imaging.  

    5.    When choosing the  fi lters, the transmission level is always given 
the top priority. In addition, because most of the optical com-
ponents inside the microscope are made of normal glass or 

  3.5.4.  Observing Live Cells 
with PIM

  4.  Notes
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plastic (honeycomb diffuser), which cannot transmit light with 
wavelengths shorter than 350 nm very well, it is not practical 
to operate the unmodi fi ed microscope with 350 nm or shorter 
wavelength light.  

    6.    The choice of camera in DIC and PIM imaging experiments is 
made primarily on the required resolution, sensitivity, and 
speed. Cameras with smaller pixel sizes can provide better reso-
lution, while cameras with faster frame rates allow for faster 
dynamic tracking. Besides, most scienti fi c cameras provide the 
function of choosing a region of interest (ROI). When a small 
ROI is applied, the frame rate can be increased. For wave-
length-dependent DIC microscopy, it is also important to 
check the quantum ef fi ciency of the camera at the desired 
wavelength and adjust the exposure time accordingly.  

    7.    The DIC image contrast depends on the full use of the dynamic 
range of the camera. During our experiments, we found that it 
is better to set the average background intensity level at around 
half of the camera’s maximum saturation intensity level. For 
example, for a 12 bit CoolSNAP ES CCD, the saturation 
intensity value is 4,095. Then the average DIC image back-
ground can be set at around 2,000 through adjusting the 
exposure time or light source intensity.  

    8.    The coverslips are made in different thicknesses (No. 0, 1, 1.5, 2). 
Different types of objectives are designed to work with glass 
coverslips of different thickness. In addition, water immersion 
objectives do not need coverslips.  

    9.    Besides glass coverslips and slides, plastic coverslips and slides 
are also commercially available. Plastic is usually stretched to 
form the desired shape which may make the polymer chains 
align in a preferred direction. As a result, the plastic coverslips 
and slides may be optically anisotropic, which affects the DIC 
microscopy image formation.  

    10.    If not cleaned thoroughly with acetone, there may be many 
white spots left on the glass surface after drying.  

    11.    When exposed to air and moisture, the APTES coating may 
decompose within 1 week.  

    12.    It should be noted that different brand DIC microscopes use 
different optimization procedures based on their respective 
designs. For example, in a Zeiss Axioskop DIC microscope 
(Zeiss, Germany), one polarizer can be rotated and the lateral 
position of one Nomarski prism in the light path can be 
adjusted. In a Nikon Eclipse 80i DIC microscope, the two 
Nomarski prisms are  fi xed, and there is an additional QWP in 
the light path (Fig.  4 ). The QWP is mounted together with the 
bottom polarizer to the base of the light coming port. The 
bottom polarizer can be rotated.  
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    13.    Because 400-nm particles are larger than the diffraction limit 
of light, they can be directly seen from the eyepiece by human 
eyes with the aid of a ×100 objective even when the DIC 
microscope is far from being optimally aligned.  

    14.    This step is to make the two polarizers cross with each other.  
    15.    This step is to adjust the phase difference between the two 

orthogonal polarized beams which will affect their interference 
and the amplitude contrast.  

    16.    Due to the sub-diffraction-limit size, 200- and 100-nm parti-
cles are dif fi cult to see from the eyepieces directly. The opera-
tor needs to rely on the camera to  fi nd the focal plane. To help 
 fi nd the focal plane, the microscope can be switched to 
 fl uorescence microscopy mode.  

    17.    Since the refractive index of glass varies along with the light 
wavelength, the focal length of an objective and condenser and 
the beam splitting angle of the Nomarski prism also change at 
different wavelengths. Additional  fi ne-tuning of the QWP is 
necessary.  

    18.    To the bene fi t of optical path alignment, the suitable size of 
the new stage is around 60 mm × 80 mm. The 1D translational 
stage can facilitate the  fi ne adjustment of the sample.  

    19.    Make sure the four poles are of the same height. Otherwise, 
the sample will not be evenly illuminated in the focal plane. 
The poles can be made of aluminum or plastics. A simple solu-
tion is to cut four small pipette tips at the sharp end to the 
desired length of 1 cm, glue their large ends to the stage, and 
 fi nally cut and sand the four poles to the same height with  fl at 
top surfaces.  

    20.    Before conducting the single particle tracking experiment 
inside a living cell with gold nanorods, one should make cer-
tain the light path is well aligned. The best way to check the 
quality of the setup is to use 60- or 40-nm gold nanoparticles 
suspended in a 100% glycerol solution. The translational diffu-
sion of these gold nanoparticles is frozen due to the high vis-
cosity of the medium. If the light path from  X  and  Y  directions 
is well aligned, the scattering signal split by the birefringent 
prism should be equal due to the isotropic optical properties of 
the gold nanoparticles. To eliminate the evanescent wave gen-
eration, four small spacers (around 0.3 mm in height) should 
be put in the four corners of the coverslip.  

    21.    To preserve the morphology and viability of the cells, spacers 
with proper thickness between the coverslip and glass slide are 
required. The chamber formed by the spacer, coverslip, and 
slide should be able to hold enough cell culture media and 
provide nutrition to the cells for several hours. The thickness of 
the spacer is usually controlled within 200  μ m. Otherwise, the 
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DIC image quality may be reduced as the Köhler illumination is 
affected by the increased sample thickness. Besides double-
sided tapes, para fi lm and coverslips are also good alternatives 
to be used as spacers. However, the microwell slide is not a 
good choice because the round well has curved features which 
can function as a small defocusing lens and refract the illumina-
tion light in an undesired manner.  

    22.    Since the transmission of the two  fi lters (700 and 540 nm) can 
be different and the intensity distribution of the light source is 
not homogenous, it may be necessary to adjust the contrast for 
the two halves separately.          
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    Chapter 11   

 Laser Scanning Cytometry: Principles 
and Applications—An Update       

        Piotr   Pozarowski   ,    Elena   Holden,    and    Zbigniew   Darzynkiewicz        

  Abstract 

 Laser scanning cytometer (LSC) is the microscope-based cyto fl uorometer that offers a plethora of unique 
analytical capabilities, not provided by  fl ow cytometry (FCM). This review describes attributes of LSC and 
covers its numerous applications derived from plentitude of the parameters that can be measured. Among 
many LSC applications the following are emphasized: (a) assessment of chromatin condensation to iden-
tify mitotic, apoptotic cells, or senescent cells; (b) detection of nuclear or mitochondrial translocation of 
critical factors such as NF- κ B, p53, or Bax; (c) semi-automatic scoring of micronuclei in mutagenicity 
assays; (d) analysis of  fl uorescence in situ hybridization (FISH) and use of the FISH analysis attribute to 
measure other punctuate  fl uorescence patterns such as  γ H2AX foci or receptor clustering; (e) enumeration 
and morphometry of nucleoli and other cell organelles; (f) analysis of progeny of individual cells in clono-
genicity assay; (g) cell immunophenotyping; (h) imaging, visual examination, or sequential analysis using 
different probes of the same cells upon their relocation; (i) in situ enzyme kinetics, drug uptake, and other 
time-resolved processes; (j) analysis of tissue section architecture using  fl uorescent and chromogenic 
probes; (k) application for hypocellular samples (needle aspirate, spinal  fl uid, etc.); and (l) other clinical 
applications. Advantages and limitations of LSC are discussed and compared with FCM.  

  Key words:   Cytometry ,  Fluorescence ,  Cell cycle ,  Apoptosis ,  Nucleus ,  Nucleolus ,  Micronucleus, 
Cytoplasm ,  Enzyme kinetics  

  Abbreviations  

  Ab    Antibody   
  ATM     Ataxia Telangiectasia  mutated protein kinase   
  BrdU    Bromodeoxyuridine   
  CCD    Charge-coupling device   
  CGH    Comparative genomic hybridization   
  DF    Differential  fl uorescence   
  FCM    Flow cytometry   
  FIA    Fluorescence image analysis   
  FISH    Fluorescence in situ hybridization   
  FITC    Fluorescein isothiocyanate   
  FLICA    Fluorochrome-labeled inhibitors of caspases   
  FLM    Fraction of labeled mitoses   
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  FNA    Fine needle aspirate   
  GFP    Green Fluorescent Protein   
  LSC    Laser scanning cytometer   
  mAb    Monoclonal antibody   
  MP    Maximal pixel   
  NF- k B    Nuclear factor kappa B   
  PCNA    Proliferating Cell Nuclear Antigen   
  PCR    Polymerase chain reaction   
  PI    Propidium iodide   
  RT-PCR    Reverse transcription-polymerase chain reaction       

 

 During the past four decades,  fl ow cytometry (FCM) has become 
commonplace in various disciplines of biology, medicine, and 
biotechnology. However, because cells are measured while 
suspended in a stream of liquid and subsequently discarded the 
analytical capability of FCM is limited for such applications as:

    (a)    The time-resolved events such as enzyme kinetics, drug uptake 
or ef fl ux, cannot be analyzed in individual cells  

    (b)    Morphology of the measured cell may only be assessed after 
sorting, which is cumbersome and not always available  

    (c)    Subcellular localization of the  fl uorochrome cannot be 
analyzed  

    (d)    The cell, once measured, cannot be reanalyzed with another 
probe(s)  

    (e)    Analysis of solid tissue requires cell or nucleus isolation that 
leads to loss of information on tissue architecture  

    (f)    Small-sized samples, such as  fi ne needle aspirates or spinal  fl uid, 
are seldom analyzed by FCM because repeated sample cen-
trifugations, that often are required, lead to cell loss  

    (g)    The sample once measured is lost and cannot be stored for 
archival preservation     

 The microscope-based laser scanning cytometer (LSC), designed 
by Kamentsky  (  1–  3  )  and manufactured since the mid 1990s by 
CompuCyte Corp. (Westwood, MA), offers many of the advantages 
of FCM, but does not have the limitations listed above. The analyti-
cal capabilities of LSC complement those of FCM and extend the 
use of cytometry in numerous research and clinical applications (for 
reviews see refs.  (  4–  15  ) ). This chapter is primarily focused on the 
capabilities of LSC and its applications that are either unique to this 
instrumentation or provide some advantages,  vis-à-vis  FCM, and 
updates our previous reviews  (  4,   14  ) . The most comprehensive 
recent review of the hardware and software of LSC, focused primar-
ily on the new iGeneration of LSC, is by Henriksen et al.  (  15  ).   

  1.  Introduction: 
Limitations of 
Flow Cytometry
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 The microscope (Olympus Optical Co.) is the key component of 
the instrument and provides essential structural and optical com-
ponents (Fig.  1 ). The  fl uorescence excitation laser beams from up 
to four lasers, spatially merged by dichroic mirrors, are directed 
onto the computer-controlled oscillating (350 Hz) mirror which 
re fl ects them through the epi-illumination port of the microscope 
and images through the objective lens onto the slide. The mirror 
oscillations cause the laser beams to sweep the area of microscope 
slide under the lens. The beam spot size varies depending on 
the lens magni fi cation, from 2.5  μ m (at ×40) to 10.0  μ m (at ×10). 
The slide, with its  xy  position monitored by sensors, is placed on 
the computer-controlled motorized microscope stage which moves 
at 0.5  μ m steps per each laser scan, perpendicularly to the scan. 
Laser light scattered by the cells is imaged by the condenser lens 
and its intensity recorded by sensors. The specimen-emitted 
 fl uorescence is collected by the objective lens and directed to the 
scanning mirror. Upon re fl ection, it passes through a series of 
dichroic mirrors and optical emission  fi lters to reach one of the 
four photomultipliers. Each photomultipler records  fl uorescence 
at a speci fi c wavelength range, de fi ned by the combination of  fi lters 
and dichroic mirrors. A light source, additional to the lasers, pro-
vides transmitted illumination to visualize the objects through an 
eyepiece or the charge-coupling device (CCD) camera.  

  2.  Features of LSC 
and Parameters 
That Can Be 
Measured

  Fig. 1.    Schematic representation of the laser scanning cytometer (LSC) (see text for explanation). It should be noted that 
the most recent models of LSC (iGeneration) have an inverted format with the laser illumination originating beneath the 
microscope slide (see ref.  (  15  ) ).       
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 The measurement of cell  fl uorescence (or light scatter) is com-
puter-controlled and triggered by a threshold contour set above 
background (Fig.  2 ). The following parameters are recorded by 
LSC for each measured cell/object: 

    (a)     Integrated  fl uorescence  intensity, representing the sum of inten-
sities of all pixels (“picture elements”) within the integration 
contour area. The latter may be adjusted to a desired width 
with respect to the threshold contour (Fig.  2 )  

    (b)    The maximal intensity of an individual pixel within this area 
( maximal pixel ; “max pixel”)  

    (c)    The  integration area , representing the number of pixels within 
the integration contour  

    (d)    The  perimeter  of the integration contour (in  μ m)  
    (e)    Circularity, a measure of “roundness” calculated as the ratio of 

 (perimeter  2  )/area   
    (f)    The  fl uorescence intensity integrated over the area of a torus of 

desired width de fi ned by the  peripheral contour  located around 

  Fig. 2.       Different settings for analysis of nuclear, total, and/or cytoplasmic  fl uorescence by 
LSC. When nuclear DNA is stained with a red  fl uorescing dye (e.g., propidium), the threshold 
contour (T) is set on red signal to detect the nucleus, e.g., as shown in ( a ). The integration 
contour (I) is then set a few pixels outside of T to ensure that all nuclear  fl uorescence is 
measured and integrated ( a ). However, when cytoplasmic  fl uorescence also is measured, 
I is set far away from T to ensure that  fl uorescence emitted from the cytoplasm is inte-
grated as well ( b ). It also is possible to separately measure nuclear and cytoplasmic 
 fl uorescence as shown in ( c ). The peripheral contours (P) are then set at the desired 
number of pixels outside of I and the  fl uorescence intensities emitted from both areas, 
namely within the I boundary and within the P torus, are separately measured and sepa-
rately integrated. In each case the background contour (B) is automatically set outside the 
cell and the background  fl uorescence is subtracted from nuclear, cytoplasmic, or total cell 
 fl uorescence. The actual cell’s contours, as they appear on the monitor, are shown in ( D ).       
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(outside) of the primary integration contour. For example, if 
the integration contour is set for the nucleus, based on red 
 fl uorescence (DNA stained by propidium iodide, PI), then the 
integrated (or maximal pixel) green  fl uorescence of  fl uorescein 
isothiocyanate (FITC)-stained cytoplasm can be measured sep-
arately, within the integration contour (i.e., over the nucleus) 
and within the peripheral contour, i.e., over the rim of cytoplasm 
of desired width outside the nucleus. All above values of 
 fl uorescence (a, b, d) are automatically corrected for back-
ground, which is measured outside the cell, within the  back-
ground contour  (Fig.  2 )  

    (g)    The  xy  coordinates of maximal pixel locating the measured 
object on the microscope stage  

    (h)    The computer clock  time  at the moment of measurement     

 The software of LSC (WinCyte) allows one to obtain ratios of 
the respective parameters as a new parameter, and the ratiometric 
data can be displayed during data analysis. The electronic compen-
sation of  fl uorescence emission spectra overlap is one of the fea-
tures of the data analysis. The compensation at the time of data 
analysis is more convenient than in real-time, as it is in most  fl ow 
cytometers, because it provides an opportunity to test and com-
pare different settings for optimal results. 

 In addition to the parameters listed above, the WinCyte soft-
ware of LSC is also designed to analyze the  fl uorescence in situ 
hybridization (FISH). Towards this end, the software allows one 
to establish, within a primary contour representing nucleus stained 
with a particular dye (e.g., propidium), a  second set of contours  
representing another color (e.g., FITC)  fl uorescence. Five sec-
ondary features are then measured in addition to the major fea-
tures that were listed above, namely: (a) number of secondary 
contours (i.e., FISH spots); (b) distance between the nearest 
spots; (c) integrated- and (d) maximal pixel- fl uorescence, as well 
as (e)  fl uorescence area. The three last parameters (c–e) are mea-
sured for each secondary contour. 

 Recent advancements in development of LSC are represented 
by the iGeneration instruments  (  15  ) . In these instruments (e.g., 
iCys ®  Research Imaging Cytometer), the beams from up to four 
lasers (with the six available excitation wavelengths at 405, 488, 
532, 561, 594, and 633 nm) are combined into a coincident path 
and directed to an inverted microscope and onto a focal plane at 
the specimen. Thus, compared with most instruments that still are 
in use (schematically illustrated in Fig.  1 ), the laser illumination in 
the iGeneration LSCs is beneath the sample. The inverted format 
allows analysis of specimens on a variety of platforms, including 
microscope slides, microtiter plates, chamber slides, Petri dishes, or 
user-de fi ned carriers  fi tting the footprint of a microtiter plate. 
Autofocus is integral to iGeneration cytometers, minimizing operator 
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involvement during measurements. The available objectives are 
×4, ×10, ×20, ×40, and ×60, offering nominal scan resolution 
(square pixels) of 2.5, 1.0, 0.5, 0.25, and 0.15  μ m. The higher 
resolution imaging eliminates the need for additional imaging with 
an optical microscope and allows for post-scan visualization of any 
site of interest. In addition to  fl uorescence intensity, the laser light-
loss (for use with chromatic dyes) can be measured by collecting 
the transmitted laser light and directing it to photodiode detectors. 
An optional robotic arm is available for large-scale walk-away 
experiments, allowing automatic loading of up to 45 carriers. 

 Moreover, the iGeneration software has also been upgraded. 
The raw scan data can be saved as JPEG or 16-bit image  fi les suit-
able for data processing, specimen visualization, and quanti fi cation 
by proprietary analytical software. Contours can be generated 
around cellular events based on the  fl uorescence intensity, forward 
scatter, or light absorption, either automatically to select an entire 
sample area, or user-de fi ned to target speci fi c types of events. Scan 
images may be assembled into tiled mosaic images, allowing con-
tours to be drawn on tissue sections, cell colonies, and other large 
events that span multiple scan  fi elds. Once the contours are generated, 
the software can perform a wide range of analyses and produce 
output in the form of numerical statistics, scattergrams, histograms, 
expression maps, or other statistical visualizations. Special mathe-
matical operations allow correction for spectral overlap and tissue 
auto fl uorescence and permit combining different time-lapse 
images. Analysis protocols are easily “written” by graphically 
assembling various functional modules to establish the desired 
analytical work fl ow. Each module’s attributes can be easily modi fi ed, 
and the effect of these changes can be viewed immediately in the 
scanned images. Customizable protocol templates are provided as 
frameworks for different assays. More detailed and up-to-date 
description of the iGeneration LSC instruments is presented by 
Henriksen et al.  (  15  ) . 

 The measurements by LSC are relatively rapid; for instance, 
with optimal cell density on the slide, up to 5,000 cells can be mea-
sured per minute. The accuracy and sensitivity of cell  fl uorescence 
measurements by LSC are comparable to the advanced  fl ow cytom-
eters  (  1–  3  ) . 

 Other methodologies that can quantify cell constituents mea-
suring  fl uorescence, in addition to LSC and FCM, are  fl uorescence 
image analysis (FIA) and ImageStream cytometry  (  16  ) . In FIA the 
cell illumination is uniform, provided by a mercury or xenon arc 
epi-illuminator. A band-pass  fi lter selects  fl uorescence of a desired 
wavelength that is imaged at low depth of focus by a CCD camera. 
Compared with LSC or FCM that utilize photomultipliers, the 
dynamic range of sensitivity of  fl uorescence intensity measurement 
by a CCD is lower in FIA; thus, FIA cannot provide quantitative 
analysis of  fl uorescence intensity that would be on the par with 
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FCM or LSC. ImageStream cytometry offers more rapid (up to 
1,000 cells/s) analysis of individual cells compared to LSC. 
However, because unlike in LSC the interrogated cells are sus-
pended in liquid rather than spread  fl at (stretched out) on slide, 
the spatial image resolution is inferior. Also, each cell can be 
measured only once in  fl ow which prevents their repeated mea-
surements, subsequent analysis by other probes, or archival preser-
vation  (  16  ) .  

 

 Maximal pixel of  fl uorescence intensity (MP) is a useful reporter of 
local hypo- or hyperchromicity, re fl ecting the degree of concentra-
tion (density) of the  fl uorescent probe either in intracellular com-
partments or on cell surfaces (e.g., receptor clustering). One of the 
early applications of LSC along this line was to identify cells with 
condensed chromatin. Speci fi cally, because DNA in condensed 
chromatin, such as of mitotic or apoptotic cells, shows increased 
staining intensity (per unit area of chromatin image, because the 
same amount of DNA is compacted at higher spatial density), the 
MP of these cells stained with a DNA  fl uorochrome is higher than 
that of cells with the same DNA content but with diffuse chroma-
tin  (  17,   18  ) . Although mitotic cells can be recognized by cytome-
try using a variety of markers (reviewed in ref.  (  19  ) ), an advantage 
of the MP marker is the use of a single  fl uorochrome to distinguish 
G 1  vs. S vs. G 2  vs. M phase cells. This enables one to apply another 
color  fl uorochrome(s) to detect other cell constituents. Such an 
approach has been used to combine pulse labeling of DNA repli-
cating cells with bromodeoxyuridine (BrdU) (detected with anti-
BrdU Ab) with identi fi cation of mitotic cells to study cell cycle 
kinetics by the “fraction of labeled mitoses” (FLM) method  (  20  ) . 
The FLM assay, designed initially for tritiated thymidine autora-
diography, yields a wealth of information on cell cycle kinetics, but 
in its original version  (  21  )  is cumbersome and time consuming. Its 
adaptation to LSC simpli fi es the procedure and shortens the time 
of analysis  (  20  ) . Similar to mitotic-, BrdU-labeled meiotic-
chromosomes were identi fi ed by LSC in studies of mutagenesis  (  22  ) . 

 Apoptotic cells having condensed chromatin also can be 
identi fi ed by MP of DNA-associated  fl uorescence  (  14,   23,   24  ) . 
It should be cautioned, however, that because mitotic and apoptotic 
cells both are characterized by high value of MPFI, the distinction 
of apoptotic—from mitotic—cells is not always possible. This limi-
tation is of particular importance when apoptosis is induced by 
agents that arrest cells in mitosis, and therefore the sample contains 
mitotic cells that die by apoptosis (“mitotic catastrophe”). MP has 
also been found useful to detect localized caspase activity in early 

  3.  Maximal Pixel 
of Fluorescence 
Intensity
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apoptotic cells by the analysis of local intracellular accumulation of 
the caspase-cleavage product of the  fl uorogenic substrate  (  25  ) . 
Likewise, translocation of Bax to, and its accumulation in mito-
chondria, the event that facilitates the release of cytochrome c and 
activation of caspases was detected by LSC as an increase in MP of 
Bax immuno fl uorescence  (  26  ) . The MP of DNA-associated 
 fl uorescence combined with  fl uorescence area, the parameter that 
re fl ects nuclear size and correlates inversely with chromatin con-
densation, was used to distinguish lymphocytes from monocytes 
and from granulocytes, the cell types that differ by the degree of 
chromatin condensation  (  27  ) .  

 The utility of MP of the DNA-bound  fl uorochrome as mea-
sured by LSC was recently underscored in an analysis of cell 
senescence  (  28  ) . The attribute of senescent cells is their morphol-
ogy: enlargement and characteristic “ fl attening” of the nucleus 
(Fig.  3 ). When analyzed by LSC, this was re fl ected by an increase 
in nuclear area and a decline in intensity of MP, most pronounced 
as the  decrease of the ratio of MP/nuclear area , providing a very 
sensitive biomarker of the degree of cell senescence  (  28  ) . Still 
another utility of MP analysis by LSC was recently demonstrated 
by detection of the very early step of DNA damage response 
(DDR), namely recruitment of the MRN complex of proteins 
(Mre11, Rad50, Nbs1) to the DNA damage site  (  13  ) . This event, 
which is essential for activation of  Ataxia Telangiectasia  mutated 
protein kinase (ATM) and initiation of the subsequent steps of 
DDR, was revealed as the increase in intensity of MP of Mre11 
immuno fl uorescence measured over nuclei of cells subjected to 
oxidative stress  (  13,   29  ) .  

  Fig. 3.    Discrimination of cells undergoing senescence based on morphometric analysis of nuclear changes revealed by a 
decrease in intensity of maximal pixel of DNA-associated (DAPI)  fl uorescence and an increase in nuclear area. To induce 
senescence, A549 cells were treated in culture with DNA topoisomerase II inhibitor mitoxantrone (Mxt) for 48 h ( b ) or 72 h ( c ). 
Intensity of maximal (max) pixel of DNA/DAPI  fl uorescence reports the degree of chromatin condensation, and in untreated 
cells ( a ) has the highest value and marks mitotic (M) and immediately postmitotic (pM) cells. In the senescing cells, due to 
their extreme “fattening,” nuclear area increases and the intensity of maximal pixel decreases. The ratio of maximal pixel 
to nuclear area provides a sensitive marker of “depth” of cell senescence.  Right panels  show expression of CDK inhibitor 
p21, known to be another marker of senescent cells, measured concurrently with DNA  (  28  ).        
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 Fluorochrome-stained DNA provides a good marker de fi ning 
nuclear boundary. If another color  fl uorochrome is used to mark 
other cell constituents, LSC is then able to resolve and separately 
measure nuclear and cytoplasmic content of such constituents 
(Fig.  2 ; peripheral torus). This capability can be used to detect 
translocation of particular proteins from cytoplasm to nucleus, or 
vice versa, e.g., to monitor the traf fi c of signal transduction or acti-
vation molecules. A classical example of such a protein is nuclear 
factor kappa B (NF- κ B). This ubiquitous factor is involved in regu-
lation of diverse immune and in fl ammatory responses and also plays 
a role in control of cell growth and apoptosis  (  30  ) . Activation of 
NF- κ B was detected by an increase in its immuno fl uorescence mea-
sured over the nucleus, concomitant with a decrease in  fl uorescence 
over the cytoplasm, which was re fl ected by a large increase in the 
nuclear to cytoplasmic  fl uorescence ratio (see ref.  (  31  ) ; Fig.  4 ). One 
of the virtues of this assay is that NF- κ B activation can be correlated 
with cell morphology, immunophenotype, or cell cycle position 
 (  31  ) . The assay of NF- κ B translocation by LSC has been found 
more sensitive than any of the four alternative methods  (  32  ) . This 
application of LSC can be extended to monitor other transcription 
factors that upon activation undergo translocation to the nucleus, 

  4.  Nuclear vs. 
Cytoplasmic 
Localization of 
Fluorescence
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  Fig. 4.    Changes in intensity of NF- κ B immuno fl uorescence integrated over the cell nucleus (F N ;  a ,  c ) and cytoplasm (F C ;  b , 
 d ) in U-937 histiomonocytic lymphoma cells, untreated ( a ,  b ) and treated for 1 h with 10 ng/mL TNF- α  ( c ,  d ). Note the 
increase in F N  after the treatment ( e ) and even more pronounced increase in the F N /F C  ratio ( f ).  Bars  indicate F N /F C  of the 
cells gated in G 1 , S, and G 2 /M based on differences in their DNA content as shown in ( a );  striped bars , prior to TNF- α  treat-
ment,  shaded bars , after the treatment  (  25  ).        
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such as tumor suppressor p53 and speci fi c signal transduction or 
cell cycle regulatory molecules. For example, the upregulation and 
translocation of p53 from cytoplasm to nucleus in response to DNA 
damage by topoisomerase I inhibitor camptothecin was detected 
and measured by LSC  (  33  ) . The nuclear location of proliferating 
cell nuclear antigen (PCNA), detected immunocytochemically by 
LSC, provided a good discrimination of the proliferating potential 
in histopatological analysis of renal cell carcinoma  (  34  ) .  

 It should be mentioned that in the case of asymmetrically shaped 
cells (e.g.,  fi broblasts, neurons) or cells with acentric position    of the 
nucleus (e.g., muscle cells), the integration of  fl uorescence from the 
entire cytoplasm is problematic. Partial solution to the problem may 
involve trypsinization followed by cell deposition on slides by cyto-
centrifugation. The cells that grow asymmetrically on slides become 
then more spherical, with the nucleus centrally located.  

 

 The micronucleus assay is widely used to assess the chromosomal 
or mitotic spindle damage induced by ionizing radiation or muta-
genic agents in vivo or in vitro. Because visual scoring of micronu-
clei is cumbersome, semi-automatic procedures that rely either on 
FCM or image analysis were developed. LSC was adapted for the 
analysis of micronucleation induced by genotoxic agents in vivo in 
mouse erythrocytes  (  35  ) , as well as in vitro, in cultured cells 
 (  12,   36,   37  ) . The ability of LSC to relocate micronuclei for visual 
examination was useful in con fi rming their identi fi cation. 
Multiparameter characterization of micronuclei that took into an 
account their DNA content and protein/DNA ratio (Fig.  5 ) made 
it possible to establish the gating parameters that excluded objects 
that were not micronuclei  (  36  ) . The percentage of micronuclei 
assayed by LSC correlated well with that estimated visually by 
microscopy in published studies  (  36,   37  ) . LSC, thus, can be used 
to obtain an unbiased estimate of the frequency of micronuclei 
more rapidly than by conventional examination of the preparations 
by microscopy. Furthermore, unlike FCM, LSC allows one to 
characterize individual cells with respect to frequency and DNA 
content of micronuclei residing in these cells, and furthermore can 
be applied to the cytokinesis-blocked (e.g., by cytocholasin B) 
micronuclei assay  (  36,   37  ) . Assessment of DNA damage is another 
measure of genotocicity or can be used as a marker of cell death 
(apoptosis). LSC has found an application for this purpose as well, 
speci fi cally, for measuring the extent of DNA degradation and elec-
trophoretic mobility from individual cells in the “comet”  (  38  )  or 
“halo”  (  39  )  assays.  

  5.  The 
Micronucleus 
Assay and DNA 
Damage Signaling
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 During the past 5 years, LSC has been extensively used in stud-
ies of DDR  (  12,   40–  45  ) . In these studies, the DNA damage signal-
ing was detected immunocytochemically using phospho-speci fi c 
Abs reactive with activated members of the signaling pathways: his-
tone H2AX phosphorylated on Ser139 ( γ H2AX), ATM phospho-
rylated on Ser1981, p53 phosphorylated on Ser15, and Chk2 
phosphorylated on Thr68. The advantage of LSC in these studies 
stems from the possibility of cell imaging, which allows one to 
identify cells having punctate (foci) distribution of  γ H2AX, consid-
ered to be a marker of double-strand DNA breaks  (  46  ) . The mul-
tiparameter analysis of DNA damage signaling of cells treated with 
a variety of genotoxic agents correlated with identi fi cation of the 
cell cycle phase and active DNA replication detected by the “click 
chemistry” provided a wealth of information on mechanisms of 
DDR involving activation of cell cycle checkpoints, induction of 
apoptosis, and recruitment of the repair machinery  (  12,   40–  45  ) .  

  Fig. 5.    Detection of micronuclei by LSC. To induce micronuclei, HL-60 cells were treated 
with mitomycin C, then cytocentrifuged,  fi xed, and stained with FITC and PI. Micronuclei 
(located on this scatterplot within the  dashed-line  gating window where they consist 
~93% of all events) were identi fi ed by their low DNA content (PI  fl uorescence) ranging 
between 0.1 and 5% of that of the whole G 1  nuclei and FITC/PI  fl uorescence ratio that was 
similar to that of the whole nuclei  (  30  ).        
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  Semi-automated FISH analysis represents still another LSC application 
that is based on its capability to spatially resolve the distribution of 
 fl uorescent regions within the cell  (  2,   46,   47  ) . As mentioned, the 
software developed for this application allows one to establish, 
within a primary contour representing, e.g., nucleus stained with a 
particular dye (e.g., propidium), a second set of contours repre-
senting another color (e.g., FITC)  fl uorescence. An obvious advan-
tage of LSC over visual analysis of FISH is the unbiased selection 
of the measured cells and their semi-automated, rapid measure-
ment. Furthermore, the analysis of the integrated  fl uorescence 
intensity of the secondary contours may yield information pertain-
ing to the degree of ampli fi cation of particular genome sections. 
Thus, for example, Kobayashi et al.  (  48  ) , using the dual-color 
FISH analysis by LSC revealed an increase in 20q13 chromosomal 
copy number in several breast cancer cases and correlated it with 
DNA ploidy and estrogen- or progesterone-receptor status. LSC 
has also found utility in studies employing comparative genomic 
hybridization (CGH) to reveal cytogenetic aberrations in several 
types of human cancer  (  49–  51  ) , studies of DNA ploidy in sperm 
cells  (  52  ) , or the analysis of HER2 ampli fi cation in breast cancer 
 (  53  ) . It should be noted, however, that semi-automated FISH 
measurements by LSC are subject to potential traps and require 
high quality technical preparations  (  2,   43  ) .  

  The capacity of the LSC software originally designed for semi-
automatic FISH analysis may be applied to other applications. One 
such application is the quantitative analysis of nucleoli and moni-
toring traf fi c of molecules between nucleoli and nucleoplasm 
 (  54,   55  ) . A useful immunocytochemical marker of nucleoli is an 
Ab to the nucleolar protein nucleolin. Using this Ab, it was possible 
to estimate the size of individual nucleoli (area and circumference), 
number of nucleoli per nucleus, total nucleolar area per nucleus, as 
well as expression of nucleolin separately in nucleoli and nucleo-
plasm  (  55  ) . All these parameters have been found to strongly cor-
relate with the proliferative status and the cell cycle position of 
mitogenically stimulated lymphocytes  (  55  ) . Most interesting, how-
ever, was the observation that abundance of nucleolin in nucleo-
plasm was maximal during the cell transition from G 0  to G 1  phase 
of the cycle, which corresponded to the maximal rate of rRNA 
synthesis and its accumulation within the cell. The translocation of 
nucleolin from nucleoplasm to nucleoli was observed at later stages 
of lymphocyte stimulation, when the cells were progressing through 
G 1 , S, and G 2 /M and when the rate of rRNA accumulation was 
decreased  (  55  ) . Similar application of LSC revealed the cell cycle 
phase-associated nucleoplasm-nucleolar shuttling of cyclin E, 
which was defective in bladder cancer cells  (  54  ) .   

  6.  Applications of 
LSC Utilizing the 
Software Designed 
for FISH Analysis

  6.1.  FISH Analysis, 
Cytogenetic Studies

  6.2.  Analysis of 
Nucleoli and Protein 
Translocations 
Between Nucleoli 
and Nucleoplasm
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  Another application of LSC utilizing the FISH approach was 
demonstrated in the analysis of progeny (clones) of individual cells 
 (  56  ) . In this application, cellular protein and DNA were stained 
with  fl uorochromes of different color while the product of tumor 
suppressor gene p53 or estrogen receptor was detected immunocy-
tochemically, with still another color  fl uorescent dye. The thresh-
old contour was set on protein-associated  fl uorescence which made 
it possible to analyze the  whole cell colony as a single entity . This 
approach made it possible to measure a variety of attributes of the 
progeny of individual cells (phenotype of individual cell colonies), 
such as colony size (area, circumference, cell number per colony), 
DNA and protein content per colony, expression of p53 or estro-
gen (per colony, per cell, per unit of DNA or protein), colony 
heterogeneity, and cell cycle distribution of individual cells within 
colonies. Such multiparameter analysis provided a wealth of infor-
mation and has been used to study mechanisms by which the cyto-
toxic RNase—onconase affected proliferative capacity of the cells, 
induced growth imbalance, and differentiation  (  56  ) . Extensions of 
LSC may make this instrument applicable for automatic analysis of 
cloning ef fi ciency and multiparameter analysis of cell colonies in 
soft agar. Such analyses may be useful in studies of mechanisms and 
effectiveness of antitumor drugs, in the  fi eld of carcinogenesis, and 
for the analysis of primary cultures, including assessing tumor 
prognosis and drug sensitivity. The assay can also be adapted to the 
analysis of microbial colonies.   

 

 LSC has been adapted to perform routine immunophenotyping. 
Multi-chamber microscope slides were developed which can be 
used to automatically screen cells against up to 36 antibodies on a 
single slide by LSC  (  57–  62  ) . The chambers are  fi lled with cell sus-
pension by capillary action. In the absence of serum or other pro-
teins in the suspension, the cells strongly attach to the  fl oor of the 
chambers by electrostatic interactions  (  57–  60  ) . Various antibody 
combinations are then introduced into the chambers, the cells are 
incubated in their presence for 30–60 min, and following the rinse, 
their  fl uorescence is measured. The rate of analysis is relatively fast, 
as it takes ~20 min to screen the cells distributed in 12 wells labeled 
with a panel of 36 antibodies (three antibodies at a time), measur-
ing 3,000–5,000 cells/well  (  57–  60  ) . 

 Although the rate of measurement by LSC is slower than FCM, 
and the lack of side (90° angle) light scatter analysis precludes dis-
crimination of lymphocytes from monocytes and granulocytes, cer-
tain advantages of LSC may outweigh these de fi ciencies. Thus, LSC 
is preferred for hypocellular samples which cannot tolerate repeated 

  6.3.  Progeny of 
Individual Cells/
Clonogenicity Assay

  7.  Cell Immuno-
phenotyping
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centrifugations that lead to cell loss. It should be stressed that loss 
of cells during centrifugations, as required for FCM analysis, is not 
random but preferential to different cell types  (  27  ) . LSC analysis is 
also economical, since small sample size reduces the cost of reagents 
(Abs) by over 80% compared to FCM  (  57–  60  ) . Furthermore, the 
LSC provides the possibility to relocate immunophenotyped cells 
for additional analysis or archival preservation.  

 

  Because the spatial  xy  position of the measured cell is recorded, its 
relocation for visual examination by microscopy or imaging is pos-
sible. This attribute is of importance in many applications. For 
instance, in the analysis of apoptosis cell morphology still remains 
the gold standard to identify this mode of cell death  (  13,   23  ) . 
Using LSC, it was possible to discriminate between genuine apop-
totic cells and “false positive” cells in peripheral blood and bone 
marrow of leukemic patients undergoing chemotherapy  (  13  ) . The 
latter cells were monocytes/macrophages containing apoptotic 
bodies (probably ingested from the disintegrating apoptotic cells) 
in their cytoplasm. While both the genuine apoptotic cells and the 
“false positive” cells contained numerous DNA strand breaks and 
were indistinguishable by FCM, the analysis of their morphology 
by LSC allowed their positive identi fi cation  (  13  ) . In another study, 
eosinophils were identi fi ed by LSC as “false positive” apoptotic 
cells due to their nonspeci fi c labeling with  fl uorescein-conjugated 
reagents  (  63  ) . LSC was also helpful in distinguishing apoptotic 
cells from cells infected by Human Granulocytic  Erlichiosis   (  64  ) . 
Based on these observations, as well as other  fi ndings, it was con-
cluded that LSC is the instrument of choice for the analysis of 
apoptosis  (  13,   65  ) . 

 Several other methods of identi fi cation of apoptotic cells, 
including recognition by the presence of DNA strand breaks, 
decreased mitochondrial transmembrane potential, cleavage of 
poly (ADP-ribose) polymerase, or fractional DNA content, have 
been successfully adapted to LSC  (  66,   67  ) . LSC was used to mea-
sure activation of caspases during apoptosis by the method utiliz-
ing  fl uorochrome-labeled caspase inhibitors (FLICA)  (  68  ) , as well 
as to detect segregation of RNA from DNA and their separate 
packaging into apoptotic bodies  (  69  ) . In all these studies the pos-
sibility of cell relocation for visual assessment of apoptosis was a 
valuable feature of LSC.  

  LSC allows one to integrate the results of two or more measure-
ments into a single  fi le (the “ fi le-merge” feature). This attribute 
provides the means to measure the same cells more than once, 
using different settings or probes  (  70  ) . For example, it is possible 

  8.  The Relocation 
Attribute

  8.1.  Visual Cell 
Examination: Imaging

  8.2.  Sequential 
Analysis of the Same 
Cells with Different 
Probes
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to set the integration contour  fi rst on the nucleus and subsequently 
on the entire cell. This approach enables one to separately measure 
particular constituents in the nucleus and in the entire cell. Such 
analysis has been applied to reveal translocation of cyclin B1, 
detected immunocytochemically, from cytoplasm to nucleus 
during mitosis  (  71  ) . 

 Another application of the  fi le-merge feature of LSC was used 
for the analysis of cellular DNA and double-stranded (ds) RNA 
 (  72  ) . Cells were stained with propidium iodide (PI) and measured 
twice, prior to, and after incubation with RNase. The integrated 
value of PI intensity of individual cells during the  fi rst measure-
ment was proportional to their DNA plus ds RNA content. The PI 
 fl uorescence intensity during the subsequent measurement was 
due to the dye interaction with DNA only. Thus, when the second 
measurement was subtracted from the  fi rst measurement, the dif-
ference (“Differential Fluorescence”; DF) represented the RNA-
associated PI  fl uorescence only. DF was then used as a  separate 
parameter  that was recorded in list mode in the merged  fi le. Cellular 
protein was also counterstained, but with a  fl uorochrome of 
another color of emission than PI. The multiparameter analysis of 
these data made it possible to correlate, within the same cells, the 
cellular ds RNA content with DNA content (cell cycle position) or 
with protein content  (  72  ) . This approach, using DF as an addi-
tional, discrete parameter for bivariate or multivariate analysis, 
extends the application of LSC for bivariate or multivariate analysis 
of other cell constituents which may be differentially stained with 
 fl uorochromes displaying the same wavelength of emission. 

 Still another application of the  fi le-merge and sequential cell 
staining was to study a correlation between the supravitally detected 
cell attributes such as mitochondrial transmembrane potential or 
induction of oxidative stress, with attributes requiring cell  fi xation 
to be detected, such as the presence of DNA strand breaks  (  73  ) . 
This approach revealed that the loss of transmembrane potential 
during apoptosis could be transient and not correlated with the 
activation of caspases and DNA cleavage  (  74  ) . 

 The merging attribute of LSC and sequential (iterative) 
immunostaining with four CD-phenotype markers has been also 
been used to characterize human peripheral blood leukocytes 
 (  75  ) . In still another elegant approach, the same authors  (  76  )  
used several  fl uorochrome pairs, each pair having dyes of different 
photostability. The sequential photobleaching by LSC lasers fol-
lowed by  fl uorescence measurement allowed them to separately 
record the emission of both the photo-labile and photostable 
(AlexaFluor dyes)  fl uorochrome bound to the same cell. In a more 
recent study, the merging-photobleaching approach has been 
used to test the applicability of photostable NorthernLights 
 fl uorochromes  (  77  ) .  
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  The time of cell measurement by LSC is recorded in the list mode 
 fi le together with other measured parameters. The relocation fea-
ture, in turn, makes it possible to measure the same cell repeatedly. 
Unlike FCM, LSC provides the means to measure kinetic reactions 
within individual cells in large cell populations. Using the 
 fl uorogenic substrate di-(leucyl)-rhodamine 110, the kinetic activ-
ity of  L -aminopeptidase was measured in several cell types by LSC 
( (  78  ) ; Fig.  6 ). Also assayed was the rate of  fl uorescein di-acetate 
hydrolysis by esterases, as well as the rate of uptake of the lyso-
somo-trophic  fl uorochrome acridine orange  (  78  ) . Several hundred 
cells per sample were measured with a time resolution of 10–60 s. 
The kinetic curves constructed for individual cells were matched 
with the respective cells; subsequently, the cells were stained with 
absorption dyes and following relocation using bright light illumi-
nation identi fi ed as monocytes, granulocytes, or lymphocytes  (  78  ) . 
In a similar manner, the kinetics of dissociation of  fl uorochromes 
from nuclear DNA, induced by caffeine, was measured by LSC, 
and the dissociation plots were constructed  (  79  ) . 

 Repeated scanning of the same cells causes  fl uorescence fading. 
The fading, which may be extensive when time intervals between 
scanning are short, imposes a limitation on time resolution of 
kinetic measurements. However, the fading rate as well as the 
 fl uorescence recovery rate can be measured in the same cells by 
LSC and results corrected appropriately  (  78  ) .   

  8.3.  Enzyme Kinetics 
and Other Time-
Resolved Events

  Fig. 6.     L -Aminopeptidase activity of white blood cells from human peripheral blood. Cells were attached electrostatically to 
a slide and incubated with the  fl uorogenic substrate of  L -aminopeptidase (di-(leucyl)-rhodamine 110). Fluorescence of 
cells within a speci fi ed area of the slide was repeatedly measured and time-resolved changes in green  fl uorescence 
intensity of these cells were recorded for leukocytes, and their  fl uorescence was repeatedly measured. Integrated value of 
the cell green  fl uorescence, position on the slide ( x  vs.  y  coordinate), and the time of measurement were recorded in a list 
mode for each cell  (  78  ) . The changes in  fl uorescence of all measured cells as a function of time are shown in ( a ). Five cells 
were selected from ( a ) and using the “merge” program the kinetic curves for each of these cells were constructed and 
plotted ( b ). The slides were then air dried, stained with Giemsa, and examined by light microscopy. Individual monocytes, 
granulocytes, and lymphocytes were identi fi ed as those that matched with their respective kinetic plots. The cells charac-
terized by a high rate of di-(leucyl)-rhodamine 110 cleavage were predominantly monocytes, those characterized by a 
moderate rate of cleavage were granulocytes, and by a minimal rate were lymphocytes ( b )  (  78  ).        
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 Cytometry still plays a relatively minor role in routine clinical pathology. 
However, by quantifying key attributes of selected cells in a specimen 
(tissue section or  fi ne needle aspirate; FNA), cytometry can contribute 
useful prognostic information and help guide therapy. Because little 
cell loss occurs during sample preparation, LSC is particularly suit-
able for hypocellular specimens. FNA samples  (  80  ) , sputum  (  81  ) , 
bladder washes  (  82  ) , neonatal blood samples  (  60  ) , or paraf fi n blocks 
of different tissues  (  83  ) , each provides adequate numbers of cells/
nuclei for the analysis by LSC. LSC can also be used for the analysis 
of histologic sections. Areas of interest that may be a minor compo-
nent of the whole section can be selected to exclude extraneous tis-
sues from measurement  (  84  ) . The specimens can be destained and 
re-stained  (  85  )  to measure additional attributes of the same cells; 
moreover, the relocation feature of LSC allows one to precisely iden-
tify each cell by its location on the slide. Numerous publications 
attest to the usefulness of LSC in the analysis of tissue sections, FNA 
samples, or touch preparations  (  9,   86–  95  ) . 

 One of the drawbacks inherent in measuring constituents of 
cells in histologic sections is that most of the cells are transected at 
different levels. Thus, because only a fraction of a cell or nucleus, 
unknown in size, is assayed, such measurement provides no infor-
mation about the quantity of the measured constituent per cell. 
However, a ratiometric analysis, relating the quantity of the mea-
sured nuclear constituent per unit of DNA, normalizes the data and 
allows for comparisons between sections of different thickness  (  91  ) . 
Still to be worked out are the computer-assisted analytical methods 
that will be needed to fully exploit the information present in histo-
logic sections.    In the case of solid tumors, this includes the relation-
ship between tumor cells and reactive host cells, stroma, proliferating 
vessels, etc.; and the distribution of proliferating vs. apoptotic cells 
within the tumor; the expression of growth factor receptors in 
tumor cells according to location and in relation to host cells and 
blood vessels; and the effect of drug therapies on the functional 
measurements of cells. The number of measurable features is 
increasing, providing new tools to characterize and monitor human 
tumors in ways not possible by conventional light microscopy.  

 

 The major assets of LSC are the relocation,  fi le-merge, and mor-
phometric/imaging capabilities. These attributes are essential in 
studies of time-resolved events, such as enzyme kinetics, trans-
membrane transport rates of drugs or metabolites, and other cell 

  9.  LSC in Clinical 
Pathology

  10.  Utility of LSC in 
Other Applications
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functions. Likewise, in situ association constants of  fl uorochrome-
conjugated ligands with the respective receptors can easily be 
assessed for individual cells by LSC by repeatedly measuring ligand 
binding to the same cells as a function of increasing ligand concen-
trations. After archival preservation, the same cells may be sub-
jected to further measurements with new probes and the results 
merged into a single  fi le for multivariate analysis. The same cells 
may be sequentially studied,  fi rst when they are alive (e.g., surface 
immunophenotyped, subjected to functional assays for a particular 
organelle, oxidative metabolism, pH, enzyme kinetics, etc.) and 
then, following their  fi xation (e.g., probed for DNA content to 
assess DNA ploidy and/or cell cycle distribution, DNA replication, 
content of an intracellular constituent(s) that can be detected 
immunocytochemically, etc.). To obtain their cytogenetic pro fi le, 
the cells can be subsequently probed by FISH or in situ polymerase 
chain reaction (PCR). The length of telomere sections of DNA can 
be conveniently estimated in situ by LSC using FISH telomere 
probes  (  95,   96  ) . Conventional staining with absorption dyes fol-
lowed by microscopy can further identify the measured cells and 
correlate their morphology with any of the measured parameters. 
If desired, a more sophisticated image analysis of the selected cells 
can follow. An attachment of LSC to an image analysis system 
(Kontron KS 100) through standard connections has been 
described  (  97  ) . LSC can also be combined with a laser-capture 
microdissection instrument to obtain histologically homogenous 
cell populations, e.g., for cytogenetic analysis  (  98  ) . 

 LSC has the potential to be used to analyze in situ cell–cell 
interactions; one such application, to detect platelet–endothelial 
cell interactions, has already been demonstrated  (  99  ) . This assay 
may be a sensitive marker predictive of vascular thrombosis. Still 
another application is in assessment of factors that modulate the 
kinetics of the in vitro “wound healing” when cells growing as a 
monolayer are mechanically or thermally wounded and LSC is used 
to measure the wound closure and assess the proliferative and 
apoptotic parameters of cells  fl anking the wound edges  (  100  ) . 
Similarly, the damage to monolayer cultures of human epithelial 
corneal cells by topical glaucoma medications  (  101  )  or sensitivity 
of primary cultures of laryngeal carcinoma cells to cisplatin  (  102  )  
was recently assessed by LSC. 

 Applications of LSC were particularly extensive in recent years 
in several distinct areas along the basic, preclinical, and clinical 
studies. One such area involved investigations of pancreatic islands 
 (  103–  108  ) . In these studies both the  fl uorescence intensity as well 
as light-loss (absorbance) were measured on tissue sections stained 
either with  fl uorochromes or chromogenic dyes to obtain maximal 
information on cells of interest. These investigations were aimed to 
optimize conditions of growth and insulin or glucagon secretion 
by  β  or  α  cells, respectively. The data provided useful information 
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pertinent to preclinical programs focused on islet transplantation. 
Another area of recent extensive use of LSC was in detecting circu-
lating tumor cells  (  109–  115  ) . In most of these studies the circulat-
ing tumor cells from peripheral blood were initially enriched either 
by density gradient centrifugation, nucleopore  fi ltration, or immu-
nomagnetic separation, to be subsequently identi fi ed and enumer-
ated by LSC. Compared with alternative methods of circulating 
tumor cells detection, such as various FCM approaches, RT-PCR, 
and qRT-PSR methodologies, LSC offered certain advantages 
 (  109  ) . The most important virtue of LSC in this application is the 
possibility to visually con fi rm the presence of tumor cells on the 
recorded images, and when needed to ascertain that they are indeed 
tumor cells, and to reexamine the once measured sample using 
another marker(s). The possibility of additional examination of 
these tumor cells with new probes to characterize their molecular 
signature with respect to expression of markers whose identi fi cation 
can help in designing proper targeted therapy is of particular 
importance. 

 Assessment of cell cycle, DNA ploidy, and investigations on 
mechanisms of cell proliferation was still another area where the 
unique analytical capabilities of LSC were extensively used recently 
 (  116–  123  ) . Particularly advantageous in these studies was the pos-
sibility of multiparametric analysis combined with morphometric 
evaluation of cells. This combination has been also invaluable in 
another area where LSC also found wide application, namely in 
necrobiology, in studies of cell death, especially by mode of apop-
tosis  (  23,   124–  130  ) . Activation of caspases, Bax translocation to 
mitochondria, DNA fragmentation leading to TUNEL positivity, 
and other markers were used in these studies to identify apoptotic 
cells either in clinical FNAs  (  127  ) , peripheral blood of leukemic 
patients  (  128  ) , in tissue sections  (  108  ) , or in vitro drug treated cell 
lines, and in studies exploring mechanisms of induction of cell 
death by antitumor drugs  (  124–  126,   130  ) . 

 The unique capabilities of LSC that make it possible to analyze 
tissue sections in which cells are stained either with  fl uorochromes, 
absorption dyes, or with both at the same time contributed to 
another area of wide LSC application in recent years  (  131–  136  ) : 
Mapping tissue sections with respect to localization of particular 
proliferation or metabolic markers and quanti fi cation of their expres-
sion yielded much information in different branches of cell physiol-
ogy and in oncology that could not be obtained by other means. 

 Among the recently introduced technical improvements facili-
tating applications of LSC, one has to consider an automatic 
micro fl uidic sample preparation system that markedly expands pos-
sibilities of immunophenotyping of samples having very low num-
ber of cells  (  137  ) . Compared with the original approach developed 
by Clatch  (  57–  59  ) , this micro fl uidic device is an important advance-
ment that allows one to semi-automatically analyze samples having 
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minimal numbers of cells. The open-source software adaptation for 
the analysis of LSC generated data  (  138  )  is another recent upgrade 
of LSC capabilities. It also offers the possibility of comparing LSC 
data with other cytometric measurements. 

 Progress in research in  fi elds of cell biology, biotechnology, 
and medicine is being driven by development on new instrumenta-
tion and new methodologies. It is quite evident, as summarized 
above, that the versatility of the analytical capabilities of LSC con-
tributed to its wide application and progress in these  fi elds. It is 
expected that this progress will continue, and further advances in 
development of this instrumentation will expand its application in 
the future.      
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    Chapter 12   

 Laser Capture Microdissection for Protein 
and NanoString RNA Analysis       

     Yelena   Golubeva   ,    Rosalba   Salcedo   ,    Claudius   Mueller   , 
   Lance   A.   Liotta   , and    Virginia   Espina         

  Abstract 

 Laser capture microdissection (LCM) allows the precise procurement of enriched cell populations from a 
heterogeneous tissue, or live cell culture, under direct microscopic visualization. Histologically enriched 
cell populations can be procured by harvesting cells of interest directly or isolating speci fi c cells by ablating 
unwanted cells. The basic components of laser microdissection technology are (a) visualization of cells via 
light microscopy, (b) transfer of laser energy to a thermolabile polymer with either the formation of a 
polymer-cell composite (capture method) or transfer of laser energy via an ultraviolet laser to photovolatize 
a region of tissue (cutting method), and (c) removal of cells of interest from the heterogeneous tissue sec-
tion. The capture and cutting methods (instruments) for laser microdissection differ in the manner by 
which cells of interest are removed from the heterogeneous sample. Laser energy in the capture method is 
infrared (810 nm), while in the cutting mode the laser is ultraviolet (355 nm). Infrared lasers melt a ther-
molabile polymer that adheres to the cells of interest, whereas ultraviolet lasers ablate cells for either 
removal of unwanted cells or excision of a de fi ned area of cells. LCM technology is applicable to an array 
of applications including mass spectrometry, DNA genotyping and loss-of-heterozygosity analysis, RNA 
transcript pro fi ling, cDNA library generation, proteomics discovery, and signal kinase pathway pro fi ling. 

 This chapter describes LCM using an Arcturus  XT   instrument for downstream protein sample analysis 
and using an mmi CellCut Plus ®  instrument for RNA analysis via NanoString technology.  

  Key words:   DNA ,  Infrared laser ,  Laser capture microdissection ,  Molecular pro fi ling ,  NanoString , 
 Phopshoprotein ,  Pre-analytical variability ,  Protein ,  RNA ,  Tissue ,  Tissue heterogeneity ,  UV laser    

 

 Tissue heterogeneity is a normal biological attribute of multicel-
lular organisms. A variety of cell types constitute tumors as well as 
healthy tissue. The ability to analyze a speci fi c    cell population, 
within a heterogeneous tissue sample, poses dif fi culties for both 

  1.  Introduction
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genomic and proteomic researchers during tissue analysis. Molecular 
analysis of heterogeneous tissue is currently ambiguous because it 
is impossible to discern which cells contribute which cellular con-
stituents to a given tissue lysate  (  1  ) . Molecular pro fi ling of pure cell 
populations, which is re fl ective of the cell population’s in vivo 
genomic and proteomic state, is essential for correlating molecular 
signatures in normal and diseased tissue  (  2–  8  ) . Laser capture 
microdissection (LCM) is a technique that allows the identi fi cation, 
selection, and isolation of pure cell populations from a heteroge-
neous tissue section, cytological preparation, or from live cell cul-
ture via direct microscopic visualization of the cells  (  2,   3  ) . LCM 
enables researchers to isolate normal and diseased cells, as well as 
different stages of cells such as premalignant and malignant cells 
without contamination from surrounding cells  (  1,   4–  7,   9–  14  ) . 
Xenograft tissues and host tissue may be isolated via LCM  (  15  ) . 
Downstream analysis of the microdissected cells may be performed 
with any method that has adequate sensitivity. Recently, a method 
for in situ proteomic analysis of microdissected cells has been 
described, permitting potential biomarker discovery in small num-
bers of breast cells  (  16  ) . 

 LCM technology encompasses two general classes: infrared (IR) 
laser capture systems  (  2,   3  )  and ultraviolet (UV) laser cutting systems 
 (  17–  21  ) . The basic components of LCM technology are (a) visual-
ization of the cells of interest via microscopy, (b) transfer of laser 
energy to a thermolabile polymer with formation of a polymer-cell 
composite (IR system) or photo volatilization of cells surrounding a 
selected area (UV system), and (c) removal of the cells of interest 
from the heterogeneous tissue section. The Arcturus  XT  ™ system 
(Applied Biosystems/Life Technologies) incorporates both laser 
types in one instrument providing options as to the type of microdis-
section to be performed. The mmi CellCut Plus ®  instrument utilizes 
a UV laser for “cutting” selected cells from a tissue section. 

 The Arcturus system uses a stationary near-infrared laser 
mounted in the optical axis of the microscope stage to melt a ther-
molabile polymer  fi lm ( see   Note 1 ). The polymer  fi lm is manufac-
tured on the bottom surface of an optical-quality plastic support 
cap. The cap acts as an optic for focusing the laser in the same plane 
as the tissue section. The polymer melts only in the vicinity of the 
laser pulse, forming a polymer-cell composite. A dye integrated 
into the polymer serves two purposes: (1) it absorbs laser energy, 
preventing damage to the cellular constituents, and (2) it aids in 
visualizing areas of melted polymer (Fig.  1 ). Microdissection occurs 
when the polymer is removed from the tissue surface, at which 
point the embedded cells of interest are sheared away from the 
heterogeneous tissue section. The exact cellular morphology, as 
well as the DNA, RNA, and proteins of the procured cells, remains 
intact and bound to the polymer (Fig.  2 ).   
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  Fig. 1.    Arcturus  XT   software for microdissection. ( a ) The Arcturus  XT   instrument operates via a series of software tool panes 
and option buttons. Each step of the microdissection process can be accessed from the main software screen. Mouse bony 
ear tissue is shown at ×2 magni fi cation in the live image, and an overview of the tissue slide is shown below. The overview 
image allows the operator to navigate across the slide and/or tissue section. ( b ) Properly melted spots have a dark outer 
ring and a clear center, indicating that the polymer has melted and is in direct contact with the slide. Inadequate power 
and/or duration settings create spots with a hazy appearance, lacking a distinct black ring (live image shown as ×60 
magni fi cation). The spot size can be measured to match the microdissection area to the cell size.       
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  Fig. 2.    Arcturus  XT   Infrared Laser Capture Microdissection (LCM) process. ( a ) A section of 
mouse inner ear tissue is mounted and stained on a glass slide and viewed under high 
magni fi cation (×40) to locate the ciliated epithelium. The ciliated epithelium is identi fi ed 
visually and designated for microdissection using software annotation tools at ×2, ×10, 
×40, or ×60 magni fi cation. The infrared laser locally expands a thermoplastic polymer 
that captures the cell(s) only in the vicinity of the laser pulse. ( b ) Microdissection occurs 
when the  fi lm is lifted from the tissue section, shearing the selected cells from the tissue 
section. The presence of stained material inside the margins of the melted polymer indi-
cates effective microdissection (×10).       

 Ultraviolet lasers in both the Arcturus  XT  ™ and the mmi CellCut 
Plus ®  instrument photovolatilize cells and/or the mounting 
medium, typically a polyethylene napthalate (PEN) membrane. In 
UV cutting mode, a microdissection cap is placed on the surface of 
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the tissue, encompassing the area of photovolatilization, and the 
infrared laser melts the thermolabile polymer in several de fi ned 
areas around the edge of the cut area, thus holding the cut area of 
tissue/membrane in place. The mmi CellCut Plus ®  instrument uses 
an adhesive membrane mounted on the lid of a collection tube to 
secure the microdissected cells/membrane during microdissection. 
Following microdissection, extraction buffer may be applied directly 
to the polymer  fi lm for solubilizing the cells, allowing the collection 
of nucleic acids or protein for downstream analysis. 

 Tissue preservation methods should be taken into consider-
ation when planning LCM and downstream analyses. Although 
LCM is compatible with frozen,  fi xed, or paraf fi n-embedded speci-
mens, tissue preservation methods vary greatly in their ability to 
preserve nucleic acids, proteins, and posttranslational modi fi cations 
of proteins  (  22–  24  ) . Pre-analytical variability originating from tis-
sue procurement and preservation may cause signi fi cant variability 
and bias in downstream molecular analysis. Depending on the ex 
vivo delay time in tissue processing, and the manner of tissue han-
dling, nucleic acids, proteins, and phosphoproteins will be elevated 
or suppressed in a manner that does not represent the molecule at 
the time of excision. Consequently, molecular pro fi ling requires sta-
bilization, or preservation, of the molecules of interest immediately 
post tissue procurement. Proteins can be extracted with variable 
yield from formalin  fi xed tissue  (  25  ) . The yield depends on the 
time, chemistry of formalin  fi xation, and the tissue geometry and 
density. Formalin penetrates tissue at a variable rate, reported to be 
within the range of millimeter per hour  (  26–  28  ) . During this time, 
the portion of the living tissue deeper than several millimeters would 
be expected to undergo signi fi cant  fl uctuations with regard to phos-
phoprotein analytes. The preferred specimen for protein and RNA 
analysis is frozen tissue because formaldehyde becomes hydrated in 
aqueous solutions, forming methylene glycol  (  26,   28  ) . Methylene 
glycol readily penetrates tissue, yet it is the small percentage of car-
bonyl formaldehyde that covalently cross-links proteins and nucleic 
acids, resulting in tissue  fi xation  (  26,   28  ) . Formalin cross-linking, 
the formation of methylene bridges between amide groups of pro-
tein, blocks analyte epitopes thereby decreasing the yield of proteins 
extracted from the tissue. 

 Desirable aspects of tissue preservation are (a) preservation of 
nucleic acids, proteins and protein post-translational modi fi cations 
such as phosphorylation state, (b) maintenance of nuclear size and 
morphology, (c) functional at room temperature, (d) one-step sys-
tem, and (e) compatible with standard paraf fi n embedding and pro-
cessing. We have developed a  fi xative for protein and phosphoprotein 
preservation that meets these criteria (Fig.  3 )  (  22,   23,   29  ) .  

 This chapter presents microdissection of frozen tissue sections 
for proteomic analysis as an illustration of the operation of the 
Arcturus  XT  ™ in both capture and cutting modes, and microdissection 
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of formalin- fi xed paraf fi n-embedded (FFPE) tissue section on an 
mmi CellCut Plus ®  instrument for RNA analysis via NanoString 
technology  (  30  ) .  

 

 Tissue for microdissection is usually prepared as a cryosection, or a 
paraf fi n-embedded section, on a glass or PEN (polyethylene naptha-
late) membrane, or PET (polyethylene terephthalate) slide. The tis-
sue section is stained for histomorphologic identi fi cation of cells. 
The stained section is used immediately for LCM, or stored in a 
desiccator, depending on the tissue and molecular analysis type. 

  2.  Materials

  Fig. 3.    Mouse bony ear tissue adequately preserved for LCM. Bony inner ear tissue, 
preserved in a novel protein/phosphoprotein preservative  (  22,   23  )  and paraf fi n-embedded, 
shows retention of morphology adequate for microdissection of inner ear ciliated 
epithelium.       
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      1.    Uncharged, pre-cleaned glass microscope slides, 25 × 75 mm.  
    2.    Optimal cutting temperature cryopreservation solution 

(Tissue-Tek ®  O.C.T.™) (Sakura Finetek) for embedding fro-
zen tissue sections.  

    3.    Cryomolds.  
    4.    Specimen for protein analysis: frozen tissue or ethanol- fi xed 

tissue sections cut at 2–15  μ m (thickness of 5–8  μ m is optimal 
for capture methods) (see  Note 2 ).  

    5.    Dry ice; Inhalation and contact hazard. Use with appropriate 
ventilation and personal protective equipment.      

      1.    PEN membrane or PEN frame slides, 25 × 75 mm.  
    2.    Optimal cutting temperature cryopreservation solution 

(Tissue-Tek ®  O.C.T.™) (Sakura Finetek) for embedding fro-
zen tissue sections.  

    3.    Cryomolds.  
    4.    Specimen for protein analysis: frozen tissue or ethanol- fi xed 

tissue (cut sections at 2–200  μ m, see  Note 2 ).  
    5.    Dry ice.      

      1.    Automated microtome.  
    2.    PET PALM ®  metal framed membrane slide (polyethylene 

terephthalate) (P.A.L.M. Microlaser Technologies).  
    3.    RNAse-AWAY™ (Molecular BioProducts).  
    4.    RNAse-free water (Hydro Picopure ®  2UV Plus).  
    5.    FFPE tissue paraf fi n block for RNA analysis.  
    6.    Ice pan with solid ice (kept at −20°C).  
    7.    Water bath with RNAse-free water at +43°C.  
    8.    8% 3-aminopropyltriethoxysilane (APES) (Sigma) in dry 

acetone.      

      1.    Mayer’s Hematoxylin Solution (Sigma). Inhalation and con-
tact hazard; wear gloves when handling.  

    2.    Eosin Y Solution, alcoholic (Sigma). Highly  fl ammable; store 
away from heat, sparks, and open  fl ames. Contact hazard; wear 
gloves when handling.  

    3.    Scott’s Tap Water Substitute (Fisher), also known as Blueing 
Solution ( see   Note 3 ).  

    4.    Ethanol (ethyl alcohol, absolute, 200 proof molecular biology 
grade). Flammable; store away from heat, sparks, and open 
 fl ames.  

    5.    Ethanol gradient: 70% (v/v in dH 2 O), 95 and 100% ethanol 
( see   Note 4 ).  

  2.1.  Preparation of 
Tissue Sections for 
Arcturus  XT   Infrared 
Capture Mode

  2.2.  Preparation 
of Frozen Tissue 
Sections for UV 
Cutting Mode 
(Protein Analysis)

  2.3.  Preparation of 
FFPE Tissue Sections 
for UV Cutting Mode 
(NanoString Analysis)

  2.4.  Hematoxylin 
and Eosin Staining for 
Frozen/FFPE Sections 
for Protein Analysis
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    6.    Type 1 reagent-grade water (dH 2 O).  
    7.    Xylene. Xylene vapor is harmful and can be fatal if inhaled. Use 

in a well-ventilated area and discard in appropriate hazardous 
waste container. Flammable; Contact hazard; wear gloves when 
handling.  

    8.    Protease inhibitors (Complete Protease Inhibitor Cocktail tab-
lets; Roche). Use one inhibitor tablet for every 10 mL of solu-
tion ( see   Note 5 ).      

      1.    Cresyl violet acetate (Sigma).  
    2.    Eosin Y (VWR).  
    3.    Ethyl alcohol USP Absolute-200 proof (AAPER Alcohol and 

Chemical Co.).  
    4.    RNAse-free water.  
    5.    ProtectRNA™ RNase inhibitor (Sigma).  
    6.    Xylene.  
    7.    50 mL conical (Falcon) tubes.      

      1.    Arcturus  XT   LCM system (Applied Biosystems).  
    2.    CapSure ®  Macro LCM Caps (Applied Biosystems) are recom-

mended for protein analysis. CapSure ®  HS LCM Caps (Applied 
Biosystems) are recommended for DNA or RNA downstream 
analysis ( see   Note 6 ).  

    3.    SealRight tubes 0.5 mL (USA Scienti fi c) or GeneAmp ®  0.5 mL 
Thin-walled Reaction Tubes with Domed Cap (cat. No. N801-
0611; Applied Biosystems) ( see   Note 7 ).      

      1.    Arcturus  XT   LCM system (Applied Biosystems/Life 
Technologies).  

    2.    mmi CellCut Plus ®  microdissection system (MMI).  
    3.    mmi IsolationCap ®  (MMI).  
    4.    PCR tube (200  μ L).  
    5.    CapSure ®  Macro LCM Caps (Applied Biosystems) are recom-

mended for protein analysis. CapSure ®  HS LCM Caps (Applied 
Biosystems) are recommended for DNA or RNA downstream 
analysis ( see   Note 6 ).  

    6.    SealRight tubes 0.5 mL (USA Scienti fi c) or GeneAmp ®  0.5 mL 
Thin-walled Reaction Tubes with Domed Cap (cat. No. N801-
0611; Applied Biosystems) ( see   Note 7 ).      

      1.    Protein extraction buffer: 450  μ L T-PER Tissue Protein extrac-
tion reagent (Pierce), 450  μ L Novex ®  Tris-glycine 2× SDS 
loading buffer (Invitrogen), and 100  μ L TCEP (Tris (2-car-
boxyethyl)phosphine) Bond Breaker ®  (Pierce).  

  2.5.  One-Step Cresyl 
Violet Acetate/Eosin Y 
Staining of FFPE 
Sections for 
NanoString Analysis

  2.6.  Laser Capture 
Microdissection 
Infrared Mode

  2.7.  Laser Capture 
Microdissection UV 
Mode

  2.8.  Protein and RNA 
Extraction Buffers
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    2.    RNA lysis buffer for NanoString analysis: 2  μ L of buffer RLT 
with  β -mercaptoethanol from AllPrep RNA/DNA extraction 
kit (Qiagen), 3.8  μ L of RNAse-free water (Hydro Picopure ®  
2UV Plus), 1.0  μ L Proteinase K from FFPE RNA extraction 
kit (Qiagen), 0.3  μ L of RNAseOut™ RNAse inhibitor 
(Invitrogen).      

      1.    Aperio ScanScope ® XT scanner.  
    2.    ImageScope™ software.  
    3.    Agilent Bioanalyzer (Agilent Technologies).  
    4.    Agilent RNA 6000 Pico LabChip kit.  
    5.    AllPrep RNA/DNA extraction kit (Qiagen).      

      1.    NanoString technology platform.  
    2.    LCM sample lysate.  
    3.    Reporter CodeSet.  
    4.    Capture ProbeSet.       

 

 The protocols described below illustrate (a) sample preparation of 
frozen tissue sections, (b) hematoxylin and eosin (H&E) tissue 
staining for frozen sections and formalin- fi xed paraf fi n-embedded 
sections (FFPE) or ethanol- fi xed paraf fi n-embedded section, (c) 
infrared capture mode microdissection, (d) ultraviolet cutting mode 
microdissection using the Arcturus  XT   and mmi CellCut Plus, (e) cell 
lysis and protein extraction, and (f) NanoString analysis  (  30  ) . 

  Tissue biopsy samples should be stabilized promptly (within 
15 min) after procurement. Stabilization methods for tissue that 
will be frozen include embedding in a cryopreservative solution or 
snap freezing as soon as the specimen is excised from the patient/
animal. Prompt preservation of the sample reduces protein and 
RNA degradation as a result of protease and RNase activity, 
respectively, and limits reactive changes in phosphorylated kinases 
 (  22,   24,   31–  33  )  . 

    1.    Embed tissue directly in a cryomold, covering the tissue with 
cryopreservative solution (OCT). Place OCT-embedded tissue 
on dry ice, or at −80°C, to freeze the tissue. Store the frozen 
tissue at −80°C (see  Note 8 ).  

    2.    Cut frozen sections at 2–15  μ m thickness (5–8  μ m is optimal 
for IR laser capture) and place sections on labeled, uncharged, 
pre-cleaned glass microscope slides (see  Note 9 ). Position the 

  2.9.  Adaptation of LCM 
Work fl ow for 
NanoString Platform

  2.10.  NanoString 
Analysis of LCM 
Samples

  3.  Methods

  3.1.  Frozen Tissue 
Sectioning for Protein 
Analysis
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tissue section near the center of the slide, avoiding the top and 
bottom thirds of the slide (see  Note 10 ). Place the slide directly 
on dry ice or keep it in the cryostat at −20°C or colder, or place 
the slide in a prechilled slide box on dry ice until the slides can 
be stored at −80°C. Alternatively, the frozen section can be 
immediately stained and microdissected (see  Note 11 ).      

  Maintain nuclease-free conditions throughout the procedure: Tools 
should be wiped with RNAse-AWAY™, rinsed with RNAse-free 
water, and wiped dry with a new kimwipe. A new disposable blade 
should be installed prior to cutting each sample. Use RNAse-free 
water in the water bath and use individual containers for soaking 
the tissue blocks ( see   Note 12 ). Discard the  fi rst 20–25  μ m of tissue 
before cutting an LCM section (or use these  fi rst sections for refer-
ence H&E). Sections should be protected from dust while drying. 
 Coat PET slides with 8% APES in dry acetone.

    1.    Expose PET slides to UV at 352 nm for 30 min.  
    2.    Immerse the slides in APES coating solution for 10 min.  
    3.    Wash slides in two changes of acetone for 1 min.  
    4.    Rinse slides in two changes of RNAse-free water for 10 min.  
    5.    Dry slides overnight at 37°C (see  Note 13 ).     

 Design a block trimming template and trim the block

    6.    Use an Aperio annotated digital image of the H&E reference 
slide (Fig.  4a ) to design a block trimming template (Fig.  4b ).   

    7.    Trim the block to maximize the number of sections mounted 
on the PET slide (Fig.  4c ,  4d ), and set a water bath at +43°C.  

    8.    Cut serial 7  μ m sections.  
    9.    On a water bath, separate the number of sections that will  fi t 

inside the dissection area of the PET framed slide.  
    10.    Position the tissue sections on the  fl at side of the PET slide, 

opposite the slide window. Center the sections such that the 
annotated area can be optimally dissected from around the 
slide midline (Fig.  4d ).  

    11.    Air-dry slides for 1 h in a vertical position. Place a  fi lter paper 
under the slide so that water which may have accumulated 
under the bottom section will drain out. Incubate the slides at 
37°C overnight, followed with a 1 h incubation at 58°C.  

    12.    Cool slide to room temperature and place each sample set in an 
individual slide box with a desiccant pouch or Drierite. Store 
slides at −20°C.      

  Selection of tissue staining protocols should be based on compati-
bility with the downstream analysis (see  Note 14 ). Staining proto-
cols allow visualization and identi fi cation of the tissue or cells of 

  3.2.  FFPE Tissue 
Sectioning for 
NanoString Analysis

  3.3.  Hematoxylin 
and Eosin Staining
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interest with a standard inverted light microscope. Incorporation 
of protease inhibitors in the staining reagents, along with a micro-
dissection session limited to 1 h, minimizes protein degradation 
during the staining process. RNAse inhibitors are recommended 
for tissues sensitive to RNA degradation. Skin tissue, cartilage, and 
samples prepared on charged slides might be dif fi cult to microdis-
sect and may require additional slide or tissue treatments (see 
 Note 15 )  (  34  ) . The staining procedure employed depends on 
whether the tissue is frozen or paraf fi n-embedded. 

      1.    Remove the frozen section slide from freezer/dry ice and 
proceed immediately with the staining protocol. Do not allow 
the slide to thaw.  

    2.    Dip the slide in each of the following solutions, for the time 
indicated. Blot the slide on absorbent paper in between the 
different solutions to prevent carryover from the previous 
solution.
   (a)    70% Ethanol  fi xative, 3–10 s.  
   (b)    dH 2 O, 10 s.  
   (c)    Mayer’s hematoxylin, 15–20 s.  
   (d)    dH 2 O, 10 s.  

  3.3.1.  H&E Staining 
Procedure for Frozen 
Tissue Sections

  Fig. 4.    Sectioning approach for LCM slide preparation (large-scale target collection for NanoString analysis). ( a ) Aperio digi-
tal image of H&E slide with annotated papilloma (Aperio “ fi t” magni fi cation). ( b ) FFPE block trimming template (   Aperio ´4 
magni fi cation). ( c ) View of FFPE block trimmed according to the template. ( d ) Serial sections mounted on PET membrane 
slide. Target area in ( a ), ( b ), and ( d ) is indicated by a  rectangle .       
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   (e)    Scott’s Tap Water Substitute, 10 s.  
   (f)    70% Ethanol, 10 s.  
   (g)    Eosin Y (optional), 3–5 s ( see   Note 16 ).  
   (h)    95% Ethanol, 10 s.  
   (i)    95% Ethanol, 10 s.  
   (j)    100% Ethanol, 30–60 s.  
   (k)    100% Ethanol, 30–60 s.  
   (l)    Xylene, 30–60 s ( see   Note 17 ).  
   (m)    Xylene, 30–60 s.      

    3.    Allow the stained slide to air-dry as quickly as possible ( see  
 Note 18 ).  

    4.    Proceed immediately with microdissection. Do not coverslip 
the slide.      

      1.    Paraf fi n-embedded tissue sections must be de-paraf fi nized and 
rehydrated to allow staining of the tissue elements. Dip the 
slide in each of the following solutions, for the time indicated. 
Blot the slide on absorbent paper in between the different 
solutions to prevent carryover from the previous solution.
   (a)    Xylene, 5–15 min (see  Note 19 ).  
   (b)    Xylene, 5–15 min.  
   (c)    100% Ethanol, 30 s.  
   (d)    95% Ethanol, 30 s.  
   (e)    70% Ethanol, 30 s.  
   (f)    dH 2 O, 10 s.  
   (g)    Mayer’s hematoxylin, 15 s.  
   (h)    dH 2 O, 10 s.  
   (i)    Scott’s Tap Water Substitute, 10 s.  
   (j)    70% Ethanol, 10 s.  
   (k)    Eosin Y (optional), 3–5 s (see  Note 16 ).  
   (l)    95% Ethanol, 10 s.  
   (m)    95% Ethanol, 10 s.  
   (n)    100% Ethanol, 30–60 s.  
   (o)    100% Ethanol, 30–60 s.  
   (p)    Xylene, 30–60 s.  
   (q)    Xylene, 30–60 s.      

    2.    Air-dry slide as quickly as possible.  
    3.    Proceed immediately with microdissection. Do not coverslip 

the slide (see  Note 18 ).      

  3.3.2.  H&E Staining 
Procedure for Formalin-
Fixed or Ethanol-Fixed 
Paraf fi n-Embedded Tissue 
Sections
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  Our previously described protocol  (  35  )  was modi fi ed for (a) 
improved contrast on the dissecting screen of the mmi CellCut 
Plus ®  instrument, (b) gentle treatment of sections to minimize 
adherence to the membrane, and (c) better preservation of tissue 
RNA. RNase free conditions and reagents should be used for the 
whole procedure. Staining is performed in 50 mL Falcon tubes 
 fi lled with 45 mL of required reagent (see  Note 20 ).

    1.    Prepare fresh staining mixture for four slides: 300  μ L of cresyl 
violet stock (dissolve 250 mg of cresyl violet in 25 mL of 100% 
ethanol, mix on a shaker overnight,  fi lter for RNAse-free con-
ditions, store at +4°C for at least 6 months for the stain to 
reach full strength), 100  μ L Eosin Y, 400  μ L RNAse-free 
water, and 400  μ L 100% ethanol. Vortex vigorously for 30 s, 
centrifuge (microfuge) at 6,000 rpm    for 1 min, and pipette 
from the surface of the stain.  

    2.    Dissect one sample at a time. After −20°C storage, equilibrate 
slide to +4°C for 15 min in a closed box, and then to room 
temperature for 20 min.  

    3.    Move slide to a desiccator for at least 10 min before staining.  
    4.    Place the slide in xylene #1 and incubate for 5 min.  
    5.    Transfer the slide to xylene #2 and incubate for 5 min.  
    6.    Transfer the slide to 100% ethanol #1, gently invert the tube, 

and incubate for 1 min.  
    7.    Transfer the slide to 100% ethanol #2 and incubate for 1 min.  
    8.    By pipette, apply a maximum of 200  μ L of stain to each section 

with ProtectRNA RNAse inhibitor (1:500) for 20 s, and imme-
diately drain the slide by touching a kimwipe to the edge of the 
slide.  

    9.    Dip the slide in 100% ethanol for 5 s to rinse off the stain.  
    10.    Transfer the slide to 100% ethanol and incubate for 30 s.  
    11.    Transfer the slide to xylene #1, gently invert the tube, and 

incubate for 2 min.  
    12.    Transfer the slide to xylene #2 and incubate for 3 min.  
    13.    Air-dry the slide for 5 min in a fume hood in a vertical position 

(see  Note 21 ).  
    14.    Transfer the slide to a desiccator at least for 10 min prior to 

LCM.       

  The Arcturus  XT   system combines IR capture microdissection 
(LCM) and ultraviolet (UV) laser cutting in one instrument. UV 
laser cutting microdissection allows the “cut and capture” of cells 
of interest by  fi rst ablating unwanted cells, thus preventing con-
tamination during cell capturing. This system is particularly useful 

  3.3.3.  One-Step Cresyl 
Violet Acetate/Eosin Y 
Staining Procedure for 
FFPE Sections (NanoString 
Analysis)

  3.4.  Laser Capture 
Microdissection: 
Infrared (IR) Capture 
Mode
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for microdissection of tissue sections up to 200  μ m thick, such as 
plant tissue sections  (  5,   9  ) . 
 The Arcturus  XT   instrument features imaging software for creating 
composite images of the tissue, allowing the user to identify differ-
ences in tissue architecture during cell selection. The Graphical 
User Interface permits the control of all operations in the system, 
including stage movement, slide selection, focus and light inten-
sity, laser parameters, objective selection, cap transfers, and camera 
settings (Fig.  1 ). Images may be captured, annotated, and saved as 
JPEG or TIFF  fi les; live video can also be taken at any point during 
the microdissection process. This automated system is equipped 
with a trackball activated stage and a mouse for navigation across a 
slide. An interactive touch screen (stylus) monitor permits selec-
tion of single cells or groups of cells  (  36  ) . 

 A variety of slide types can be used with this automated system 
including glass, glass membrane (PEN), and/or framed membrane 
(PET) slides. This  fl exibility, along with the IR laser and UV laser 
capability of the system, allows the user to technically prepare any 
specimen for automated laser microdissection (see  Note 22 ). 

 Microdissection is performed without coverslips or immersion 
oils. Lack of immersion  fl uids on any of the optics prevents refrac-
tion of light from the tissue image. Thus, the color and detail of a 
given tissue stain is lost as the stained slide dries. Manual LCM 
methods capitalize on the index of refraction of a wet tissue slide 
for visualizing and reviewing an index-matched image of the tissue 
 (  11,   12  ) . The Arcturus  XT   allows an index-matched image or images 
to be digitally saved which can be used to directly mark the cells of 
interest for microdissection. 

 The microdissection process consists of six steps: (1) loading 
the slides and LCM caps, (2) locating the cells of interest, (3) LCM 
cap placement and laser location, (4) marking the cells of interest, 
(5) capturing the cells, and (6) unloading of the samples and caps 
containing the captured tissue. 

      1.    Turn on the PC, then the Arcturus  XT   instrument, and touch 
screen monitor.  

    2.    Open the Arcturus  XT   software program by double-clicking on 
the Arcturus  XT   software icon.  

    3.    Click on “Present Stage” in the SetUp tool pane. The micro-
scope stage moves forward to allow loading of CapSure ®  caps 
and slides.  

    4.    Load the CapSure ®  caps by sliding a CapSure ®  cap cartridge 
into the stage slot. Each cartridge holds four individual LCM 
caps.  

    5.    Load up to three slides on the stage.  
    6.    Remove any existing caps in the QC/Unload area.  

  3.4.1.  Arcturus  XT   
Instrument Setup
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    7.    Click the “i” options button to open the “Load Options” 
dialog box. Enter information about your slides and caps.
   (a)    Check each slide that is loaded.  
   (b)    Check “Load with Overview” to create a full slide over-

view images.  
   (c)    Select the type of slide: glass, membrane, or frame.  
   (d)    Enter a slide name/ID in the “SlideName”  fi eld.  
   (e)    Enter any comments for each slide in the “SlideNotes” 

 fi eld.  
   (f)    Click on the “Caps” tab to enter information about the 

caps.  
   (g)    Select the type of cap: Macro or HS.  
   (h)    Check each cap that is loaded.  
   (i)    Click on “File Paths” tab to enter information regarding 

the location of saved images. Enter your desired  fi le path/
name information.  

   (j)    Click “OK.”          

      1.    Use the trackball or mouse to move the stage to an area for 
microdissection. The live video image is displayed on the mon-
itor. Alternatively, you can tap the stylus on the overview image 
at the location of interest.  

    2.    To view a different slide, tap the slide button for the slide of 
interest (see  Note 23 ).  

    3.    In the “Inspect” tool pane, select the desired objective, bright-
ness, and focus by tapping on the corresponding button. The 
selected objective is indicated in red. Autobrightness and 
Autofocus settings are located in the middle icon between the 
up and down arrows (see  Note 24 ).  

    4.    Locate the cells of interest using the trackball, mouse, or stylus 
to move the stage to the desired location (see  Note 25 ).      

      1.    Place a cap on the slide by clicking “Place Cap” icon in the 
“Microdissect” tool pane. The instrument places a cap at the 
center of the red box in the slide overview image. The apparent 
size of this box will change depending on the microscope 
objective. The cap location is outlined in green.  

    2.    Use the trackball to move to an area without tissue but still 
under the cap. This can be at the side of the tissue, a luminal 
area, or any other area without cells.  

    3.    Tap the “i” options button in the “Select” tool pane. Tap the 
“IR Spot Sizes” tab.  

    4.    Click on the desired spot size button. Click OK.  

  3.4.2.  Inspect Image and 
Locate Cells of Interest

  3.4.3.  LCM Cap Placement 
and Laser Location
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    5.    Double-click the mouse in the area without tissue to  fi re a test 
IR laser shot. This test spot allows you to verify the polymer 
wetting, spot size, and IR laser location.  

    6.    Place the mouse cursor directly in the center of the test spot. 
Right-click in the center of the spot and select “Located IR 
laser” (see  Note 26 ).  

    7.    Move to another area free of cells and  fi re another test IR laser 
shot. Assess the quality of the spot for the following parameters 
(Fig.  1 ; see  Note 27 ):
   (a)    Clear center.  
   (b)    Dark ring around spot.  
   (c)    Appropriate spot size for cell type to be microdissected.     

 Spot adjustments can be made using the options button in 
the “Select” tool pane. If the spot diameter is larger than 
desired, reduce the power and/or duration. If the spot 
diameter is too small, increase the power and/or duration 
(see  Note 28 ). Fire additional test spots until the desired 
spot is achieved (see  Note 29 ).  

    8.    Measure the diameter of the test spot. Click on the ruler icon 
in the “Select” tool pane. Using the mouse or stylus, click and 
drag from one inner edge of the spot to the opposite inner 
edge. A line and label will be displayed showing the diameter 
of the spot. Click on the Move Stage (hand) icon to deactivate 
the ruler tool.  

    9.    Tap the “i” options button in the “Select” tool pane to edit the 
spot diameter, laser power/duration, and IR laser location.  

    10.    Tap the “IR Spot Sizes” tab. Enter the measured spot diameter 
for the selected spot size. Click OK.      

      1.    Locate the cells of interest using the trackball, mouse, or stylus 
to move the stage to the desired location.  

    2.    Click on any tool in the “Select” tool pane. The pencil icon is 
for freehand drawing. Freehand drawing objects must be a 
closed  fi gure, i.e., the ends of the drawing must touch to 
enclose the desired area. The De fi ned circle tool allows the 
selection of de fi ned areas of known diameter. The Single IR 
spot tool is for single cell or single spot microdissection. The 
IR Spot Line tool permits microdissection of a line, either 
straight or curved. A drawing tool is active if the icon is gray. 
Deactivate each drawing tool by clicking again on the icon.  

    3.    Using the stylus or mouse, mark cells on the live image that is 
to be microdissected.  

    4.    Each drawing object is numbered and appears in the Drawing 
Items list, located to the right of the Capture Groups List 
(Figs.  1  and  2 ).  

  3.4.4.  Mark the Cells 
for Microdissection
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    5.    Selected areas may be deleted or erased if they were erroneously 
selected. Right-click on the area to be deleted and select “delete” 
or use the eraser icon to delete partial areas. Alternatively, the 
drawing object may be deleted by right-clicking on the item in 
the Drawing Items List and selecting “Delete Object.” Selected 
areas may also be copied and pasted to another location or 
dragged as needed to duplicate or correct the drawing item 
placement.  

    6.    Different cell types can be marked for microdissection and 
separated out by utilizing Capture Groups. This feature allows 
cells to be marked from one image but microdissected sepa-
rately. A Capture Group is a group of drawing items that will 
be microdissected during one microdissection session, on one 
cap (see  Note 30 ).
   (a)    Prior to marking cells for microdissection, click on the 

desired Capture Group (A, B, C, D) in the “Select” tool 
pane.  

   (b)    Mark the desired cell population for microdissection.  
   (c)    Select a new Capture Group. Mark the second desired cell 

population for microdissection.  
   (d)    Tap the “i” options button in the “Select” tool pane and 

click on Capture Group. Click the desired group and enter 
the attributes for that group (name, IR spot color, UV cut 
color). Click OK.      

    7.    To view the area of microdissection or the number of laser 
spots in each area, tap the “i” options button in the “Select” 
pane. Click on the “Drawing Items” tab to determine the 
area microdissected ( m m 2 ) or number of laser spots ( see  
 Note 31 ).      

      1.    Tap the Capture Group to be microdissected if capture groups 
were assigned.  

    2.    Click on the IR capture icon in the “Microdissect” tool pane.  
    3.    If necessary, move the cap to new areas of the tissue/slide to 

microdissect additional cells (of the same cell type) that were 
not included under the original cap diameter. To move the cap, 
use the trackball, mouse, or stylus to move the stage to the new 
location. Right-click on the slide overview image and select 
“Place cap at region center.”  

    4.    Fire a test IR pulse in an area lacking cells to check the laser 
spot morphology (see Subheading  3.4.3 , steps 4–8). Adjust 
the power and/or duration as needed to achieve the desired 
spot size and quality.  

    5.    Click on the IR capture icon in the “Microdissect” tool 
pane.      

  3.4.5.  Capturing the Cells
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      1.    After the desired number of cells, or a capture group, has been 
collected on a cap, move the cap to the QC station. Click on 
the “Move Cap to QC” icon in the “Microdissect” tool pane. 
The cap will be moved to the QC position on the stage. The 
stage will be aligned so the QC station holding the cap is in the 
optical path of the microscope. The cap image will be displayed 
in the live image window.  

    2.    Inspect the tissue on the cap for ef fi ciency of microdissection. 
Adjust the magni fi cation (maximum of ×20 in the QC station), 
focus, and brightness.
   (a)    Observe the cap for microdissection of the desired cells 

and for debris and/or adhesion of nonspeci fi c tissue to the 
polymer surface.  

   (b)    Estimate the percentage ef fi ciency of microdissection by 
observing the polymer for cellular material within the 
diameter of the melted laser spot. Ef fi ciency of microdis-
section is a critical factor for estimating the number of cells 
procured by LCM.  

   (c)    Debris or nonspeci fi c tissue adhering to the cap may be 
removed by gently blotting the polymer surface with the 
tacky side of an adhesive note. Do not use “super sticky” 
style adhesive notes.      

    3.    The cap can either be removed for storage/cell lysis or placed 
back on the slide to continue microdissection. To place the cap 
back on the slide, right-click on the appropriate cap icon in the 
“QC Caps” pane (to the right of the slide overview) (Fig.  2 ), 
and select “Replace Cap on Slide.”  

    4.    If no further microdissection is to be performed with the cap, 
remove the cap from the stage by carefully lifting the cap 
straight up from the QC position. Place the cap in a labeled 
microcentrifuge tube, label the outer edge of the cap, and place 
the cap/tube assembly in dry ice or at −80°C (for protein/
RNA analysis) or at room temperature (for DNA analysis).  

    5.    After all dissections are completed, remove all slides and caps 
from the stage. Click “Present Stage” for access to the slides 
and caps.  

    6.    Close the Arcturus  XT   software.  
    7.    Turn off the Arcturus  XT   instrument.  
    8.    Turn off the PC and the monitor.       

  By default, the instrument will perform IR capture  fi rst followed 
by UV cutting. Depending on the type of slide loaded in the instru-
ment, details of the UV cutting vary  (  36  ) . In UV cutting mode, 
glass slides will have a moat cut around the region of interest. For 
PEN membrane and PET frame slides, the instrument cuts around 

  3.4.6.  Unload the Samples 
and Microdissected Tissue

  3.5.  UV Cutting Mode 
Microdissection Using 
the Arcturus  XT  
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the region of interest, leaving tabs, or sections of uncut tissue. Tabs 
prevent the tissue from curling-up or detaching from the surface of 
the membrane slide. Initial slide preparation and instrument setup 
are similar to the IR capture mode (Subheadings  3.4.1 ,  3.4.2 , 
and  3.4.3    ). 

      1.    To locate the UV laser for each objective, tap the “i” options 
button in the “Microdissection” tool pane. Select the “UV 
Locate” tab. Follow the steps in the dialog box.
   (a)    Tap the locate UV button. The UV laser will be  fi red.  
   (b)    From the live image, tap the location of the UV laser spot 

(designated by a circle) then tap the OK button in the 
dialog box next to the UV button.  

   (c)    If the UV laser is not visible, tap “Push On” to manually 
turn on the UV cutting laser.  

   (d)    Click OK to close the dialog box.      
    2.    Click OK.      

      1.    Locate the cells of interest using the trackball, mouse, or stylus 
to move the stage to the desired location.  

    2.    Click on the freehand drawing tool, or the circle tool, in the 
“Select” tool pane.  

    3.    Using the stylus or mouse, mark the cells on the live image that 
are to be cut or ablated with the UV laser. Assign capture 
groups if desired ( see  step 6 in Subheading  3.4.4 ).  

    4.    To determine the area ( μ m 2 ) of tissue to be microdissected, tap 
the “i” options button in the “Select” pane. Click on the 
“Drawing Items” tab to view the microdissection area ( μ m 2 ).      

      1.    Tap the “i” options button in the “Microdissect” tool pane. 
Select the “Select Settings” tab.  

    2.    Tap “IRSpotSpacing” and enter a value of 100%. This allows 
the spots to touch but not overlap.  

    3.    Tap “UV Settings” and enter values for the following settings. 
Values will depend on the area to be cut. Smaller areas require 
fewer tabs and fewer IR spots compared to larger areas.
   (a)    IR SpotsPerCutLength—number of IR spots per cut 

length.  
   (b)    Tab Length—distance (microns) between each UV cut.  
   (c)    UV CutLength—length of UV cut before a tab.  
   (d)    UV CuttingSpeed—speed of the UV laser. Increase the 

speed to cut more quickly. Alternatively, the UV laser cut-
ting speed can be adjusted using the slide bar in the 
“Microdissect” tool pane, allowing adjustment in real time 
during UV cutting if necessary.          

  3.5.1.  UV Laser Location

  3.5.2.  Mark the Cells 
for UV Cutting

  3.5.3.  Setting Cut and 
Capture Properties
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      1.    Tap the Capture Group to be microdissected if capture groups 
were assigned.  

    2.    Click on either the UV cut and capture or UV cut icon in the 
“Microdissect” tool pane.  

    3.    Move the cap to the QC area and unload caps/slides.      

  The mmi CellCut Plus ®  instrument is designed to dissect sections 
on PET metal framed slides. A plain glass histological slide is used 
as a cover for the tissue section and a support for the membrane 
during microdissection. This two-slide “sandwich” is inserted in 
the slide holder of the microscope dissection stage. Dissections are 
software navigated. Microdissected tissue is collected with the inert 
adhesive lid on the collection tube. Cell lysis is performed by add-
ing lysis buffer to the collection tube, closing the lid, and placing 
the tube upside down ( see   Note 32 ). A slide can be scanned, and 
the scan used as a navigation reference during dissection. We rec-
ommend setting up the laser and camera con fi guration on a stained 
test slide of the tissue of interest prior to microdissecting experi-
mental samples.  

      1.    Turn on PC and wait for Windows to boot.  
    2.    Turn on the microscope power supply and the laser key.  
    3.    Start the mmi CellTools ®  software, allow it to load fully, and 

press laser button on the control box.  
    4.    Load a glass support slide on the microscope dissection stage 

(see  Note 33 ).  
    5.    Load a test membrane slide on the glass slide (slide window 

facing up) and make sure that the slide “sandwich” is clipped 
tightly in the holder.  

    6.    Select the ×4-objective on the instrument and in the software 
tool panel.  

    7.    Set up slide limits in the software tool panel.  
    8.    De fi ne the scanning area and press scan button in the overview 

section of the tool panel for a reference slide view.      

      1.    On the reference scan of the LCM slide, move the red square 
to the clear membrane area.  

    2.    Set a ×10-objective on the instrument and in the software tool 
panel, and disable “AutoShape” function.  

    3.    Bring membrane in focus, press on a drawing tool button, and 
draw a long line across the dissecting screen.  

    4.    Set laser speed at 10%, and laser power at 80%.  
    5.    Press the Cut button in the tool panel and adjust the focus 

slider in a continuous slow motion to observe a cut line. Stop 
the focus slider when the optimal cut line appears.  

  3.5.4.  Cutting the Cells

  3.5.5.  UV Cutting Mode 
Microdissection for 
NanoString Analysis Using 
the mmi CellCut Plus ® 

  3.5.6.  mmi CellCut Plus ®  
Instrument Setup

  3.5.7.  Laser Setup
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    6.    Repeat step 5 with the speed of choice for serial dissections.  
    7.    With the Laser Position button, set the laser position to match 

the cut line to the drawing.  
    8.    On the reference scan of the LCM slide, move a red square to 

the target area and bring it in focus.  
    9.    In groups 1, 2, and 3, mark one target per group with the 

drawing tool.  
    10.    Cut the target in each group with decreasing laser power 

(group 1—80%, group 2—70%, group 3—60%).  
    11.    Load the collection tube in the tube holder and attach the tube 

holder to the cap lift (the cap is in up position by default).  
    12.    With the Cap Lift button, set the cap on the slide over the 

dissected target.  
    13.    Observe the target image on the dissecting screen for color 

and brightness. If the image is discolored, use a Camera 
Con fi guration dialog box to set white balance (WB) and adjust 
brightness.  

    14.    Lift the cap and observe target for a complete pick-up.  
    15.    Repeat steps 12 and 14 for each of the dissected targets.  
    16.    The speed and focus of choice (from step 6) and the lowest 

power providing a complete target pick-up (from steps 12, 14 
and 15) will be the parameters of choice for serial dissections 
(see  Note 34 ).      

  The dissection and collection approach described below allows 
acquisition of an LCM sample for tissues such as mouse skin and 
skin papilloma that contain abundant collagen and have subopti-
mal adherence of the tissue sections to the PET membrane slide. 
A low volume of lysis buffer is combined with multiple dissections 
from serial tissue sections to provide adequate material for down-
stream analysis. The method is applicable to target areas larger than 
200  μ m (see  Note 35 ).

    1.    Remove the cap holder from the cap lift and remove the test 
slide from the dissection stage together with the glass slide.  

    2.    Set the ×4-objective on the instrument and in the software tool 
panel.  

    3.    Load an RNAse-free glass support slide ( see   Note 36 ) on the 
microscope dissection stage and insert the  fi rst serial slide.  

    4.    De fi ne the scanning area and press scan button in the overview 
section of the tool panel for a reference slide view.  

    5.    Set the ×10-objective on the instrument and in the software 
tool panel.  

    6.    Check the laser position.  

  3.5.8.  Dissection of Serial 
Slides and Target 
Collection



234 Y. Golubeva et al.

    7.    Load the collection tube in the tube holder and attach the tube 
holder to the cap lift.  

    8.    Disable “Collect with Cap Up” function and select “Auto New 
Cap” (see  Note 37 ).  

    9.    With the cap in “up” position, navigate to the  fi rst section on 
the review scan and draw the target on the dissecting screen.  

    10.    Press the Cut button, then collect the microdissected tissue by 
putting the cap in the “down” and then “up” position.  

    11.    Navigate to the next section on the review scan, and draw and 
cut the target (see  Note 38 ).  

    12.    Repeat step 11 until all the dissected targets from the slide are 
collected on the cap (see Note 39; Fig.  5 ).   

    13.    Remove the cap holder from the cap lift and carefully transfer 
the collection tube under a dissecting microscope set on 
×1-magni fi cation.  

    14.    Dispense 3  μ L of 100% ethanol on the bottom of 200  μ L PCR 
tube. With  fi ne tip forceps, detach the microdissected tissue 
from the lid and transfer them into the PCR tube by touching 
the tissue piece to the ethanol (see  Note 40 ).  

  Fig. 5.    LCM target dissection and collection for NanoString analysis with “Auto New Cap” setup (Aperio ×4 magni fi cation). 
( a ) View of the PET membrane after collection of the  fi rst serial target. ( b ) mmi IsolationCap ®  with the  fi rst collected target 
( a ) positioned over the second target ( b ) with laser cutting path ( open line ). ( c ) mmi IsolationCap ®  with the  fi rst ( a ) and 
second ( b ) collected targets positioned over the third ( c ) target with laser cutting path ( open line ). ( d ) View of mmi 
IsolationCap ®  with the  fi rst ( a ), the second ( b ) and the third ( c ) overlapped targets.       
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    15.    Spin the tube at 16,000 rpm in a microfuge for 15 s to collect 
microdissected cells on the tube bottom.  

    16.    Place the tube in the desiccator until the next serial slide will be 
dissected (see  Note 41 ).  

    17.    Remove the dissected slide from the slide holder leaving the 
glass slide on the stage (see  Note 42 ), and set a ×4-objective on 
the instrument and in the software tool panel. Insert the next 
serial slide.  

    18.    Continue with the dissections following steps 4–7 and 9–18.  
    19.    Upon sample completion, open the lid of PCR tube with 

microdissected tissue and place it in a desiccator for 15 min to 
evaporate the ethanol. Close the lid and place the tube with 
dry microdissected tissue/cells in 15 mL Falcon tube with a 
desiccant pouch. Store at −20°C before lysis.       

  The LCM cap, containing microdissected cells for protein analysis, 
can be stored at −80°C for extraction at a later date (see  Note 43 ). 
Extraction of proteins from microdissected cells should be per-
formed just prior to the downstream analysis to prevent aggrega-
tion of proteins, degradation of proteins, or binding of protein to 
the walls of the microcentrifuge tube during prolonged storage. 
Microdissected samples for western blotting and/or reverse phase 
protein array analysis can be prepared with the following denatur-
ing cell lysis/protein extraction buffer:

    1.    Protein extraction buffer: 450  μ L T-PER Tissue Protein extrac-
tion reagent, 450  μ L Novex ®  Tris-glycine 2× SDS loading buf-
fer, and 100  μ L TCEP Bond Breaker ® . The  fi nal extraction 
buffer is a 10% (v/v) solution of    TCEP in T-PER/Tris-glycine 
2× SDS buffer (see  Note 44 ).  

    2.    Thaw each LCM cap at room temperature and remove all 
traces of condensation from the edges and rim of the cap. 
Place the CapSure ®  cap containing microdissected cells on a 
 fl at-clean surface,  fi lm side up. Using a pipette, dispense the 
desired quantity of extraction buffer directly on the cap  fi lm 
and incubate for 1 min. The maximum volume of extraction 
buffer that can be used to cover the surface of a CapSure ®  
cap is 15  μ L.  

    3.    Pipette the extraction buffer up and down on the surface of the 
cap to solubilize the cells. Be careful not to scrape the cap 
polymer.  

    4.    Collect the extraction buffer containing the solubilized cells in 
a 0.5 mL microcentrifuge tube. If more than one CapSure ®  
cap was used to microdissect the cells of interest, solubilized 
cells from these caps can be collected in the same microcen-
trifuge tube.  

  3.6.  Lysis and Protein 
Extraction of 
Microdissected 
Material for 
Downstream Analysis
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    5.    Denature the proteins by heating the closed microcentrifuge 
tube at 100°C for 5–8 min prior to downstream proteomic 
analysis.  

    6.    Brie fl y spin the microcentrifuge tubes at 14,000 rpm in a 
microfuge to pellet any condensation in the tube. Store the 
samples at −80°C.     

      1.    Transfer tubes from −20°C storage to a +4°C refrigerator for 
30 min.  

    2.    Prepare lysis buffer (see Subheading  2.8 ) adding one extra 
reaction to the mix (see  Note 45 ).  

    3.    Centrifuge the tube at 16,000 rpm for 30 s to collect the 
microdissected tissue on the bottom of the tube.  

    4.    Add 7.5  μ L of lysis buffer to each tube, vortex vigorously for 
15 s, and centrifuge at 16,000 rpm for 30 s.  

    5.    Make sure that all the microdissected tissue is covered with 
buffer and not stuck to each other.  

    6.    Seal the lid of the tube with Para fi lm and place the tube in a 
metal dry heat block. Incubate at 56°C for 68 h.  

    7.    Transfer the block with tubes to an oven preheated at +80°C 
and incubate for 15 min.  

    8.    Vortex the tube vigorously for 30 s and centrifuge at 16,000 rpm 
for 30 s.  

    9.    Cut off the tip of the RNAse-free long-tip 20  μ L barrier tip, 
leaving a 3 mm stump, and insert it into the labeled PCR tube 
as a  fi lter for the lysate.  

    10.    Pipette in the lysate and transfer it to the  fi lter by touching the 
barrier with the pipette tip.  

    11.    Gather microdissected tissue in a lump with the pipette tip and 
transfer them to the bottom of the  fi lter (see  Note 46 ).  

    12.    Centrifuge the  fi lter-tube assembly at 16,000 rpm for 30 s, 
discard the  fi lter, and store the sample in −80°C prior to 
NanoString analysis.       

  Considering that a large amount of dissected material for one 
sample should be collected in a timely manner we found it 
advantageous to use an automated microtome for serial section-
ing, a modi fi ed target collection approach, and the use of an 
Aperio slide scanner to facilitate the LCM sample collection 
process (see  Note 47 ). 

  The Aperio ScanScope ® XT instrument allows scanning of the 
whole slide area at ×20 and ×40 magni fi cation (we use ×20 scan-
ning mode for LCM projects). The resulting digital image, annotated 

  3.6.1.  Lysis of 
Microdissected Material 
for NanoString Analysis

  3.7.  Adaptation of LCM 
Work fl ow for 
NanoString Platform 
Requirements

  3.7.1.  Aperio Digital Image 
of H&E Sections
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by the pathologist, serves as a reference during target annotation 
on the dissecting screen of mmi CellCut instrument (Fig.  6 ). 
A digital image can be accessed through the database and viewed 
from any computer (we use a wall mounted monitor to display a 
digital image during LCM). The magni fi cation of the digital image 
can be matched to the magni fi cation of the LCM objective of 
choice. The rotation tool allows placing the Aperio reference image 
into the same orientation as an mmi CellCut ®  reference view of the 
membrane slide before laser dissection. 

    1.    During serial sectioning, mount each tenth section on a posi-
tively charged (plus) glass slide for an H&E stain and label 
slides sequentially.  

    2.    Scan H&E slides in Aperio ScanScope ® XT, review digital 
images for scanning quality, and assign them to the study folder 
for annotation by the pathologist.  

    3.    Create a list of samples with Aperio image IDs for prompt 
image retrieval from the Spectrum™ database during LCM. 
With the search function of the ImageScope™ digital slide 
viewer, locate the image in the database.  

    4.    When stained slides are drying in a desiccator, retrieve the  fi rst 
annotated image to the display monitor (Fig.  7a ).   

    5.    Insert a test slide in the holder of the dissection stage, create a 
reference view of an LCM slide, and compare the target image 
on the dissecting screen (Fig.  7a , b) with the Aperio image on 
the display monitor.  

    6.    With the rotation tool, rotate the annotated image (if required) 
for the same orientation as the LCM target image (Fig.  7b , c).  

    7.    With the zoom slider, match the Aperio image magni fi cation 
to the magni fi cation of LCM objective (Fig.  7b , d), substitute 
the test slide with the  fi rst serial slide, and proceed to LCM.      

  Fig. 6.    Mouse skin papilloma dissection based on pathology annotation of Aperio digital image of the reference H&E slide. 
( a ) Digital image of H&E reference slide with pathology annotation ( black line ) (Aperio ×4 magni fi cation). ( b ) View of LCM 
target on the dissecting screen with the re fl ected drawing of pathology annotation ( white line ) (mmi CellCut ®  objective ×4, 
mmi IsolationCap ®  is in “down” position). ( c ) View of the PET membrane after target collection (mmi CellCut ®  objective ×4, 
mmi IsolationCap ®  is in down position).       
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  We conduct pilot studies in order to determine a lysis procedure 
suitable for NanoString sample requirements, and to estimate the 
number of LCM slides per sample. The pilot experiment is recom-
mended for each tissue type/project to ensure adequate cell num-
ber and RNA yield.

    1.    Use ALL Prep RNA/DNA extraction kit (Qiagen) for RNA 
extraction from pilot samples.  

    2.    Calculate the area of each annotated target by Aperio 
ImageScope™ software, based on annotated H&E image.  

    3.    Microdissect areas of various size containing the cells of inter-
est and extract the RNA from microdissected samples. Example 

  3.7.2.  Pilot Studies: 
Amount of Microdissected 
Material for NanoString 
Input

  Fig. 7.    Digital image manipulation with ImageScope™ digital slide view prior to LCM session. ( a ) Digital image of annotated 
H&E section in ImageScope™ Main Window (Aperio ×0.4 magni fi cation) ( a ) zoom slider ( b ) slide label window ( c ) rotation 
tool ( d ) thumbnail window ( e ) magni fi er window with LCM target. ( b ) Orientation of LCM target (dissected) on LCM dissect-
ing screen (mmi CellCut ®  objective ×4, mmi IsolationCap ®  is in “up” position). ( c ) Rotated digital image matches the ori-
entation of LCM section on dissecting screen during laser cutting. ( d ) Enlarged H&E image of the target (Aperio ×4 
magni fi cation) matches the magni fi cation of LCM target on dissecting screen.       
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microdissected areas  are: 2.7, 3.3, 6, 12, 12, 24 mm 2 . Calculate 
an average RNA yield (ng) for 1 mm 2  of target tissue (see 
 Note 48 ).  

    4.    Calculte the  Total Collected Area  (mm 2 ) for NanoString input 
by the formula: quotient of division of  100 ng of Total RNA  by 
 Average RNA Yield  (ng/mm 2 ) from  step 3 (see  Note 49 ).  

    5.    Calculate the  Total Number of Sections  (per sample) by the for-
mula: quotient of division of  Total Collected Area  (mm 2 ) by 
 Annotated Target Area  (mm 2 ).  

    6.    Calculate the  Number of Slides  (per sample) by the formula: 
quotient of division of  Total Number of Sections  by  Number of 
Mounted Sections  (per slide).      

  We recommend preparing a test block to optimize cell lysis condi-
tions. We used 25 dissectates (3 mm 2 ), corresponding by area to 
the largest target across a sample set, were incubated for 72 h in 
5  μ L of buffer RLT (see  Note 50 ), and the  fi nal lysate volume was 
measured. On average, 2  μ L of lysis buffer was lost during the lysis 
procedure. Increasing the initial lysis volume to 7  μ L resulted in 
3.5–5  μ L of lysate for NanoString input (see  Note 51 ).   

  An example application of NanoString analysis with LCM samples 
is described below using microdissected skin papillomas from 
C57BL/6 mice. Skin papillomas were generated in C57BL/6 mice 
using a skin painting protocol  (  34  ) . Brie fl y, 400 nmol of DMBA 
(9,10-dimethyl-1,2-benzanthracene) in 200  μ L of acetone was 
applied to the skin, and 10 days later, 40 nmol of TPA 
(12- O -tetradecanocylphorbol-13-acetate) in 200  μ L of acetone 
was applied twice weekly for a total of 20 weeks. Developed papil-
lomas were  fi xed in 10% neutral-buffered formalin for 24 h and 
paraf fi n-embedded.

    1.    Laser microdissected papillomas are used to prepare total RNA 
lysates for NanoString analysis. Twenty genes involved in 
in fl ammation and  fi ve housekeeping genes, used as an internal 
control (Table  1 ), are selected for a custom NanoString probe 
set (Reporter Code set and Capture Probe set).   

    2.    The nCounter™ Gene Expression Assay is performed using 
two speci fi c probes (capture and reporter) for each gene of 
interest. 5  μ L of LCM lysate from each laser dissected papil-
loma is hybridized with the designed Reporter CodeSet and 
Capture ProbeSet (according to the manufacturer’s instruc-
tions (NanoString Technologies, Seattle, USA)), for direct 
labeling of mRNAs of interest with molecular barcodes, with-
out the use of reverse transcription or ampli fi cation.  

    3.    The hybridized samples are recovered with the NanoString 
Prep Station and the mRNA molecules counted with the 
NanoString nCounter™.  

  3.7.3.  Optimize LCM 
Sample Lysis

  3.8.  NanoString 
Analysis of LCM 
Samples
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    4.    The resulting counts are corrected by subtracting the average 
value of the negative control (alien probes from the CodeSet, 
lacking spiked transcript) from the raw counts obtained for 
each RNA. Values less than zero are considered equal to 1.  

    5.    The corrected raw data are  fi nally normalized using values for 
the housekeeping genes.     

  The quality control of the NanoString analysis platform is based on 
the value of FOV ( fi elds of view per sample) counted, a binding 
density, seven negative and six positive controls per sample, and 
presence or absence of messages under “Lane Attributes” as dis-
played by the NanoString nCounter™. A sensitivity level of 600 
FOV counts was used for the papilloma analysis (Table  2 ). 

    1.    For the analysis to be quali fi ed as “successful,” the FOV 
counted (corresponding to the counted number of reporters 
and showing the level of sensitivity in the system) should be 
close to 600 across the sample set (12 samples).  

    2.    The values for Binding Density (a measure of sample satura-
tion) should be between 0.05 and 2.25 across the sample set. 
Positive control values should show linearity with correspond-
ing dilutions in a descending order, and the  fi rst (largest) val-
ues should be close across a sample set.  

    3.    The negative control values should be low and comparable 
across the sample set in a range from 0 to10. There should be no 
messages displayed in the “Lane Attributes.” An example from 
our papilloma data set that satis fi ed all quality control conditions 
of the NanoString analysis platform is shown in Table  2 .  

    4.    The results are analyzed using the least variable gene ( GAPDH ) 
for normalization. Alternatively, the average of the three least 
variable genes ( GAPDH ,  RPl9 ,  and RPl30 ) may be used for 
comparison. The calculations for the background subtraction, 
correction factor, and normalization are performed as per stan-
dard NanoString analysis protocols (NanoString Technologies, 
Seattle, USA)  (  37  )  (Fig.  8 ).      

 The mRNA counts pattern, similar using both analytical 
approaches (least variable gene or three least variable genes), dem-
onstrated the suitability of our LCM sample preparation method 
for NanoString input and the reliability of NanoString analysis of 
LCM samples for gene expression pro fi ling. Our LCM procedure 
for a NanoString sample will suit pro fi ling studies on archival clin-
ical cases stored as FFPE sections mounted on glass slides, provid-
ing that sections are transferred from glass slides to PET membrane 
slides (see  Note 51 ).    

  3.8.1.  Assay Validity and 
Sample Quality 
Assessment
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  Fig. 8.    NanoString expression results for selected interleukin genes in murine skin papil-
lomas. The expression of several interleukins associated with in fl ammatory response was 
investigated in murine papillomas developed post DMBA/TPA treatment. The data were 
normalized using  GAPDH  as housekeeping gene ( a ) or using the mean of the three least 
variable housekeeping genes ( GAPDH, RPl30, RPl9  ) ( b ). The results of each normalization 
approach are very similar. Each  circle  corresponds to gene expression in a single mouse. 
Mean is indicated by a  solid line.        

 

     1.    Signi fi cant amounts of heat are not deposited at the tissue sur-
face during capture mode (IR) microdissection. Heat deposi-
tion is limited by the following engineering safeguards: (a) the 
short laser pulse durations used, (b) the low laser power levels 
required (the near-IR laser diode has a maximum output of 
100 mW), and (c) absorption of the laser pulse by the dye-
impregnated polymer.  

    2.    Optimal tissue thickness for capture mode microdissection is 
5–8  μ m. Tissue sections cut less than 5  μ m may not provide a 

  4.  Notes
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full cell thickness, requiring microdissection of more cells for a 
particular downstream assay. Tissue sections thicker than 8  μ m 
may not microdissect completely, leaving essential cellular 
components adhering to the slide. Recently, a modi fi ed LCM 
technique was described by Iyer and Cox to microdissect neu-
rons from  Drosophila  embryos that were more than 8  μ m thick 
 (  38  ) . UV mode microdissection is capable of cutting tissue 
sections up to 200  μ m. Specimen types for DNA or RNA anal-
ysis are frozen tissue sections, ethanol- fi xed, or formalin- fi xed 
paraf fi n-embedded tissue sections cut at 2–15  μ m.  

    3.    Scott’s Tap Water Substitute is an alkaline solution that is used 
to develop the blue color of the hematoxylin stain  (  39  ) . Scott’s 
Tap Water Substitute can be prepared by dissolving 3.5 g sodium 
carbonate and 20.0 g magnesium sulfate in 1 L of water.  

    4.    Prepare fresh solutions after staining more than 20–25 slides at 
a time or if the ambient humidity is greater than 50%. Solutions 
can be stored at 4°C for 1 week.  

    5.    To limit protein degradation, add protease inhibitors to the 
70% ethanol, water, hematoxylin, and Scott’s Tap Water 
Substitute staining solutions. Complete protease inhibitor tab-
lets are soluble in aqueous solutions. Dissolve the tablets in 
Type 1 reagent grade water (dH 2 O) and use this solution to 
prepare 70% ethanol.  

    6.    CapSure ®  HS caps can be used successfully for RNA, DNA, or 
protein extraction. HS caps are designed with a 12  μ m rail on 
the polymer surface, which prevents the polymer from directly 
touching the tissue except in the vicinity of the laser pulse. An 
extraction device is designed for use with the CapSure ®  HS 
caps, allowing extraction buffer to contact the polymer within 
a centrally designated area. These features limit any potential 
RNA contamination from surrounding cells. The area of the 
CapSure ®  HS cap outside the rail should be cleaned of any 
accumulated material because of the risk of accidental lysis of 
this material during centrifugation after extraction  (  35  ) . In 
contrast, CapSure ®  Macro caps are placed in direct contact 
with the tissue, are not equipped with an extraction device, and 
any cellular material on the polymer surface will be available for 
extraction.  

    7.    Other brands/types of 0.5 mL microcentrifuge tubes may not 
form adequate seals with the LCM cap. Leakage may occur if 
the cap/tube assembly is placed cap-down during incubation 
with buffer inside the tube.  

    8.    In our experience, it is best to store the block of tissue rather 
than storing the cut tissue sections. We have had successful 
protein recovery from frozen rhabdomyosarcoma blocks up to 
12 years old when stored at −80°C  (  7  ) .  
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    9.    Tissue with a thin open architecture, such as lung tissue, can be 
sectioned and collected on charged or silanized slides to prevent 
the tissue from nonspeci fi cally adhering to the polymer during 
microdissection. Coated slides are generally not used for micro-
dissection due to increased adhesive forces between the tissue 
and the slide. Effective microdissection is a balance between 
three adhesive forces: (1) maximizing downward adhesive forces 
between the polymer and the tissue, (2) minimizing lateral 
adhesive forces between the cells, and (3) minimizing upward 
adhesive forces between the slide and the tissue. Working with 
a new LCM tissue, conduct a pick-up-ef fi ciency test to select an 
optimal type of slide for infrared mode LCM  (  35  ) .  

    10.    The frame on membrane style slides limits the usable region of 
the microscope slide. In order to prevent potential damage to 
the instrument, the area available for microdissection on any 
slide type is limited by the width of the frame. Therefore it is 
best to place the tissue sections on the slide near the middle 
third of the slide. Tissue sections placed at extreme edges of 
the slide will not be within the usable microdissection region.  

    11.    Do not allow the tissue section to dry on the slide at room 
temperature. Repeated  fl uctuations in temperature may cause 
the tissue to strongly adhere to the slide, preventing procure-
ment of the cells of interest. Paraf fi n-embedded sections for 
DNA analysis can be stored at room temperature inde fi nitely 
prior to microdissection. Ethanol- fi xed sections for RNA or 
protein analysis can be stored at room temperature for up to 3 
months. Frozen sections for RNA analysis can be stored at 
−80°C for 1 month. Frozen sections for protein analysis can be 
stored at −80°C for up to 3 months.  

    12.    Wipe down the interior of the water bath with a kimwipe 
soaked in RNAse-AWAY and rinse with RNAse-free water. 
FFPE block should be well soaked for better adherence of the 
section to the membrane.  

    13.    The adherence of sections is tissue dependent. The majority of 
tissues adhere  fi rmly to the membrane subjected to UV for 
30 min before sectioning. Tissue containing collagen, muscle, 
bone marrow, and bone always require adhesive treatment. We 
recommend testing adherence of sections to the membrane slide 
with the staining protocol of choice before serial sectioning.  

    14.    Stains compatible with LCM include H&E, Methylene blue, 
Wright-Giemsa or Toluidine blue, Cresyl Violet acetate, and 
Methyl green. Staining of the cytoplasm with Eosin is not nec-
essary for visualization of cells during microdissection, unless it 
is needed to enhance the contrast between target and adjacent 
nonspeci fi c tissue on the LCM dissecting screen. Fluorescence 
stains are compatible with  fl uorescence-equipped systems. 
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Arcturus  XT   instruments include metal halide lamps with blue 
(455–495 nm excitation, 510 nm emission), green (503–
548 nm excitation, 565 nm emission), and red  fi lter cubes 
(570–630 nm excitation, 655 nm emission) that can be used 
for immuno-LCM protocols  (  40  ) .  

    15.    Tissue with strong intracellular adhesion might be dif fi cult to 
microdissect and may require a modi fi ed staining protocol. The 
following protocol incorporates glycerol in the staining proce-
dure for frozen sections as adopted from Agar et al.  (  41  ) :
      (a)    Mayer’s hematoxylin, 30 s.  
     (b)    dH 2 O, 15 s.  
      (c)    70% Ethanol  fi xative, 10 s.  
     (d)    95% Ethanol, 10 s.  
      (e)    dH 2 O, 10 s.  
         (f)    Scott’s Tap Water Substitute, 15 s.  
      (g)    70% Ethanol, 2 min.  
     (h)    3% Glycerol in PBS, 5–10 min.  
         (i)    100% Ethanol, 10 s.  
         (j)    100% Ethanol, 1 min.  
      (k)    Xylene, 30–60 s  
      (l)    Xylene, 30–60 s.  
   (m)    Air-dry slide as quickly as possible.      

    16.    Staining solutions can be prepared in 50 mL conical tubes. Use 
forceps or tweezers to hold the slide and dip the slide in and 
out of the solutions for the times indicated. 

    Dilute Eosin Y 1:1 with 100% ethanol to prevent over-
staining of cytoplasmic proteins. Complete dehydration of the 
tissue is necessary for minimizing the upward adhesive forces 
between the tissue section and the slide. Increasing incubation 
time to 2 min for the 100% ethanol and xylene rinses may 
enhance dehydration, resulting in maximized microdissection 
ef fi ciency.  

    17.    If absolutely necessary, the slide may be left in xylene for a 
maximum of 5 min before proceeding with microdissection.  

    18.    Xylene dissolves the polymer on CapSure ®  LCM caps. It is cru-
cial that the tissue slide be completely dry before cap place-
ment for microdissection. When dry, the slide will appear as a 
grayscale (non-refractive index-matched) image.  

    19.    Allow formalin- fi xed or ethanol- fi xed paraf fi n-embedded slides 
to soak in Xylene for 5–15 min to dissolve the paraf fi n.  

    20.    The size of metal framed slides as well as Falcon tubes is not stan-
dard. 45 mL of reagent will completely cover the top sections on 
the slide even if a slide can’t reach the bottom of the tube.  
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    21.    Xylene accumulates at the bottom of the slide window. When 
xylene evaporates from the section, drain it from the bottom of 
the slide window with a kimwipe and continue to dry.  

    22.    Any specimen preparation may be used with the Arcturus  XT   
system: thin or thick sections, frozen or formalin- fi xed tissues, 
stained,  fl uorescently stained, or unstained sections, hydrated 
or dehydrated specimens,  fi ne needle aspirates, forensic smears, 
live plant specimens, and cell cultures.  

    23.    If the slide overview is blank or does not update, right-click in 
the slide overview and select “Reacquire Overview Image.”  

    24.    Older manual LCM systems such as the PixCell ®  II/IIe instru-
ments did not allow the user to microdissect directly from an 
index-matched image of the tissue. As a work around, map 
images were saved while the tissue was wet (or rewetted with a 
drop of xylene prior to microdissection), providing a guide for 
microdissection  (  11,   14  ) . The Arcturus  XT   instrument illumi-
nation system greatly enhances the image properties during 
microdissection. For optimization of cell visualization adjust-
ments to the illumination system can be made by selecting the 
“i” options button under the Inspect tools pane. Click on the 
“Illumination” tab to adjust the bright fi eld lamp settings, 
white balance, camera gain, and diffuser settings.  

    25.    To capture a static image of the main image window, tap the 
“Camera” button in the “Inspect” tools pane. The images will 
be saved in the folder speci fi ed in the “File Paths” tab of the 
“Load Options” dialog box in the “Present Stage” tool pane. 
The three general types of image are: Before image—tissue 
before microdissection; After image—tissue after microdissec-
tion; Cap image—microdissected tissue only.  

    26.    The laser must be located each time the objective is changed 
for microdissection. It is recommended to  fi re the test pulse 
using the objective you intend to use for microdissection. 
Microdissection may be performed with any suitable laser spot 
size and a ×2, ×10, ×20, ×40, ×60, or ×100 (no oil) objective.  

    27.    The dark ring produced by pulsing the laser is caused by a 
combination of migration of the dye and changes in the thick-
ness of the polymer wall at the site of the laser pulse, permit-
ting visualization of the melted polymer. The black ring should 
be sharp in appearance with a clear center (Fig.  1 ). This pattern 
indicates proper laser focusing, adequate laser operation, and 
acceptable performance of the polymer. A “fuzzy” ring could 
indicate improper focusing of the laser, uneven placement of 
the cap on the tissue, or inadequate power and/or duration of 
the laser pulse. The following steps can be followed when trou-
bleshooting a poorly wetted polymer spot:
   (a)    Reposition the cap on the tissue; the cap may be crooked 

or uneven in relation to the tissue.  
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   (b)    Relocate the laser; the laser may be out of alignment.  
   (c)    Adjust the power and duration of the laser pulse. Increase 

the laser power in increments of approximately 10 mW 
and the duration by 2.0 ms and  fi re additional laser test 
pulses after each adjustment. Observe the wetted polymer 
for the appropriate appearance.  

   (d)    If the above steps fail to resolve the problem, discard the 
cap and repeat the process with a new cap.      

    28.    A phenomenon termed “polymer depletion” occurs when 
microdissecting large, polygon-shaped areas from the perime-
ter toward the center. As the laser melts the polymer down-
ward onto the cells, the polymer is depleted on the edges of 
the laser  fi re area. As more and more polymer is melted onto 
the cells in a localized area, this depletion effect becomes more 
apparent. This can be prevented by microdissecting large, 
enclosed areas from the center of the area toward the perime-
ter, or using the freehand drawing microdissection tool.  

    29.    Single-cell microdissection is possible by adjusting the power 
and duration settings such that a very narrow area of the poly-
mer is melted with each laser pulse. Select the smallest spot size 
setting and manually adjust the laser power and duration. 
Suggested settings for single-cell microdissection are power 
45 mW and duration 650  μ s using Macro caps.  

    30.    Capture groups are used to mark different types of cells from 
the same slide such that the cell populations will be microdis-
sected separately, using two different caps. As an example, areas 
of tumor and stroma on the same slide can be marked for 
microdissection. Tumor cells can be assigned to Capture Group 
A, and will be color coded to indicate Group A, while stromal 
cells could be assigned to Capture Group B, and color coded 
to indicate Group B.  

    31.    It is possible to estimate the number of captured cells based upon 
the number of laser pulses counted during microdissection 
(which is automatically counted on the toolbar), the spot size, 
and the ef fi ciency of microdissection. The percent ef fi ciency of 
microdissection can be estimated by observing the polymer for 
cellular material within the diameter of the melted laser spot.
   30  μ m laser spot size: Number of pulses × 5 × % ef fi ciency = total 

cells captured.  
  15  μ m laser spot size: Number of pulses × 3 × % ef fi ciency = total 

cells captured.  
  7.5  μ m laser spot size: Number of pulses × 1 × % ef fi ciency = total 

cells captured.     
    32.    The cap is not necessary for dissected targets   1,000  μ m in 

diameter. They can be collected with the forceps directly from 
the slide on a dissecting stage.  
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    33.    For a metal-framed slide to be positioned tightly in the slide 
holder, the glass support slide should be the same width or 
narrower than the metal-framed slide. The  fl at side of the glass 
slide (without frosting) should face up.  

    34.    Despite a standard sample preparation it is impossible to have 
standard serial sections due to changing tissue architecture 
through the sample, and laser parameters are very sensitive to 
such change. The same is true with the slide characteristics. So, 
here and there, some targets won’t be completely cut out. 
Make subtle adjustments to the setting, changing the follow-
ing parameters one at a time: increase power, or decrease speed, 
and adjust focus by two notches up or down.  

    35.    Dissectates equal or larger than 200  μ m can be comfortably 
picked up from the cap with the  fi ne tip forceps under the dis-
secting microscope. Since the optimum input in NanoString 
reaction is 100 ng, with the smaller targets number of dissected 
slides and labor hours diminish the feasibility of the project. 
However, small targets from multiple caps can be combined 
into one tube by the following procedure: Put 3–5  μ L of 100% 
ethanol over the targets on the collection tube lid (ethanol 
preserves RNA and can be effectively removed by drying in a 
desiccator before sample lysis). With the pipette tip carefully 
release the targets from the cap into alcohol. Press the tube 
over the lid to seal the tube, and centrifuge it at 16,000 rpm 
for 15 s to collect the dissectates on the tube bottom. Place the 
tube in the desiccator for 15 min (dissectates will stick to the 
tube walls while ethanol evaporates). Cut the lid with dissec-
tates off the next tube and repeat the procedure using the tube 
with the dissectates from the  fi rst cap.  

    36.    RNAse-free slides were prepared as follows: place glass slides in 
the staining rack and incubate in    RNAse-AWAY for 2 min, blot 
the rack with slides on a new paper towel and transfer into the 
container with RNAse-free water, incubate for 5 min, discard 
water and rinse slides inside the container under running 
RNAse-free water for 5 min, blot the rack and dry slides over-
night at 58°C. Store slides in a new slide box at RT.  

    37.    “Auto New Cap” allows collecting subsequent dissectates 
overlaying each other in the center of the cap. It suppresses 
static and allows easy detachment of the dissectates as one unit 
from the cap.  

    38.    Sylanation of slides with 8% APES makes the membrane sticky 
for the collection cap. In this case, simultaneous annotation 
and automated collection of dissectates is not feasible due to 
the membrane damage by the collection cap during the move 
from one dissectate to the next. The damaged membrane 
makes cutting incomplete, and also, the cutting line may not 
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match the drawing. Drawing and cutting one target at a time 
eliminates this problem. If cutting is incomplete due to the 
poor tissue adherence, the dissectate can be detached from the 
membrane under a dissecting microscope with forceps by the 
following procedure: place an RNAse-free glass slide on top of 
the membrane slide and move a three-slide assembly under the 
dissecting microscope. Carefully remove the top slide and gen-
tly detach the dissectates from the membrane.  

    39.    Each dissectate will be positioned very close to each other on 
the collection cap. When the overlap is substantial, the cap 
won’t be able to pick up the next dissectate. In this case, move 
the slide with a Move tool from the initial position to a dis-
tance of a dissectate’s width; the cap will pick it up.  

    40.    Membrane dissectates are static. Ethanol allows easy detach-
ment of membrane cutouts from the forceps tips.  

    41.    From 10–15 slides (3–6 sections per slide) can be dissected in 
4 h. Four to six hours of desiccator storage of stained FFPE 
sections doesn’t affect RNA quality  (  42  ) . The majority of the 
samples (depending on a tissue type by RNA content and a 
target size) will satisfy the 100 ng of total RNA requirement 
for NanoString analysis with 20–70 sections per sample.  

    42.    Reuse the glass slide and the collection tube for all the serial slides 
of the sample unless they get contaminated with loose tissue. Use 
a new glass slide and collection tube for the next sample.  

    43.    Microdissected cells for DNA analysis can be stored desiccated at 
room temperature up to 1 week prior to extraction. Samples for 
RNA analysis should be extracted immediately after microdissec-
tion because condensation in the microcentrifuge tube during 
storage may be a potential source of RNase contamination.  

    44.    The optimal protein extraction buffer for electrophoresis or 
microarray analysis consists of a detergent, a denaturing agent, 
and a buffer. 10% v/v TCEP in T-PER/Tris-glycine 2× SDS 
buffer is considered a mild denaturing extraction buffer for the 
solubilization of cellular proteins. If the microdissected cells 
are to be analyzed via mass spectrometry, a urea-based buffer is 
recommended. An example mass spectrometry compatible 
denaturing buffer is: 8 M urea in Tris–HCl pH 7.0–7.5  (  34  ) .  

    45.    NanoString chip is designed for the analysis of 12 samples. We 
prepared a lysate mix for 14 samples.  

    46.    The dissectates should be  fi ltered out of the lysate due to the 
tendency of plugging the tip during pipetting, thus jeopardizing 
the input into NanoString hybridization reaction. The  fi ltered 
volume of lysate varies across the samples. Prolonged digestion 
and lysate transfer to the  fi lter    contributes to the loss of lysate 
volume (up to 3  μ L). For NanoString input samples should be 
adjusted to 5  μ L volume with buffer RLT as needed.  
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    47.    An automated microtome allows cutting sections of a standard 
thickness that improves laser focusing and, as a result, makes 
dissections more ef fi cient. Dissection and collection approach, 
and the use of a digital slide scanner dramatically increased the 
speed of dissection.  

    48.    Recovery of RNA by column-based methods is variable 
depending on the nature and size of the target, temperature of 
the column, binding ef fi ciency, etc. To estimate average RNA 
content in papillomas, we extracted RNA from single (2.7 and 
3.3 mm 2 ) and combined targets (6, 12, and 24 mm 2 ). 
Compared to Trizol ®  (Invitrogen) extraction with Phase Lock 
Gel Tube (Eppendorf)  (  31  ) , the loss of RNA in column-based 
extraction is around 20–30% (data not shown). Accordingly, 
an estimated average RNA yield in LCM lysate (see  step 4  in 
Subheading  3.7.2 ) was adjusted upward by 30%. Since RNA 
loss is inevitable with any RNA extraction method, the RNA 
content in LCM lysate, without extraction, will be higher than 
estimated.  

    49.    The nCounter™ gene expression hybridization procedure for 
cell lysate has been optimized by NanoString Technologies, Inc. 
for ~10,000 mammalian cells per reaction, or the equivalent of 
approximately 100 ng of total RNA. The protocol requirements 
are: 4–5  μ L at a concentration of 25–33 ng/ μ L  (  37  ) .  

    50.    Samples with a volume below 5  μ L were adjusted for NanoString 
input by addition of buffer RLT.  

    51.    Our transfer protocol allows transfer of intact sections from 
glass slides to PET metal framed membrane slides with subse-
quent laser dissection of target areas for molecular analysis:
   (a)    Heat coverslipped and unstained slides at +65 to 70°C for 

5 min (proceed to step d with unstained slides).  
   (b)    Incubate in xylene for 30 min to 1 h and remove 

coverslips.  
   (c)    Rinse in xylene 2 × 1 min (up and down movement) and 

proceed to step e.  
   (d)    De-paraf fi nize sections in xylene (4 × 5 min).  
   (e)    Hydrate to water (100%—2 × 2 min, 95%—2 min, 

70%—2 min, 30%—2 min, distilled water—2 × 2 min).  
   (f)    Dehydrate to xylene (30%—2 min, 70%—2 min, 

95%—2 min, 100%—2 × 2 min, xylene—4 × 2 min).  
   (g)    Cover section with thin layer of Krystalon™ (Harleco) 

(place the large drop in the middle of the section and let it 
spread by itself to avoid bubbles later on). The media 
should cover the section and 2–3 mm of the slide around 
the section (to avoid section damaging during peeling).  

   (h)    Heat at +65 to 70°C for 2.5 h (media will be hard).  
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   (i)    Remove slide from heat and cool down.  
   (j)    Incubate the slide in distilled water at +65°C for 1.5 h to 

soften the Krystalon.  
   (k)    Gently lift the section with the forceps and peel it off the 

slide (at this step tissue can be cut for optimal mounting 
on PET slides).  

   (l)    Cover the PET slide with +65°C distilled water.  
   (m)    Put the tissue section embedded in Krystalon the same 

side down as it was on the original slide and cover the sec-
tion with +65°C water to  fl atten the section.  

   (n)    Dip slide in +65°C water until the section is visibly  fl at.  
   (o)    Heat slides at +65 to 70°C for 1 h and cool down for 

5 min.  
   (p)    Carefully drop xylene on the edges of the section and 

incubate the slide in xylene (4 × 2 min) to remove Krystalon 
(not longer than 20 min to avoid membrane detachment 
from the metal frame).  

   (q)    Dry and laser dissect, or hydrate back to water for addi-
tional staining.              
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    Chapter 13   

 Viewing Dynamic Interactions of Proteins and a Model 
Lipid Membrane with Atomic Force Microscopy       

     Anthony   S.   Quinn      ,    Jacob   H.   Rand   ,    Xiao-Xuan   Wu   , 
and    Douglas   J.   Taatjes     

  Abstract 

 The information covered in this chapter will present a model homogenous membrane preparation 
technique and dynamic imaging procedure that can be successfully applied to more than one type of lipid 
study and atomic force microscope (AFM) instrument setup. The basic procedural steps have been used 
with an Asylum Research MFP-3D-BIO and the Bruker ( formerly, Veeco ) BioScope. The AFM imaging 
protocol has been supplemented by procedures ( not to be presented in this chapter ) of ellipsometry, stan-
dardized western blotting, and dot-blots to verify appropriate purity and activity of all experimental molec-
ular components; excellent purity and activity level of the lipids, proteins, and drug(s) greatly in fl uence the 
success of imaging experiments in the scanning probe microscopy  fi eld. The major goal of the chapter is 
to provide detailed procedures for sample preparation and operation of the Asylum Research    MFP-3D-
BIO AFM.  In addition , one should be cognizant that our comprehensive description in the use of the 
MFP-3D-BIO’s functions for successful image acquisitions and analyses is greatly enhanced by Asylum 
Research’s (AR’s) accompanying extensive manual(s), technical notes, and AR’s users forum. Ultimately, 
the stepwise protocol and information will allow novice personnel to begin acquiring quality images for 
processing and analysis with minimal supervision.  

  Key words:   Tapping mode (AC Mode) atomic force microscopy ,  Annexin A5 ,   β  2 -Glycoprotein I , 
 Thrombosis ,  Anti-phospholipid antibody syndrome ,  Phosphatidylserine ,  Phosphatidylcholine , 
 Hydroxychloroquine    

 

 Atomic force microscopy (AFM) is a member of the family of scanning 
probe microscopies, de fi ned by the development of the scan-
ning tunneling microscope by    Binnig et al.  (  1  ) . Unlike other 
microscopy-related instruments requiring photons or electrons for 
image formation, AFM utilizes a tactile sensing mechanism in which 
a sharpened probe situated at the end of a pliant cantilever is raster 

  1.  Introduction
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scanned across a sample surface. A laser beam focused onto the back 
of the re fl ective cantilever provides a feed-back mechanism to monitor 
the vertical position of the cantilever with respect to the sample 
surface. The resulting electronic signal is then converted into a top-
ographical map of the sample. For biological samples, the essence of 
AFM lies in its ability to image native molecules in a hydrated, 
un fi xed con fi guration. Complicated specimen preparation tech-
niques which may be time-consuming and potentially injurious to 
native molecular conformations are avoided. Accordingly, molecu-
lar interactions occurring between proteins, lipids, and nucleic acids 
may be investigated in a temporal fashion at high resolution. For 
instance, this attribute has allowed us to employ AFM techniques to 
investigate the molecular etiology of the anti-phospholipid syndrome 
(APS). This syndrome is an autoimmune thrombophilic disorder, 
characterized by spontaneous recurrent pregnancy losses and venous 
thrombosis  (  2,   3  ) . A paradigm offered to explain the mechanisms 
underlying APS posits that the thrombotic manifestations result 
from anti-phospholipid antibody (aPL)-mediated disruption of an 
annexin A5 (AnxA5) anticoagulant shield present on the surface of 
endothelial cells and placental trophoblasts  (  4  ) . In the presence of 
the protein cofactor  β  2 -glycoprotein I ( β  2 GPI), aPL antibodies dis-
rupt the 2-dimensional AnxA5 crystal shield on the cell membrane, 
thereby exposing underlying anionic phospholipids to critical 
enzymes of the coagulation cascade. 

 Over the past 10 years, we have developed protocols for estab-
lishing an in situ simulacrum representative of APS, to be imaged 
by AFM  (  5–  7  ) . Although most of the imaging was performed with 
a Veeco/Digital BioScope instrument and NanoScope IIIa con-
troller  (  8,   9  ) , we have recently switched to an Asylum Research 
MFP-3D-BIO system and    ARC2 controller for these studies. In 
this chapter, we will present detailed protocols highlighting sample 
preparation techniques, as well as a step-by-step guide for using the 
MFP-3D-BIO AFM in intermittent contact (AC) mode for imag-
ing molecular interactions occurring between components in a 
hydrated, un fi xed environment. Vendors of molecular compo-
nents, materials, and supplies are indicated when it is felt speci fi city 
is warranted. Throughout the chapter, words and phrases of impor-
tance, as well as software functions are emphasized with quotation 
marks, and commands have  fi rst letters capitalized.  

 

      1.    HEPES (4-(2-Hydroxyethyl)piperazine-1-ethanesulfonic acid, 
titration minimum 99.5%) (Sigma-Aldrich).  

    2.    Sodium chloride (titration minimum 99.5%) (Sigma-Aldrich).  
    3.    Calcium chloride (titration minimum 96.0%) (Sigma-Aldrich).      

  2.  Materials

  2.1.  Buffer 
Components
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      1.    HEPES-buffered saline (HBS) (consisting of 10 mM HEPES, 
140 mM NaCl, pH 7.5): Dissolve 2.38 g of HEPES, 8.18 g 
sodium chloride (NaCl) in an appropriate volume of deionized 
water. After adjusting the pH with 6 N sodium hydroxide 
(NaOH), increase volume to 1 L.  

    2.    “Bilayer buffer” (consisting of 10 mM HEPES, 1 mM CaCl 2 , 
140 mM NaCl, pH 7.5): 

 Dissolve 2.38 g of HEPES, 8.18 g sodium chloride (NaCl) 
and 0.11 g calcium chloride (CaCl 2 ) in an appropriate volume 
of deionized water. After adjusting the pH with 6 N sodium 
hydroxide (NaOH), increase volume to 1 L.  

    3.    “Binding buffer” (consisting of 10 mM HEPES, 1.25 mM 
CaCl 2 , 140 mM NaCl, pH 7.5): Dissolve 2.38 g of HEPES, 
8.18 g sodium chloride (NaCl), and 0.139 g calcium chloride 
(CaCl 2 ) in an appropriate volume of deionized water. After 
adjusting the pH with 6 N sodium hydroxide (NaOH), increase 
volume to 1 L.      

      1.    1,2-dioleoyl-sn-glycero-3-phosphatidylserine (PS) (Avanti 
Polar Lipids, Inc, Alabaster, AL, USA).  

    2.    1,2-dioleoyl-sn-glycero-3-phosphocholine (PC) (Avanti Polar 
Lipids).  

    3.    Mini-extruder set (Avanti Polar Lipids).  
    4.    Polycarbonate  fi lter (19 mm with pore size of 0.1  μ m) (Poretics, 

Livermore, CA).  
    5.    Pasteur (glass) pipettes.  
    6.    Syringes (1 mL).      

      1.    AnxA5 from human placenta (Sigma-Aldrich).  
    2.    Human  β  2 GPI (Fitzgerald, Industries International Inc.).  
    3.    Protein G sepharose 4 fast  fl ow (Sigma-Aldrich).  
    4.    Human aPL and control IgGs: puri fi ed from human sera with 

protein G sepharose 4 fast  fl ow beads.      

      1.    A stock solution of hydroxychloroquine (HCQ) is prepared 
with HBS (0.01 M HEPES, 0.14 M NaCl, pH 7.5) at 200 mg/
mL and stored at 4°C.      

      1.    Mica (0.5 in. die-punched V-2 ruby green natural muscovite 
disks with 0.008–0.010 in. thickness) (Ashville-Schoonmaker 
Mica, Newport News, VA, USA) (see  Note 3 ).  

    2.    Standard 25 × 75 × 1.0 mm specimen glass slides (precleaned 
superfrost microscope slides).  

    3.    Fine-point jeweler’s forceps (0.2–0.4 mm) (Electron 
Microscopy Sciences (EMS) or Avogadro’s Lab Supply, Inc.).  

  2.2.  Buffers

  2.3.  Lipid Components: 
Applicable Apparatus

  2.4.  Protein(s) 
( See   Note 1 )

  2.5.  Drug (  See   Note 2 )

  2.6.  Preparation 
of Mica Substrates 
and Arti fi cial 
Membrane 
Immobilization
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    4.    Non-sterile syringe (BD 3 mL) with Luer-Lok tip.  
    5.    PrecisionGlide (BD 23 G) needle.  
    6.    Mounting medium (Permaslip) with 1.5 index of refraction 

(Labsco).  
    7.    Scotch 3M Magic™ tape (3/4 in. translucent) (see  Note 4 ).  
    8.    Pap Pen (small) (EMS).  
    9.    Duster (moisture-free lint and dust remover).  
    10.    Reusable glass petri culture dishes (Pyrex; six complete sets of 

150 × 20 mm, and six bottom only of 100 × 10 mm).  
    11.    Filter circles (Whatman 150 mm diameter).  
    12.    Syringe  fi lters (Nalgene) with 25 mm membranes with 0.2  μ m 

size pores.  
    13.    Sterile syringes (BD 20 and 30 mL) with Luer-Lok tips.  
    14.    Eppendorf microfuge tubes (0.5, 1.5, and 2.0 mL).  
    15.    Para fi lm “M” laboratory  fi lm.  
    16.    Micropipette and pipette tips.  
    17.    Pipette (Pipetman Classic™) dispensers P20, P200, and P1000 

with speci fi ed minimal volumes of 2.0  μ L, 50  μ L, and 200  μ L, 
respectively.  

    18.    Branson B-22-4 Ultrasonic Bath Cleaner (Fig.  1 ).   
    19.    Kimwipes.  
    20.    Refrigerate at 4°C for incubation steps.      

  Fig. 1.    Setup for re-dispersing lipid vesicles consists of an ( a ) Branson ultrasonic water bath cleaner, and ( b ) Eppendorf 
microfuge tube in a glass scintillation vial. The Eppendorf tube is tightly capped and sealed with  1  para fi lm “M” laboratory 
 fi lm;  2  labeled;  3  placed in vial with water at indicated level; and sonicated until  4  vesicle solution clears.       
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         1.    BCH-45 Acoustic Hood Enclosure by TMC, Wake fi eld, MA.  
    2.    AVI-350/LP Active Vibration Isolation System (see  Note 6 ).  
    3.    MFP-3D AFM Head Platform.  
    4.    MFP-3D AFM Head (Fig.  3 ; see  Note 7 ).   
    5.    XY Scanner (Fig.  4 ; see  Note 8 ).   
    6.    Adjustable Metal Base Plate.  
    7.    IX71 Olympus Inverted Optical Microscope with ×10, ×40, 

and oil ×60 objectives (see  Note 9 ).  

  2.7.  MFP-3D-BIO AFM 
and Accessories 
( See   Note 5 ; Fig.  2 )

  Fig. 2.    MFP-3D-BIO AFM setup as con fi gured in our laboratory for macromolecular and 
cell biology applications includes ( a ) Top View camera for probe viewing and alignment; 
( b ) MFP-3D-BIO stainless steel platform for mounting cantilever holder on head; ( c ) optical 
( x , y ) alignment controls which move the entire base plate to translate the cantilever and 
specimen to  fi eld of view with bottom view cameras via objectives; ( d )    x,y scanner; ( e ) 
MFP-3D-BIO Head; ( f ) sample ( x , y ) alignment controls which move the sample relative to 
the cantilever; ( g ) IX71 Olympus inverted optical microscope; ( h ) Hamamatsu video cam-
era for highest resolution viewing and recording; ( i ) Composite camera for lower resolution 
viewing and image capture; ( j ) isolation module (×2); ( k ) granite slab; ( l ) TMC BCH-45 
acoustic enclosure platform; and ( m ) vibration isolation electronics controller. The ARC2 
with Hamster, Fiber-Lite, Hamamatsu, X-cite, and heater controllers are not shown.       
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    8.    Optical  fi lter cubes for  fl uorescence.  
    9.    Video Cameras (see  Note 10 ).  
    10.    Fiber Lite.  
    11.    Dell Precision T3500 Central Processing Unit with Dual 

Monitors.  
    12.    Igor Software by Wavemetrics (see  Note 11 ).  
    13.    Asylum Research AFM Operating Software Modules and 

SmartStart Bus Recognition.  
    14.    ARC2 SPM Electronics Controller with integrated Hamster.  

  Fig. 3.    Controls on the MFP-3D head in the ( a )  top view  and ( b )  side view  are:  1  “tail” mirror; 
 2  top view camera focus wheel;  3  LDY adjustment wheel which moves laser across the 
cantilever;  4  de fl ection (PD: PhotoDiode) positioning wheel which centers the re fl ected 
laser beam on the head’s photo detector;  5  LDX adjustment wheel which moves laser 
along the cantilever;  6  engagement (front leg) thumbwheel which raises and lowers the 
head and cantilever away from and towards the sample;  7  underside location of head 
where cantilever holder is attached; and  8  and  9 x , y  mirror movement knobs which adjust 
view of cantilever probe in the AR “Live Video” panel.       
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    15.    AR Cantilever Holders (Standard or  i -Drive).  
    16.    AR Cantilever Holder Stand.  
    17.    Low Power Binocular Dissection Microscope and Light 

Source(s).  
    18.    Tweezers and “Philips” screwdriver (for standard holder) or 

“Straight” screwdriver (for  i -drive holder).  
    19.    Duster (moisture-free lint and dust remover).  
    20.    Laboratory Squeeze Bottle with Fine-tip Dispenser containing 

70% Alcohol (see Subheading  3.5 , step 21g).  
    21.    Acrylic Dessicator Cabinet for storage of cantilever holders and 

probes.       

 

       1.    Open ampoules of PS (1.0 mL, 10.0 mg/mL in chloroform) 
and PC (2.5 mL, 10.0 mg/mL in chloroform) and with a glass 
Pasteur pipette transfer the PS and PC into a glass round bot-
tom tube and dry the mixture under nitrogen to be sure that 
all chloroform is removed.  

    2.    Add 1.0 mL of “bilayer buffer” (consists of 0.01 mol/L HEPES, 
0.14 mol/L NaCl, 1.0 mmol/L CaCl 2 , pH 7.5) to the tube 
and mix thoroughly with a vortex until all the phospholipids 

  3.  Methods

  3.1.  Preparation 
of Lipid Vesicles 
(5 mM 30% PS/70% 
PC in Bilayer Buffer)

  3.1.1.  Preparation of 
Phospholipid Suspension

  Fig. 4.    The uppermost component of the Bio baseplate is the x,y scanner shown here with 
( e ) a substrate secured with two ( c ) magnets. The x,y scanner platform has ( a ) a scanner 
“top plate” which moves the sample on the secured substrate; ( b ) two back leg holes; ( d ) 
spring post for securing the scanner to the baseplate; and ( f ) a front leg hole. The holes 
accommodate the head’s three legs to rest directly on the baseplate for appropriate posi-
tion orientation.       
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have been removed from the wall of the tube, resulting in a 
turbid mixture.  

    3.    Add 7.8 mL of “bilayer buffer” to the 1.0 mL turbid PS/PC 
mixture; mix thoroughly with a vortex.      

      1.    Clean the components of the “mini-extruder,” and  fi ll the 
1.0 mL size syringe (gas tight) with the phospholipid suspen-
sion. Mount the inserts of the extruder into the metal holder 
so that in between the “o-rings” a 19.0 mm polycarbonate 
 fi lter is tightly squeezed in place. Fill a “gas tight” syringe 
(1.0 mL) with 0.5 mL of 30% PS/70% PC suspension. 
Provide an empty “gas tight” syringe on one side and the  fi lled 
syringe on the other side. Be sure that it is thoroughly tight-
ened to avoid leakage.  

    2.    Empty one syringe through the  fi lter into the other one, 
repeating this step 29 times. Make sure that at the end the 
suspension (much less turbid now) is in a different syringe than 
the one started with so that all of it has passed through the 
 fi lter at least once.  

    3.    Validate the activity of the extruded PS/PC on forming phos-
pholipid bilayer by ellipsometry (see  Note 12 ).  

    4.    Store the extruded phospholipid suspension aliquots in 
Eppendorf tubes at −20°C until use. The defrosted aliquot 
should be stored in a 4°C refrigerator for no longer than 5 
days.       

      1.    Utilize a precleaned lab bench-top surface for a level mounting 
work area.  

    2.    Lay a “pre-cleaned” specimen glass slide in the substrate mount-
ing guide that has an “on-center” location guide (Fig.  5 ).   

    3.    Unwrap 0.5 in. mica disk(s) ready for mounting.  
    4.    Using a 23 G needle attached to a 3.0 mL syringe containing 

some mounting medium, place a small bead of the medium 
“on-center” on the precleaned glass slide.  

    5.    Immediately pick-up the 0.5 in. mica disk with the  fi ne-point 
jeweler’s forceps and place “on-center” on top of the bead; 
gravity will do the rest.  

    6.    After several seconds remove the mounted mica substrate on 
glass support from the mounting guide and place on the bench-
top surface for 24 h of drying.  

    7.    Repeat steps 2–6 to make as many of the mica substrates as 
desired; we typically make 50–100 and store in standard micro-
scope slide boxes.  

    8.    Remember that the mica support should not be cleaved until 
immediately prior to use (see Subheading  3.3 ).      

  3.1.2.  Extrusion of 
Phospholipid Suspension

  3.2.  Preparation of 
Mica Substrates for 
Arti fi cial Membrane 
Immobilization
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      1.    Retrieve lipid vesicles from −20°C freezer.  
    2.    Upon thawing, check for any cloudiness of PSPC vesicles stock.  
    3.    Cloudiness warrants subsequent sonication of the solution for 

approximately 5 min (see  Note 13 ).  
    4.    Using a P200 and a P1000 pipette dispenser, dilute and mix 

100  μ L of lipid vesicle stock with 400  μ L of adsorption bilayer 
buffer in a 1.5 mL Eppendorf tube.  

    5.    Sonicate diluted vesicles for 5 min.  
    6.    Cleave mica prep on glass slide with Scotch 3M Translucent 

Tape.  

  3.3.  Adsorption 
of PSPC to Mica ( See  
 Note 3 )

  Fig. 5.    Image composite depicts a guided preparation technique to insure “on-center” substrates. ( a ) Our homemade guide 
setup for aligning and securing mica disks to glass slides; (1) depicts raised framework of layered masking tape to act as 
a guide to hold in place a (2) glass slide. ( b ) a blank glass slide within the tape framework; ( c ) a small drop of adhesive 
added on-center of glass slide; ( d ) an unwrapped mica disk being picked up with micro tweezers; ( e ) disk dropped on the 
top ( center ) of the adhesive drop; and ( f ) gravitational forces and the weight of the disk relative to the adhesive’s viscosity 
allow for an even distribution of the mounting medium, resulting in a level fastened substrate.       
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    7.    Carefully circumscribe an intact Pap Pen ring barrier around 
the mica disk, several millimeters from the edge.  

    8.    Pipette the diluted PSPC membrane vesicles onto the freshly 
cleaved mica support to a volume of approximately 150  μ L; 
this is the maximum volume that maintains an intact and com-
plete meniscus (Fig.  6 ; see  Note 14 ).   

    9.    Incubate and adsorb vesicles (fusion method) for approxi-
mately 1.5–2.0 h at room temperature in a covered moistened 
glass petri culture dish(s) (moisten chamber(s) with Whatman 
 fi lter paper) (Fig.  6 ; see  Note 15 ).  

    10.    Add 50  μ L of same buffer before beginning to rinse; rinse away 
the non-adsorbed vesicles by adding– removing 50  μ L of  fl uid 
volume from the meniscus with fresh buffer and with continual 
re-adding–removing the same amount of corresponding imag-
ing buffer. Repeat this washing procedure approximately 30 
times or for a total volume of approximately 1.5 mL of fresh 
buffer solution (see  Note 16 ).  

    11.    Remove the previously (prior to rinsing) added 50  μ L of buffer 
from meniscus and incubate substrate preparation(s) for a fur-
ther 1.5–2.0 h at room temperature before placing chambers 
in 4°C refrigerator.  

    12.    Incubate fused preparations overnight, or longer at 4°C; prep-
arations are viable for up to a week as long as suf fi cient buffer 
covers the sample.      

      1.    Using a P20 pipette dispenser, add 5.0  μ L of protein (i.e., 
 β  2 GPI cofactor at 0.33 mg/mL) to the 150  μ L buffer menis-
cus covering the formed arti fi cial lipid membrane, and incubate 
at 4°C overnight or longer; this results in the formation of 
patches of cofactor (antigen to which mAb aPL binds) of 
varying sizes  (  10  ) .  

    2.    Prior to image session(s) remove desired number of prepara-
tions from the refrigerator and place on level and vibration-free 
laboratory countertop.  

  3.4.  Addition 
of Protein(s) 
( See   Note 17 )

  Fig. 6.    Illustration of moisture chamber for incubating lipid membranes.       
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    3.    Allow suf fi cient amount of warm-up time to room temperature.  
    4.    Prior to transporting sample preparation to AFM scanner stage 

(see Subheading  3.5 , step 14c), rinse as described previously 
(see Subheading  3.3 , step 10).  

    5.    Transport preparation(s) with meniscus volume near 150  μ L.      

      1.    Turn the laser “On” by turning the “Laser Key” to the right 
( clockwise ). When not in use leaving the laser “Off” prolongs 
its lifetime.  

    2.    Turn “On” the  fi ber optic light source via “toggle button”; 
“red” portion of switch should be showing.  

    3.    Determine which probe type and cantilever holder (standard or 
 i -Drive) will be required for the imaging session (see  Note 19 ).  

    4.    Locate and choose the tools (small “Philips” screwdriver or small 
“straight” screwdriver,  fi ne tweezers, etc.) necessary to mount 
and secure imaging probe to the chosen cantilever holder.  

    5.    Mount and secure the probe of choice in the cantilever holder.
   (a)    Set out cantilever changing stand (Fig.  7a ).   
   (b)    Choose cantilever holder; standard or  i -Drive (see  Note 20 ).  
   (c)    Place cantilever holder on the changing stand; locate and 

make note of location of kinematic mounting points and 
“pogo” contact locations underneath (Fig.  7a , c).  

   (d)    Orient the cantilever holder with “retainer clip” screw-
heads towards and near the lever on the stand.  

   (e)    Press the stand lever down and at the same time angle the 
cantilever holder into the stand; opposite the lever are two 
 fi xed silver bearings in the stand that must match up with 
the two symmetric, kinematic mounting points (oval 
grooves) on the cantilever holder.  

   (f)    Lower the cantilever holder, aligning and securing the 
third kinematic point with the silver bearing on the stand’s 
lever.  

   (g)    Release lever to lock cantilever holder in place on the can-
tilever changing stand.  

   (h)    Place cantilever changing stand on the stage of a low power 
binocular dissection microscope with a side light source 
and a top light source that is transmitted via top part of 
the microscope.  

   (i)    Inspect the holder for cleanliness; if not clean, follow 
cleaning instructions (see Subheading  3.5 , step 21e).  

   (j)    Using a moisture-free air supply (Fisherbrand Air-It), gen-
tly blow areas (under cantilever clip, sides of quartz win-
dow, etc.) of cantilever holder; debris and bits of silicon 
can lead to improper seating of cantilever and suboptimal 
“AC mode” imaging.  

  3.5.  Operation of the 
Asylum Research 
MFP-3D-BIO AFM 
( See   Note 18 )
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   (k)    Choose appropriate screwdriver (“Philips” for standard 
cantilever holder or “straight” for  i -drive cantilever 
holder).  

   (l)    Have a box of cantilevers with appropriate tips handy (see 
 Note 20 ).  

   (m)    Pick up a cantilever from the box with  fi ne tweezers; 
while observing through the oculars of the binocular 

  Fig. 7.    This image shows a few integral components of the atomic force microscope (AFM) that require careful handling 
and positioning when mounting cantilevers on cantilever holder and holder on the changing stand and head. ( a ) A portion 
of the cantilever holding stand with the kinematic bearings ( white ellipses ) and the  1  lever; ( b ) top of the  i -Drive holder with 
 1  crystal optical window and underlying shielded and sealed NbFeB magnet and  2  retaining clip which secures the silicon 
chip; ( c ) bottom side of the  i -Drive holder with “pogo” contacts ( white arrows ); ( d ) with  inset  shows bottom side of head 
and analogous kinematic bearings ( white ellipses ) which accommodate kinematic mounting points of the holder and pro-
truding “pogo” pins ( white arrows ) which align with the “pogo” contact spots;  1  indicates location of head’s lever which is 
sealed under a black rubber dome. The three legs are visible in this underside view of the head.       
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dissecting scope, slide the cantilever chip under the metal 
“restraint” clip.  

   (n)    Position the cantilever tip in the clear trapezoidal shaped 
quartz optical window.  

   (o)    Do not push the cantilever chip too far back under the 
restrainer clip, or else misalignment of the tip may ensue. 
The base of the chip and cantilever need to be parallel to 
the optical window surface.  

   (p)    Carefully, remove cantilever holder stand from dissecting 
microscope stage and place on the counter to gently  fi nger 
tighten “Philips” or “straight” center screw.  

   (q)    Place the stand back on the microscope stage and recheck 
stability placement of cantilever chip; the chip should not 
move if nudged with tweezers, and must be  fi rmly mounted 
to perform optimal “AC mode” and/or “Contact” imaging.  

   (r)    When using a shorter cantilever positioned next to a lon-
ger one on the chip, the longer cantilever should be 
removed (see  Note 21 ).      

    6.    Install the cantilever holder onto the MFP-3D-BIO AFM head 
(Figs.  7  and  8 ): 
   (a)    First, remove the MFP-3D-BIO AFM “head assembly” 

from the inverted microscope stage and set upside down 
on the stainless steel “mounting platform” (Figs.  2  and  7 ). 
Be sure not to twist the head cable.  

   (b)    Next, remove the cantilever holder from the cantilever 
changing stand (Fig.  7a ) by pressing the stand lever down 
with an index  fi nger and holding the cantilever holder with 
the opposite hand.  

   (c)    Transport the cantilever holder to the acoustical enclosure 
and place carefully in the AFM “head assembly” by tilting 
it in at the “pogo” pins (Fig.  8a ).  

   (d)    While tilting, align the kinematic points (grooves) with 
the two corresponding silver bearings; slightly slide into 
place while lowering the third kinematic point in register 
with the third bearing opposite the black release button 
(Fig.  8b ).  

   (e)    Press and release the black button on the right to lock it in 
place; the end at the “pogo” pins will lift slightly upon 
seating (Fig.  8c ).      

    7.    Start the MFP-3D-BIO software as follows:
   (a)    Click on the desktop icon titled A R  that resides to the far 

left of the right monitor screen (see  Note 22 ).  
   (b)    Igor Pro software compatible with the AR MFP-3D-BIO 

AFM software chosen will appear; a strange chime will 
sound at this point (see  Note 23 ).  
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   (c)    Next, go to  fi le > Load AFM Software (located at the 
bottom of pop-up window).  

   (d)    Click on Load AFM Software; the standard (basic) MFP-
3D-BIO “mode template” appears with accompanying 
“Holder” (Cantilever or Sample) panel and “Mode 
Master” panel. The “SmartStart Bus Recognition” feature 
will identify which type of cantilever holder is connected 
to the “Head”; panel usually pops up if no holder is 
recognized.  

   (e)    Choose desired imaging mode (or a  personalized  pro fi le/
preference) from the “mode master”; if returning to con-
tinue with a saved experiment (*.pxp), then click on 
 fi le > open experiment and continue from there.      

    8.    Toggle the video camera window (and “Video Panel”) on:
   (a)    Click on the camera (MFP3DXop v28up109) icon at bot-

tom of screen.  

  Fig. 8.    ( a – f ) A pictorial readiness from mounting holder on the head to placing head with cantilever over and into meniscus 
covering sample. While head is resting on the stainless steel platform with bottom side up, ( a – c ) position and secure the 
 i -Drive cantilever holder onto the MFP-3D-BIO AFM head. Once head is connected perform the following steps: ( d ) sub-
merge the probe with solution; ( e )  fl ip head right-side up, check solution drop, move to x,y scanner stage, and place back 
legs in respective holes; and ( f ) lower probe into meniscus, gently lowering the front leg ( white arrow ) of the head with 
thumbwheel.       
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   (b)    Go to input at the top of video window > click on 
“S-Video.”  

   (c)    Go to and click on “AFM Controls” > go to “Other” > click 
on “Video Panel.”      

    9.    At this step, the following needs have to be veri fi ed before 
continuing.
   (a)    Is the word “Ready” present in the lower left corner of the 

left monitor?  
   (b)    Is the “green” checkmark for “ARC Ready” present?  
   (c)    Is the “green” checkmark for “MFP-3D Ready” present?  
   (d)    Is the video camera window for viewing the cantilever 

displayed?  
   (e)    Are the following panels displayed?

   (i)    Master Panel.  
   (ii)    Master Channel Panel.  
   (iii)    Sum and De fl ection Meter Panel.      

   (f)    Af fi rmative responses to these questions indicate that the 
system is ready to continue.      

    10.    Return to the BCH-45 acoustic hood enclosure to do the 
following:
   (a)    Place a blank preparation/calibration specimen on the 

sample actuator staging (see Note 24).  
   (b)    Secure the specimen substrate support (i.e., glass speci-

men slide with a freshly cleaved mica disk) with two black 
magnets; one at each end of the glass slide (Fig.  4 ).  

   (c)    Place 200  μ L of buffer on the freshly cleaved blank mica 
surface.  

   (d)    Place a bead of buffer on the cantilever holder’s triangular 
optical window until the cantilever (mounted probe) is 
submerged (Fig.  8d ).  

   (e)    Next, grab the MFP-3D-BIO AFM “head assembly” from 
the “mounting platform” with both hands.  

   (f)    Steadily and vigilantly “ fl ip” the “head assembly” (right-
side up) with three support legs pointing down, maintain-
ing an intact drop of buffer (Fig.  8e ).  

   (g)    While tilting the front of the “head assembly” upward, 
align and lower the two back legs into their respective 
wells of the staging.  

   (h)    Once the back legs are in the wells, carefully lower the 
front leg into position (the front well), ensuring there is 
proper clearance to avoid damaging the probe and sample 
(Fig.  8f ; see  Note 25 ).  

   (i)    Once the legs are in place, check for head levelness using a 
small circular level.  



274 A.S. Quinn et al.

   (j)    Initially, the probe should be positioned approximately 
1.0 mm from the surface of contact.  

   (k)    Next, center the cantilever in “Live Video” window and 
optically align the “laser spot” on the cantilever.      

    11.    Starting illumination for “Live Video” viewing:
   (a)    Turn on the  fi ber optic light source.  
   (b)    Turn the dimmer (intensity) control clockwise (CW) to 

approximately 50%; “Live Video” window will be brighter 
with visible light on the sample and cantilever.      

    12.    Cantilever (probe) location with adjustment of “Top View” 
focus and mirror:
   (a)    Locate and center the cantilever tip in the on-screen video 

image by viewing the “Live Video” window and adjusting 
the two thumbscrews at the end of the head “tail” (Fig.  3 ).  

   (b)    Adjust the focusing ring on the “tail” of the MFP-3D-BIO 
AFM head for the sharpest image of the cantilever tip and 
chip.  

   (c)    Adjust the aperture diaphragm (knurled ring at  fi ber optic 
light entry location on the camera base) to improve con-
trast; readjustment of  fi ber optic light source via “Fiber 
Lite” control may be necessary.      

    13.    “Laser Spot” Location, Alignment, and Maximization of “Sum 
and De fl ection Meter” Values:
   (a)    First, become familiar with the various thumb-wheel con-

trols on the AFM head (Fig.  3 ).
   (i)    LDX thumb wheel-moves laser spot along the length 

of cantilever.  
   (ii)    LDY thumb wheel-moves laser spot perpendicular to 

the length of cantilever.  
   (iii)    PD thumb wheel-centers the re fl ected laser beam on 

the head’s internal photo diode detector; this zero’s 
the cantilever de fl ection (see  Note 26 ).      

   (b)    Second, locate “laser spot”; dynamic adjustment may be 
necessary to observe cantilever while simultaneously locat-
ing “laser spot”; laser should be nearby since cantilever 
chip is approximately mounted in the same location in the 
holder each time (especially when using the  i -Drive holder 
that uses a proprietary probe).  

   (c)    Third, while viewing the “Live Video” screen, determine 
how the laser spot moves in relation to CW and counter-
clockwise (CCW) turn directions of the thumb wheels.  

   (d)    Moving the LDX thumb wheel CCW moves the “laser 
spot” from the chip base towards the probe tip, while 
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moving the LDY thumb wheel CCW moves up and down 
on the video screen (perpendicular to the cantilever).  

   (e)    Once the “laser spot” is located and positioned on the 
cantilever,  fi ne alignment is accomplished by viewing the 
“Sum and De fl ection Meter” window (make sure “Sum 
and De fl ection Meter” status button in the upper right 
indicates “stop meter”) while slowly adjusting the thumb 
wheels to acquire changes in “Sum” reading.  

   (f)    Aligning the laser in one direction will cause the “Sum” 
value to go through a maximum with an abrupt drop-off 
at both sides;  fi nd the maximum by adjusting to the right 
and left of this cross-over point.  

   (g)    Turning the other thumb wheel will increase the “Sum” 
value slightly with an abrupt drop off at the end.  

   (h)    Next, minimize the “De fl ection” value to “0” by turning 
the photo diode (thumb wheel) control, located just under 
“Sum” in the “Sum and De fl ection Meter” window.  

   (i)    The “laser spot” should now be aligned.  
   (j)    Operator at this point in time can proceed to step 15 and 

image the blank/calibration gradient or continue with the 
next step.      

    14.    Placement of sample specimen, i.e., pre-incubated  β  2 GPI (see 
 Note 27 ):
   (a)    Raise the MFP-3D-BIO AFM “head assembly” front end 

by turning the front thumb wheel CW until there is ample 
clearance (approximately 4–5 mm is suf fi cient or 5–10 full 
turns of wheel CCW).  

   (b)    Pick up the head with legs pointing down and position 
(right-side up) on the “mounting platform” with legs in 
the respective wells.  

   (c)    Return to the AFM scanner stage, remove calibration sub-
strate, and place the sample substrate ( prepared  mica on 
glass specimen slide) and secure with the two magnets; 
one on both ends of glass slide; add 50  μ L of buffer to the 
approximate 150  μ L meniscus of sample preparation (see 
 Note 14 ).  

   (d)    Return to the “mounting platform,” grab the head with 
both hands and transfer the head back to the AFM scanner 
and place back legs  fi rst into leg wells, while keeping front 
of head angled upward.  

   (e)    Position hands as to support the front of head with thumbs 
and lower front leg carefully into the front leg well; 
double-check clearance.  

   (f)    Avoid destroying tip and sample; lower head back to 
within approximately 1.0 mm.      
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    15.    Set “Scan” Parameters in the “Master Panel” window (Fig.  9 ): 
   (a)    Click the tab “Main” (Fig.  9a ).  
   (b)    Check “Delay Update” box.  
   (c)    Choose a “Scan Size” relative to sample “feature of inter-

est” size.  
   (d)    Choose a “Scan Angle”; default is zero, however 90° is 

recommended since this results in less frictional buckling.  
   (e)    “Drive Amplitude” and “Drive Frequency” will be deter-

mined by the “Auto Tune” function.  
   (f)    Determine and input “Scan Rate” (we typically start at 

0.3 Hz) (see  Note 28 ).  
   (g)    Check “Save Images.”  
   (h)    Select a “Path”; type in a “Base Name” and “Note”—this 

ensures that all images will be saved with base  fi le name, 
number, and assigned note.  

   (i)    Go to “Imaging Mode,” choose either “Contact Mode” 
or “AC Mode” (AC =  tapping mode ).  

   (j)    Choose “AC mode”; with  i -Drive holder the mode is 
automatically selected.      

    16.    “Tuning” the cantilever with  i -Drive (Fig.  9 ; see  Notes 20  
and  29 ):
   (a)    Click the tab “Thermal” (Fig.  9b ) and set desired “sample 

size.”  
   (b)    Make sure head is retracted such that the probe is approxi-

mately 100–150  μ m above surface—eliminates possibility 
of cantilever experiencing long range forces.  

   (c)    Adjust the de fl ection (PD) (Fig.  3a , b) on the AFM head 
so it reads approximately zero in the “Sum and De fl ection 
Meter” panel (Fig.  9c ).  

   (d)    Click “Do Thermal” button near bottom of panel; power 
spectrum comes into view (Fig.  9 d2).  

   (e)    Click on the “Stop Thermal.”  
   (f)    Click on “Fit Guess”; Gaussian shaped curve (Fig.  9 d1) 

near primary thermal resonant peak (Fig.  9 d3) is 
displayed.  

   (g)    Click on “Try Fit”; Gaussian curve  fi ts to the resonant 
peak.  

   (h)    Click the tab “Tune” and click “Auto Tune.”      
    17.    Sum and de fl ection  fi nal check (Fig.  9c ):

   (a)    “Sum” should be greater than 6.00.  
   (b)    “De fl ection” should be near zero; if not, adjust photo-

diode thumb wheel.  
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  Fig. 9.    Composite of monitor screenshots showing the parameters available to be set in the ( a ) “Main Tab” and the ( b ) 
“Thermal Tab” of Master Panel; the ( c ) Sum and De fl ection Meter Panel presenting values of sum, de fl ection amplitude, 
phase, and Z-Voltage; and ( d ) a representative thermal graph with a “Guess  fi t”  1  Gaussian curve and “Try  fi t” over a 
thermal  2  power spectrum using the  i -Drive. The  i -Drive holder provides easy auto-tuning in  fl uids and  3  the  open arrow  
indicates location where the auto tune will closely align with the thermal tune ( see   Notes 20  and  29 ).       
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   (c)    “Amplitude” should be approximately 1.00; if not, retune.  
   (d)    “Z-Voltage” should be 0.00.  
   (e)    “Engage” button should be visible.      

    18.    Engagement of the sample (specimen; i.e., pre-incubated 
 β  2 GPI on PSPC membrane):
   (a)    Click “Engage” ( starts  electronics feedback loop) in the 

“Sum and De fl ection Meter” window.  
   (b)    “Z-Voltage” should “rail” to 150 V; the “Z-Voltage” is 

the voltage applied to the “Z-piezo” ( see   Note 30 ).  
   (c)    Carefully lower the front of the head assembly by turning 

the front thumb wheel CW while watching the Z-Voltage 
number.  

   (d)    The continual CW turning of the wheel moves the canti-
lever tip  towards  the sample surface.  

   (e)    When the “Z-Voltage” reading (red bar) changes proceed 
very slowly; a chime will sound.  

   (f)    Continue turning the thumb wheel until the “Z-Voltage” 
reads approximately 70 V; in the “Z-Voltage” translation, 
“red” is good and “blue” is bad when imaging in contact 
mode ( see   Note 30 ).  

   (g)    Close and “latch” doors of the BCH-45 acoustic hood 
enclosure; now manual interaction with the instrument 
will cease. The tip is still above the sample surface and 
vibrations inherent in opening and closing the doors of 
the acoustic enclosure will not damage it.  

   (h)    Activate the “radio” button next to the “Set Point” voltage 
in the “Main Tab” of the “Master Panel” to link the 
“Hamster” control to the “Setpoint” value ( see   Note 31 ).      

    19.    To initiate imaging, proceed with the following steps:
   (a)    Click the “Do Scan” button ( or  “Frame Up” or “Frame 

Down”) on the “Main Tab” in the “Master Panel” 
window.  

   (b)    Upon imaging, four image data windows appear: height, 
Z-sensor, amplitude, and phase ( see   Note 32 ).  

   (c)    Observe the “blue” and “red” traces—they should closely 
overlap.  

   (d)    Continue imaging and  fi ne-tune by making adjustments of 
the “Setpoint,” “Integral Gain,” and “Amplitude”;  disre-
gard  “Proportional Gain” and set to zero ( see   Note 33 ).  

   (e)    The program will keep repeating scans (as well as saving 
every single scan) until operator indicates otherwise (see 
 Note 34 ).  
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   (f)    When imaging parameters are maximized, continue 
capturing and saving (recommend both directions).  

   (g)    At this point while continually scanning and recording, 
 dynamically  add next desired component to the meniscus 
(i.e., HCQ) with a micropipette tip on a P20 and observe 
(Fig.  10 ).   

   (h)    Image for 1–2 h to fully capture molecular event(s).  
   (i)    Next, other subsequent constituent(s) can be added as 

above and dynamically recorded—i.e., CaCl 2 , then AnxA5 
(Fig.  10 ).  

   (j)    Continue imaging and recording images as reaction events 
occur—time dependent.  

   (k)    Once desired images are captured, the live imaging is 
terminated by any one of the several commands (see 
 Note 34 ).  

   (l)    At this point it is prudent to perform off-line analysis on 
selected images (Fig.  10c ; see  Note 35 ).      

    20.    To Perform “Contact Mode” Imaging:
   (a)    Click “Withdraw.”  
   (b)    Choose “Contact Mode” in the imaging mode  fi eld of the 

“Main Tab” of the “Master Channel.”  
   (c)    Click “Engage” in the “Sum and De fl ection Meter” 

window.  
   (d)    As previously described for “AC Mode” imaging, lower 

the head while watching the “Z-Voltage,” hear the chime, 
and continue to approximately 70 V.  

   (e)    Continue imaging and  fi ne-tune by making adjustments of 
the “Setpoint,” “Integral Gain,” and “Amplitude”;  disre-
gard  “Proportional Gain” and leave at zero (see  Note 33 ).  

   (f)    To change samples and/or cease imaging scan, click 
“Withdraw” or “Stop”; manually raise the front of the 
head assembly (approximately 3–5 mm) and load sample 
as previously described (see Subheading  3.5 , step 14; see 
Note 27).      

    21.    Terminating the imaging session and shutting down:
   (a)    Withdraw and manually retract the tip by raising the head 

(approximately 4 mm above sample) with the front thumb 
wheel.  

   (b)    Turn “Fiber Optic Lite” control “Off,” then turn the 
“Fiber Optic Light” controller “Off.”  

   (c)    Turn “Laser Key” to the “Off” position.  
   (d)    Shut the program down.  
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  Fig. 10.    ( a – c ) Results of a control, dynamic imaging experiment with no antibody added; ( a ,  b ) shows  β  2 GPI-HCQ complexes 
( white patches ) with AnxA5 coalescing around their perimeters on a PSPC lipid membrane. ( c ) Cross-sectional height mea-
surements of the  β  2 GPI-HCQ complex (( b ),  black arrow ) and AnxA5 (( b ),  white arrow ). Previous captured images ( not shown ) 
for this experiment showed cofactor height of same (( b ),  white arrow ) location to be 3.90 nm before addition of the HCQ 
drug. ( a ,  b ) are Z-sensor channel scans analogous to height scans with  x -axis in  μ m and  y -axis in nm providing more 
accurate heights measurements. ( a ) Square expanded image from a 35 × 35  μ m original scan capture with super fl uous 
features. ( b ) Same image area as ( a ) that was  fl attened with “Iterative” mask function prior to analysis ( see   Note 35 ).       

   (e)    Move “Head” to “Mounting Platform” and remove 
“Cantilever Holder.”  

   (f)    Remove cantilever from holder.  
   (g)    Clean up (see Note 36).           
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     1.    All proteins used in the studies are tested for their purity with 
standardized western blotting and dot-blots  (  5–  7  ) .  

    2.    HCQ is an anti-malarial compound that has been demon-
strated to be an effective immunosuppressive medication in the 
management of systemic lupus erythematosus (SLE). Cohort 
studies had indicated that it may be effective in reducing 
thrombotic events as well as moderate evidence of preventing 
thrombosis  (  11  ) . We have used AFM to determine whether 
the drug might protect the binding of AnxA5 from disruption 
by patient-derived aPL immunoglobulin G (IgG)- β  2 GPI com-
plexes. A stock solution of HCQ was prepared with  N -2-
hydroxyethylpiperazine-    N -2-ethanesulfonic acid–buffered 
saline (HBS; 0.01 M  N -2-hydroxyethylpiperazine- N -2-
ethanesulfonic acid, 0.14 M NaCl, pH 7.5) at 200 mg/mL 
and stored at 4°C  (  7  ) . The stock HCQ was a gift of Dr Kirk 
Sperber, Mount Sinai School of Medicine. Indeed, we recently 
demonstrated that HCQ reduces the binding of aPL IgG-
 β  2 GPI complexes to PSPC planar membrane, and further that 
the drug can disintegrate the complexes  (  6  ) . With the new 
MFP-3D-BIO AFM we have now successfully repeated these 
studies and will continue our molecular imaging studies of the 
aPL syndrome’s thrombotic events.  

    3.    Always choose a substrate which is  fl atter than the molecule(s) 
of interest. Mica is a common rock forming mineral belonging 
to the silicate group that is formed from silicon and oxygen 
mixed with various elements and categorized by inherent crys-
talline structures. Mica has the propensity to cleave almost per-
fectly between atomic layers resulting in an exceptionally 
smooth atomically  fl at surface  (  12  ) . This quality permits us to 
utilize mica as a testing platform to observe and analyze very 
small macromolecules, lipid membranes, and proteins interact-
ing with the arti fi cial membranes as well as with each other on 
deposited surfaces  (  13,   14  ) . The quality and surface properties 
are dependent on the source of the mica. For example, ruby 
green natural muscovite cleaved mica has good optical clarity; 
higher quality of mica is linked to higher transparency. To 
maintain continuity of transparency when permanently secur-
ing (see Subheading  3.2 , step 4) mica to the glass slide we use 
the mounting medium Permaslip (used in medical histology 
labs) that has an index refraction of 1.5. The mica we use is 
rated V-2 which indicates it to be clear and slightly stained with 
miniscule (very slight) air inclusions, nearly  fl at, and hard as 
classi fi ed in the table located at website   http://www.2spi.com/
catalog/submat/chart.html    . Even though V-2 is not considered 

  4.  Notes

http://www.2spi.com/catalog/submat/chart.html
http://www.2spi.com/catalog/submat/chart.html
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to be of the highest quality, it is reasonably suf fi cient for lipid 
vesicle depositions and corresponding studies. Muscovite’s 
innate abilities to change surface charge as a result of a change 
in solution pH, provides an adequate platform surface to 
accommodate a variety of specimens to study.  

    4.    The “translucent” Scotch 3M Magic™ tape works the best for 
fresh cleaving of the mica; transparent scotch tape is too sticky 
and it is dif fi cult to control its obviously aggressive cleaving, 
resulting in massive surface fracturing and many unwanted 
random chips.  

    5.    The Asylum Research website   http://www.rasy.com/ftp/
outgoing/manualette-v10.5.zip     provides a manual speci fi c for 
the MFP-3D-BIO, providing other operational pictures and 
supplemental information with greater detail.  

    6.    The AVI-350/LP modular active vibration isolation system 
consists of a 216 lb 24 × 24 × 3 in. granite top plate (Standridge 
Granite Corporation, Santa Fe Springs, CA) situated on two 
isolation modules integrated with one electronics controller. 
The granite top plate is located just under the inverted micro-
scope (Fig.  2k ). The granite plate is thermally stable, showing 
no changes with  fl uctuations in temperature. Also, granite with 
a high resistance to chemical erosion is impervious to chemi-
cals. Using no moving parts the slab will not outgas or present 
particulates, providing a cleaner environment for AFM work in 
an atmospherically controlled enclosure such as the BCH-45 
acoustic hood enclosure. Granite is rated as having no degra-
dation in performance after 10 plus years of use. For more 
information regarding the granite product go to website 
  http://www.standridgegranite.com/    .  

    7.    A few speci fi cs regarding the head are as follows:  First , the 
MFP-3D-BIO AFM Head utilizes a laser or superluminescent 
diode (SLD) that emits at approximately 860 nm, and when 
coupled with a narrowband  fi lter at the SLD source is condu-
cive with AFMs incorporating optical capabilities of phase and 
 fl uorescence data overlays in registration with the same AFM 
topographical locations. SLDs signi fi cantly reduce data noise 
and the quantity of light emitted at detectable wavelengths. 
Earlier AFMs used red laser diodes for optical lever tracking 
and would appear in images acquired on an optical microscope, 
concurrently preventing the recognition of  fl uorophores that 
were excited or emitted within the wavelength range of the 
diode  (  15  ) .  Secondly , the head is accessorized with a “tail” with 
a “focus ring” and  x , y -CCD camera translation for the top view 
optics. The two thumbscrews at the end of the “tail” are 
adjusted as necessary to keep the cantilever centered in the on 
screen S-video image. The “focus ring” is turned to bring the 
cantilever into focus.  Lastly , one can purchase the MFP-3D 

http://www.rasy.com/ftp/outgoing/manualette-v10.5.zip
http://www.rasy.com/ftp/outgoing/manualette-v10.5.zip
http://www.standridgegranite.com/
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Head with the optional extender legs to enable increased 
z-height response to higher aspect specimens at a range greater 
than 40  μ m.  

    8.    The foremost difference between the MFP-3D-BIO AFM and 
the Bruker ( formerly  Veeco) BioScope AFM is the segregation 
of the  x , y  actuator and the  z  actuator—a design that separates 
them from the typical tube scanner arrangement of the 
BioScope. The close proximity of the  x , y  actuator on top of the 
 z  actuator in the tube scanner allowed increased electrical 
cross-talk, resulting in hysteresis and creep. The tube’s sweep-
ing motion for  x , y  rasterizing at larger scan dimensions resulted 
in bowed images and more dif fi culty in obtaining section 
(height) measurements. Comparatively, the MFP-3D-BIO 
AFM incorporates the  x , y  scanning stage separate from the  z  
scanner, which eliminates the coupling between the  x , y  plane 
and  z  motion. With the elimination of hysteresis and creep,  x , y  
offsets and zooming are very precise in repositioning to scanned 
regions of interest. In addition, the bow effects are greatly 
reduced, providing easier quanti fi cation of topographical mea-
surements. The MFP-3D-BIO is a closed-loop system requir-
ing little to no calibration, compared to the older, open-loop 
AFM instruments, and utilizes LVDTs (Linear Variable 
Differential Transformers) to more accurately track the Z 
movements (Z-sensor) and  x , y  offsets.  

    9.    The objective turret should always be retracted to its lowest 
vertical travel limit and the above base plate opening should be 
“on-center” before switching between objectives. A maximum 
of three objectives can be con fi gured to the system at one time, 
and are installed leaving a space between them and capping the 
unused turret objective ports (×3). A 1.0 or 2.0 mm spacer 
beneath the low magni fi cation objectives allows focusing high 
above a sample. In addition, the base plate is adjusted with 
spacers to allow clearance of high magni fi cation objectives with 
short working distances.  

    10.    There are three digital cameras integrated on our MFP-3D-
BIO AFM system (“Top view,” “Composite” and 
“Hamamatsu”) providing for a very  fl exible system to align or 
integrate optical microscopy (phase and/or  fl uorescent) with 
AFM topographical overlays. The primary use of the “Top 
view” camera is to image the probe for location and laser align-
ment. The “Top view” camera and  fi ber optic light source are 
exchanged for the “Phase” attachment (Phase Contrast 
Illumination module) when a phase contrast image from an 
area of interest having low contrast (i.e., cells in  fl uid) is to be 
captured; this image is acquired with either the composite 
(lower resolution) or the preferred Hamamatsu video camera 
(high resolution). The Hamamatsu camera is cooled by an 
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internal fan that can be toggled “on”/“off” outside the 
acoustical chamber with a software button; toggling the fan off 
eliminates obvious noise lines apparent during image capture. 
The Hamamatsu camera, together with either a ×40 or ×60 
objective lens allows for the visual assessment of the cantilever 
and its probe apex.  

    11.    The MFP-3D software running in Igor that controls the AFM 
is periodically being updated and improved to accommodate 
new components and operational features. The upgrade of an 
Igor Pro version needs to be compatible with the latest 
MFP-3D software (and not beyond it) that controls the AFM 
and integrated equipment options and accessories. Igor Pro is 
a technical computing software by Wavemetrics (  http://www.
Wavemetrics.com    ) and is regularly upgraded. Although 
MFP-3D software will operate on a range of Igor versions, it is 
possible that upgrading the Igor software could eventually 
cause the MFP-3D software to be impeded or halt operation. 
It is best to check with Asylum Research technical support 
when planning a software upgrade.  

    12.    A 5 mmol/L phospholipid vesicle stock supply is prepared as 
previously described  (  5,   16  ) . To validate their ability to form 
planar phospholipid bilayers, the extruded vesicles are added to 
an ellipsometer cuvette containing a “stirring bilayer buffer,” 
and the adsorption of the vesicles to the silicon slide is mea-
sured. The mass of the PS/PC bilayer should be no less than 
0.35  μ g/cm 2  for AFM studies.  

    13.    At post-thawing, ultrasonic sound waves through a bath and 
vial of water solutions surrounding a stock microtube of lipid 
vesicles appear suf fi cient for separating aggregated vesicles for 
sample preparations. To accomplish the sonication step we uti-
lize a Branson B-22-4 Ultrasonic Bath Cleaner with 11 × 6 × 6 in. 
stainless steel chamber and drop-in perforated tray and small 
glass scintillation vial(s) (Fig.  1 ;  (  17,   18  ) ).  

    14.    Through trial and error, serial dilutions and various incubation 
times we established that a total volume of 150  μ L for the 
preparation meniscus provided suf fi cient buffered solution to 
be incubated in a humidity chamber (successful incubations for 
several hours at room temperature and/or several days in a 
refrigerator without diminutive buffer volumes to properly 
cover the formed lipid membranes on the 0.5 in. mica sub-
strates). The 150  μ L was deemed optimal for subsequent addi-
tion of a component (maximum 15  μ L) for overnight or longer 
incubation(s) with an intact meniscus remaining with no run-
off over the edge of the mica disk; a volume greater than 
160  μ L greatly increases the chance of run-off occurring dur-
ing incubations and transport.  

http://www.Wavemetrics.com
http://www.Wavemetrics.com
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    15.    The moisture chamber design is comprised of a reusable Pyrex 
glass petri culture dish set; the set-up is reverse of their normal 
use for culturing—the 150 × 20 mm set is  fl ipped with the 
bottom dish used as the cover and the top used as the base dish 
with a moistened Whatman 150 mm  fi lter circle and a 
100 × 10 mm dish (bottom side up) on top of the  fi lter (Fig.  6 ). 
The reason for using an outsized chamber to accommodate 
one substrate (resting on a smaller petri dish) preparation is to 
allow lengthy incubations while limiting evaporation of the 
solutions  (  19,   20  ) .  

    16.    We use a physiological concentration of free ionized calcium 
(1.25 mM CaCl2) for the forming of the homogenous lipid 
membrane and throughout the dynamic imaging experiment, 
unless indicated otherwise. For example, at times the CaCl 2  
concentration is increased to 2.0–3.0 mM to enhance the bind-
ing and formation of AnxA5 crystals (see Subheading  3.5 , 
steps 19f–j;  (  9,   21,   22  ) ).  

    17.    A  fi nal component concentration is calculated based on the 
volume ( μ L) of meniscus vs. the addition of a known volume 
( μ L) of a constituent (protein(s) and/or drug(s) of interest) of 
a known stock concentration. For example, the concentration 
for 5  μ L of  β  2 GPI (stock equals 0.33 mg/mL) that is incubated 
for a few hours at room temperature followed by overnight 
incubation at 4°C is calculated based on a meniscus volume of 
150  μ L.  First , it is known that 5  μ L is added to 150  μ L menis-
cus resulting in a total meniscus volume of 155  μ L.  Second , 
5  μ L is divided by 155  μ L to calculate a dilution factor of 0.032. 
 Third , one multiplies 0.032 × 0.33 mg/mL to derive the actual 
concentration of 0.010645 or 0.0107 mg/mL in the meniscus 
(155  μ L of buffer plus component) (Fig.  10 ).  

    18.    Speci fi c equipment should remain “On” at all times, unless 
indicated otherwise: the CPU, monitors, the ARC2 SPM 
(AFM) controller (indicated by green “On” light), the 
“Hamamatsu” camera controller (indicated by yellow “idle” 
light), the “Herzan” table stabilizer (located on the  fl oor 
underneath TMC chamber), external terabyte hard drive, and 
the printer remain on to reduce the required warm-up time to 
stabilize the electronics. The foremost reason for leaving the 
electronics components on is to provide minimal equilibration 
time during experimentation startup. The AFM system has 
numerous cables connecting to various electronic equipment. 
The current is at a constant level and the equipment is ther-
mally equilibrated; the only component to focus on stabilizing 
is the cantilever at the outset of an experimental imaging ses-
sion. Speci fi cally, keep the controller on at all times to keep the 
AFM electronics warm; a cold system requires several hours to 
warm up. Thermal drift becomes an annoyance during the 
span of warm up time.  
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    19.    The specimen, meniscus medium, and desired surface information 
will in fl uence the choice of cantilever to use; the best way to 
become familiar with appropriate probes is to check the litera-
ture for what other investigators have utilized for similar AFM 
imaging experiments, together with information from vendors 
of AFM probes and accessories. Since the 1990s, the recom-
mended cantilever for imaging bio-molecules in  fl uids is the 
short, narrow-legged silicon nitride (Si 3 N 4 ) cantilever with a 
nominal spring constant of 0.32 N/m. Attached to the canti-
lever is a pyramidal probe of silicon or oxide-sharpened silicon. 
The apex varies in radii with the norm being 5–10 nm. 
Advancements in processing and manufacturing have resulted 
in higher quality probes compared to earlier versions  (  23  ) . 
Interestingly, the 100  μ m Si 3 N 4  cantilever is still used exten-
sively today; some are coated with gold, chromium/gold (Cr-
Au), aluminum (Al), etc. to improve re fl ectivity and/or the 
level of reactivity with the sample surface. Others can be 
modi fi ed to accommodate speci fi c cantilever holders, such as 
the  i -Drive holder. When not in use, both probes and cantile-
ver holders should be stored in an air-tight desiccator to ensure 
cleanliness. Always be aware of what coating is on the cantile-
ver and how it might react to experimental imaging  fl uids. For 
example, Al coating is stable in water and ethanol, but becomes 
corrosive in an alkali solution such as in phosphate-buffered 
saline (PBS) at basic pH. It is recommended you use uncoated 
or Cr-Au coated cantilevers.  

    20.    Although we have imaged successfully with the standard canti-
lever holder and a 100  μ m Si 3 N 4  probe (as well as various other 
types), we now routinely use the  i -Drive holder with AR’s pro-
prietary modi fi ed 100  μ m Si 3 N 4  probe (AR-iDrive-N01), 
where a small current  fl ows through the cantilever legs in the 
vicinity of a magnetic  fi eld triggering a vibrational response 
and oscillates the cantilever for AC Mode imaging. This elimi-
nates the mechanical coupling seen with a piezo shaker and a 
magnitude of associated resonance peaks in the power spec-
trum from the  fl uid and holder. Basically, the  i -Drive allows 
more rapid tuning of the cantilever in solutions, providing an 
auto tune close to the thermal tune. The AR-iDrive-N01 probe 
has a spring constant of 0.09 N/m, resulting from a smaller leg 
thickness. Although the  i -Drive holder uses the proprietary 
cantilever, it can also be used as a standard holder as well, and 
is easily switchable via the software. Handle the holder care-
fully, realizing the straight head screw is not metal and is more 
susceptible to damage, being soft and easily deformable.  

    21.    Remove the unused longer cantilever ( no laser spot focused on 
it ) to insure smooth uninterrupted imaging; a longer cantilever 
that extends at a relatively great length in comparison to the 
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approximately 100  μ m in length cantilever could bump into 
topographical protrusions causing periodic disturbances and 
resulting in suboptimal data acquisition. To remove the longer 
cantilever, use the tip from a pair of forceps to  fl ex the cantilever 
upward and back until it breaks off. Be sure to remove the 
broken tip and any chip remnants of the break-off from the 
crystal window surface and/or blue platform.  

    22.    More than one MFP-3D/Igor Pro software version can be 
installed on the AFM system. It can be a daunting task to learn 
enough code to utilize the Igor’s  fl exible user programmable 
interfaces that can accommodate numerous con fi gurations. 
It is useful to contact Asylum Research technical support and 
utilize “Go Assist” to obtain their direct programming assis-
tance for a multiple software version con fi guration.  

    23.    The chime is integrated with the “Abort/Ready” button in 
the bottom tray of the screen display, and sounds at this point 
of software initialization to alert that the Igor Pro software 
( loaded  fi rst ) is ready to accept a software request, i.e., “Load 
AFM Software” command.  

    24.    There are several reasons to use an extra blank substrate sup-
port: (1) (dry) to more accurately adjust the cantilever’s probe 
tip towards the surface within the desired starting distance of 
1.0 mm before engaging; (2) (wet) to check the tune quality of 
a cantilever in the solution that will be used during experimen-
tal imaging; (3) (wet) to check the quality of the physiological 
buffer for contaminants; and (4) to image brie fl y on the blank’s 
surface to reveal possible adhesions attributable to a contami-
nant on the probe. Additionally, commercial calibration gradi-
ents of known pitch, depth, and roughness are used to check 
the  x , y  actuator and  z  actuator sensitivities and accuracy.  

    25.    While aligning and placing the MFP-3D-BIO AFM head legs 
into their respective wells, visually observe how close the probe 
is positioned above the sample; one should be conservative 
with respect to the original alignment—when in doubt, extend 
the front leg and/or back legs via thumb wheels to raise the 
head to a higher position. A dry run without buffer may be 
performed to align a closer proximity of the cantilever (see 
Note 24).  

    26.    The thumb wheels are accompanied by graphic displays on the 
top of the AFM Head, indicating  x  and  y  directions and +/− 
positions (Fig.  3 ).  

    27.    A  fl uid sample on a substrate needs to be mounted with a 
hydrophobic barrier around the sample (see Note 14) to retain 
the meniscus of  fl uid, preventing a leakage onto the glass slide 
and thus protecting the actuator’s electronic connections 
underneath from possible liquid damage. The imaging probe 
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“tip” needs to be presoaked and fully immersed in a small 
meniscus of the same solution that will be used for imaging the 
wet sample; this will minimize the opportunity for bubbles to 
form (Fig.  8d–f ). As indicated during the described protocol 
(see Subheading  3.5 ,  steps 14e, f ), careful attention must be 
paid when lowering the head to fully submerge the cantilever 
with the attached probe tip into the sample  fl uid. A rapid and 
steady approach should be maintained to avoid a potential det-
rimental wicking of the  fl uid where the lipid surface is exposed 
to air (oxygen).  

    28.    To scan slower than the 0.1 Hz per line lower limit, you can 
Type an Igor Hot key “Ctrl-J” to get the command line. Then 
type the basic code PVL(“ScanRate,”0.01). Speed of a scan 
(microns per second) is determined by the scan rate, size of 
scan, and how many scan points and scan lines within the indi-
cated scan size.  

    29.    For our most recent experiments, we have regularly used the 
 i -Drive for imaging. “AC Mode” is automatically chosen when 
using  i -Drive holder (Fig.  7b , c; see Note 20). The  i -Drive 
provides expediently clean thermal and auto tunes which allow 
the potential implementation of Q-control, dual AC mode, 
and Phase imaging  (  24  ) . With either holder a larger sample 
size number presents less noise and more de fi nition in the 
power spectrum. Also, you can reset default resolution value of 
5, but in doing so you alter the speed of the thermal tune—a 
lower number such as 3 is very good but slow and 7 is suf fi cient 
and fast, but generates a much noisier power spectrum. 
Remember to always set the de fl ection at “zero” volts when 
thermal tuning;  if it is not , the software will warn you. When 
doing an auto tune with the standard cantilever, the natural tip 
frequency is determined based on parameter inputs by you for 
the “Auto Tune low” (kHz) number and “Auto Tune High” 
(kHz) number (probe manufacturers provide nominal range), 
“Target Amplitude” (volts) number and “Target Percent” (%) 
number; it is more daunting and time-consuming to obtain 
tunes in  fl uid with the standard cantilever holder.  

    30.    The 150 V (red bar region) indicates the piezo is fully extended, 
and at −10 V (blue bar region) the piezo is fully retracted. 
During the acquisition of an image, the feedback loop initiates 
a shift of the    Z-voltage. If the initial z-voltage is too close to 
either end (150 or −10 V) of the range, it is possible that the 
feedback loop will not function properly, adversely affecting 
the image quality. If the “Z-Voltage” does not reach 150 V 
upon clicking “Engage,” try adjusting the de fl ection value to 
zero (aligns laser to center of photodiode) and/or increase the 
drive amplitude. If these two options fail to present any feed-
back response, while imaging in AC mode, (1) recheck the 
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laser alignment, (2) redo thermal and auto tune, and (3) lower 
the probe closer to the surface, followed by repeating the auto 
tune function. Reengage, lower the head via the thumb-wheel 
approach, and continue until a “Z-Voltage” of approximately 
70 V (ideal for AC and contact mode operation) is displayed; 
continue to set the Z-Voltage to −54 V (into the blue region) 
to compensate for soft  fl exible (thin-legged) cantilevers that 
lag and  fl ex in  fl uids. This will accomplish a “soft approach” or 
slight retraction upon initial surface contact when the “Do 
Scan” command is activated (see Subheading  3.5 , step 19).  

    31.    The “Hamster” control adjusts and  fi ne-tunes the “Setpoint” 
without using the keyboard to immediately reach the accept-
able range of 50–90 V. Generally, it is best to engage at 70 V 
(see Note 30), which is in the mid-range, and typically the 
point where sensor noise is at its lowest level.  

    32.    With the MFP-3D-BIO the user has access to four image data 
channels (signals) to display and record height (“Z-piezo” 
voltage signal and “Z-sensor”), amplitude (error signal), and 
phase signals. Additionally, each channel may be acquired in 
either one or both scanning directions. Essentially, the height 
(“Z-piezo” voltage, only) and amplitude channels are analo-
gous to those of the  fi rst generation Veeco BioScope. The 
height signals with meaningful Z-scale data are the most 
important and provide a mechanism for accurate topographical 
measurements (i.e., surface roughness, structure peaks and 
undulations, horizontal distances, etc.). With the MFP-3D-
BIO it is recommended to collect the    Z-sensor signal data, 
which are more precise. The more accurate “Z-sensor” (LVDT 
without non-linearities) essentially measures what is actually 
happening with respect to the non-linear “Z-piezo” response 
to a change in topography. The amplitude (error-correction) 
signal is excellent for visualizing the shape of a sample, and in 
identifying features for subsequent measurement in the height 
image mode. The phase signal provides information regarding 
the heterogeneity of a sample  (  25  ) . Remember it is not neces-
sary to acquire both forward and reverse directions, but imper-
ative to collect all images in the same direction; trace and 
retrace images are not perfectly aligned with each other. While 
imaging, further assessment of surface structures can be accom-
plished with MFP-3D real-time 3D viewing. This image dis-
play is initiated by choosing AFM Analysis > 3D Surface Plot 
from the top of the menu bar, and selecting “Master ArGL 
Panel” display. Next, choose “New” tab > Surface > Real 
time > “Do it” command; other panel tabs offer a variety of 
control options to  fi ne-tune the 3D display; any of the image 
data types can be displayed in real time 3D mode.  

    33.    The “Setpoint” setvar controls the force applied by the probe 
to the sample. As with the BioScope AFM, the MFP-3D-BIO 
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AFM in AC mode requires a reduction in the “Setpoint” to 
increase the force applied, and conversely to increase that num-
ber to reduce applied force. The “Integral Gain” is used to 
establish good surface tracking; increase the “Integral Gain” 
until ringing appears in the image traces, then decrease the 
value until the ringing just disappears. The “Drive Amplitude” 
is adjusted to increase or decrease the amount of voltage 
applied to the shake piezo; for harder material specimens you 
can increase the number (i.e., 2 V), and for softer biological 
surfaces you can go with smaller values (typically,    0.7–0.9 V). 
Changing any setvar warrants adjustment of others. The 
“Proportional Gain” is a feedback gain often used with Z-range 
changes in a sample that have very large sharp topography fea-
tures where the feedback loop needs to react very rapidly to 
the surface topography; this feature is typically not useful for 
most macromolecular imaging applications on the MFP-3D-
BIO since the response is out of the range of the AFM elec-
tronics. In other words, the frequency range of the scanner is 
below the range where the proportional gain would be a fac-
tor. Therefore, the proportional gain is of little concern and 
thus set to zero.  

    34.    If data acquisition needs to be stopped during a scan (for 
instance, if the image appears substandard), click “Stop” or 
“Withdraw”; this automatically withdraws the tip and suspends 
the electronics feedback loop. However, the tip is physically 
still located at the surface.  CAUTION : retract ( remove ) the tip 
from the surface manually to avoid damaging the probe tip 
before proceeding with corrective action(s). Clicking on “Last 
Scan”  fi nishes and saves the current scan; note a prompt will 
appear to indicate after “Last Scan” directive to either auto-
matically “withdraw” at this point or continue scanning with-
out saving until further instruction. Terminated scans are not 
saved automatically—to save, click “Save Image.”  

    35.    Typically, a captured image presents a different look than the 
real-time image due to artifacts caused by Z drifting, bowing, 
skipping, or vertical offsets between scan lines. A wide variety 
of off-line functions for image correction are typically employed 
prior to analysis. Most frequently used is  fl attening, plane- fi t, 
contrast enhancement, and zoom in preparation for measure-
ments. To investigate topographical height changes, consider 
the surface roughness or sectional analysis utility. In this chap-
ter, images acquired with the MFP-3D-BIO were subjected to 
 fl attening and AR’s proprietary masking technique. Flattening 
alone  can  produce artifacts; however, the masking function 
produces images without  fl attening artifacts. The basic steps 
are as follows: (1) Place un fl atten “Height Trace” image on the 
screen; (2) click “M” button (upper right of panel); (3) select 
“Flatten” Tab on pop-up “Modify” panel; (4) click on zero, 
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 fi rst or second order  fl atten (order depends on artifact(s)); (5) 
click on “Flatten”; (6) select “Mask” Tab—click on both the 
“inverse” and “Fill Mask” boxes; (7) select “Iterative” (calcu-
lation method); (8) click on “Calc Mask” button—features 
will have a red mask; and (9) return to the “Flatten” panel—
re- fl atten the image. Once the images are corrected, we apply 
the section analysis function to measure the initial and subse-
quent heights of the structures formed on the lipid planar 
membrane (Fig.  10 ). During the scanning procedure, cursory 
measurements may be made via the on-line analysis; the “Use 
Argyle” box needs to be “checked.” Also, post-imaging 
enhancements for display purposes are accomplished using 
Argyle software (Fig.  11 ).   

    36.    Proper maintenance of the cantilever holder is crucial for clean 
image and force spectroscopy acquisitions, as well as for the 
long-term ef fi cient operation of the instrument. At the conclu-
sion of each experiment, remove the cantilever (seriously con-
sider discarding since they are dif fi cult to clean) in order to 
clean the holder. There are several ways in which to clean the 
cantilever holder, but we will describe that which we use: First, 
preferably while wearing gloves, gently rub the holder with 
soapy water; be sure not to scratch either the glass window on 
the “bottom” side of holder or the quartz window on the 
“top” side of the holder. Rinse thoroughly with deionized 
water. Next, rinse with 70% ethanol in  fi ltered distilled water, 
to be followed by a  fi nal rinse with deionized water. To dry the 
holder, we use a moisture-free air supply. The top of the holder 
(the Kel-F polymer body part) can be immersed in ethanol and 
sonicated for approximately 2 min for a more thorough cleaning. 
Finally, expose the holder to a gentle plasma treatment for 30 s 
at 50 W and 0.15 Torr.          

  Fig. 11.       Argyle 3D software rendering of dynamic control experiment with  β  2 GPI and HCQ 
complex and coalescing AnxA5 on PSPC lipid membrane. No antibody has been added.       
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    Chapter 14   

 Mica Functionalization for Imaging of DNA and Protein-DNA 
Complexes with Atomic Force Microscopy       

     Luda   S.   Shlyakhtenko   ,    Alexander   A.   Gall   , and    Yuri   L.   Lyubchenko        

  Abstract 

 Surface preparation is a key step for reliable and reproducible imaging of DNA and protein-DNA complexes 
with atomic force microscopy (AFM). This article describes the approaches for chemical functionalization 
of the mica surface. One approach utilizes 3-aminopropyl-trietoxy silane (APTES), enabling one to obtain 
a smooth surface termed AP-mica. This surface binds nucleic acids and nucleoprotein complexes in a wide 
range of ionic strengths, in the absence of divalent cations and in a broad range of pH. Another method 
utilizes aminopropyl silatrane (APS) to yield an APS-mica surface. The advantage of APS-mica compared 
with AP-mica is the ability to obtain reliable and reproducible time-lapse images in aqueous solutions. The 
chapter describes the methodologies for the preparation of AP-mica and APS-mica surfaces and the prepa-
ration of samples for AFM imaging. The protocol for synthesis and puri fi cation of APS is also provided. 
The applications are illustrated with a number of examples.  

  Key words:   Atomic force microscopy ,  AFM ,  Mica functionalization ,  Surface chemistry ,  Silanes , 
 Silatranes ,  DNA structure and dynamics ,  Protein-DNA complexes    

 

 The  fi rst results revealing reliable AFM imaging of long DNA 
molecules were reported in the early 1990s when a number of 
sample preparation methods were developed. The laboratory of 
   Bustamante et al.  (  1  )  implemented the method of cationic treat-
ment of mica  (  2  ) . In this approach, the mica surface is treated with 
Mg 2+  to increase the af fi nity of the negatively charged mica surface 
to DNA. Other metal cations such as Co 2+ , La 3+ , and Zr 4+  can be 
used for mica pretreatment to obtain images of DNA  (  3  ) . Later 
experiments showed that pretreatment of mica with cations was 
not necessary  (  4–  7  ) , as DNA adheres if Mg 2+  cations are present in 
the buffer. In the laboratory of Z. Shao, an approach utilizing a 
modi fi cation of the well-known electron microscopic procedure 

  1.  Introduction
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for imaging DNA was developed  (  8,   9  ) . This method involves 
spreading DNA onto a carbon-coated mica substrate following 
cytochrome  c  denaturation at the air–water interface. The same 
group showed that DNA can be absorbed onto a supported cat-
ionic bilayer surface and imaged with AFM in aqueous buffers 
 (  10  ) . The authors used densely and uniformly packed DNA 
 fi laments, enabling them to resolve a periodic lateral modulation of 
3.4 ± 0.4 nm that was in concordance with the known pitch of the 
double helix. Gold substrates can also be activated by self-assembled 
monolayers of thiols for reliable imaging of DNA  (  11  )  and non-
treated cover glass appeared to be a good substrate for binding 
chromatin, although the rinsing step (to remove unbound material 
and salt components) needed to be done gently and the dried sam-
ple had to be imaged immediately  (  12  ) . Among these methods, 
the cation-assisted technique has become the most widely used due 
to the simplicity of sample preparation. However, the requirement 
for multivalent cations is mandatory, and therefore limits the range 
of experimental conditions to buffers with a de fi ned concentration 
of cations. 

 We  (  13–  18  )  worked out a procedure for chemical func-
tionalization of mica. A weak cationic surface is obtained if 
3-aminopropyltriethoxy silane (APTES) is used to functionalize 
the mica surface with amino groups (AP-mica). The schematic for 
the chemical reaction of APTES with mica is shown in Fig.  1 . As a 
result, functionalized surfaces remain positively charged at pH below 

  Fig. 1.    Scheme for the reaction of APTES with mica. APTES reacts with hydroxyl groups on the mica surface formed 
spontaneously after the mica is cleaved.       
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p K  a  values (p K  a  = 10.4) and are capable of binding to negatively 
charged DNA in the pH range of stable DNA duplexes.  

 An analogous surface chemistry utilizes a more hydrolytically 
stable silatrane reagent 1-(3-aminopropyl) silatrane (APS) instead 
of silanes. Slow hydrolysis of the silatrane moiety allows one to 
avoid clumping and enable a smooth modi fi cation of the surface 
with amino groups achieving the results similar to vapor treatment. 
The schemes for the synthesis of APS and its reaction with the mica 
surface are shown in Fig.  2 . The reaction with the surface (Fig.  2b ) 
is apparently proceeding through several steps (phase 1–3) with 
eventual loss of triethanolamine molecule and covalent attachment 
of 3-aminopropyl siloxane group to mica. Both methods are robust 
and work reproducibly in various topographic studies involving 
DNA  (  19–  32  ) . The APS-mica methodology works reliably for 
force spectroscopy AFM applications  (  33–  37  ) . Sections below pro-
vide all speci fi cs related to the preparation of both surfaces for 
AFM imaging.   

  Fig. 2.    APS-mica preparation. ( a ) Scheme for synthesis of 1-(3-aminopropyl)silatrane (APS, III) using APTES (I) and trietha-
nolamine (II). APS: Molecular weight 232.36; molecular formula C 9 H 20 N 2 O 3 Si. ( b ) Scheme for reaction of APS (III) with mica 
surface. Similarly to APTES, APS reacts with hydroxyl groups on mica surface formed spontaneously after the cleavage. 
Three different stages of the reaction with the formation of adducts IV and V are shown. Note the last stage, exposure of 
APS-functionalized mica to water; it leads to dissociation of triethanolamine yielding product VI.       
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      1.    A vacuum cabinet or desiccator for storing samples. A Gravity 
Convention Utility Oven (VWR) is recommended.  

    2.    Plastic tubes, 15 mL.  
    3.    Eppendorf tubes, 1.5 mL.  
    4.    Plastic cuvettes.  
    5.    Scissors.  
    6.    Razor blade.  
    7.    2-L glass desiccators and vacuum line (50 mmHg is 

suf fi cient).  
    8.    Pipettes with plastic tips for rinsing the samples.  
    9.    Tweezers.  
    10.    Gas tank with clean argon gas. Nitrogen gas can be used as 

well.  
    11.    Vacuum distillation apparatus for distilling APTES.  
    12.    Mica substrate. Any type of commercially available mica sheets 

(green or ruby mica) can be used. Asheville-Schoonmaker 
Mica Co (Newport News, VA) supplies thick and large (more 
than 5 × 7 cm) sheets (Grade 1) suitable for making the sub-
strates of different thickness and sizes.  

    13.    Deionized water  fi ltered through 0.2- μ m  fi lter for mica func-
tionalization and AFM sample preparation.      

      1.    TE buffer solution: (20 mM Tris–HCl, pH 7.6, 1 mM EDTA) 
with 200 mM NaCl.     

      1.    3-Aminopropyltriethoxy silane for re-distillation to ensure a 
reliable and reproducible AP-mica preparation.  

    2.     N,N -diisopropylethylamine (DIPEA) for AP-mica preparation.      

      1.    3-Aminopropyltriethoxy silane (APTES, TCI, USA) for 
APS-mica preparation.  

    2.    Sodium hydroxide and triethanolamine for APS synthesis.  
    3.    Methanol and toluene solvents for APS synthesis.        

 

  The procedure described below is a modi fi ed version of our previ-
ously published method  (  38  ) . We tested and veri fi ed that sodium 
hydroxide can be used as a catalyst instead of the previously 

  2.  Materials

  2.1.  General 
Equipment and 
Supplies

  2.2.  Reagents and 
Solutions

  2.2.1.  AP-Mica Preparation

  2.2.2.  APS-Mica 
Preparation

  3.  Methods

  3.1.  Synthesis of APS
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recommended sodium metal. We also found that reproducibility 
and chance of crystallization after reaction completion substantially 
improve when precise stoichiometric amounts of triethanolamine 
and (3-aminopropyl) triethoxysilane are used. For this purpose, we 
recommend using a precision balance rather than graduated cylin-
ders for measuring the volumes of these liquid reagents. The reac-
tion is essentially quantitative and can be described by the scheme 
in Fig.  2a  ( see   Notes 1  and  2 ).

    1.    Prepare the solution of sodium hydroxide in methanol (2 mg/
mL) by adding sodium hydroxide granules to the calculated 
amount of methanol and stirring for a prolonged period of 
time until all sodium hydroxide is completely dissolved. 
Sonication or moderate heat can accelerate the process 
(Caution: sodium hydroxide solid and solutions can cause 
burns to the eyes and skin! Do not heat in a closed vial!).  

    2.    Add triethanolamine (14.92 g, 0.1 M) to a 250 mL round-
bottom  fl ask followed by 2 mL of sodium hydroxide solution 
in methanol (2 mg/mL). A precise equivalent amount of 
(3-aminopropyl) triethoxysilane (22.14 g, 0.1 M) is measured 
in a separate  fl ask and added to the reaction mixture. Complete 
transfer of the reagent is assured by washing the  fl ask with two 
portions of methanol (2 × 10 mL), and adding the methanol 
washes to the reaction mixture.  

    3.    Place the reaction  fl ask on a rotary evaporator (see Note 1); 
methanol is evaporated at 40°C under a moderate vacuum 
(100 Torr). This part of the process takes approximately 
10 min.  

    4.    Lower the vacuum gradually to 1 Torr; raise the temperature 
of the water bath to 60°C. Make sure that the  fl ask is rotated 
constantly and the vacuum is applied slowly to avoid bump-
ing. Ethanol that forms in the reaction is evaporated off. At 
the end of the reaction, the product solidi fi es to a crystalline 
mass (see Note 2). The crystallization starts spontaneously 
after approximately 30 min. The product forms quantitatively; 
the yield is 23.22 g of colorless solid material. The melting 
point is 86–90°C. We have shown that this product is suitable 
for the preparation of APS-mica. Traces of sodium hydroxide 
in the product do not affect the performance or pH of solu-
tions for AFM. Transfer of the crude solid product from the 
reaction  fl ask into a storage container may be dif fi cult due to 
its hardness.  

    5.    Save a small portion of the solid product (10–20 mg) for seed-
ing crystallization. The rest of the solid product dissolved in hot 
methanol (15 mL) and diluted with toluene (150 mL). The 
mixture is partially evaporated to approximately 1/2 of the 
volume. If the product does not crystallize during evaporation, 
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the solution is seeded with a small portion of the saved crude 
solid product, stirred and crystallized. Crystallization can be 
accelerated by sonication or stirring and spreading the seed 
crystals with a spatula.  

    6.    Cool the mixture by placing the  fl ask on ice. Crystals of the 
product form a slurry.  

    7.    The solid material is collected by  fi ltration using a medium 
porosity sintered-glass  fi lter and vacuum suction, washed with 
two 20-mL portions of ice-cold toluene, and dried under vac-
uum. Avoid prolonged suction of air through the solid prod-
uct after the  fi ltration and wash steps. The solid product can 
absorb moisture from the air and melt.  

    8.    The  fi nal product (11.3 g) is a colorless powder. APS prepared 
and puri fi ed by this method has a melting point (m.p.) of 
91–94°C (open capillary tube); literature m.p. 87.2−87.9°C 
(sealed capillary tube) (US Patent 3,118,921).  1 H NMR 
(DMSO-d 6 ), ppm: 0.08–0.14 (2H, m, SiCH 2 ); 1.1 (2H, br. s, 
NH 2 ); 1.28–1.37 (2H, m, CH 2 ); 2.37 (2H, tJ = 7.2 Hz, NCH 2 ); 
2.77 (6H, tJ = 5.9 Hz, NCH 2 ); 3.59 (6H, t J = 5.9 Hz, OCH 2 ).  

    9.    The APS reagent should be stored refrigerated over a desic-
cant. The reagent demonstrated good performance in AFM 
after 3 years of storage under such conditions.      

      1.    Prepare a 50 mM APS stock solution in deionized water and 
store it in refrigerator. The stock solution can be kept for more 
than a year at 4°C (see Note 3).  

    2.    Dissolve the APS from the stock in a 1:300 ratio in water (e.g., 
45  μ L of the stock to 15 mL deionized H 2 O) to make the 
working APS solution for mica modi fi cation; it can be stored at 
room temperature for several days.  

    3.    Cut both sides of the mica sheets to make strips of the needed 
size (typically 1.2 cm × 3 cm) and cleave the strips with a razor 
blade, or tape to make them as thin as 0.05–0.1 mm. Do not 
touch the cleaved mica surface (see Note 4).  

    4.    Place the mica strips in appropriate plastic tubes.  
    5.    Pour the working APS solution to cover the mica strip 

completely.  
    6.    Leave the tubes/cuvettes on the bench for 30 min.  
    7.    After 30 min discard the APS solution.  
    8.    Rinse both sides of the mica with deionized water.  
    9.    Completely dry both sides of the mica strips under argon  fl ow. 

Put the dry mica strip into the clean dry cuvette for storage 
(see Note 5). The strips are now ready for the sample preparation. 
Additional storage in a vacuum for 1–2 h is recommended 
when the environment is humid.      

  3.2.  Mica 
Functionalization 
with APS
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       1.    Assemble the distillation apparatus (see Fig.  3 ).   
    2.    Fill the distillation  fl ask by no more than 2/3 of the volume 

with APTES.  
    3.    Carefully insert the capillary tube into the distillation  fl ask to 

prevent bumping during the distillation process. Put a piece of 
 fl exible tubing onto the inlet portion of the capillary. Insert a 
piece of thin wire inside the tubing and squeeze the tubing and 
the wire part with a clamp (see Fig.  3 , left). This technique 
enables a  fi ne control of the gas  fl ow into the capillary tube and 
at the same time prevents complete closing of the inlet.  

    4.    Connect the inlet to the argon or nitrogen line.  
    5.    Slowly apply the vacuum and increase the temperature in the 

oil bath. Monitor the distillation process. Discard the  fi rst 10% 
of the distillate. Distillation will be complete when approxi-
mately 10% of the initial amount of APTES remains in the 
distillation  fl ask. Boiling temperature depends on the vacuum. 

  3.3.  Mica 
Functionalization 
with AP (Evaporation 
Method)

  3.3.1  Vacuum Distillation 
of APTES

  Fig. 3.    The scheme for the vacuum distillation apparatus of APTES. The distillation  fl ask is immersed into the heated oil 
bath. A regular faucet aspirator (Nalgene) creates a necessary vacuum for the distillation process.       
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Typically, the reagent distills at 103°C/20 mmHg. Refer to 
the boiling point calculators or Pressure–Temperature 
Nomograph when using other vacuums. The reference boiling 
point at atmospheric pressure is 217°C/760 mmHg.  

    6.    Dispense the reagent into 1–2 mL screw cap vials, avoiding 
prolonged exposure to atmospheric moisture. The reagent 
showed good performance in AFM applications over 6 months 
when stored in frozen at −20°C.      

      1.    Place two plastic caps (cut them from regular 1.5 mL plastic 
Eppendorf tubes) on the bottom of a 2 L desiccator.  

    2.    Place the desiccator under vacuum, and  fi ll it with argon.  
    3.    As described in step 3 from Subheading  3.2 , cut the mica 

sheets to the required size with scissors; you can use the sheets 
as large as 5 cm × 5 cm, cleaving the large thick sheets with a 
razor blade. A thickness of ~0.1 mm is recommended.  

    4.    Place 30  μ L of APTES into one plastic cap in the desiccator 
and 10  μ L of DIPEA into the other cap.  

    5.    Mount the sheets at the top of the desiccator. Clip each mica 
sheet at the edge with a metal binder paper clip, use a glass or 
plastic rod to hold the clips and mount the rod at the top of 
the desiccator. The design in Fig.  4  accommodates  fi ve mica 
sheets that can be modi fi ed simultaneously.   

    6.    Close the lid and allow the functionalization reaction to pro-
ceed for 2 h at room temperature.  

  3.3.2.  Preparation 
of AP-Mica

  Fig. 4.    Photo of the setup used for the preparation of AP-mica. The mica sheet (3), clipped 
with the paper clip, is mounted at the top on a plastic rod (4); the two plastic caps with 
APTES (1) and DIPEA (2) reagents are placed at the bottom of the desiccator.       
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    7.    Open the lid, remove the caps with reagents, and purge the 
desiccator with argon gas for 2 min.  

    8.    Leave the mica sheets for 1–2 days in the desiccator to cure. 
The AP-mica is then ready for the sample deposition ( see   Notes 
6  and  7 ).       

  The sections below describe the procedures for the preparation of 
samples of DNA or protein-DNA complexes for AFM imaging. The 
procedures for AP-mica and APS-mica are similar; therefore, the 
type of functionalized mica is not speci fi ed unless it is required. 

       1.    Prepare the solution of the sample (DNA, RNA, protein-DNA 
complex) in an appropriate buffer. The DNA concentration 
should be between 0.8 and 0.01  μ g/mL, depending on the 
size of the molecules. The concentration 0.2  μ g/mL is recom-
mended for PUC plasmid DNA and higher concentrations 
(0.8  μ g/mL) are recommended for smaller, 1 Kb DNA frag-
ments. Concentrations as low as 0.01  μ g/mL were used for 
imaging of lambda DNA (~50 Kb)  (  14  ) .  

    2.    Cut the AP- or APS-mica substrates to a desired size (1 × 1 cm 
squares for the MultiMode (MM) AFM instrument) and place 
5–10  μ L of the solution in the middle of the substrate for 
2 min.  

    3.    Rinse the sample thoroughly with deionized water (2–3 mL 
per sample) to remove all buffer components. A 10 mL plastic 
syringe is useful for rinsing. Attach an appropriate plastic tip 
instead of a metal needle.  

    4.    Dry the sample with clean argon gas. Additional drying of 
samples for an hour or two prior to imaging is recommended 
to ensure low tip adhesion. The samples can be stored in 
vacuum cabinets or desiccators  fi lled with argon. The samples, 
as prepared, can be imaged many times provided that after 
imaging they are stored as described. Their shelf life is more 
than a month.      

  This procedure is recommended if the deposition should be 
performed at strictly controlled temperature conditions (0°C or 
elevated temperatures).

    1.    Prepare the solution (DNA, RNA, nucleoprotein complexes) in 
an appropriate tube and pre-incubate for 10–20 min to allow the 
temperature to equilibrate. The recommended concentration of 
DNA is between 0.8 and 0.01  μ g/mL, depending on the DNA 
size (see Subheading 3.4.1.1 above) (see  Notes 9  and 10).  

    2.    Immerse a piece of functionalized mica into the tube for a 
de fi ned time (2–10 min) to allow the sample to adhere to the 
surface.  

  3.4.  Sample 
Preparations for AFM 
Imaging

  3.4.1  Sample Preparation 
for Imaging in Air

   Droplet Procedure

   The Immersion Procedure
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    3.    Remove the mica strip, rinse with water thoroughly, and dry 
under argon  fl ow as described above. The sample is then ready 
for imaging; however, it is recommended that the specimen be 
stored in a vacuum cabinet under argon for an hour to allow 
optimum sample drying.        

  Two AFM microscopes, the MultiMode AFM system (Bruker-
Nano/Veeco, Santa Barbara, CA) and the MFP3 (Asylum Research, 
Santa Barbara, CA) were our primary instruments employed. 
However, the procedures described below are general and can be 
adapted with minimal adjustments to any other AFM instrument 
(see  Note 11 ). 

  AFM tips: For imaging in air, any type of tip with a spring constant of 
approximately 40 N/m and a resonant frequency between 300 and 
340 kHz can be used. For example, Olympus silicon probes (Asylum 
Research, Santa Barbara, CA), with a spring constant of 40 N/m and 
a 300 kHz resonant frequency in air, work reliably in the Tapping/
Oscillating Mode imaging in air. Probes with similar characteristics 
are currently manufactured by a large number of other vendors.

    1.    Mount the sample prepared as per Subheading  3.4  on the AFM 
stage.  

    2.    Tune the AFM probe to  fi nd its resonance frequency.  
    3.    Adjust the drive amplitude; for the MultiMode AFM, 6–8 mV 

is typical.  
    4.    Set the image size to 100 × 100 nm and start approaching the 

surface.  
    5.    Gradually reduce the set point until the surface of the sample 

is clearly seen. Increase the scan size and acquire the images.     

 Typical AFM images of DNA obtained with the use of the AP-mica 
procedure are shown in Fig.  5 . These are images of supercoiled 
plasmid DNA (5.6 kB) deposited on AP-mica from the TE buffer 
solution (20 mM Tris–HCl, pH 7.6, 1 mM EDTA) with 200 mM 
NaCl. These images highlight a number of important features of 
the AP-mica procedure. First, the background is smooth, enabling 
unambiguous visualization of DNA  (  15,   17  ) . Second, the concen-
tration of DNA was adjusted in such a way that the molecules are 
spread over the surface with no overlap. Third, supercoiled DNA 
molecules have plectonemic morphologies with clearly separated 
supercoiled loops. Two of the three molecules in Fig.  5a  are 
branched, which is typical for molecules of this size. It was shown 
that the morphology of supercoiled DNA depends on ionic condi-
tions  (  17,   24  )  and these observations are fully consistent with the 
data obtained in solution. Mg 2+  cations further increase interwinding 
of plectonemic molecules  (  17,   24  ) , which is in agreement with 

  3.5.  AFM Imaging of 
the Samples

  3.5.1.  Imaging in Air
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experimental studies in solution (reviewed in ref.  (  26  ) ). Thus, the 
AP-mica procedure preserves the structure of supercoiled DNA. It 
is recommended to use this technique to image global DNA con-
formations and the structure and dynamics of negatively super-
coiled DNA, which is the natural state of DNA at physiological 
conditions and within cells. It is important to note that other sam-
ple preparation methods for AFM failed to obtain supercoiled 
DNA with such morphologies; therefore precaution should be 
taken when using these procedures  (  26  ) .  

 Figure  6  shows AFM images of DNA complexed with the single 
stranded DNA binding protein (SSB) obtained with the use of APS-
mica  (  39  ) . Similar to AP-mica, the APS-mica surface appears smooth, 
enabling unambiguous identi fi cation of the samples. The protein 
appears as a bright spherical particle at the end of the DNA mole-
cules. Such an arrangement is due to a special design of the DNA 
substrate in which a single stranded region (69 nucleotides) is located 
at one of the ends of the DNA duplex. The end-speci fi c location of 
the protein con fi rms its highly speci fi c binding to single stranded 
DNA. The SSB-DNA complex needs to be puri fi ed to obtain such 
high quality images and the procedure is described in  (  39  ) .   

  Fig. 5.       AFM images of supercoiled 5.6 Kb plasmid DNA deposited onto AP-mica. Images 
were acquired with the MultiMode AFM (Nanoscope III controller) operating in Tapping 
Mode.       
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  This mode of AFM imaging is attractive for two major reasons. 
First, imaging of the fully hydrated sample eliminates potential 
problems with the drying step. Second, imaging in liquid opens 
prospects for time-lapse visualization of sample dynamics and inter-
actions. Importantly, due to AFM resolution at the nanometer 
scale, dynamics are observed at the single molecule level (see recent 
reviews in ref.  (  40–  42  )  and references therein). Note in this regard, 
the advent and recent improvements of high-speed AFM, enabling 
the acquisition of the data at video rate  (  42–  45  ) . For imaging in 
liquid with a regular AFM, Si 3 N 4 , 100- μ m-long probes (SNL, 
Bruker-Nano/Veeco, Santa Barbara, CA) with a spring constant 
approximately 0.06 N/m and a resonance frequency around 
7–10 kHz are used. Tips with similar characteristics from other 
vendors are available. The protocols described below were devel-
oped with the use of MultiMode (MM) AFM (Bruker-Nano/
Veeco), but they can be adapted to any type of AFM.

    1.    Mount the tip on the tip holder.  
    2.    Place the stage with the attached AP-mica or APS-mica substrate 

on the instrument stage. Mica pieces 1 × 1 cm work well for 
MM AFM. Double sticky tape can be used for gluing the modi fi ed 
mica substrate to the metal discs. However, if glue is used, 
glue the mica and cleave it prior to the functionalization step. 

  3.5.2.  Imaging in Liquid

  Fig. 6.    AFM images of complexes of single stranded DNA binding protein (SSB) with DNA. 
The specially designed DNA substrate has a single stranded region (69 nucleotide) that 
binds the protein. The proteins appear as bright spherical features at one of the ends of 
the DNA substrate.       
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The glue vapors react with the mica surface resulting in 
complete deterioration.  

    3.    Use the video camera to  fi nd the tip and approach the surface 
manually, leaving a 500–1,000  μ m gap between the tip and the 
surface.  

    4.    Place a droplet of the prepared sample solution and readjust 
the spot position. The spot changes due to the difference in the 
refractive indexes of air and water; for MM AFM, 50  μ L of 
the solution is suf fi cient to  fi ll the gap. Note that due to the 
elevated hydrophobicity of AP-mica compared to bare mica, 
the spot does not spread; therefore, an additional  O -ring is not 
required to keep the solution in place.  

    5.    Find a resonance peak. Typically, it is quite a broad peak, 
around 7–10 kHz, for the MM AFM instrument. Follow the 
recommendations provided in the manual for determining the 
peak in  fl uid.  

    6.    Start the computer controlled approach. Operate with the set-
point voltage and drive amplitude parameters to improve the 
quality of images. Minimize the drive amplitude. The number 
varies from tip to tip, but amplitudes as low as 10 nm or less 
and a scanning rate of ~2 Hz provide better quality pictures.     

 Dried samples can be imaged in aqueous solutions as well. In 
this case, the procedure is similar, but instead of the sample solu-
tion, a buffer solution is placed on top of the substrate. 

 Figure  7  shows the dynamics of the cruciform structure within 
a supercoiled DNA, detected with the use of time-lapse AFM and 
the AP-mica procedure  (  46  ) . The arms of the cruciform are indi-
cated in the images with arrows and they are positioned at ~60 o  on 
the initial image (a). Over time, one arm changes its position, 
becoming almost invisible in image (b) and almost parallel to 

  Fig. 7.    Time-lapse AFM imaging of DNA cruciform dynamics captured in TE buffer with the use of AP-mica. The cruciform’s 
arms are indicated with arrows; the angle is ~60 o  in plate ( a ), one arm was in motion and is barely seen in plate ( b ), 
and both arms are almost parallel in plate ( c ). Images were acquired by the MultiMode AFM (Nanoscope IV) operating in 
Tapping Mode.       
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another arm in image (c). A large-scale segmental dynamics of 
supercoiled DNA was observed in  (  17  )  with the use of the same 
AP-mica approach. Note numerous small bright dots on the back-
ground of the images. These are not present on dried samples and 
appeared due to hydrolysis and aggregation of adsorbed APTES 
molecules  (  17  ) . This disadvantage of the AP-mica procedure is 
eliminated if APS-mica is used (e.g.,  (  19,   20,   24,   41,   42,   47,   48  )  
and references therein). Figure  8  illustrates the smooth feature of 
the substrate, enabling us to follow the dynamics of nucleosomes. 
Three frames show the images acquired at different times of the 
unwrapping process (see Note 12 for alternative procedures).      

 

     1.    Although the APS synthesis can be performed in a round-
bottom  fl ask under vacuum with manual stirring, the best 
results are obtained using a rotary evaporator.  

    2.    APS is typically crystallized as described above; however, both 
crystallized and non-crystallized reagents performed equally 
well in AFM experiments.  

    3.    It is recommended to aliquot the APS stock solution (1 mL). 
The aliquots can be stored in a refrigerator (4°C) for more 
than a year.  

    4.    Depending on the size of the mica strip, the plastic disposable 
3-mL cuvettes or plastic 15 mL tubes are suitable for mica 
functionalization process and storage.  

    5.    As prepared, the APS-mica sheets can be stored in dry (plastic 
tubes or cuvettes) in the argon atmosphere for at least a week.  

  4.  Notes

  Fig. 8.    Time-lapse AFM imaging of the nucleosome unwrapping, with the use of APS-mica. Frames 1, 2, and 3 correspond 
to different times of the unwrapping process. Schematically, the structure of the nucleosome at each stage is indicated 
with insets. Images were acquired by the MultiMode AFM (Nanoscope IV) operating in Tapping mode.       
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    6.    A dry argon atmosphere is crucial for obtaining AP-mica 
substrates suitable for AFM studies of DNA and protein-
DNA complexes. Allow the gas to  fl ow while the desiccator 
is opened. With such precautions, the AP-mica substrates 
can be stored in the desiccator and retain their activity for 2 
weeks. See Fig.  4  illustrating the setup used in the lab for 
the AP-mica preparation.  

    7.    Both procedures described in Subheadings  3.2  and  3.3  yield 
weakly charged cationic surfaces with a uniform distribution of 
the charge.  

    8.    AP-mica vs. APS-mica. There is no difference between the 
substrates when the samples are imaged in air. However, APS-
mica is the preferred substrate for imaging in aqueous 
solutions.  

    9.    DNA concentration: This parameter depends on the length of 
the molecules. If the molecules are as small as several hundred 
base pairs, the concentration of ~0.5–1  μ g/mL is recom-
mended to avoid intermolecular crossing. However, lower 
DNA concentrations are recommended for longer DNA mol-
ecules. For example, the concentration of lambda DNA 
(~48 kB), ~0.01  μ g/mL, allowed us to image individual long 
DNA molecules without overlap  (  14  ) .  

    10.    DNA preparation: A very small amount of DNA is required for 
preparing the samples by the droplet procedure. Typically, 
10 ng of DNA is suf fi cient for imaging plasmid DNA (~3 Kb 
long). Due to the fact that one band of DNA in agarose gels 
usually contains 100 ng of DNA, DNA extracted from the sev-
eral bands is suf fi cient for the preparation of several samples. 
The gel puri fi cation procedure described in  (  47,   49  )  produces 
pure samples.  

    11.    Imaging conditions: It is recommended to operate the instru-
ment at the lowest possible drive amplitude. This recommen-
dation is based on the following considerations. The oscillating 
tip transfers a large amount of energy to the sample. According 
to  (  17  ) , the total energy applied to the sample by the oscillat-
ing tip can be as high as 10 −16 –10 −17  J at 30 nm amplitude of 
oscillation. However, this value is almost three orders of mag-
nitude lower if the microscope is operated at amplitude as low 
as ~3 nm. Such imaging conditions allow one to minimize the 
dragging effect of the tip, prevent damaging the tip, and enable 
one to acquire images with high contrast and facilitate the 
study of such dynamic processes as segmental DNA mobility 
or protein–DNA interactions (reviewed in ref.  (  42  ) ).  

    12.    Alternative procedures for AFM sample preparation: This 
chapter describes protocols for substrate preparation, utilizing 
chemical functionalization of mica, and outlines the major 
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features of these methods. Other methods were developed, 
and among the techniques applied to AFM studies of DNA, 
the method based on using multivalent metal cation was pro-
posed  (  1,   3,   50  ) . This approach is attractive by the simplicity of 
the procedure, but the mandatory requirement for the pres-
ence of multivalent metal ions limits the use of the cation-
assisted method. Other problems with this method were 
identi fi ed and discussed in  (  26,   41  ) . On the contrary, the 
AP-mica and APS-mica procedures are much more  fl exible. 
They do not require additional ions for DNA immobilization 
and they work in a broad range of ionic strengths, pH, and 
temperatures. Alternative AFM sample preparation techniques 
do not have these features.          
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    Chapter 15   

 Measuring the Elastic Properties of Living Cells 
with Atomic Force Microscopy Indentation       

     Joanna   L.   MacKay    and    Sanjay   Kumar        

  Abstract 

 Atomic force microscopy (AFM) is a powerful and versatile tool for probing the mechanical properties of 
biological samples. This chapter describes the procedures for using AFM indentation to measure the elastic 
moduli of living cells. We include step-by-step instructions for cantilever calibration and data acquisition 
using a combined AFM/optical microscope system, as well as a detailed protocol for data analysis. Our 
protocol is written speci fi cally for the BioScope™ Catalyst™ AFM system (Bruker AXS Inc.); however, 
most of the general concepts can be readily translated to other commercial systems.  

  Key words:   Scanning probe microscope ,  Nanoindentation ,  Force spectroscopy ,  Mechanobiology , 
 Cell mechanics ,  Young’s modulus ,  Stiffness ,  Elasticity    

 

 The mechanical properties of cells in fl uence their ability to change 
shape, exert force  (  1  ) , migrate  (  2,   3  ) , and sense physical stimuli in 
their microenvironment  (  4–  6  ) , such as matrix stiffness and shear 
stress. Studies have also shown that changes in the mechanical 
properties of cells can serve as a biomarker for various diseases, 
including anemia  (  7  ) , muscular dystrophy  (  8  ) , pulmonary and car-
diac diseases  (  9  ) , and several types of cancer  (  8,   10–  13  ) . A number 
of tools have therefore been developed to measure the mechanical 
properties of living cells, including atomic force microscopy (AFM) 
indentation  (  14  ) , micropipette aspiration  (  15,   16  ) , particle track-
ing microrheology  (  17  ) , and magnetic twisting cytometry  (  18  ) . Of 
these, AFM is arguably the most widely used and versatile tech-
nique. In addition to measuring cellular mechanical properties, 
AFM can also be used to image cells through a variety of contrast 
mechanisms  (  19,   20  ) , apply tensile forces to cells  (  21  ) , and measure 
cellular contractile forces  (  22  ) . 

  1.  Introduction
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 In AFM, piezoelectric actuators are typically used to control 
the  x ,  y , and  z  position of a probe, which consists of a  fl exible can-
tilever with a micron-sized tip attached to a rectangular substrate 
(chip). When the probe is near a surface, attractive and repulsive 
forces between the tip and the sample cause de fl ection of the can-
tilever, which is tracked by a laser re fl ected off the back of the 
cantilever onto a position-sensitive photodiode detector. To mea-
sure the elastic modulus of a sample, the sample is indented by the 
probe, and the cantilever de fl ection is measured as a function of 
the probe’s  z  position (Fig.  1 ). The cantilever de fl ection is used to 
calculate the indentation force of the probe based on Hooke’s law, 
 F  =  k  ×  d  where  d  is the cantilever de fl ection and  k  is the cantilever 
spring constant. The resulting force-vs.-indentation curve is then 
typically  fi t to the Hertz model, which was originally developed to 
describe the indentation of two elastic spheres  (  23  )  and has since 
been modi fi ed to describe the indentation of an elastic in fi nite half-
space by a small, rigid tip of de fi ned geometry  (  24–  26  ) . From this 
 fi tted curve, the elastic modulus of the sample can be extracted. 
These force curves can be conducted in liquid and at ambient tem-
peratures, which permits direct measurement of living cells and 
tissues. To locate cells and position the probe over speci fi c subcel-
lular locations, the AFM system is often integrated with an optical 
microscope, which can also be used to monitor cellular structure 
and function during the experiment.  

 In this chapter, we provide a detailed protocol for measuring 
the elastic moduli of living cells, which includes calibration of the 
cantilever spring constant, acquisition of force curves on cells, and 
data analysis. Throughout the chapter, we include advice and trou-
bleshooting tips based on our own experiences with these mea-
surements. In Chapter   17     of the  fi rst edition of  Cell Imaging 
Techniques: Methods and Protocols   (  27  ) , Costa outlined methods 
for performing force measurements on cells using the original 
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  Fig. 1.    Schematic of an AFM indentation experiment depicting a probe with a pyramidal tip 
indenting a cell.       
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BioScope™ AFM system from Veeco Instruments (now known as 
Bruker AXS Inc.). Here, we focus on the more recently developed 
BioScope™ Catalyst™ AFM system (Bruker AXS Inc.) and provide 
more speci fi c, step-by-step instructions for acquiring single force 
curves on cells with the goal of calculating the average elastic mod-
ulus of a population of cells. Note that throughout this chapter we 
have indicated software commands by quotation marks (e.g., 
“initialize the stage”).  

 

  The BioScope™ Catalyst™ AFM system is fully integrated with an 
inverted optical microscope to enable simultaneous force measure-
ments and optical imaging. The open design of the AFM head 
permits a direct light path from the condenser to the optical objec-
tive for optimal phase contrast and differential interference contrast 
(DIC) imaging. The open design also facilitates the use of cell culture 
dishes and easy access to the sample. The following components 
are supplied with the AFM system:

    1.    BioScope™ Catalyst™ head.  
    2.    Nanoscope V controller.  
    3.    BioScope™ Catalyst™ Electronics Interface Box (“E-box”).  
    4.    BioScope™ Catalyst™ baseplate with large NA sample holder 

plate.  
    5.    EasyAlign™ for infrared laser alignment.  
    6.    Joystick for controlling  x ,  y ,  z  motors.  
    7.    Nanoscope software (version 8.10).  
    8.    Probe holder for submersion in liquid.  
    9.    Probe stand for securing probe holder while loading and 

unloading probes.  
    10.    Magnetic sample substrate clamps.  
    11.    Heater stage and controller (optional, see Note 1).  
    12.    Petri dish perfusion cell (optional, see Note 1).      

      1.    Nikon Eclipse Ti-E inverted light microscope (Nikon 
Instruments Inc., Melville, NY) with ×20 or ×40 Ph2 objective 
for phase imaging (see Note 2).  

    2.    Controller for microscope shutters (e.g., Lambda 10-3, Sutter 
Instrument Company, Novato, CA).  

    3.    Vibration isolation table.  

  2.  Materials

  2.1.  AFM System

  2.2.  Additional 
Microscope 
Components
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    4.    Two computers: one with the Nanoscope software and AFM 
drivers installed and the other with the optical microscope soft-
ware and drivers installed.  

    5.    Digital camera (optional).  
    6.    Fluorescence lamp (optional).      

      1.    AFM probes appropriate for contact mode in  fl uid with spring 
constants around 0.01–0.2 N/m and a re fl ective coating on 
the back side of the cantilever (see Note 3).  

    2.    Tweezers with non-scratching synthetic tips (e.g., Carbo fi b 
tweezers, Aven, Inc., Ann Arbor, MI) to avoid damaging the 
glass window on the liquid probe holder.  

    3.    Standard 25 mm × 75 mm microscope slides.  
    4.    Hydrophobic solution (OMS Opto Chemicals) to treat micro-

scope slides (see Note 4).  
    5.    Standard cell culture reagents.  
    6.    Standard cell culture dishes (35 mm, 60 mm) or glass cover-

slips (see Note 5).  
    7.    50 mm glass-bottom Petri dishes (WillCo Wells).  
    8.    Pipette.  
    9.    Kimwipes ®  for cleanup.       

 

      1.    Seed cells in cell culture dishes or on glass coverslips (see Note 5). 
We recommend seeding at a cell density that is sub-con fl uent 
but greater than 5,000 cells/cm 2  to make locating cells easier 
and to reduce travel time between cells.  

    2.    Allow cells to adhere and spread (2–24 h) prior to force 
measurements.      

  The actual spring constant of a cantilever can vary signi fi cantly 
from the nominal spring constant estimated by the manufacturer, 
and it is important to measure this value before each experiment. 
Various methods for measuring cantilever spring constants have 
been reviewed elsewhere  (  28,   29  ) . We use the Thermal Tune 
method built into the Nanoscope software, which measures the 
thermal  fl uctuations of the cantilever as a function of time, calcu-
lates the power spectrum of the  fl uctuations,  fi ts the chosen peak 
to a Lorentzian curve, and integrates under the curve to calculate 
the cantilever spring constant. This measurement should be 
conducted in air with a clean, dry cantilever, and it  fi rst requires 

  2.3.  Additional 
Supplies

  3.  Methods

  3.1.  Sample 
Preparation

  3.2.  Cantilever Spring 
Constant Calibration
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measurement of the “de fl ection sensitivity” (i.e., the conversion 
factor between cantilever de fl ection and photodetector voltage) on 
a material that is very stiff compared to the cantilever, such as glass 
or tissue culture plastic.

    1.    First turn on the computers and then turn on the Nanoscope 
V controller and the E-box. The optical microscope compo-
nents should also be turned on.  

    2.    Open the Nanoscope software, and under experiment type 
choose “contact mode in  fl uid.” This will turn the infrared 
laser on. Do not initialize the stage yet because the laser  fi rst 
needs to be aligned on the AFM probe.  

    3.    Slide the probe holder for submersion in liquid onto the probe 
stand. Using tweezers with non-scratching synthetic tips (to 
protect the glass window on the probe holder), carefully pick 
up an AFM probe substrate by the sides (see Note 6) and place 
it on the probe holder with the tip facing up and with the can-
tilever of interest above the glass window. Push down on the 
probe stand to raise the spring-loaded clamp and slide the 
probe under the clamp so that the cantilever is in the center of 
the glass window. If there are additional cantilevers on the 
other end of the probe (under the clamp), they will likely be 
damaged and should not be used.  

    4.    Stand the AFM head up vertically on the EasyAlign and slide 
the probe holder onto the  z  scanner. Lower the AFM head 
horizontally onto the EasyAlign (without liquid in the dish 
holder) so that the three legs on the head  fi t into the three 
dents in the EasyAlign. Turn the EasyAlign on and adjust the 
AFM head so that the cantilever is in view, adjusting the focus 
and brightness knobs as necessary.  

    5.    Use the beam positioning knobs on the AFM head to move 
the laser spot onto the end of the cantilever (where the tip is 
located). Use the horizontal detector positioning knob (−H+) 
on the AFM head to set the horizontal de fl ection to 0 and the 
vertical detector positioning knob (−V+) to set the vertical 
de fl ection to a negative number (between −2 and −6 V). The 
laser sum should be a positive number greater than 2 and 
should be greatest when the laser is positioned on the cantile-
ver (see Note 7).  

    6.    With the AFM head still resting on the EasyAlign, follow the 
prompts in the Nanoscope software to “initialize the stage” 
and “wake up” the scanners.  

    7.    Place a clean, dry microscope slide onto the sample holder 
plate on the microscope stage and secure the slide with the 
appropriate sample clamp.  

    8.    Use the Navigation Menu in the Nanoscope software to ensure 
that the AFM head is near its highest position and then place 
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the head on the stage so that the three legs on the head  fi t into 
the three dents on the baseplate.  

    9.    Use the optical microscope to focus on the top surface of the 
microscope slide. Using either the joystick or the Navigation 
Menu in the software, carefully lower the AFM head closer to 
the glass slide but still far enough away to be out of focus. If 
the  z  position of the AFM head is unclear, it is best to stay far 
away from the glass surface to avoid crashing the probe and  z  
scanner; note that the greater the initial probe-sample separa-
tion distance, the more time will be needed to engage.  

    10.    In the Scan Menu, set the scan size to zero and the de fl ection 
setpoint to around 1.5 V. Then in the Engage Menu, use the 
“slow engage” function to automatically bring the AFM head 
down to the surface. During this process, the scanner is set to 
scan mode and the AFM head is lowered to the surface until 
the vertical cantilever de fl ection reaches the speci fi ed de fl ection 
setpoint (see Note 8). Once the de fl ection setpoint is reached, 
the tip will start scanning the surface. The default engage set-
tings can be used (“SPM engage step size” = 1  μ m, “SPM with-
draw step size” = 100  μ m), or alternatively, we prefer to use an 
“SPM engage step size” of 5  μ m to speed up the engagement 
process.  

    11.    Once the probe is engaged at the surface, switch to the Ramp 
Menu and raise the AFM head 10  μ m by going to “Microscope” 
in the menu bar and choosing “step motor” or by clicking the 
“step motor” icon in the RealTime Status Window. Be sure to 
check the box: “allow stage motion while engaged”.  

    12.    Look through the optical microscope and check that the can-
tilever is in view. If necessary, temporarily raise the AFM head 
another 10–20  μ m and adjust the stage using the baseplate 
positioning knobs (see Note 9).  

    13.    In the Ramp Menu under the expanded view, choose the 
following settings: “ramp output” = Z, “ramp size” = 12  μ m, 
“forward and reverse velocities” = 10  μ m/s (which corresponds 
to 0.42 Hz), “number of samples” = 2,048, “Z-closed loop” = ON 
(see Note 10), “trigger mode” = relative, “data type” = de fl ection 
error, “trigger threshold” = 1–2 V (or about 50–100 nm), “start 
mode” = motor step, and “end mode” = retracted. Adjust the 
vertical de fl ection to be around −2 V (see Note 11), and then 
click the “single ramp” button in the toolbar to acquire a force 
curve on the glass slide (see Note 12).  

    14.    In the graph, set channel 1 to “de fl ection error,” which plots 
the data as vertical de fl ection vs.  z  position. The extension part 
of the curve should have a  fl at baseline followed by a sharp, 
positive slope denoting de fl ection of the cantilever by the glass 
surface. The slope of this line gives the “de fl ection sensitivity” 
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in nm/V, which enables the vertical de fl ection value to be con-
verted from volts to nanometers. Zoom into the sloped region 
of the curve by holding “Ctrl” and using the mouse to draw a 
box around the curve. Then click to the left or right of the 
graph to drag two red, dashed lines onto the graph and use 
these lines to mark the boundaries of the sloped region to be 
 fi t with a straight line (Fig.  2 ). Click the “update sensitivity” 
button in the toolbar to calculate the slope of the line and save 
this value. Click the magnifying glass button in the bottom left 
corner of the graph to zoom back out.   

    15.    Bring the AFM head up at least 200  μ m by clicking the “with-
draw” button several times. Set both the vertical and horizontal 
de fl ections to 0 by adjusting the detector positioning knobs on 
the AFM head and click the “Thermal Tune” button in the 
toolbar. Do not change the laser beam position (see Note 13).  

    16.    In the Thermal Tune Menu, check the box for “Lorentzian 
(Air),” choose the “thermal tune range” of 5–2,000 kHz, 
enter 1.144 for “de fl ection sensitivity correction” for v-shaped 
cantilevers or 1.106 for rectangular cantilevers, and then click 
the “acquire data” button. Zoom into the largest peak (which 
should be within the frequency range estimated by the probe 
manufacturer) and drag red lines onto either side of it to de fi ne 
the boundaries for  fi tting. Click “ fi t data” and “calculate spring 
constant” and then save this value.      

  Since the force measurements on cells will be conducted in liquid, 
the de fl ection sensitivity must  fi rst be recalibrated on a glass slide 
in water.

  3.3.  De fl ection 
Sensitivity Calibration 
in Water

  Fig. 2.    Screenshot from the Nanoscope software showing a magni fi ed view of a force 
curve taken on a glass slide. The extension portion of the curve between the  vertical 
dashed lines  is used to calculate the “de fl ection sensitivity.” For clarity, the extension 
and retraction curves are labeled, and the font size for the axes has been enlarged.       

 



320 J.L. MacKay and S. Kumar

    1.    Place a 50 mm Petri dish in the dish holder of the EasyAlign 
and  fi ll it with about 2–3 mL of deionized water.  

    2.    Stand the AFM head up vertically on the EasyAlign and use a 
pipette to carefully place one or two drops of deionized water 
onto the probe. Carefully lay the AFM head down horizontally 
so that the tip holder is in contact with the water, but only 
partially submerged. Do not allow liquid to reach the electrical 
connections between the probe holder and the  z  scanner.  

    3.    Turn the EasyAlign on and realign the laser onto the end of 
the cantilever if necessary. Set the horizontal de fl ection to 0 
and the vertical de fl ection to around −6 V.  

    4.    Add a few drops of water to the microscope slide (see Note 4) 
and place the AFM head onto the stage so that the probe con-
tacts the water and forms a meniscus.  

    5.    Wait a few minutes for the vertical de fl ection to stabilize (see 
Note 14), reset it to −6 V, and then perform a “slow engage” 
as in step 10 of Subheading  3.2 . Switch to the Ramp Menu 
and raise the AFM head 10  μ m using the step motor.  

    6.    Follow steps 13 and 14 of Subheading  3.2  to update the 
“de fl ection sensitivity” in water and save this value.  

    7.    Withdraw the AFM head at least 300  μ m and place it horizon-
tally on the EasyAlign so that the probe is in contact with the 
water in the dish (see Note 15).      

  Since physically indenting a cell can stimulate rearrangements of 
the cytoskeleton and possibly alter cellular mechanical properties 
 (  30,   31  ) , we recommend indenting each cell only once and 
assaying a large number of cells to account for both spatial het-
erogeneity within a cell as well as cell to cell heterogeneity across 
the population.

    1.    Place the cell culture sample on the microscope stage and 
secure it with the appropriate magnetic sample clamp. If the 
sample is on a coverslip, remove the coverslip from the cell 
culture medium, wick excess medium from the bottom of 
the coverslip with a Kimwipe ® , place it on a microscope slide 
(preferably hydrophobic), and add a few drops of medium to 
the top of the coverslip. Do not add too much medium or it 
will run underneath the coverslip and cause it to  fl oat.  

    2.    Carefully place the AFM head on the microscope stage so that 
the probe contacts the cell culture medium and forms a menis-
cus. If the sample is thick,  fi rst raise the AFM head further 
using the joystick or the Navigation Menu to avoid crashing 
the probe.  

    3.    Repeat step 5 of Subheading  3.3  to engage on the surface and 
then use the joystick to position a cell under the AFM cantilever. 

  3.4.  Force 
Measurements 
on Cells
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When measuring the elastic modulus of a cell, the tip should be 
near the center of the cell but not above the nucleus.  

    4.    In the Ramp Menu, change the “forward and reverse veloci-
ties” to 5  μ m/s (which corresponds to 0.21 Hz), make sure 
the “Z-closed loop” is on, set the “trigger threshold” to about 
100 nm, and click the “continuous save” button to save the 
data in a designated folder.  

    5.    Click the “single approach” button to acquire a force curve 
(see Note 12). The curve should have a  fl at baseline with a 
smooth indentation (Fig.  3 ), and in the RealTime Status 
Window, the colored bar indicating how far the tip was 
extended should be green (see Note 16).   

    6.    Use the joystick to move another cell under the AFM tip and 
continue taking force curves (see Note 17). Throughout the 
experiment, use the step motor to move the AFM head up and 
down as appropriate and adjust the vertical de fl ection to always 
be between −2 and −6 V. Be sure to raise the AFM head before 
moving to a different part of the sample in case the sample 
surface is not  fl at. If the cells are rounded or vary signi fi cantly 
in height, raise the AFM head between measurements to avoid 
scraping cells off the substrate and onto the AFM cantilever 
(see Note 18). If the probe has multiple cantilevers and one of 
the unused cantilevers hangs lower than the cantilever being 
used, that unused tip will drag along the surface. In this case, 
move along the sample in a zig-zag pattern to avoid indenting 

  Fig. 3.    Screenshot from the Nanoscope software showing a force curve taken on a living 
cell plotted as the vertical de fl ection (nm) vs. the  z  position of the probe ( μ m). The initial 
position of the probe is near Z = 0, and Z increases as the probe is lowered down to the 
cell during extension. Once the cantilever de fl ection reaches the de fl ection setpoint, the 
cantilever is retracted back to the initial  z  position. For clarity, the extension and retraction 
curves are labeled, and the font size for the axes has been enlarged.       
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cells that have already been touched by the low hanging tip. 
Alternatively, the longer cantilevers can be carefully sheared off 
with a tweezer prior to mounting the probe.  

    7.    When ready to switch samples, withdraw the AFM head at least 
300  μ m and place it horizontally on the EasyAlign so that the 
probe is in contact with the water in the dish and repeat  step 1  
through step 6.  

    8.    When  fi nished for the day, stand the AFM head up vertically on 
the EasyAlign box and wick away excess liquid from the bot-
tom of the probe holder with a Kimwipe ® . Slide the probe 
holder off of the scanner and place it on the probe stand.  

    9.    Use the tweezers with synthetic tips to carefully remove the 
probe from the probe holder and dip it in deionized water. 
Wick away excess water from the probe by touching the bot-
tom of it to a Kimwipe ®  and then place it back in the probe 
container. We reuse probes several times until they appear dirty 
or their spring constants change signi fi cantly.  

    10.    Clean the probe holder with water, dry it with a Kimwipe ® , 
and place it back in its container. To decontaminate the probe 
holder, a 15% bleach solution can be used.  

    11.    After exporting data ( see  Subheading  3.5 ), close the Nanoscope 
software and turn off the Nanoscope controller. The E-box can 
stay on. Turn off the microscope and its accessories, including the 
camera, light source, and shutter controller.      

  We now outline the strategy for analyzing a single force curve in 
which we  fi rst plot the data, de fi ne the baseline and normalize the 
curve, calculate the contact point, and  fi t the data to a Hertz model 
for a pyramidal tip to calculate the elastic modulus (see Note 19). 
We use MATLAB ®  to analyze our data, but other programs capable 
of nonlinear least squares  fi tting should also work.

    1.    To export the data from the Nanoscope software, right-click 
on the  fi les and choose to export as ASCII  fi les. Choose 
“de fl ection error” for data type, “native” for units, and check 
the boxes for “extend” and “ramp” under the force curve options. 
The software will export each force curve as a separate text  fi le 
with the  fi rst column containing the  z  position of the probe in 
nanometers (which starts at 0 and increases as the probe is 
lowered to the sample) and the second column containing the 
vertical de fl ection of the cantilever during probe extension in 
volts (see Note 20).  

    2.    Import the data into MATLAB ®  as a 2 column matrix and 
multiply the second column by the “de fl ection sensitivity” 
(nm/V) measured in water to convert the vertical de fl ection 
from volts to nanometers.  

  3.5.  Data Analysis
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    3.    Plot the  z  position data on the  x -axis and the vertical de fl ection 
data on the  y -axis. De fi ne the baseline of the curve by choosing 
two points along the  fl at part of the curve, at least 2  μ m apart, 
and calculate the slope of the line between these two points. 
Multiply the slope by the  z  position data and subtract these 
values from the vertical de fl ection data to straighten the curve 
so that the baseline is perfectly horizontal.  

    4.    Calculate the average de fl ection along the baseline and sub-
tract this value from the vertical de fl ection data to normalize 
the curve so that it starts at zero de fl ection.  

    5.    Several methods have been developed to calculate the contact 
point, which is the  z  position of the probe when it  fi rst indents 
the cell  (  32  ) . We use a formula from Domke and Radmacher 
 (  33,   34  )  in which two points of de fl ection are used to  fi t the 
indentation portion of the curve and to extrapolate back to 
where the de fl ection is near zero:
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where cp is the  z  position at the contact point,  d  1  and  z  1  refer 
to the vertical de fl ection and  z  position of the  fi rst data point 
to be  fi t,  d  2  and  z  2  refer to the vertical de fl ection and  z  position 
of the second data point to be  fi t, and  n  = 0.5 for a pyramidal/
conical tip (or  n  = 2/3 for a spherical tip). We have found that 
choosing vertical de fl ections around 5–15 nm for the  fi rst point 
and 100 nm for the second point (or the maximum de fl ection) 
gives good results. Overlay the contact point on a plot of the 
vertical de fl ection vs. the  z  position data to con fi rm that the 
point lies just before where the curve starts to slope upwards.  

    6.    For each data point after the contact point, calculate the inden-
tation force,  F  =  k  ×  d , and the indentation depth,   δ   =  z  −  d , 
where  k  is the cantilever spring constant (N/m),  d  is the verti-
cal de fl ection (nm), and  z  is the  z  position of the probe (nm).  

    7.    Calculate the elastic modulus ( E ) of the cell by using a nonlinear 
least squares  fi tting method (e.g., lsqcurve fi t) to  fi t the indenta-
tion force ( F ) to the Hertz model for a pyramidal tip  (  25  ) :

     2
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where   δ   is the indentation depth (nm),   α   is the tip half angle in 
radians (estimated by the probe manufacturer), and   ν   is the 
Poisson’s ratio of the cell, which is frequently assumed to be 
0.5 but has been measured for some cell types to be around 
0.37  (  35,   36  ) . Fit the data up to 1–2  μ m of indentation into 
the cell and plot the  fi t against the experimental data to con fi rm 
that the  fi t is appropriate (see Note 21).       
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     1.    The BioScope Catalyst system has an optional heated stage 
that replaces the sample holder plate in the baseplate and a 
perfusion cell that enables circulation of both liquid and gas 
through the cell culture sample. While these features permit 
long-term culturing of cells during AFM experiments, both 
the heating and  fl uid circulation can introduce noise in the 
cantilever de fl ection. Therefore, for short experiments, we typ-
ically do not use these features and instead take measurements 
for no more than 30 min after the cells are removed from the 
incubator. For longer experiments, CO 2 -independent media 
can also be used.  

    2.    When the Bioscope Catalyst head is placed on the microscope 
stage, the optical light path is partially blocked by the scanner. 
This can result in poor phase contrast, especially for the Ph1 
phase rings that are typically used in ×10 and ×20 objectives. 
We have found that Ph2 phase ring objectives give good phase 
contrast, and we prefer to use a ×20 Ph2 objective (CFI Plan 
Apochromat DM20x, Nikon Instruments Inc., Melville, NY). 
Note that the phase ring should be aligned while the AFM 
head is engaged on a sample in liquid.  

    3.    When choosing an AFM probe, it is important to consider the 
geometry of the tip because sharp tips can puncture the cell 
and thereby underestimate the elastic modulus. (On a force 
curve, a puncture event appears as an abrupt, sawtooth-like 
decrease in force during indentation.) Spherical tips, usually 
colloidal probes, are ideal for indenting cells  (  37  ) , but are 
expensive if purchased commercially and can be dif fi cult to 
assemble in the lab with consistent geometric and mechanical 
properties. We prefer to use the TR400PSA (OTR4) silicon 
nitride probes (Olympus), which have cantilevers with spring 
constants of 0.02 and 0.08 N/m and tetrahedral pyramidal 
tips with a 35° half angle. These tips are sharpened for imag-
ing, but we do not usually experience cell puncture events. In 
the past, we preferred the DNP and MLCT silicon nitride 
probes (Veeco Instruments, now known as Bruker AXS Inc.), 
which were unsharpened with the same pyramidal tip shape, 
but the recent versions of these probes have sharper aspect 
ratios with pyramid half angles of 15–25°.  

    4.    We have found that treating microscope slides with hydropho-
bic solution makes cantilever calibration in water easier by pre-
venting the water from wetting the surface. Also, when cells 
are cultured on a coverslip that is then placed on top of a 
microscope slide, making the slide hydrophobic prevents liquid 
from running underneath the coverslip.  

  4.  Notes
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    5.    The Bioscope Catalyst has sample clamps that hold 35 and 
60 mm cell culture dishes, 50 mm Petri dishes, and standard 
microscope slides. We do not recommend using 35 mm cul-
ture dishes, however, because the probe holder can collide with 
the walls of a small dish. For most experiments, we prefer to 
seed cells on 18 or 25 mm circular glass coverslips, which are 
placed on top of a microscope slide with a few droplets of 
medium before force measurements. For cells that are not well 
adhered to the substrate, we prefer to use 50 mm glass-bottom 
Petri dishes since transferring the coverslips and adding medium 
can dislodge the cells. Note that the surface area available for 
probing is limited by the range of XY stage movement to a 
square of 14 mm × 14 mm.  

    6.    AFM cantilevers are fragile and will break if handled roughly. 
Grasp the probe substrate from the sides near the center and 
be careful not to  fl ip or drop it. Visually inspect the probe 
before use to ensure that the cantilevers are clean and intact.  

    7.    If the laser sum is low despite the laser being correctly posi-
tioned on the end of the cantilever, the mirrors that direct the 
laser onto the photodiode detector may be completely mis-
aligned. Try turning both the horizontal and vertical detector 
positioning knobs from one extreme to the other until the laser 
sum increases and the vertical de fl ection can be set to a nega-
tive number between −2 and −6.  

    8.    If the vertical de fl ection equals the de fl ection setpoint before 
the probe reaches the surface (which can happen due to noise 
 fl uctuations or drift), the software will assume that the surface has 
been reached and false engage. If this happens, set the vertical 
de fl ection to a more negative value and initiate “slow 
engage” again.  

    9.    If the cantilever is still not in the  fi eld of view, raise the AFM 
head by clicking the “withdraw” button and place the head on 
the EasyAlign. Check to see that the baseplate is centered on 
the microscope and/or try repositioning the probe in the 
center of the glass window on the probe holder.  

    10.    The “Z-closed loop” corrects for drift in the movement of the 
 z  piezo and should be on for all calibration steps and force 
measurements. While most of the ramp settings are saved after 
withdrawing and reengaging, the “Z-closed loop setting” is 
not and needs to be reset each time the probe is engaged. To 
check whether the “Z-closed loop” was on for previous mea-
surements, check the “height sensor” data. If the “Z-closed 
loop” was on, the extension and retraction “height sensor” 
curves will be straight lines and overlapping.  

    11.    The vertical de fl ection values range from −12 to +12 V, and it 
is important to stay within these boundaries for accurate results. 
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Since the vertical de fl ection becomes increasingly positive during 
a force measurement, the vertical de fl ection should be set to a 
negative number between −2 and −6 V. When the “de fl ection 
sensitivity” is  fi rst calculated in air, however, the vertical 
de fl ection should be set to −1 or −2 V to be near the value used 
when calculating the cantilever spring constant.  

    12.    During a “single ramp,” the probe is lowered to the surface, 
raised up by the “ramp size,” and then lowered again until the 
“trigger threshold” is reached. This double tapping ensures 
that the probe always reaches the surface. In contrast, for a 
“single approach” the probe is lowered only once until the 
“trigger threshold” is reached or until the  z  scanner is fully 
extended. We use “single ramp” for cantilever calibration 
because it always produces an ideal force curve, but we prefer 
to use “single approach” for cell measurements to avoid con-
tacting the cell more than once.  

    13.    Each time the laser position is moved during the experiment, 
the “de fl ection sensitivity” must be recalibrated because the 
laser will be re fl ected onto the photodiode detector at a differ-
ent angle.  

    14.    When the probe is lowered onto a sample in liquid, the canti-
lever may maximally de fl ect and then rapidly relax back down. 
The vertical de fl ection often levels out after a few minutes, but 
it can continue to drift for 10–20 min. We usually wait only a 
few minutes before acquiring data and adjust the vertical 
de fl ection between measurements to account for drift if 
necessary.  

    15.    Once the AFM probe is wet, always hold the AFM head hori-
zontally to keep the probe wet and to prevent water from drip-
ping near the electrical connections between the probe holder 
and the AFM head. Do not let the probe dry while sitting in 
the probe holder. When the water starts to evaporate, the sur-
face tension generated between the probe and the probe holder 
may permanently bend the cantilevers.  

    16.    The colored bar in the RealTime Status Window indicates how 
far the  z  scanner was extended when the tip contacted the sur-
face. Green is ideal and means that the  z  scanner was in the 
middle of its range of extension when the tip contacted the 
surface, red means that the tip was either too close or too far 
from the surface (and these data should not be used), and yel-
low is in between. The positions of the two black horizontal 
lines on the colored bar indicate whether the AFM head should 
be moved up or down before the next measurement. If the 
lines are near the top of the bar, the tip is too close to the 
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surface and the AFM head should be moved up using the step 
motor. If the lines are near the bottom of the bar, the tip is too 
far from the surface and the AFM head should be moved down. 
If the colored bar is red and raising/lowering the AFM head 
does not help, check that the vertical de fl ection is between −2 
and −6 V.  

    17.    To work quickly, we view the sample through the microscope 
eyepiece (because this viewing window is larger than through 
the camera port) and control the Nanoscope software from 
that position using a wireless mouse. By doing this and by 
moving the sample to the next cell as early as possible (while 
the probe is still retracting from the previous force curve), we 
are able to attain 100–150 force curves in 30 min.  

    18.    When cell debris accumulates on the AFM cantilever, it can 
interfere with the force measurements. When cell debris is vis-
ible, perform a force curve on glass to determine if it interferes 
with the measurement. To remove cell debris, gently lift the 
AFM head out of the liquid and then place it back down, 
repeating if necessary.  

    19.    The Hertz model includes assumptions that the material being 
indented is isotropic, linearly elastic, and in fi nitely deep, none 
of which are strictly valid for a cell. Several modi fi cations to the 
Hertz model have been developed to try to account for these 
limitations  (  38–  41  ) , but most researchers still use variations of 
the Hertz equations ( (  25,   26  )  for a pyramidal tip,  (  24  )  for a 
conical tip,  (  24  )  for a spherical tip). In addition, since calculat-
ing the contact point for soft samples can be dif fi cult, at least 
one group has developed a strategy for analyzing force curves 
without needing to de fi ne a contact point  (  42  ) .  

    20.    While the data can be exported in “display units” to show the 
vertical de fl ection in nanometers instead of volts, we prefer to 
export the data as “native units” and to use the “de fl ection 
sensitivity” to convert the values ourselves. This is particularly 
important if the probe was changed during the experiment or 
if the “de fl ection sensitivity” was recalibrated.  

    21.    We  fi t the data multiple times using a series of increasing inden-
tation depths (e.g., 0.5, 1, 1.5, 2, 2.5  μ m, etc.) and con fi rm 
that the elastic modulus for each of the  fi ts is similar. 
Occasionally, the elastic modulus increases signi fi cantly with 
increasing indentation depth, which can indicate that the cell 
was too thin in that region and that the mechanical properties 
of the underlying substrate were detected. Alternatively, this 
has also been proposed to re fl ect nonlinear elastic behavior of 
the cell  (  27  ) .          
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    Chapter 16   

 Atomic Force Microscopy Functional Imaging 
on Vascular Endothelial Cells       

     Lilia   A.   Chtcheglova       and    Peter   Hinterdorfer     

  Abstract 

 One of the challenging tasks in molecular cell biology is to identify and localize speci fi c binding sites on 
biological samples with high spatial accuracy (in order of several nm). During the past 5 years, simultane-
ous topography and recognition imaging (TREC) has become a powerful AFM-based technique for quick 
and easy high-resolution receptor mapping. In this chapter, we provide a  fl avor of TREC application on 
vascular endothelial cells by describing the detailed procedures for all stages of the experiment from tip and 
sample preparations through the operating principles and visualization.  

  Key words:   Vascular endothelial cells ,  VE-cadherin ,  F-actin ,  Atomic force microscopy ,  Simultaneous 
topography and RECognition imaging    

 

 The real-time visualization and quanti fi cation of receptor binding 
sites on cell surfaces remains a fundamental challenging task in 
molecular cell biology  (  1  ) . This can be achieved by common tech-
niques such as immunostaining or by sophisticated optical tech-
niques such as single-molecule optical microscopy  (  2  ) , near- fi eld 
scanning optical microscopy (NSOM)  (  3,   4  ) , or stimulated emis-
sion depletion microscopy (STED)  (  5  ) . The lateral resolution in 
these studies ranges from a few tens of nanometers (30–60 nm) to 
~200 nm (e.g., diffraction limit). Despite the fast time resolution 
in optical studies, no topographical data are attainable. Electron 
microscopy (EM), another technique that is broadly used by 
biologists, provides nanometer resolution, but requires dried sam-
ples and lacks biochemical speci fi city. In contrast, atomic force 
microscopy (AFM)  (  6  ) , which represents a scanning probe micros-
copy (SPM) technique, allows nanometer spatial (topographical) 

  1.  Introduction
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resolution studies of functional biological molecules and cells at 
physiological conditions and with moderate sample preparation 
protocols. 

 With the recent development of simultaneous Topography and 
RECognition (TREC) technique, it becomes possible to quickly 
and easily obtain maps of binding sites with the lateral accuracy of 
several nm across a variety of surfaces, as has been demonstrated on 
model receptor-ligand pairs  (  7,   8  ) , remodeled chromatin struc-
tures  (  9  ) , protein lattices  (  10  ) , and on isolated red blood cell 
(RBC) membranes  (  11  ) . It appears highly pro fi table to explore a 
new generation of microscopes containing a rich combination of 
highly sensitive spectroscopy/microscopy methods and modes, to 
investigate cellular systems of complex composition, organization, 
and processing in space and time. 

 In this chapter, we present the detailed procedure demonstrat-
ing how the TREC technique is exploited to locally identify vascu-
lar endothelial (VE)-cadherin binding sites on gently  fi xed 
microvascular endothelial cells from mouse myocardium (MyEnd) 
cells  (  12  ) . VE-cadherin belongs to the widespread family of cad-
herins, trans-membrane glycoproteins, which are known to be cru-
cial for calcium-dependent homophilic cell-to-cell adhesion  (  13  ) . 
VE-cadherin is located at intercellular junctions of essentially all 
types of endothelium where VE-cadherin molecules are clustered 
and linked through their cytoplasmic domain to the actin-based 
cytoskeleton  (  13–  15  ) . The cadherin  cis -dimer, which is formed by 
association of two extracellular domains in physiological Ca 2+ -
concentration (1.8 mM), represents a basic structural functional 
unit to promote a homophilic bond between cells  (  16–  19  ) .  

 

      1.    5500 AFM (Agilent Technologies, Chandler, AZ, USA) 
equipped with a CCD camera.  

    2.    PicoTREC and MAC Mode III boxes (Agilent Technologies, 
Chandler, AZ, USA).  

    3.    Large AFM scanner, MAC bottom sample plate, standard nose 
cone for contact AFM mode, liquid  fl ow-through cell and 
magnetically coated AFM cantilevers called as MAC Levers 
(Agilent Technologies, Chandler, AZ, USA) ( see   Note 1 ).  

    4.    A vibration isolation platform to minimize vertical and hori-
zontal mechanical vibrations of the microscope. We use a 
home-made isolation box, where the AFM is suspended from 
the ceiling using bungee cords. Another alternative would be 
placing the AFM on a slab of solid marble.       

  2.  Materials

  2.1.  AFM System
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      1.    Chimeric protein consisting of the complete extracellular part 
of mouse VE-cadherin and Fc part of human IgG1 (kind gift 
from Prof. Detlev Drenckhahn, University of Würzburg, 
Germany) is secreted by stably transfected Chinese hamster 
ovary (CHO) cells and puri fi ed by af fi nity chromatography 
using protein A agarose  (  20  )  (see  Note 2 ).  

    2.    Hank’s Balanced Salt Solution (HBSS) containing 1.8 mM 
Ca 2+  and Mg 2+ .  

    3.    3.3 mg home-made heterobifunctional PEG-crosslinker, 
4-formylbenzoyl-NH-PEG 27 -CO-NHS abbreviated as alde-
hyde-PEG 27 -NHS  (  21,   22  )  (see  Note 3 ).  

    4.    Chloroform.  
    5.    NaCNBH 3 : 1 M (dissolve 32 mg solid NaCNBH 3  in 450  m L 

H 2 O, add 50  m L 100 mM NaOH) (see  Note 4 ).  
    6.    Ethanolamine hydrochloride, >99% (Sigma-Aldrich).  
    7.    1 M Ethanolamine hydrochloride in water, pH 9.6 preadjusted 

with NaOH  
    8.    Molecular sieve, 0.4 nm (Merck, Germany).  
    9.    DMSO (dimethylsulfoxide), ACS grade (Merck, Germany).  
    10.    Ethanol, p.a.  
    11.    Triethylamine, 99.5% (Aldrich).  
    12.    Nitrogen gas.  
    13.    Para fi lm.  
    14.    100 mM NaOH.  
    15.    Petri dish with diameter of 35 mm.      

      1.    MyEnd cells  (  23  ) , the immortalized microvascular endothelial 
cells from mouse myocardium. The cells are immunopositive 
for VE-cadherin  (  12  ) .  

    2.    Growth medium: Dulbecco’s modi fi ed Eagle’s medium 
(DMEM) high glucose, 1% Penicillin/Streptomycin, and 10% 
fetal calf serum (FCS) (see  Note 5 ).  

    3.    Glass microscope slides with a diameter of 22 mm.  
    4.    0.2% Gelatin solution: 2% Gelatin from bovine skin dissolve in 

PBS (see  Note 6 ).  
    5.    5% glutaraldehyde (GD) in HBSS with Ca 2+  (dissolve 25% 

aqueous GD, EM grade) in HBSS with Ca 2+ , store in aliquots 
at −25°C.  

    6.    Dulbecco’s Phosphate Buffered Saline (PBS) without Ca 2+  and 
Mg 2+  (PAA, Austria).  

    7.    Petri dishes with diameter of 35 mm.       

  2.2.  Coating of 
Recombinant 
VE-Cadherin-Fc 
Molecules to the 
AFM Tip

  2.3.  Components 
for the Cell Probes
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 Cautions:
   Wear gloves and laboratory coat when handling all reagents  –
and chemicals, use gas mask when working with toxic reagents 
such as glutaraldehyde, paraformaldehyde (PFA), NaCNBH 3 .  
  Additionally, all steps for the tip chemistry protocol (see  –
Subheading  3.1 ) and cell  fi xation should be performed in the 
fume hood.   
  AFM measurements described here are designed to be used  –
with a class II diode laser with an energy output of up to 1 mW 
of visible radiation at 670 nm. DO NOT stare into the laser 
beam.  
  MyEnd cells should be handled in an S2 safety level laboratory.     –
 Carry out all procedures at room temperature unless otherwise 
speci fi ed. 

  Attachment of ligand molecules onto AFM tips transforms them 
into biospeci fi c molecular sensors. The attachment of ligands onto 
AFM tips via PEG chains is usually performed in three steps: 
(1) amino (–NH 2 ) groups are produced on the tip surface, 
(2) heterobifunctional PEG chains are attached by one end to the 
amino group on the tip, and (3) a ligand molecule is coupled to 
another free functional end of the PEG linker.

    1.    For aminofunctionalization, 3.3 g of ethanolamine hydrochlo-
ride is dissolved in 6 mL of DMSO by heating to 60°C in a 
glass beaker (see  Note 7 ).  

    2.    After dissolving the entire solid, the beaker is removed and 
cooled down at room temperature. Molecular sieve beads 
(4 Å) are added to the mixture to form a monolayer, and a 
small thin glass slide (prewashed in ethanol and dried with 
nitrogen gas) is placed carefully on the top of the beads, taking 
care to avoid the formation of air bubbles (see  Note 8 ). 
Dissolved air is removed by degassing in a desiccator using an 
aspirator vacuum for 30 min.  

    3.    The cantilevers are rigorously washed with chloroform (3×), 
dried with nitrogen gas, and immersed in the ethanolamine 
hydrochloride/DMSO solution. The cantilevers are incubated 
in this solution overnight.  

    4.    The tips are washed with DMSO (3×) and ethanol (3×) and 
gently dried with nitrogen gas (see  Note 9 ).  

    5.    For the attachment of PEG linker, 3.3 mg of NHS-PEG 27 -
Aldehyde is dissolved in 0.5 mL chloroform and transferred 
into a small glass reaction chamber.  

  3.  Methods

  3.1.  Attachment of 
VE-Cadherin-Fc 
Molecules onto the 
AFM Tip
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    6.    Triethylamine (30  m L) is added and the cantilevers are carefully 
immersed in this solution at room temperature for 2 h. The 
reaction chamber is covered with an upside-down beaker to 
avoid chloroform evaporation.  

    7.    After the reaction, the cantilevers are extensively washed in 
chloroform, dried with a gentle nitrogen stream, and put in a 
clean dry Petri dish, which is covered with Para fi lm. The canti-
levers are arranged in a circular manner such that the tips are in 
the center direction.  

    8.    For the ligand coupling, a 50  m L aliquot of VE-cadherin-Fc 
stock solution (~0.5 mg/mL in HBSS with Ca 2+ , freshly 
thawed from −25°C) is mixed with 150  m L HBSS with Ca 2+ . 
The protein solution is pipetted onto the cantilevers as a drop 
to cover all tips with the liquid.  

    9.    Immediately, 2  m L of 1 M NaCNBH 3  (freshly prepared each 
time) is added and mixed carefully with a pipette. The reaction 
is carried out for 1–2 h.  

    10.    Free aldehyde groups on the tips are inactivated by the 
addition of 5  m L of 1 M ethanolamine hydrochloride (pH 9.6 
pre-adjusted with NaOH and stored in aliquots at −25°C) for 
10 min.  

    11.    Finally, the cantilevers are washed with HBSS with Ca 2+  
(AFM working buffer) (3×) and stored at 4°C until used 
(see  Note 10 ).      

      1.    Wash glass slides with 70% iso-propanol or ethanol and subse-
quently with distilled water or PBS, and place the glass slides in 
Petri dishes.  

    2.    Cells are grown on gelatin-coated glass slides. For this, put 
0.5–1 mL of 0.2% gelatin solution on the prewashed glass 
slides (step 1) and incubate for at least 20 min. 1–2 min before 
the deposition of the cell suspension, pump away the gelatin 
solution, and wash the glass slides (1×) with PBS.  

    3.    When the cells have achieved the desired con fl uence state (~50%), 
“gently”  fi x them with GD ( fi nal concentration of GD in Petri 
dish is 0.5%)  (  24,   25  ) . Warm up an aliquot with 5% GD, inject 
~200  m L of 5% GD drop-wise into the Petri dish containing the 
cells (growth media volume of 2 mL), incubate for 30–60 min at 
37°C, and  fi nally wash (3×) with HBSS containing Ca 2+ . The 
 fi xed cells can be either immediately used for AFM measurements 
or stored at 4°C for several days (see Note 11).      

      1.    Connect the PicoTREC box according to the diagram 
illustrated in Fig.  1 .   

    2.    Turn on the AFM controller, MAC box, computer, lamps, and 
other major electronics and allow them to warm up for at least 

  3.2.  Cell Preparation 
for AFM 
Measurements

  3.3  Simultaneous 
Topography and 
RECognition Imaging
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30 min in order to minimize the drift of electrical signals during 
the experiment.  

    3.    Use the stepper motor to move the sample plate, ensuring that 
there is enough distance (1.5–2 mm) between the sample plate 
and the AFM scanner. This will prevent a sudden breakage of 
the AFM cantilever during the further mounting.  

    4.    Prior to the mounting of a cell probe, place some re fl ective 
material, such as a gold-coated mica or aluminum sheet, onto 
the sample plate and cover it with a mica sheet. Mount the 
glass slide with  fi xed cells on the sample plate, carefully  fi x the 
liquid cell with two clips on the glass slide and  fi ll it immedi-
ately with ~650  m L HBSS with Ca 2+ . Take care that the cells 
never dry out. Finally, mount the sample plate with the cell 
probe in the AFM.  

    5.    Carefully mount the functionalized AFM cantilever on the 
AFM scanner, taking care that the cantilever will be not dried.  

    6.    Orient the scanner, mount it onto the microscope stage,  fi x, 
and plug it in. Check with a CCD camera to ensure that the 
cantilever has not broken during the scanner mounting. If any 
air bubbles are observed, remove the scanner, carefully blot 
dry with the corner of a  fi lter paper, and then repeat step 6.  

    7.    Set up the instrument for MAC Mode.   
    8.    Ensure that the TREC servo on the front of the PicoTREC 

box is in the OFF position.  
    9.    Choose an appropriate calibration  fi le for the AFM scanner.  

  Fig. 1.    Schematic of cable connections between PicoTREC box, MAC box, AFM Controller, 
and AFM Head Electronics box.       
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    10.    Set one image channel to “Topography” (both in trace and 
retrace direction) and a second channel to “Aux In BNC” 
(both in trace and retrace direction) (see Note 12).  

    11.    MACmode AFM has the advantage over acoustically driven 
cantilevers that the magnetically coated cantilevers are directly 
excited by an external magnetic  fi eld. This results in a sinusoi-
dal oscillation with a de fi ned resonance frequency. Perform a 
frequency sweep by tuning the functionalized MAC Lever far 
away from the sample surface (~60  m m), choose (Fig.  2 ) and 
set the starting drive amplitude (the amplitude meter on the 
MAC box should read ~6 V (MAC1.2 box) or ~1.5–2 V 
(MACIII box)) (see Note 13).   

    12.    Perform a rough approach to the surface. Withdraw the tip 
and place the tip over a cell of interest with the help of the 
CCD camera. Adjust the drive signal to attain typically either 
~6 V on the MAC1.2 box or ~1.5–2 V on the MACIII box.  

    13.    Approach the sample surface and begin imaging a whole cell (typ-
ically at a scan size of ~60 × 60  m m 2 ). Since VE-cadherin is cell 
speci fi c and located at intercellular junctions  (  12,   26  ) , collect 
AFM data on the contact region between adjacent cells. 
Topography images (Figs.  3  and  4 a) typically illustrate complex 
 fi lamentous networks with a wide range of forms, likely represent-
ing  fi laments of F-actin and some globular features as well.    

  Fig. 2.    Typical amplitude-frequency (resonance or tuning) curve acquired in buffer (HBSS) 
with an MAC Lever. Tuning curves were recorded by varying the excitation frequency from 
5 to15 kHz; tip-sample separation distance was 60  m m. A distinct resonance peak is 
obtained at ~9.3 kHz (using a cantilever with a nominal spring constant of 0.15 N/m). 
A frequency of ~8 kHz is used as excitation frequency for imaging (indicated by an  arrow  ).       
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    14.    Consequently reduce the scanning area to ~2 × 2  m m 2  (Fig.  4 ). 
Use a maximum lateral scan speed of ~3  m m/s; this will result 
in a total recording time of ~12 min per image (with a resolution 
of 512 lines per image). Scan using gain settings as high as pos-
sible, but without producing excessive noise. Start with a very 
low imaging force (high amplitude set-point so that the tip 
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slightly touches the surface; one can check this by opening the 
“real time cross-section” window and follow the topography 
cross-section in trace and retrace), and consequently reduce 
the amplitude set-point to get a fairly good overlay of trace and 
retrace cross-section lines. Try not to reduce the set-point fur-
ther; this can cause a strong cross-talk of topography informa-
tion into the recognition image  (  27  ) . Setting the proper 
imaging amplitude is critical  (  27  ) : it must be large enough to 
stretch the PEG linker, slightly de fl ect the cantilever as it oscil-
lates over the target molecule, and detect the binding interac-
tions. Nevertheless, the oscillation amplitude should remain 
small enough so that the binding does not rupture on each 
oscillation. Therefore, an imaging amplitude of ~8–15 nm 
(this typically corresponds to ~1.5–2.5 V on the amplitude 
meter of the MAC1.2 box) is recommended for TREC imag-
ing (see Subheading  3.4  to determine the free oscillation 
amplitude in nm). Generally, the proper amplitude regime for 
the observation of recognition events differs from one func-
tionalized cantilever to another, depending upon the length of 
the linker molecule, on the exact location of the linker mole-
cule on the tip apex, and the size of the attached molecule. 
Therefore, actual settings will vary, and you might have to 
change the drive amplitude and approach again.  

    15.    Recognition is observed as dark “hot” spots in the “Aux in 
BNC” image channel (Fig.  4  right). Normally the recognition 
maps of VE-cadherin domains remain unchanged during 1 h 
of continuous scanning. If no recognition signal is visible after 
adjusting the gains and amplitude after several frames of images, 
the functionalized MAC Lever may need to be replaced. It is 
recommended to functionalize as many MAC Levers as possi-
ble (a minimum of 5) to ensure at least one “good” MAC 
Lever for TREC imaging.  

    16.    Perform the blocking experiment. Inject 5 mM EDTA very 
slowly (~50  m L/min) into the  fl uid cell while scanning the 
sample. The  fi rst scan after injection might not reveal immedi-
ate changes in the recognition map. After 2–3 scans, the recog-
nition spots will practically disappear (Fig.  5  right) as the active 
VE-cadherin-Fc  cis -dimers on the AFM tip dissociate in inac-
tive monomers, thereby abolishing speci fi c VE-cadherin trans-
interaction. After blocking experiments, simultaneously 
recorded topography images should remain unchanged (Fig.  5  
left)—indicating that the blocking does not affect membrane 
topography (see Note 14).    

    17.    To have an additional check on the speci fi city of the recogni-
tion events, the oscillation amplitude should be varied  (  27  ) . 
A decrease of the amplitude should result in lower contrast of 
the recognition spots, since the linker is less stretched. An increase 
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of the amplitude should lead to a sudden disappearance of the 
recognition spots, since the ligand is no longer able to bind 
continuously to the receptor’s binding sites. To perform such 
an experiment, vary the drive amplitude, but maintain the ratio 
of set-point amplitude to free amplitude.      

  The oscillation amplitude should be determined on solid surfaces 
such as mica or glass.

    1.    Open the spectroscopy window. Approach to the surface. 
Perform a complete amplitude-distance cycle (put Limit to 
OFF; control the z-piezo limits to not crash the tip) (Fig.  6 ). 
The distance between  fi rst contact and zero amplitude re fl ects 
the peak-to-peak amplitude of free oscillation, providing the 
ratio of nm/V conversion.   

    2.    Adjust the drive signal and the set-point to attain a peak-to-peak 
set-point amplitude of ~8–15 nm (corresponds to ~1.5–2.5 V 
on the MAC1.2 box). This determined value of the amplitude is 
the proper setting, which should be used for TREC.  

    3.    Withdraw the tip ~60  m m from the surface and determine the 
actual amplitude above the surface (~6 V on the MAC1.2 
box).      

  In contrast to the “normal” MAC mode imaging, where a 
peak-to-peak value of oscillating amplitude ( A ) is used as a feed-
back parameter, one can utilize the lower part of the oscillation 
(i.e., half-amplitude,  A  1/2 ) to drive a feedback loop to obtain the 
topography image. In contrast, the upper part of the oscillation is used 

  3.4.  Determination of 
the Free Oscillation 
Amplitude

  3.5.  Half-Amplitude 
Imaging (for Picoscan 
Software)
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to create the recognition map. Thus, by using the half-amplitude 
feedback topographical images representing the correct height as 
the feedback, deviations of the oscillation amplitude due to recog-
nition/adhesion events are not taken into account  (  27  ) .

    1.    Turn the servo on the front of the PicoTREC box to the ON 
position.  

    2.    Change to Contact mode in the AC mode panel.   
    3.    Slowly decrease the amplitude set-point until the AFM tip is 

gently touching the surface again (amplitude set-point will be 
reduced by about 50% or less).  

    4.    Set the gains as high as possible and continue to image in 
TREC mode like normal (see Note 15).       

 

     1.    With MAC Mode, an MAC Lever is driven by an oscillating 
magnetic  fi eld. The magnetic  fi eld is applied directly to the 
MAC Lever from either above (Top-MAC) or below (MAC 
Stage) the cantilever. For Top-MAC Mode, use a special nose 
cone with a standard sample plate, and for MAC Stage, use a 
standard nose cone for contact mode with an MAC bottom 
sample plate.  

  4.  Notes

  Fig. 6.    Amplitude-distance curve acquired in buffer on a glass slide with an MAC Lever. 
Trace ( light grey line  ) and retrace ( black line  ) are collected using the same cantilever as 
in Fig.  2 .       
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    2.    Protein solutions should conform to the following requirements:
   (a)    Proteins should be as pure as possible   
   (b)    No serum samples  
   (c)    The protein solution should not contain other proteins or 

additives and stabilizers such as BSA  
   (d)    No sodium azide, no glycerol, no detergents  
   (e)    The buffer should not contain primary amines such as Tris       

    3.    Whole protocol of aldehyde-PEG 27 -NHS synthesis consists of 
several steps  (  21  ) . Brie fl y, in the  fi rst step, the commercial sym-
metric adduct  O , O  ¢ - bis (2-Aminopropyl)-poly(ethylene glycol) 
1,500, NH 2 –PEG–NH 2  (Fluka, Austria) (abbreviated as NH 2 –
PEG–NH 2 ) is reacted with glutaric anhydride and the asym-
metric product NH 2 –PEG–COOH ( N -glutaryl derivative of 
NH 2 –PEG–NH 2 ) is isolated in pure form by three chromato-
graphic steps  (  22  ) . Then this general linker precursor is reacted 
with  N -succinimidyl 4-formylbenzoate in chloroform/trieth-
ylamine to obtain aldehyde-PEG-COOH  (  21  ) . In the last step, 
the terminal carboxyl (–COOH) is transformed into NHS-
ester by activation with  N , N , N  ¢ , N  ¢ -tetramethyl (succinimidyl) 
uranium tetra fl uoroborate (TSTU) in  N , N -dimethylformamide 
(DMF)/pyridine  (  21  ) .  

    4.     Caution : NaCNBH 3  is toxic, and it must be used in a fume 
hood; additionally, wear a gas mask when weighing NaCNBH 3 .  

    5.    Since FCS is no longer commercially available, it can be 
replaced by fetal bovine serum (FBS).  

    6.    The gelatin solution should be prepared fresh each time. Heat 
a 2% gelatin solution in the water bath at 37°C for about 
10 min, and dilute with PBS. We  fi nd that the  fi nal concentra-
tion of gelatin can be in the range of 0.2–0.5%.  

    7.    We found that the aminofunctionalization in liquid phase 
sometimes leads to the signi fi cant loss of the magnetic layer of 
MAC Levers. Amino (–NH 2 ) groups can be successfully pro-
duced on the tip by gas phase silanization with 3-aminopropy-
ltriethoxysilane (APTES). For this, APTES is freshly distilled 
under vacuum. A desiccator (5 L) is  fl ooded with argon gas to 
remove air and moisture. Next, two small plastic trays (e.g., the 
lids of Eppendorf reaction vials) are placed inside the desicca-
tor, 30  m L of APTES and 10  m L of triethylamine are separately 
pipetted into the two trays, the AFM cantilevers are placed 
nearby on a clean inert surface (e.g., Te fl on), and the desicca-
tor is closed. After 2 h of incubation, APTES and triethylamine 
are removed, the desiccator is again  fl ooded with argon gas for 
5 min, and the tips are left inside for 2 days to “cure” the 
APTES coating.  
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    8.    Air bubbles can be removed by degassing the solution in a 
desiccator with aspirator vacuum for 30 min.  

    9.    When the AFM tips are not used immediately for ligand bind-
ing, they can be stored in a desiccator under argon atmosphere 
at room temperature for several days.   

    10.    We  fi nd that if the ligand functionalized AFM tips are not used 
immediately, they can be stored in HBSS with Ca 2+  at 4°C for 
several weeks without any loss of binding activity of 
VE-Cadherin-Fc.  

    11.    We  fi nd that the “gentle” cell  fi xation procedure with 0.5% 
GD did not practically affect the binding activity of 
VE-Cadherins  (  24,   25  ) . However, for other cell receptors, an 
appropriate cell  fi xation method (concentration of  fi xative, 
time of  fi xation, etc.) should be determined. Using PFA solu-
tion can be an effective alternative.  

    12.    RECognition data will be displayed in the “Aux In BNC” 
image window; for PicoView software users, this channel is 
called “CSAFM/Aux BNC.” Additional channels such as 
“Amplitude,” “Phase,” and “De fl ection” would be helpful to 
control the quality of imaging.  

    13.    Be aware that by using the bottom MAC plate, the generating 
magnetic  fi eld is not uniform. Place the MAC lever  fi rst where 
the magnetic  fi eld has a maximum value. Recognition imaging 
is performed best with a clean, strong resonance peak (~6 V on 
the MAC1.2 box). If the resonance peak is noisy or weak, 
replace the functional MAC lever.  

    14.    In Ca 2+ -rich conditions, the previously blocked tip should 
regain its functionality.  

    15.    TREC images represented here (Figs.  4  and  5 ) were collected 
by using half-amplitude technique.          
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    Chapter 17   

 Porosome: The Secretory NanoMachine in Cells       

     Bhanu   P.   Jena       

  Abstract 

 Cells synthesize and store within membranous sacs products such as hormones, growth factors, 
neurotransmitters, or digestive enzymes, for release on demand. As recently as just 15 years ago, it was 
believed that during cell secretion, membrane-bound secretory vesicles completely merge at the cell plasma 
membrane resulting in the diffusion of intravesicular contents to the cell exterior and the compensatory 
retrieval of the excess membrane by endocytosis. This explanation, however, failed to explain the genera-
tion of partially empty vesicles observed in electron micrographs following secretion. Logically therefore, 
in a 1993 News and Views article in the journal  Nature , Prof. Erwin Neher wrote “It seems terribly waste-
ful that, during the release of hormones and neurotransmitters from a cell, the membrane of a vesicle 
should merge with the plasma membrane to be retrieved for recycling only seconds or minutes later.” The 
discovery of permanent secretory portals or nanomachines at the cell plasma membrane called 
POROSOMES, where membrane-bound secretory vesicles transiently dock and fuse to release intravesicu-
lar contents to the cell exterior, has  fi nally resolved this conundrum. Following this discovery, the composi-
tion of the porosome, its structure and dynamics visualized with high-resolution imaging techniques 
atomic force and electron microscopy, and its functional reconstitution into arti fi cial lipid membrane have 
provided a molecular understanding of cell secretion. In agreement, it has been demonstrated that “secre-
tory granules are recaptured largely intact after stimulated exocytosis in cultured endocrine cells” (Proc 
Natl Acad Sci U S A 100:2070–2075, 2003); that “single synaptic vesicles fuse transiently and successively 
without loss of identity” (Nature 423:643–647, 2003); and that “zymogen granule exocytosis is character-
ized by long fusion pore openings and preservation of vesicle lipid identity” (Proc Natl Acad Sci U S A 
101:6774–6779, 2004). It made no sense all these years to argue that mammalian cells possess an “all or 
none” mechanism of cell secretion resulting from complete vesicle merger at the cell plasma membrane, 
when even single-cell organisms have developed specialized and sophisticated secretory machinery, such as 
the secretion apparatus of  Toxoplasma gondii , contractile vacuoles in paramecium, and different types of 
secretory structures in bacteria. The discovery of the porosome and its functional reconstitution in arti fi cial 
lipid membrane, and an understanding of its morphology, composition, and dynamics, has resulted in a 
paradigm shift in our understanding of the secretory process in cells.  

  Key words:   Porosome ,  Fusion pore ,  Secretion ,  Membrane fusion    
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 For nearly half a century, the prevailing notion was that during cell 
secretion, membrane-bound secretory vesicles completely merge 
at the cell plasma membrane resulting in the diffusion of intrave-
sicular contents to the outside and the compensatory retrieval of 
the excess membrane by endocytosis. This explanation of cellular 
secretion, however, contradicted the observation of partially empty 
vesicles in electron micrographs following secretion. Further, such 
an “all or none” mechanism of cell secretion by complete merger 
of secretory vesicle membrane at the cell plasma membrane leaves 
little regulation and control by the cell on the amount of content 
release. Furthermore, it made no sense for mammalian cells to uti-
lize such “all or none” process of cell secretion, when even single-
cell organisms have developed specialized and sophisticated 
secretory machinery, such as the secretion apparatus of  Toxoplasma 
gondii , the contractile vacuoles in paramecium, or the various types 
of secretory structures in bacteria. Therefore in the 1960s, experi-
mental data concerning neurotransmitter release mechanisms by 
Katz and Folkow  (  1,   2  )  advanced that limitation of the quantal 
packet may be set by the nerve membrane, in which case the size 
of the packet may actually correspond to just a fraction of the ves-
icle content  (  3,   4  ) . Again, in 1993 in a  News and Views  article in 
the journal  Nature   (  5  ) , E. Neher noted “It seems terribly wasteful 
that, during the release of hormones and neurotransmitters from a 
cell, the membrane of a vesicle should merge with the plasma mem-
brane to be retrieved for recycling only seconds or minutes later.” 
This conundrum on the molecular mechanism of cell secretion was 
 fi nally resolved in 1996 ( (  6  ) , published on-line ahead of print) fol-
lowing discovery of the “porosome,” a nanomachine at the cell 
plasma membrane and the universal secretory portal in cells. 
Porosomes are supramolecular lipoprotein structures at the cell 
plasma membrane, where membrane-bound secretory vesicles 
transiently dock and fuse to release intravesicular contents to the 
outside. In the past 15 years, the composition of the porosome, its 
structure and dynamics at nanometer resolution and in real time, 
and its functional reconstitution into arti fi cial lipid membrane have 
been determined  (  6–  42  ) . Isolated live pancreatic acinar cells in 
near physiological buffer when imaged using atomic force micros-
copy (AFM) demonstrate the size and shape of the secretory vesi-
cles called zymogen granules (ZG) lying immediately below the 
apical plasma membrane of the cell  (  43  ) . Following stimulation of 
secretion, secretory products are released with no loss in vesicles 
 (  43  ) . Furthermore, since porosomes in exocrine and neuroendo-
crine cells measure 100–180 nm, and only a 20–45% increase in 
porosome diameter is demonstrated following the docking and 
fusion of 0.2–1.2  μ m in diameter secretory vesicles, it is concluded 

  1.  Introduction
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that secretory vesicles “transiently” dock and fuse, as opposed to 
complete merger at the porosome base, to release intravesicular 
contents to the outside. In agreement, it has also been demon-
strated that “secretory granules are recaptured largely intact after 
stimulated exocytosis in cultured endocrine cells”  (  44  ) ; that 
“single synaptic vesicles fuse transiently and successively without 
loss of identity”  (  45  ) ; and that in the “zymogen granule (the 
secretory vesicle in exocrine pancreas) exocytosis is characterized 
by long fusion pore openings and preservation of vesicle lipid 
identity”  (  46  ) . 

 Microtubules have been recognized as the railroad for move-
ment of organelles over long distances within the cell (>1 mm), 
whereas the actin system is responsible for transport over shorter 
distances, typically from tens to a few hundred nanometers. Thus, 
microtubule-dependent motors such as kinesin and kinesin-related 
proteins, and the superfamily of actin-dependent myosin motors, 
have all been implicated in intracellular organelle transport  (  47, 
  48  ) . Myosin motors include the conventional myosin (myosin II) 
and a large group of unconventional myosins (myosin I, III, V, and 
VI). In recent years, the prime candidate for secretory vesicle trans-
port in cells has been reported to be the class V of myosin motors 
 (  49–  51  ) . Myosin V is composed of two heavy chains that dimerise 
via a coiled-coil motif, located in the stalk region of the heavy chain 
 (  52  ) . The heavy chain contains an amino-terminal actin-binding 
motor domain  (  52  ) , followed by a neck region where up to six 
regulatory light chains can bind. The carboxy-terminus globular 
domain of the heavy chain is thought to mediate organelle-binding 
speci fi city  (  53  ) . Interaction between the actin and the microtubule 
transport system seems to be a requirement for the correct delivery 
of intracellular cargo such as secretory vesicles  (  54–  56  ) . Studies 
have been undertaken to determine whether secretory vesicles in 
live cells remain free- fl oating, only to associate with the transport 
systems following a secretory stimulus, or whether they are always 
tethered. Studies using isolated live pancreatic acinar cells demon-
strate that all secretory vesicles within the cell are tethered and not 
free- fl oating  (  57  ) . Nocodazole and cytochalasin B disrupt much of 
this tether. Immunoblot analysis of isolated secretory vesicles further 
determines the association of actin, myosin V, and kinesin to them 
 (  57  ) . These studies demonstrate for the  fi rst time that secretory 
vesicles in live pancreatic acinar cells are tethered and not free-
 fl oating, suggesting that following vesicle biogenesis they are 
placed on their own speci fi c railroad track, ready to be transported 
to their  fi nal destination when required  (  57  ) . Intuitively, this makes 
sense, since precision and regulation are the hallmarks of all cellular 
processes, and therefore would also hold true for the transport and 
localization of subcellular organelles within the cell. 

 Using the cellular railroad system, once secretory vesicles dock 
at the porosome base following a secretory stimulus, the fusion of 
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membrane-bound secretory vesicles at the porosome base is 
mediated by calcium and a specialized set of three soluble 
 N -ethylmaleimide-sensitive factor ( NSF )-attachment protein 
receptors called SNAREs  (  58–  62  ) . In neurons, for example, target 
membrane proteins SNAP-25 and syntaxin (called t-SNAREs) 
present at the base of neuronal porosomes at the presynaptic mem-
brane, and a synaptic vesicle-associated membrane protein (VAMP) 
or v-SNARE, are part of the conserved protein complex involved 
in membrane fusion and neurotransmission. In the presence of 
Ca 2+ , t-SNAREs and v-SNARE in opposing membrane bilayers 
interact and self-assemble in a ring conformation, to form conduct-
ing channels  (  63  ) . Such self-assembly of t-/v-SNARE rings occurs 
only when the respective SNAREs are membrane-associated. 
The size of the SNARE ring complex is dependent on the curva-
ture of the opposing lipid bilayers  (  64  ) . Electron density maps and 
3D topography of the SNARE ring complex suggests the forma-
tion of a leak-proof channel measuring 25 Å in ring thickness and 
42 Å in height  (  65  ) . Recently, our understanding of membrane-
directed SNARE ring complex assembly has greatly advanced, and 
SNARE ring size can now be mathematically predicted  (  65  ) . X-ray 
diffraction measurements and simulation studies have further indi-
cated that membrane-associated t-SNAREs and v-SNARE over-
come repulsive forces to bring the opposing membranes closer to 
within a distance of approximately 2.8 Å  (  58,   66,   67  ) . Calcium is 
then able to bridge the closely opposed bilayers, leading to the 
release of water from hydrated Ca 2+  ions, as well as the loosely 
coordinated water at membrane phospholipid head groups, result-
ing in membrane destabilization and fusion  (  67  ) . 

 Other studies demonstrate that during cell secretion secretory 
vesicle swelling is required for the expulsion of intravesicular con-
tents  (  43  ) . Live pancreatic acinar cells in near physiological buffer 
imaged using AFM at high force (200–300 pN) reveal the size 
and shape of ZGs lying immediately below the apical plasma mem-
brane of the cell. Within 2.5 min of exposure to a secretory stimu-
lus, the majority of ZGs within the acinar cells swell, followed by 
secretion and the concomitant decrease in ZG size; there is no loss 
of secretory vesicles during and following secretion. These studies 
reveal for the  fi rst time in live cells intracellular swelling of secre-
tory vesicles following stimulation of cell secretion and their 
de fl ation following partial discharge of vesicular contents  (  43  ) . 
No loss of secretory vesicles is observed throughout the entire 
period of secretion, further demonstrating that transient fusion, 
and not a complete merger of secretory vesicles, occurs at the cell 
plasma membrane. Measurements of intracellular ZG size reveal 
that different vesicles swell to various capacities following a secre-
tory stimulus. This differential swelling among secretory vesicles 
within the same cell may explain why following stimulation of cell 
secretion, some secretory vesicles demonstrate the presence of less 
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vesicular content than others, re fl ecting variations between them 
in the amount of content discharged. To determine precisely the 
role of swelling in vesicle-plasma membrane fusion and in intrave-
sicular content expulsion, an electrophysiological ZG-reconstituted 
lipid bilayer fusion assay has been employed  (  43,   63  ) . The ZGs 
used in the bilayer fusion assays are  fi rst characterized for their 
purity and their ability to respond to a swelling stimulus, GTP. As 
previously reported  (  68,   69  ) , exposure of isolated ZGs to GTP 
results in ZG swelling. Similar to what is observed in live acinar 
cells, it is found that each isolated ZG responds differently to the 
same swelling stimulus. This differential response of isolated ZGs 
to GTP has been further assessed by measuring percent change in 
volume of isolated ZGs of different sizes  (  43  ) . ZGs in the exocrine 
pancreas range in size from 0.2 to 1.2  μ m in diameter  (  68  ) , though 
interestingly, not all ZGs are found to swell following a GTP chal-
lenge  (  43  ) . Volume increases in most ZGs following GTP expo-
sure fall between 5 and 20%; however, larger increases of up to 
45% have been reported in vesicles ranging from 250 to 750 nm 
in diameter. In the electrophysiological bilayer fusion assay, immu-
noisolated porosome complexes from the exocrine pancreas are 
functionally reconstituted  (  14  )  into the lipid membrane of the bilayer 
apparatus, where membrane conductance and capacitance are 
continually monitored  (  43  ) . Reconstitution of the porosome into 
the lipid membrane results in a small increase in capacitance, pos-
sibly due to the increase in membrane surface area. Addition of 
isolated ZGs  (  68  )  to the  cis  compartment of the bilayer chamber 
results in vesicle docking and fusion at the porosome-reconstituted 
lipid membrane, detected as a step increase in membrane capaci-
tance. Even after 15 min of ZG addition to the  cis  compartment 
of the bilayer chamber, little or no release of the intravesicular 
enzyme  α -amylase is detected in the  trans  compartment of the 
bilayer chamber. On the contrary, exposure of ZGs to 20  μ M GTP 
induced swelling and results both in the potentiation of fusion as 
well as a robust expulsion of  α -amylase into the  trans  compart-
ment of the bilayer chamber observed using immunoblot assays. 
These studies demonstrate that during cell secretion, secretory 
vesicle swelling is required for the precise and regulated expulsion 
of intravesicular contents. This mechanism of vesicular expulsion 
during cell secretion may explain why partially empty vesicles are 
generated in cells following secretion. The presence of empty 
secretory vesicles could result from multiple rounds of fusion-
swelling-expulsion cycles which a vesicle may undergo during the 
secretory process, re fl ecting on the precise and regulated nature of 
this process. The discovery of the porosome, its functional recon-
stitution in an arti fi cial lipid membrane, and an understanding of 
its morphology, composition, and dynamics has resulted in a para-
digm shift in our understanding of the secretory process in cells 
and is discussed in this chapter.  
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 Porosomes were  fi rst discovered nearly 15 years ago, initially in 
acinar cells of the exocrine pancreas  (  6  ) . The resolving power of 
the light microscope is limited and dependent on the wavelength 
of used light and hence, 250–300 nm in lateral and much less in 
depth resolution can at best be achieved using light for imaging 
(although this diffraction-limited resolution has now been shat-
tered by the so-called “super-resolution” techniques). Porosomes 
in exocrine pancreas and in neuroendocrine cells are cup-shaped 
supramolecular structures, measuring 100–180 nm at the opening 
and 25–45 nm in relative depth. However, at the nerve terminal or 
in astrocytes, the porosomes are an order of magnitude smaller 
cup-shaped structures, measuring just 10–17 nm at the opening to 
the outside. Due to the nanometer size of the porosome complex, 
it had evaded visual detection until its discovery using ultrahigh-
resolution AFM  (  33,   70,   71  ) . The development of the AFM  (  70  )  
has enabled the imaging of live cell structure and dynamics in phys-
iological buffer solutions, at nanometer to near angstrom resolu-
tion, in real time. In AFM, a probe tip microfabricated from silicon 
or silicon nitride and mounted on a cantilever spring is used to scan 
the surface of the sample at a constant force. Either the probe or 
the sample can be precisely moved in a raster pattern using an  xyz  
piezodevice to scan the surface of the sample. The de fl ection of the 
cantilever measured optically is used to generate an isoforce relief 
of the sample  (  71  ) . Force is thus used by the AFM to image surface 
pro fi les of objects such as live cells  (  6–  11  ) , subcellular organelles 
 (  43,   68,   69  ) , and biomolecules  (  63–  65  ) , submerged in physiologi-
cal buffer solutions, at ultrahigh resolution and in real time. For 
more details concerning AFM, please refer to the chapters by 
Quinn et al., Shlyakhtenko et al., MacKay and Kumar, and 
Chtcheglova and Hinterdorfer in this volume. 

 Exocrine pancreatic acinar cells are polarized secretory cells 
possessing an apical and a basolateral end. This well-characterized 
cell of the exocrine pancreas synthesizes digestive enzymes which 
are stored within 0.2–1.2  μ m in diameter apically distributed ZGs. 
Following a secretory stimulus, ZGs dock and fuse with the apical 
plasma membrane to release their contents to the outside. Contrary 
to neurons, where secretion of neurotransmitters occurs within 
milliseconds of a secretory stimulus, the pancreatic acinar cells 
secrete digestive enzymes over several minutes following stimula-
tion, and therefore were chosen as a model system to dissect out 
the molecular steps involved in the secretory process. In the mid 
1990s, AFM studies were undertaken on live pancreatic acinar cells 
to evaluate at high resolution the structure and dynamics of the 
apical region of the plasma membrane in both resting and stimu-
lated cells. To our surprise and disbelief, isolated live pancreatic 

  2.  Discovery of the 
Porosome
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acinar cells in physiological buffer, when imaged using the AFM, 
revealed new cellular structures at the apical pole of the cell where 
secretion is known to occur. At the apical plasma membrane, a 
group of circular “pits” measuring 0.4–1.2  μ m in diameter con-
taining smaller 100–180 nm diameter “depressions” were identi fi ed 
(Fig.  1a–d ). These depressions were subsequently named porosomes 
or secretory portals. Typically 3–4 depressions are found within 
each pit structure, and interestingly the basolateral cell membrane 
is found devoid of such pit and depression structures  (  6  ) . High-
resolution AFM images of depressions in live acinar cells further 
reveal a cone-shaped basket-like morphology, each cone measuring 
15–35 nm in depth. Subsequent studies over the years demon-
strated the presence of depressions in all secretory cells examined, 
including neurons (Figs.  1e , f and  2 ). Analogous to pancreatic aci-
nar cells, examination of resting growth hormone (GH) secreting 
cells of the pituitary  (  9  ) , and chromaf fi n cells of the adrenal medulla 
 (  8  )  also reveal the presence of pits and depressions at the cell plasma 
membrane. The presence of depressions or porosomes in neurons, 
astrocytes,  β -cells of the endocrine pancreas, and in mast cells has 
also been determined, demonstrating their universal presence in 
secretory cells  (  18,   19,   24  ) .   

 Exposure of pancreatic acinar cells to a secretagogue results in 
a time-dependent increase (20–45%) in both the diameter and rela-
tive depth of depressions (Fig.  3 ). Studies demonstrate that depres-
sions return to resting size on completion of cell secretion  (  6,   7  ) . 
No demonstrable change in pit size is detected following stimula-
tion of secretion  (  6  ) . Enlargement of the depression diameter and 
an increase in its relative depth following exposure to a secret-
agogue correlates with secretion. Additionally, exposure of pancre-
atic acinar cells to cytochalasin B, a fungal toxin that inhibits actin 
polymerization and secretion, results in a 15–20% decrease in 
depression size and a consequent 50–60% loss in secretion  (  6  ) . 
Results from these experiments suggested depressions to be the 
secretory portals in pancreatic acinar cells. Furthermore, these 
studies demonstrated the involvement of actin in regulation of 
both the structure and function of depressions. Similarly, depres-
sion in resting GH cells measures 154 ± 4.5 nm (mean ± SE) in 
diameter, and following exposure to a secretagogue, results in a 
40% increase in depression diameter (215 ± 4.6 nm;  p  < 0.01), with 
no appreciable change in pit size  (  9  ) . The enlargement of depression 
diameter during cell secretion and subsequent decrease accompa-
nied by loss in secretion following exposure to actin depolymeriz-
ing agents  (  9  )  also suggested that they represent the secretory 
portal in GH cells. A direct determination that depressions are the 
secretory portals in cells, through which secretory products are 
expelled, was unequivocally demonstrated using immuno-AFM 
studies, initially in the exocrine pancreas  (  7  )  (Fig.  4 ), followed by 
studies in the GH cells of the pituitary  (  9  ) . The localization at 



  Fig. 1.    Porosomes, previously referred to as “depressions” at the plasma membrane in pancreatic acinar cells and at the 
nerve terminal. ( a ) AFM micrograph depicting “pits” and “porosomes” within at the apical plasma membrane in a live 
pancreatic acinar cell. ( b ) To the  right  is a schematic drawing depicting porosomes at the cell plasma membrane (PM), 
where membrane-bound secretory vesicles called zymogen granules (ZG) dock and fuse to release intravesicular contents. 
( c ) A high-resolution AFM micrograph showing a single pit with four 100–180 nm porosomes within. ( d ) An electron micro-
graph depicting a porosome ( red arrowhead ) close to microvilli (MV) at the apical plasma membrane (PM) of a pancreatic 
acinar cell. Note the association of the porosome membrane (  yellow arrowhead  ) and the zymogen granule membrane 
(ZGM) ( red arrowhead ) of a docked ZG ( inset  ). Cross section of a circular complex at the mouth of the porosome is seen. 
( e ) The  bottom left panel  shows an electron micrograph of a porosome at the nerve terminal, in association with a synaptic 
vesicle (SV) at the presynaptic membrane (Pre-SM). Notice a central plug at the neuronal porosome opening. ( f ) The  bottom 
right panel  is an AFM micrograph of a neuronal porosome in physiological buffer, also showing the central plug at its open-
ing. It is believed that the central plug in neuronal porosomes may regulate its rapid close-open conformation during 
neurotransmitter release. The neuronal porosome is an order of magnitude smaller (10–15 nm) in comparison to porosomes 
in the exocrine pancreas ( fi gure represents a collage of images from our earlier publications  (  6,   10,   14  ) ).       
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  Fig. 2.    Structure and organization of the neuronal porosome complex at the nerve terminal. ( a ) Low resolution AFM amplitude 
image (Bar = 1  μ m) ( a ) and high-resolution AFM amplitude image (Bar = 100 nm) ( b ) of isolated rat brain synaptosomes in 
buffered solution. ( c ) Electron micrograph of a synaptosome (Bar = 100 nm). ( d ) Structure and arrangement of the neuronal 
porosome complex facing the outside ( top left ), and the arrangement of the reconstituted complex in PC:PS membrane ( top 
right  ).  Lower panels  depict two transmission electron micrographs demonstrating synaptic vesicles (SV) docked at the 
base of a cup-shaped porosome, having a central plug ( red arrowhead  ). ( e ) EM, electron density, and 3D contour mapping 
demonstrates at the nanoscale the structure and assembly of proteins within the complex. ( f ) AFM micrograph of inside-out 
membrane preparations of isolated synaptosome. Note the porosomes ( red arrowheads  ) to which synaptic vesicles are 
found docked ( blue arrowheads  ). ( g ) High-resolution AFM micrograph of a synaptic vesicle docked to a porosome at the 
cytoplasmic compartment of the presynaptic membrane. ( h ) AFM measurements ( n  = 15) of porosomes (P, 13.05 ± 0.91) 
and synaptic vesicles (SV, 40.15 ± 3.14) at the cytoplasmic compartment of the presynaptic membrane. ( i ) Photon correla-
tion spectroscopy (PCS) of immunoisolated neuronal porosome complex demonstrating a size of 12–16 nm. (  j  ) Schematic 
illustration of a neuronal porosome at the presynaptic membrane, showing the eight ridges connected to the central plug 
( fi gure represents a collage of images from our previous publications  (  10,   12  ) ; Cell Biol Int 34:1129–1132, 2010).       

 



354 B.P. Jena

  Fig. 3.    Porosome dynamics in pancreatic acinar cells following stimulation of cell secretion. ( a ) Several porosomes within 
a pit are shown at zero time, 5 and 30 min following stimulation of secretion. ( b ) Section analysis across three porosomes 
in the  top panel  is represented graphically in the  second panel  and de fi nes the diameter and relative depth of each of the 
three porosomes. The porosome at the center is represented by  red arrowheads . ( c ) The  third panel  is a 3D rendition of the 
porosome complex at different times following stimulation of secretion. Note the porosome as a blue cup-shaped structure 
with black opening to the outside, and part of a secretory vesicle ( violet  ) docked at its base via t-/v-SNAREs. ( d ) The  bottom 
panel  represents % total cellular amylase release in the presence and absence of the secretagogue Mas7 ( blue bars  ). Note 
an increase in porosome diameter and relative depth, correlating with an increase in total cellular amylase release at 5 min 
following stimulation of secretion. At 30 min following a secretory stimulus, there is a decrease in diameter and relative 
depth of porosomes and no further increase in amylase release beyond the 5-min time point. No signi fi cant changes in 
amylase secretion ( green bars  ) or porosome diameter were observed in control cells in either the presence or absence of 
the non-stimulatory mastoparan analogue (Mas17). High-resolution images of porosomes were obtained before and after 
stimulation with Mas7, for up to 30 min (modi fi ed  fi gure from our earlier publication  (  6  ) ).       

depressions of gold-conjugated antibody to secretory proteins 
 fi nally provided the  fi rst direct evidence that secretion occurs 
through depressions. Moreover, AFM micrographs demonstrating 
the speci fi c localization of gold-tagged amylase-speci fi c antibodies 
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(ZGs contain amylase) at depressions following stimulation of cell 
secretion  (  7,   13  )  conclusively demonstrated depressions to be the 
secretory portal in these cells. Similarly, in somatotrophs of the 
pituitary gland, gold-tagged growth hormone-speci fi c antibody 
found to selectively localize at the depression openings following 
stimulation of secretion  (  9  ) , established these sites too, to be the 
secretory portals in GH cells. Over the years, the term “fusion 
pore” has been loosely used to refer to plasma membrane dimples 
that originate following a secretory stimulus or to the continuity or 
channel established between opposing lipid membranes during 
membrane fusion. Therefore for clarity, the term “porosome” was 
assigned to the depression structures at the cell plasma 
membrane.   

 The porosome structure, at the cytosolic compartment of the 
plasma membrane in the exocrine pancreas ( (  14  ) , Fig.  5 ) and in 
neurons ( (  10  ) , Fig.  6 ), has also been determined at near nanome-
ter resolution in live cells. To determine the morphology of 
porosomes at the cytosolic compartment of pancreatic acinar cells, 
isolated plasma membrane preparations in near physiological buff-
ered solution have been imaged at ultrahigh resolution using the 
AFM. These studies reveal scattered circular disks measuring 
0.5–1  μ m in diameter, with inverted cup-shaped structures within 
 (  14  ) . The inverted cups at the cytosolic compartment of isolated 
pancreatic plasma membrane preparations measure approximately 
15 nm in height. On a number of occasions, ZGs ranging in size 
from 0.4 to 1  μ m in diameter have been observed in association 
with one or more of the inverted cups, suggesting the circular 

  Fig. 4.    Intravesicular contents are expelled to the outside through the porosome during cell secretion. ( a ,  b ) AFM micrograph 
and section analysis of a pit and two of the four depressions or porosomes, demonstrating enlargement of porosomes 
following stimulation of cell secretion in the acinar cell of the exocrine pancreas. ( c ) Exposure of live cells to gold-conjugated 
amylase antibody (Ab) results in speci fi c localization of gold particles to these secretory sites. Note the localization of 
amylase-speci fi c immunogold particles at the edge of porosomes. ( d ) AFM micrograph of pits and porosomes with immu-
nogold localization demonstrated in cells immunolabeled and then  fi xed . Blue arrowheads  point to immunogold clusters 
and the  yellow arrowhead  points to a depression or porosome opening ( fi gure from our earlier publication  (  7  ) ).       
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disks to represent pits, and inverted cups porosomes, in inside-out 
pancreatic plasma membrane preparations. To further con fi rm 
that the cup-shaped structures are indeed porosomes, where secre-
tory vesicles dock and fuse, immuno-AFM studies have been per-
formed. As mentioned earlier, target membrane proteins SNAP-23 
 (  61,   72  )  and syntaxin  (  62  )  (t-SNARE) and secretory VAMP 
v-SNARE or VAMP  (  60  )  are part of the conserved protein com-
plex involved in fusion of opposing bilayers in the presence of 
calcium  (  58,   66,   67  ) . Since ZGs dock and fuse at the plasma mem-
brane to release vesicular contents, it was hypothesized that if the 
inverted cups or porosomes are the secretory sites, then plasma 
membrane-associated t-SNAREs should localize at the structure. 

  Fig. 5.    AFM micrographs of porosomes within “pits” at the surface of the apical plasma membrane in live pancreatic acinar 
cells, and at the cytosolic compartment of an isolated pancreatic plasma membrane preparation. ( a ) Several circular “pits” 
( yellow arrowheads ) with porosomes within ( red arrowhead ) are seen in this AFM micrograph of the apical plasma mem-
brane in a live pancreatic acinar cell. ( b ) AFM micrograph of the cytosolic compartment of an isolated pancreatic plasma 
membrane preparation depicting a “pit” ( yellow arrowheads ) containing several inverted cup-shaped porosome structures 
( red arrowhead ) within, associated with a ZG ( blue arrowhead ). ( c ) The “pit” and inverted porosomes in ( b ) are shown at 
higher magni fi cation. ( d ) AFM micrograph of another “pit” with inverted porosomes within and associated ZG (Bar = 200 nm) 
( fi gure from our earlier publication  (  14  ) ).       
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The t-SNARE protein SNAP-23 had previously been reported in 
pancreatic acinar cells  (  72  ) . A polyclonal monospeci fi c SNAP-23 
antibody recognizing a single 23 kDa protein in immunoblots of 
pancreatic plasma membrane fraction, when used in immuno-
AFM studies, demonstrated selective localization to the base of 
the cup-shaped structures ( (  14  ) ; Fig.  7 ). These results con fi rm 
that the inverted cup-shaped structures in inside-out pancreatic 
plasma membrane preparations are indeed porosomes. The size 
and shape of the immunoisolated porosome complex has also been 
determined in exocrine pancreas ( (  14  ) ; Fig.  8 ), neurons ( (  10–  12  ) ; 
Fig.  2 ), and astrocytes  (  73  )  using both negative staining EM and 
AFM. The immunoisolated porosome complex has further been 
structurally and functionally reconstituted into arti fi cial liposomes 
and lipid bilayer membrane ( (  10–  12,   14  ) , Fig.  9 ). Transmission 
electron micrographs of pancreatic porosomes reconstituted into 
liposomes exhibit a 150–200 nm cup-shaped basket-like morphol-
ogy, similar to their native structure observed in cells and when 
co-isolated with a ZG preparation  (  14  ) . To test the functionality 
of the isolated porosome complex, puri fi ed porosomes obtained 
from exocrine pancreas or neurons have been reconstituted in 
lipid membrane of the electrophysiological bilayer setup (EPC9) 
and exposed to isolated ZGs (Fig.  9 ) or synaptic vesicle prepara-
tions.    Electrical activity of the porosome-reconstituted membrane 

  Fig. 6.    Neuronal fusion pore distribution, size and structure. ( a ) shows the structure and distribution of fusion pores at the 
cytosolic compartment of a synaptosome. Inside-out synaptosome preparations when imaged in buffer using AFM demon-
strate inverted 12–16 nm cup-shaped fusion pores, some with docked vesicles. Note one inverted cup-shaped fusion pore 
( green arrowheads  ), with a docked synaptic vesicle ( red arrowheads  ), shown at higher magni fi cation in “( b ).” ( b ) AFM 
micrograph shows a 37 nm synaptic vesicle docked to a 14 nm fusion pore at the cytoplasmic compartment in the isolated 
synaptosomal membrane. ( c ) AFM measurement of the fusion pores (13.05 ± 0.91) and attached synaptic vesicles 
(40.15 ± 3.14) in the cytosolic compartment of the synaptosome membrane ( n  = 15). ( d ) Schematic illustration of a neu-
ronal fusion pore showing the eight vertical ridges and a central plug. ( e ) PCS further demonstrates fusion pores measuring 
12–16 nm ( fi gure from our earlier publication  (  11  ) ).       
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as well as the transport of vesicular contents from the  cis  to the 
 trans  compartments of the bilayer chambers when monitored 
demonstrated that the lipid membrane-reconstituted porosomes 
are indeed functional  (  10,   14  ) , since in the presence of calcium, 
isolated secretory vesicles dock and fuse to transfer intravesicular 
contents from the  cis  to the  trans  compartment of the bilayer 
chamber. ZGs fused with the porosome-reconstituted bilayer as 
demonstrated by an increase in capacitance and conductance and 

  Fig. 7.    Morphology of the cytosolic compartment of the porosome complex revealed in AFM studies on isolated pancreatic 
plasma membrane preparations. ( a ) This AFM micrograph of isolated plasma membrane preparation reveals the cytosolic 
compartment of a pit with inverted cup-shaped porosomes. Note the 600 nm in diameter ZG at the left hand corner of the 
pit. ( b ) Higher magni fi cation of the same pit demonstrates the presence of 4–5 porosomes within ( c ). The cytosolic side of 
a single porosome is depicted in this AFM micrograph. ( d ) Immunoblot analysis of 10 and 20  μ g of pancreatic plasma 
membrane preparations, using SNAP-23 antibody, demonstrates a single 23 kDa immunoreactive band. ( e ,  f ) The cytosolic 
side of the plasma membrane demonstrates the presence of a pit with a number of porosomes within, shown before ( e ) 
and after ( f ) addition of the SNAP-23 antibody. Note the increase in height of the porosome base revealed by section analy-
sis ( bottom panel  ), demonstrating localization of SNAP-23 antibody to the base of the porosome ( fi gure from our earlier 
publication  (  13  ) ).       
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a time-dependent transport of the ZG enzyme amylase from  cis  to 
the  trans  compartment of the bilayer chamber. Amylase was 
detected using immunoblot analysis of the buffer in the  cis  and 
 trans  compartments of the bilayer chambers, using immunoblot 
analysis.    In the pancreas, chloride channel activity present in the 
reconstituted porosome complex is critical to porosome function, 
since the chloride channel blocker DIDS inhibits porosome func-
tion (Fig.  9 ). Similarly, the structure and biochemical composition 
of the neuronal porosome and the docking and fusion of synaptic 
vesicles at the neuronal porosome complex have also been demon-
strated. AFM, EM, and electron density measurements followed 
by contour mapping, and 3D topography of the neuronal porosome, 

  Fig. 8.    Electron micrograph from negatively stained preparation and AFM micrographs of immunoisolated porosome complex 
from the exocrine pancreas. ( a ) Negatively stained electron micrograph of an immunoisolated porosome from solubilized 
pancreatic plasma membrane preparations, using a SNAP-23-speci fi c antibody. Note the three rings and the ten spokes 
that originate from the innermost small ring. This structure represents the protein backbone of the porosome complex. The 
three rings and the vertical spikes are also observed in electron micrographs of intact cells and in porosomes co-isolated 
with ZGs (Bar = 30 nm). ( b ) Electron micrograph of the porosome complex depicted in “( a ),” and ( c ) an outline of the struc-
ture presented for clarity. ( d – f ) AFM micrographs of isolated porosome complex in near physiological buffer (Bar = 30 nm). 
Note the structural similarity of the complex, imaged both by TEM ( g ) and AFM ( h ). The TEM and AFM micrographs are 
superimposable ( i ) ( fi gure from our earlier publication  (  14  ) ).       

 



  Fig. 9.    Lipid bilayer-reconstituted porosome complex is functional. ( a  ) Schematic drawing 
of the bilayer setup for electrophysiological measurements. ( b ) Zymogen granules (ZGs) 
added to the  cis  compartment of the bilayer fuse with the reconstituted porosomes, as 
demonstrated by an increase in capacitance and current activities, and a concomitant 
time-dependent release of amylase (a major ZG content) to the  trans  compartment of the 
membrane. The movement of amylase from the  cis  to the  trans  compartment of the 
chamber was determined by immunoblot analysis of the contents in the  cis  and the  trans  
chamber over time. ( c ) As demonstrated by immunoblot analysis of the immunoisolated 
complex, electrical measurements in the presence and absence of the chloride ion chan-
nel blocker DIDS indicate the presence of chloride channels in association with the com-
plex ( fi gure from our earlier publication  (  14  ) ).       
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have further provided an understanding of the arrangement of 
proteins at nanometer resolution within the complex ( (  12  ) , 
Fig.  9 ). Results from these studies demonstrate that proteins at 
the central plug of the porosome interact with proteins at the 
periphery of the complex, conforming to its eightfold symmetry 
(Fig.  2d , e). Furthermore, at the center of the porosome complex 
representing the porosome base, where synaptic vesicles dock and 
transiently fuse, SNARE proteins are assembled in a ring confor-
mation. In neurons, the SNARE ring is composed of merely three 
SNARE pairs  (  74,   75  )  having a 1–1.5 nm in diameter channel, for 
the express release of neurotransmitters from synaptic vesicles via 
the porosome to the synaptic cleft. These studies demonstrate that 
porosomes are permanent structures at the presynaptic membrane 
of nerve terminals, where synaptic vesicles transiently dock and 
fuse to release neurotransmitters. Photon correlation spectroscopy 
(PCS) of isolated porosome complexes further con fi rms that neu-
ronal porosomes measure on average 14–15 nm (Fig.  2i ). In PCS 
measurements, the size distribution of isolated porosome com-
plexes is obtained from plots of the relative intensity of light scat-
tered by particles of known sizes and a calculation of their 
correlation function. Negative staining EM performed using low 
electron dose in a Tecnai 20 electron microscope operating at 
200 kV demonstrated that proteins at the central plug of the 
porosome complex interact with proteins at the periphery of the 
structure  (  12  ) . Similar to AFM micrographs, approximately eight 
interconnected protein densities are observed at the lip of the 
porosome complex in electron micrographs (Fig.  2 ). The eight 
interconnected protein densities are also connected to the central 
plug, via spoke-like structures. Electron density and contour maps, 
together with resultant 3D topology pro fi les of the porosome 
complex, provide further details of the circular arrangement of 
proteins and their connection to the central plug via distinct 
spokes (Fig.  2e ). The contour map of proteins within the neu-
ronal porosome complex has been determined using published 
procedures  (  76–  79  ) . These results have demonstrated the arrange-
ment of proteins at the nanometer scale within the neuronal 
porosome complex. The next level of understanding of this supra-
molecular structure requires electron crystallography of isolation 
complexes, which are currently in progress. Studies demonstrate 
that the porosome complex constitutes: SNAP, syntaxin, the 
cytoskeletal proteins actin,  α -fodrin, and vimentin, calcium chan-
nels  β 3 and  α 1c, together with the SNARE regulatory protein 
NSF  (  13,   14  ) . Chloride ion channels ClC2 and ClC3 have also 
been identi fi ed as part of the porosome complex, and as previ-
ously stated, are critical for porosome function. Isoforms of the 
various other proteins identi fi ed within the porosome complex 
have been demonstrated using 2D-BAC gels electrophoresis. For 
example, three isoforms each of the calcium ion channel and 
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vimentin are found in porosomes. Using yeast two-hybrid analysis 
and immunoisolation, studies con fi rm the presence and direct 
interaction between some of these proteins with t-SNAREs within 
the porosome complex  (  80  ) . In addition to these proteins, studies 
report that the neuronal porosome assembly requires membrane 
cholesterol  (  11  ) . Results from recent studies  (  11  )  demonstrate a 
signi fi cant inhibition in interactions between porosome-associated 
t-SNAREs and calcium channels following depletion of membrane 
cholesterol. Since calcium is critical to SNARE-induced mem-
brane fusion, the loss of interaction between SNAP-25, Syntaxin-1, 
and calcium channels at the neuronal porosome complex would 
seriously compromise or even abrogate neurotransmission at the 
nerve terminal.      

 In summary, these studies demonstrate porosomes to be per-
manent supramolecular lipoprotein structures at the cell plasma 
membrane, where membrane-bound secretory vesicles transiently 
dock and fuse to release intravesicular contents to the outside. 
Porosomes may therefore be considered the universal secretory 
nanomachines in cells  (  15–  42  ) . In recent years, there has been a 
 fl urry of research in the  fi eld and a number of papers from several 
laboratories investigating the porosome in different cell types, both 
in their native and disease states  (  40,   42,   80–  84  ) , such as porosome 
in the sensory hair cell  (  83  )  and in RBL-2H3 and BMMC cells 
 (  85  ) . Clearly, these  fi ndings could not have advanced without high-
resolution imaging techniques such as the AFM, and therefore this 
powerful tool has greatly contributed not just to the discovery of 
the porosome but to a new understanding of the cell. The AFM has 
enabled the determination of live cellular structure-function at sub-
nanometer to angstrom resolution, in real time, contributing to the 
birth of the new  fi eld of  NanoCellBiology . Future directions will 
involve an understanding of the protein distribution and their 
arrangement at atomic resolution in the porosome complex. 
Determination of the atomic structure of the neuronal porosome 
complex is under way using electron crystallography.      
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    Chapter 18   

 Stereology and Morphometry of Lung Tissue       

     Christian   Mühlfeld   ,    Lars   Knudsen   , and    Matthias   Ochs        

  Abstract 

 This chapter deals with the stereological quanti fi cation of structural characteristics of the lung. The aim of 
design-based stereological methods is the unbiased and ef fi cient estimation of structural features without 
making any assumptions on the underlying nature of the biological sample. The methods are based on 
rigorous sampling of location and orientation, the application of appropriate test systems, and the control-
ling of the precision of the estimates. Here, we describe the work fl ow from the  fi xation of the lung over 
the processing of the tissue samples to gaining estimates on the structural properties of the lung. Speci fi cally, 
this chapter deals with methods for estimating the reference volume, sampling location, and sampling 
orientation, estimating volumes and surface areas of alveolar compartments, estimating total alveolar num-
ber, performing stereology at light and electron microscopic level, and dealing with technical problems 
such as tissue shrinkage. The procedures are illustrated using a worked example from the authors’ own 
laboratory.  

  Key words:   Design-based stereology ,  Sampling ,  Disector ,  Transmission electron microscopy ,  Lung , 
 Alveoli    

 

 The structure of the mammalian lung directly re fl ects its main 
function: to provide a large surface area and a thin diffusion barrier 
for ef fi cient gas exchange. Quantitative alterations in either the 
available surface (decrease) or the thickness of the barrier (increase) 
will result in functional impairment, e.g., in emphysema or  fi brosis. 
Thus, quantitative assessment of lung structure is essential for a 
thorough understanding of its function in health and disease. 
Parameters characterizing lung structure may be 3-dimensional 
(global volume, e.g., of alveolar septal tissue or of acinar airspace; 
mean particle size, e.g., of alveoli or alveolar epithelial type II cells 
(AE2C)), 2-dimensional (surface area, e.g., of alveolar epithelium 
or inner membrane of AE2C mitochondria), 1-dimensional 

  1.  Introduction
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(length, e.g., of conducting airways or blood vessels; barrier 
thickness, e.g., of alveolar septae or blood-air barrier constituents), 
or 0-dimensional (number, e.g., of alveoli, AE2C or surfactant-
containing lamellar bodies of AE2C). Such quantitative structural 
data can be input into formal statistical analyses, e.g., when com-
paring different study groups, and are therefore an essential part of 
biomedical research. 

 Measurement of structure is termed morphometry. While 
morphometric data can sometimes be obtained directly (e.g., mea-
suring waist circumference of a human), there are certain cases in 
which this can only be done indirectly. The microscopic study of 
the lung’s internal structure is such a case. Here, not the whole 
organ but only sections from samples of it can be analyzed under 
the microscope. Thus, the methodology of measuring lung struc-
ture has to solve the inherent problems of size reduction (i.e., obtain-
ing representative samples) and dimension reduction (i.e., obtaining 
meaningful 3-D data based on measurements on nearly 2-D thin 
microscopic sections). 

 The method of choice in these cases is stereology. Stereology, 
   as a theory a branch of stochastic geometry, can be de fi ned for 
practical purposes as “the science of sampling structures with geo-
metric probes”  (  1  ) . It provides tools for obtaining representative 
tissue samples (i.e., randomized for position and, if necessary, for 
spatial orientation) for microscopic analysis and for obtaining 
quantitative parameters by applying simple geometric test systems 
(e.g., sets of test points or test lines) onto microscopic sections. By 
this, the measurements are reduced to simple counts of events cre-
ated by the “interaction” of the test system with the structures 
present in the section (e.g., points fall on alveolar septal tissue or 
lines intersect alveolar epithelium). Thus, when lung morphometry 
is the aim, stereology provides the means. 

 Current stereological methods are characterized by the absence 
of any assumptions on the nature of the structure under study (e.g., 
shape, size, spatial distribution, or spatial orientation). They are 
therefore theoretically unbiased by design (design-based stereol-
ogy) (see Note 1). Although unbiasedness is a built-in property of 
design-based stereological methods, special attention has to be paid 
to other potential sources of bias in biomedical studies, such as tis-
sue deformation arising from improper specimen  fi xation and pro-
cessing. The structural dimensions and morphological details of 
cells and tissues as measured under the microscope have to re fl ect 
the in vivo situation as close as possible. The lung—with its con-
stantly changing volume and its air content of over 80% at full 
in fl ation—is particularly challenging in this regard. Standardized 
 fi xation protocols based on strictly controlled conditions that pro-
duce consistent results in time and space are an essential prerequi-
site for valid lung morphometry  (  2  ) . Although a gold standard of 
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physiological lung  fi xation does not exist, several protocols that may 
be considered as “silver standards” can be used (see refs.  (  3–  5  ) ). 

 Introductory  (  6,   7  )  as well as more in-depth textbooks of 
stereology  (  8  )  are available. Morphometry of the lung by means of 
stereology has a long and successful tradition  (  9–  11  ) . Recent devel-
opments in design-based stereology have been incorporated to 
study the lung under physiological and pathological conditions 
 (  12–  20  ) . The current state-of-the-art in lung stereology is sum-
marized in an of fi cial research policy statement of the American 
Thoracic Society and the European Respiratory Society  (  21  ) . This 
chapter presents methods and protocols for lung stereology at the 
light and electron microscopic level. We will focus on the gas 
exchange (parenchymal) region of the lung.  

 

   The following media and buffers are based on a protocol starting 
with specimens  fi xed with a multi-purpose  fi xative containing 4% 
paraformaldehyde, 0.1% glutaraldehyde in 0.2 M Hepes buffer 
( see  Note 2).

    1.    Embedding in methacrylate (see Note 3): 0.15 M Hepes buf-
fer, 0.1 M sodium cacodylate buffer, 1% osmium tetroxide in 
0.1 M sodium cacodylate buffer (see Note 4), half-saturated 
water-uranyl acetate solution, a graded acetone series (70%, 
80%, 90%, 100%), glycol methacrylate (e.g., Technovit 7100), 
embedding mould.  

    2.    Embedding in paraf fi n: 0.15 M Hepes buffer, graded ethanol 
series (70%, 80%, 90%, 100% ethanol) 1:1 ethanol:xylol, 100% 
xylol, paraf fi n oil, paraf fi n, embedding mould (see Note 5).  

    3.    Embedding in epoxy resin: 1.5% glutaraldehyde and 1.5% 
paraformaldehyde in 0.15 M Hepes buffer, 0.15 M Hepes buf-
fer, 0.1 M sodium cacodylate buffer, 1% osmium tetroxide in 
0.1 M cacodylate buffer, half-saturated water-uranyl acetate 
solution, a graded acetone series (70%, 80%, 90%, 100%), 
epoxy resin (e.g., araldite), embedding mould.  

    4.    Microtomes for paraf fi n, methacrylate, and epoxy resin 
sectioning.  

    5.    Glass slides for LM sections.  
    6.    Orcein staining solution: 0.5 g of 0.2% orcein dissolved in 

250 mL 70% ethanol and 1.5 mL concentrated hydrochloric 
acid.  

    7.    Toluidine blue staining solution: 1 g toluidine blue dissolved 
in 100 mL distilled water and 2.5 g sodium hydrogen carbonate. 

  2.  Materials

  2.1.  Basic Microscopy 
Equipment

  2.1.1.  Sample Preparation
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For staining, the stock solution should be diluted to 0.1% 
toluidine blue.  

    8.    Grids for TEM sections.  
    9.    Uranyl acetate and lead citrate.      

      1.    Light microscope for bright  fi eld or  fl uorescence microscopy 
with space for two or more slides (see  Note 6 ).  

    2.    Objective lenses should include low power magni fi cation (e.g., 
×1.25) and a range of higher magni fi cation levels (e.g., ×10, 
×20, ×40, ×63 oil immersion, ×100 oil immersion).  

    3.    Digital camera.  
    4.    Image analysis and storage software (see  Note 7 ).  
    5.    Transmission electron microscope with digital camera, as well 

as software for image analysis and storage.       

       1.    Agarose (preferably low melting variety).  
    2.    Tissue slicer with sharp knives (see  Note 8 ).  
    3.    Area sampling grid (see  Note 9 ).  
    4.    Point grid.  
    5.    Isector moulds or orientator clocks (see  Note 10 ).  
    6.    Random number table.  
    7.    Beaker glass with water.  
    8.    Balance.  
    9.    Device to maintain the lung under water (see  Note 11 ).        

 

 Starting material are lungs having been  fi xed chemically in toto by 
airway instillation or vascular perfusion. A prerequisite for stereo-
logical analyses is a measure of the reference volume, in this case 
the lungs. 

  Two basic methods may be used to measure/estimate the lung 
volume (see  Note 12 ). 

      1.    Remove all structures that do not belong to the reference vol-
ume (e.g., extrapulmonary airways, esophagus, extrapulmo-
nary vessels, etc.) from the lungs and ligate the extrapulmonary 
airways as close to the hilum as possible.  

    2.    Place the beaker glass with water on the balance and adjust the 
device to prevent the lung from rising up to the water surface; 
tare the balance.  

  2.1.2.  Microscopes

  2.2.  Speci fi c 
Stereology Equipment

  2.2.1.  Sample Preparation

  3.  Methods

  3.1.  Reference Volume

  3.1.1.  Fluid Displacement
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    3.    Lift the device out of the water, place the lungs into the water 
and lower the device so that the lungs are completely sub-
merged and the device is in the same initial position. The device 
and the specimen must not touch the wall or the bottom of the 
beaker glass.  

    4.    Note the weight change and calculate the volume by dividing 
the measured weight by the density of water  (  22  ) .      

  The following procedure is suitable for a lung approximately the 
size of a rodent lung. For smaller or larger lungs (such as a neonatal 
mouse or pig lung, respectively), other devices for sectioning the 
lungs need to be used (such as a vibratome or an organ knife, 
respectively).

    1.    Remove all structures that do not belong to the reference vol-
ume (e.g., extrapulmonary airways, esophagus, extrapulmo-
nary vessels, etc.) from the lungs.  

    2.    Place the lungs into a mould.  
    3.    Prepare 4%  fl uid agarose, allow it to cool down to less than 50°C, 

pour it over the lungs, and let it harden (see  Note 13 ). Make sure 
that the lungs are completely surrounded by agarose.  

    4.    Place the agarose-embedded lungs in a tissue slicer and section 
the lungs from apex to base (or vice versa) with a de fi ned sec-
tion thickness ( t ) and place the resulting slices in a row. Always 
orient the same side of the slices up or down; this results in one 
slice at the beginning or the end having a natural instead of a 
cut surface.  

    5.    Place a rectangular point grid (with a de fi ned area surrounding 
each point, so-called area per point,  a ( p )) randomly onto the 
slices so that they are completely covered. Count the number of 
points ( P ) hitting the cut surface of the slices (see  Note 14 ).  

    6.    Calculate the volume of the lungs by the following formula:    

     (lung) ( )V a p P t= × ×∑       

  The aim of the sampling procedure is to allow every part of the 
lungs an equal chance of being represented in the analysis. Thus, in 
each step when the fraction of the reference volume that is being 
analyzed is reduced, an appropriate sampling technique needs to 
be applied. An ef fi cient and reliable way to do this is referred to as 
systematic uniform random sampling, which is described in detail 
below  (  23  ) . It should be noted, however, that there are several 
other sampling methods, e.g., fractionator, smooth fractionator 
 (  24,   25  ) , strati fi ed sampling, which may prove to be particularly 
useful for a speci fi c scienti fi c question (see  Note 15 ). Here, we 
assume that the sampling procedure serves to provide an unbiased 

  3.1.2.  Cavalieri Principle

  3.2.  Sampling 
of Tissue Blocks 
(Location)
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sample for three different purposes: methacrylate-, paraf fi n-, and 
epoxy resin-embedded samples.

    1.    If the reference volume has been measured by  fl uid displace-
ment, process the lungs according to    Subheading  3.1.2 , steps 3 
and  4  of the Cavalieri method.  

    2.    Arrange the slices in their natural order (beginning with the 
 fi rst and ending with the last or vice versa) in a row and num-
ber them.  

    3.    Three systematic uniform random sets of slices are determined 
by a random start between 1 and 3 and a constant sampling 
interval of 3. Assign one of the numbers between 1 and 3 
randomly to each of the embedding procedures.     

  Example : A total of 11 slices was sectioned. The random number 
assigned to glycol methacrylate is 2, to paraf fi n is 1, and to epon is 
3. Then slices 2, 5, 8, and 11 are sampled for methacrylate, slices 
1, 4, 7, and 10 are sampled for paraf fi n, and slices 3, 6, and 9 are 
sampled for epon embedding.

    4.    In case of large lungs and epoxy resin embedding, the slice may 
be too large to be embedded as a whole. In these cases, a sub-
sampling of the slices needs to be performed. Place an area 
sampling grid on the section and de fi ne how many specimens 
you would like to sample. Choose a random number  k  between 
1 and  n  where  n  is the ratio between the number of possible 
samples, i.e., grid areas hitting lung tissue, and the desired 
number of samples. Starting with this random number take 
every  n th specimen that is sampled by a grid area.     

  Example : 20 sampling areas of the grid hit the lung slices; you 
would like to obtain at least 5 samples for epoxy resin embedding. 
20/5 = 4. A random number between 1 and 4 is chosen, e.g., 3, 
then every fourth area is sampled: 3, 7, 11, 15, 19.  

  Estimation of surface area or length requires the orientation of the 
sections to be isotropic uniform random (or at least the combina-
tion of the section and the test grid, see  Note 16 ). In studies on the 
gas exchange region of the lungs, it is safe to assume global isot-
ropy, whereas studies on the bronchial tree or larger blood vessels 
require the disorientation of the samples. Although not required 
for the stereological measurements described in the course of this 
chapter, we will shortly explain the use of two basic techniques to 
randomize the orientation, viz., the isector for small samples  (  26  )  
and the orientator for larger samples  (  27  ) . 

      1.    Embed the samples in small spherical moulds and allow the 
embedding medium to harden (see  Note 17 ).  

    2.    Roll the spheres containing the samples on a table and pick 
them up at some random stop point.  

  3.3.  Sampling 
of Tissue Blocks 
(Orientation)

  3.3.1.  Isector
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    3.    Embed the spheres containing the samples in the  fi nal 
embedding medium in the same orientation.  

    4.    Every central section of this sample will be isotropic uniform 
random.      

      1.    Place the sample on a uniformly divided  f  clock (e.g., 1–99) 
(see  Note 18 ).  

    2.    Choose a random number between 1 and 99, which deter-
mines the angle in which the sample is to be cut; cut the sample 
at the given angle.  

    3.    Place the sample with the cut surface down on a cosine-
weighted   q   clock (e.g., 1–99).  

    4.    Again, choose a random number between 1 and 99. Cut the 
sample along the angle given by the random number.  

    5.    The newly generated surface is isotropic uniform random in 
3D and so will be every section parallel to this surface.       

  The following section compiles an exemplary protocol for each of 
the three different embedding media. It is gratuitous to say that a 
large number of protocols exist, and each of them may be equally 
useful for the purpose. 

      1.    Place the samples subsequently in:
   (a)    70% ethanol for 12 h.  
   (b)    70% ethanol for 40 min.  
   (c)    80% ethanol for 40 min.  
   (d)    90% ethanol for 40 min.  
   (e)    100% ethanol for 40 min twice.  
   (f)    1:1 ethanol/xylol for 40 min twice.  
   (g)    Xylol for 30 min twice.  
   (h)    Paraf fi n oil for 30 min twice.  
   (i)    1:1 paraf fi n oil/paraf fi n (42°C) for 30 min twice.  
   (j)    Paraf fi n (42°C) for 30 min twice.      

    2.    Embed samples in paraf fi n at 60°C.      

      1.    Place the samples subsequently in:
   (a)    0.15 M Hepes buffer for 5 min twice.  
   (b)    0.1 M sodium cacodylate buffer for 5 min three times.  
   (c)    1% osmium tetroxide in 0.1 M sodium cacodylate for 2 h.  
   (d)    0.1 M sodium cacodylate buffer for 5 min four times.  
   (e)    Distilled water for 5 min twice.  
   (f)    Half-saturated watery uranyl acetate for 16–20 h (exclude 

light).  

  3.3.2.  Orientator

  3.4.  Processing 
and Embedding

  3.4.1.  Paraf fi n Embedding

  3.4.2.  Glycol Methacrylate 
Embedding (Here: 
Technovit 7100)
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   (g)    Distilled water for 5 min  fi ve times.  
   (h)    70% acetone for 10 min twice.  
   (i)    80% acetone for 10 min twice.  
   (j)    90% acetone for 10 min twice.  
   (k)    100% acetone for 10 min three times.  
   (l)    1:1 acetone/Technovit 7100 base liquid for 2 h.  
   (m)    Technovit 7100 base liquid plus hardener I overnight.      

    2.    Embed the samples in a medium containing Technovit 7100 
base liquid plus hardener I and II at room temperature (1 h) 
and at 37°C (1 h). If not fully polymerized allow the blocks to 
harden overnight at room temperature.      

      1.    Place samples in 1.5% glutaraldehyde, 1.5% paraformaldehyde 
in 0.15 M Hepes buffer for 2 h.  

    2.    Follow steps (a)–(k) of glycol methacrylate embedding 
(Subheading  3.4.2 ).  

    3.    Incubate the samples twice for 2 h in 1:1 acetone/araldite.  
    4.    Incubate the samples overnight in pure araldite.  
    5.    Embed the samples in araldite and polymerize at 60°C for at 

least 48 h.       

        1.    Prepare thin sections from the methacrylate-embedded sam-
ples (1–1.5  m m thick) and mount them on a glass slide.  

    2.    Stain sections with toluidine blue.  
    3.    Sample  fi elds of view (FOV) at an objective lens magni fi cation 

of ×10 or ×20 (see  Note 19 ).  
    4.    Project a rectangular point grid onto the FOV (see  Note 20 ).  
    5.    Count the number of points hitting the alveolar septa 

( P ( alvsep )), alveolar airspace ( P ( alvair )), and alveolar duct air-
space ( P ( ductair )) which together comprise points on lung 
parenchyma. Also, count the number of points hitting non-
parenchymatous regions of the lung ( P ( nonpar )).  

    6.    Estimate the volume fractions of the alveolar septa ( V  V  
( alvsep / lung )), the alveolar airspace ( V  V  ( alvair / lung )), the 
duct airspace ( V  V  ( ductair / lung )), and the total parenchyma 
( V  V  ( par / lung )) from the following equations (see  Note 21 ):    

     
[ ]

( )
( ) ( ) ( ) ( )V

alvsep P alvsep
V

lung P alvsep P alvair P ductair P nonpar
⎛ ⎞

=⎜ ⎟ + + +⎝ ⎠
   

     
[ ]

( )
( ) ( ) ( ) ( )V

alvair P alvair
V

lung P alvsep P alvair P ductair P nonpar
⎛ ⎞

=⎜ ⎟ + + +⎝ ⎠

   

  3.4.3.  Epoxy Resin 
Embedding (Here Araldite)

  3.5.  Measurements

  3.5.1.  Light Microscopy

   Alveolar Septal 
and Airspace Volume, 
Alveolar Duct Airspace 
Volume
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    7.    Calculate the total volume of these compartments by multiplying 
the volume fraction by the total lung volume as assessed by  fl uid 
displacement or Cavalieri principle (see Subheading  3.1 ).      

  Here we describe the estimation of alveolar surface area at the light 
microscopic level. We would like to mention that this parameter 
strongly depends on the resolving power of the microscopic system, 
i.e., estimations of alveolar surface area using the electron microscope 
will yield higher results than light microscopic measurements.

    1.    Prepare thin sections from the methacrylate-embedded sam-
ples (1–1.5  m m thick) and mount them on a glass slide.  

    2.    Stain sections with toluidine blue.  
    3.    Sample FOV at an objective lens magni fi cation of ×20 or ×40.  
    4.    Project a grid with equally sized line segments of known length 

 l  T  onto the FOV.  
    5.    Count the number of intersections ( I  ( alvepi )) of the line seg-

ments with the alveolar epithelium (see  Note 22 ) and the num-
ber of endpoints of the line segments ( P  L  ( par )) hitting lung 
parenchyma.  

    6.    Calculate the surface density of the alveolar epithelium related 
to the parenchyma as the reference volume ( S  V  ( alvepi / par )) 
by the following equation:    

     
T L

4
( )V

alvepi alvepi
S I

par l P par
⎛ ⎞⎛ ⎞

= ×⎜ ⎟ ⎜ ⎟×⎝ ⎠ ⎝ ⎠
    

   (see  Note 23 ).
    7.    The total surface area of the alveolar epithelium ( S ( alvepi , 

 lung )) is given by the following equation:    

     
V V( , ) ( )

alvepi par
S alvepi lung S V V lung

par lung
⎛ ⎞⎛ ⎞

= × ×⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
     

  The background of alveolar number estimation is far beyond the 
scope of this chapter. Readers should refer to ref.  (  28–  30  ) .

    1.    Generate a row of consecutive thin sections of de fi ned thick-
ness (here: 1.5  m m) from the methacrylate-embedded samples 
(see  Note 24 ).  

    2.    Choose the  fi rst and the fourth section and mount them in 
parallel on one glass slide. This pair of sections is considered a 

   Alveolar Epithelial 
Surface Area

   Alveolar Number
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physical disector with a height ( h ) of 4.5  m m (distance from the 
top of the  fi rst to the top of the fourth section) (see  Note 25 ).  

    3.    Perform an elastic  fi ber stain, e.g., orcein for staining the alve-
olar opening rings.  

    4.    Sample FOV at ×20 using systematic uniform random sam-
pling on the  fi rst section. Note that the FOV consists of two 
corresponding images, one from each section.  

    5.    Project an unbiased counting frame with a de fi ned area 
 a ( frame ) onto the disector pair (see  Note 26 ).  

    6.    Compare the two corresponding images and count bridges ( B ) 
de fi ned as a complete juncture between the edges of two alve-
olar septa leading to a closure of the alveolus. As the alveolar 
entrance is surrounded by a ring of elastic  fi bers, the edges of 
these rings appear as dark stained pro fi les (alveolus open). 
Count in both directions, meaning that bridges on both images 
have to be taken into consideration (see  Note 27 ).  

    7.    Count the total number of counting frames  n  falling on the 
reference volume (see  Note 28 ).  

    8.    The numerical density of alveoli per unit reference volume 
(parenchyma) is given by the following equation:    

     
[2 ( ) ]V

alv B
N

par n a frame h
⎛ ⎞

=⎜ ⎟ × × ×⎝ ⎠
   

    9.    The total number of alveoli per lung is obtained by multiplica-
tion of the numerical density by the reference volume:    

     ( , ) ( , )V

alv
N alv lung N V par lung

par
⎛ ⎞

= ×⎜ ⎟⎝ ⎠
     

      1.    Determine the total volume of alveolar airspace per lung 
 V ( alvair ,  lung ) as mentioned above.  

    2.    Compute the number-weighted mean volume (    N( (alv))v   ) 
of alveoli using the following equation: 
    ,

( )
( , )N

alvair lung
v alv V

N alvair lung
⎛ ⎞

= ⎜ ⎟⎝ ⎠

  
.
      

  Determination of the volume-weighted mean volume of alveoli is 
based on the method of point-sampled intercepts  (  24  ) . As larger alve-
oli have a greater chance of being analyzed by the point sampling 
process, this parameter is termed volume-weighted. This parameter 
also re fl ects heterogeneity in the distribution of alveolar volumes. The 
number- (    Nv   ) and the volume-weighted (    Nv   ) mean volumes  
are related to each other by the equation:     2

V N N(1 CV )v v= × +   with 
CV N  being the coef fi cient of variation. 

   Alveolar Size: Number-
Weighted Mean Volume

   Alveolar Size: Volume-
Weighted Mean Volume
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 The theoretical background is beyond the scope of this chapter 
so that readers are referred to refs.  (  31,   32  ) .

    1.    Perform an elastic  fi ber stain, e.g., orcein to facilitate 
identi fi cation of the alveolar entrance rings.  

    2.    Sample FOV at an objective lens magni fi cation of ×10.  
    3.    Project a test point located in the center of a test line on each 

FOV.  
    4.    If the test point hits an alveolar lumen, perform a measurement 

along the test line from one wall of the alveolus to the other 
( l  i ). Should the alveolar opening towards the alveolar duct be 
visible, a partitioning is needed. Draw a straight line between 
the dark stained elastic  fi bers located at the free edges of the 
septal walls, indicating the entrance to the alveolus. Perform a 
measurement from this entrance to the alveolar wall along the 
test line.  

    5.    Apply the following equation to estimate the volume-weighted 

mean volume of the alveoli:     3
V

1

1
(alv)

3

n

i
i

v l
n =

π= ∑    .        

       1.    Prepare ultrathin sections from the epoxy resin-embedded tis-
sue blocks and stain them with uranyl acetate and lead citrate 
to enhance the contrast.  

    2.    Stabilize the sections in the TEM at low magni fi cation for 
approximately 15 min. (see  Note 29 ).  

    3.    Sample FOV within sections by systematic uniform random 
sampling at a magni fi cation of ×3,000 to ×10,000 depending 
on your speci fi c question (see  Note 30 ). If the whole or part of 
an alveolar septum appears in the FOV, acquire an image and 
save it.  

    4.    Project a point grid onto the FOV and count the number of 
points hitting different septal cell types, capillary lumen (lum), 
and extracellular matrix (ECM). For example, the volume of 
alveolar epithelial type I and type II cells (AE1C and AE2C, 
respectively), of endothelial cells (EC) and interstitial cells 
(IC), is subject of the study.  

    5.    Estimate the volume fraction of each cell type. For example the 
volume fraction of AE2C is calculated by:    

     
2 ( 2 )

.
[ ( 1 )) ( 2 ) ( ) (I ) ( ) ( )]V

AE C P AE C
V

alvsep P AE C P AE C P EC P C P lum P ECM
⎛ ⎞

=⎜ ⎟ + + + + +⎝ ⎠    

    6.    The total volume of AE2C is then calculated by:    

     2
( 2 , ) ( )v v v

AE C alvsep par
V AE C lung V V V V lung

alvsep par lung
⎛ ⎞⎛ ⎞ ⎛ ⎞

= × × ×⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠

    

 ( see   Note 31 ).   

  3.5.2.  Transmission 
Electron Microscopy

   Volume of Different Cell 
Types of Alveolar Septa
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  Paraf fi n embedding should only be used when the question makes 
this necessary, e.g., immunohistochemical labeling of particular 
structures. One major disadvantage is the considerable tissue 
shrinkage that occurs in paraf fi n (see  Note 5 ). Another disadvan-
tage is the greater section thickness compared with methacrylate 
sections because over-projection may cause different results (see 
Note 32). However, if it is indispensable to use paraf fi n sections, 
one tissue block should be used for estimation of volume shrink-
age. In the following we describe how to carry out the estimation 
of volume shrinkage assuming similar shrinkage for all structures. 
For additional information on this important topic, the reader may 
refer to Dorph-Petersen et al.  (  33  ) .

    1.    During the sampling, one tissue block has to be chosen 
randomly and the volume needs to be determined with great 
care, e.g., by  fl uid displacement. This is the volume  before  
embedding ( V ( pre )).  

    2.    Next, assume the alveolar surface area has been estimated from 
the other paraf fi n-embedded tissue. To correct this for the vol-
ume shrinkage, we need information on the volume of the 
separately embedded tissue block  after  embedding.  

    3.    Use a well-calibrated microtome and section the tissue block 
exhaustively. For example, in the case of a tissue block with a 
length of 1 mm perpendicular to the section plane and a micro-
tome advance of 5  m m, a total of 200 sections will be generated.  

    4.    Perform a systematic uniform random sampling on these sec-
tions. For example, mount every tenth section on a glass slide 
starting with a randomly chosen section between 1 and 10.  

    5.    Use the Cavalieri estimator to estimate the volume of the sec-
tions ( V ( sections )) according to the equation given in 
Subheading  3.1.2 .  

    6.    The volume of the tissue block after embedding ( V ( post )) is 
estimated by multiplying  V ( sections ) by the reciprocal of the 
fraction of sections used for the Cavalieri; in this case one tenth 
of the sections was used, so  V ( post ) =  10 * V ( sections ).  

    7.    The degree of shrinkage ( d ( shr )) is estimated by the following 
formula:    

     (shr) [ (pre) (post)]/V(pre)d V V= −    

    8.    To correct alveolar surface area estimations, the following for-
mula has to be applied (see  Note 33 ):    

     1/3( , (1) ( , ) ( ))corrS alvepi lung S alvepi lung d shr× −=       

  3.5.3.  Paraf fi n
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  Surfactant protein D de fi cient mice spontaneously develop a 
chronic in fl ammation within lung parenchyma. Qualitative analysis 
of the lung structure raised the question whether this in fl ammation 
is associated with the development of pulmonary emphysema. To 
substantiate these qualitative  fi ndings with quantitative data, a 
design-based stereological assessment was performed.

    1.    Lungs were  fi xed by airway instillation applying a constant 
pressure of 25 cm H 2 O and the following  fi xation solution: 
1.5% glutaraldehyde and 1.5% paraformaldehyde in 0.15 M 
Hepes buffer.  

    2.    Using the  fl uid displacement method, the total lung volume 
was determined:  V ( lung ) =  1 . 06 cm ³.  

    3.    Lungs were embedded in 4% agarose gel. Using a tissue slicer, 
the lungs were cut into 2 mm thick slices. Starting with a ran-
dom number (in this case 2), every second slice was sampled, 
resulting in a total number of 4 tissue slices.  

    4.    Each tissue slice was embedded in glycol methacrylate result-
ing in a total of 4 tissue blocks.  

    5.    From each block, sections were cut. The  fi rst and the third sec-
tion of a consecutive row were mounted on one glass slide. 
The section thickness was 1.5  m m. An orcein staining was 
performed.  

    6.    A systematic uniform random area sampling was carried out by 
a computer assisted stereology tool to obtain representative 
FOV at different levels of light microscopic magni fi cation.  

    7.    Using a ×5 lens, a point grid consisting of 4 units (1 encircled 
point and 8 non-encircled points forming a unit of 3 × 3 points) 
was superimposed on each FOV. All points hitting non-
parenchyma were counted whereas only the encircled points 
were used for counting points on parenchyma (Fig.  1 ). This 
simpli fi cation was derived from a pilot study showing that 
85–90% of total lung volume was parenchyma. Table  1  shows 
the counting results.       

 As per group only the encircled points were used for 
parenchyma, the points falling on parenchyma were multiplied 
by 9. The volume fraction of parenchyma within the lung was 
 V  V (par/lung) =  P (par)/( P (par) +  P (nonpar)) =  963 / 1 , 067  =  0 . 90 .

    8.    Using sampled FOV within lung parenchyma and a ×20 objec-
tive lens, volume fractions of alveolar and ductal airspaces as 
well as septal wall tissue were estimated by means of point 
counting. In addition, line segments including a test point at 
each end were used for intersection counting with the alveolar 
epithelium (Fig.  2 ). The total length of the line segment  I  T  was 
70.94  m m, thus, the length per point was 35.47  m m. Table  2  
shows the respective data.      

  3.6.  A Case Study
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  Fig. 1.    Volume estimation. A point grid with 36 points, 4 of which are encircled, is projected 
on a micrograph of a toluidine blue-stained section. For estimation of the volume of non-
parenchyma (N), each point hitting non-parenchymatous structures is counted, here 2 of 
36. For estimation of the volume of parenchyma (P), only encircled points hitting paren-
chymatous structures are counted, here 2 of 4. Scale bar = 200  m m.       

   Table 1 
  Count data for the analysis of parenchymal and non- 
parenchymal volume   

 Tissue block  Number of FOV   P  (par)   P  (nonpar) 

 1  8  26 × 9  30 

 2  12  31 × 9  28 

 3  9  27 × 9  25 

 4  7  23 × 9  21 

 ∑  36  107 × 9  104 
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  Fig. 2.    Surface area estimation. A grid consisting of 9 points and 2 line segments is pro-
jected on a micrograph of a toluidine blue-stained section. The points are used for estima-
tion of alveolar (A, here 4 of 9) and ductal (D, here 4 of 9) airspace as well as alveolar septa 
(S, here 1 of 9) by counting the number of points hitting these compartments. For estima-
tion of the alveolar surface area, intersections of the line segments with the alveolar sur-
face ( arrowheads , here 6) and the number of end points of the line segments hitting 
parenchyma (L, here 4 of 4) are counted. Length of line segment = 70  m m.       

   Table 2 
  Count data for the analysis of parenchymal compartment 
volumes and alveolar surface area   

 Tissue block  FOV   P (alvair)   P (ductair)   P (alvsep)   P  L (par)   I (alvepi) 

 1  30  136  64  36  54  60 

 2  24  116  70  16  47  43 

 3  26  81  65  16  39  39 

 4  24  77  56  31  39  32 

 ∑  104  410  255  99  179  174 
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 By multiplication with the reference volume, fractions or densities 
were converted into absolute values:
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    9.    Using a ×20 lens, corresponding pairs of FOV from the  fi rst 
and third section of a consecutive row were sampled to obtain 
physical disectors. The disector height was 3  m m. Counting 
frames were superimposed on the corresponding image pairs 
and bridges were counted (Fig.  3 ). The area per counting 
frame was:  a ( frame ) =  11 , 512  m m ². Table  3  shows the counting 
data.       

 The numerical density of alveoli was determined:
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 The total number of alveoli was:
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  Fig. 3.    Alveolar number estimation. The  fi rst ( left ) and third ( right ) sections of a consecutive row of 1.5  m m sections are used 
(disector height 3  m m). Counting frames consisting of an exclusion ( solid line ) and inclusion line ( dashed line ) are projected 
on a disector-pair of micrographs of orcein-stained sections. Alveoli which are open in one of the images and closed in the 
other image are counted ( arrowheads , here 3). Counting events hitting the exclusion line are not counted ( arrow ). 
Additionally, the number of right upper corner points of the left counting frame hitting the parenchyma is counted ( asterisk ), 
here 1 of 1. Scale bar = 100  m m.       

   Table 3 
  Count data for the analysis of alveolar number   

 Tissue block   n (frames)   B  

 1  78  35 

 2  64  27 

 3  24  4 

 4  59  30 

 ∑  225  96 

 The number-weighted mean volume was:

     3
3( , ) 0.52

( ) 88,240
( , ) 5,892,982N

V alvair lung cm
v alv m

N alv lung
⎛ ⎞

= = =⎜ ⎟⎝ ⎠
m

      

 

     1.    Recently it has been shown that under certain circumstances 
the underlying nature of the structure of interest may not ful fi l 
the theoretical requirements necessary for unbiased stereologi-
cal estimation  (  34  ) .  

    2.    The use of a certain  fi xative is often in fl uenced by lab tradi-
tions. In any case, the choice of  fi xative depends on the pur-
pose. If TEM is used, the  fi xative should contain 
glutaraldehyde in suf fi cient amount; when immunocy-
tochemical techniques are being applied, glutaraldehyde may 

  4.  Notes
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have to be avoided. Similarly, different buffers have several 
advantages and disadvantages which may in fl uence the 
choice. The proposed multi-purpose  fi xative has delivered a 
good compromise between preservation of lung (ultra)struc-
ture and antigenicity in our hands.  

    3.    The use of methacrylate for stereology in contrast to more fre-
quently used techniques such as paraf fi n or cryostat sections 
has the following reasons: (1) The small thickness of the sec-
tions ful fi ls the axiom that we are looking at a 2D plane through 
a 3D structure; (2) this limits over-projection effects; (3) there 
is only minimal volume shrinkage of lung tissue prepared 
according to the above-mentioned protocol (Subheading  3.4 ) 
(see  Note 5 ) and therefore usually no need to correct for 
shrinkage.  

    4.    The use of osmium tetroxide as a  fi xative in light microscopy is 
justi fi ed by our experience that differential tissue deformation 
occurred during methacrylate embedding in lung tissue when 
the osmium was omitted. Differential tissue deformation means 
that certain cells were swollen whereas other structures were 
not; this effect could be avoided by the use of osmium 
tetroxide.  

    5.    Paraf fi n is usually not recommended for stereological purposes 
because a strong and unpredictable degree of tissue shrinkage 
occurs during processing and embedding. As a result, the data 
depend on the degree of shrinkage which, of course, may be 
different between experimental groups, e.g., control vs. emphy-
sematous lungs with altered elastic properties. If paraf fi n-
embedded tissue must be used, e.g., for detection of a certain 
cell type by immunohistochemistry, the data need to be cor-
rected for tissue shrinkage. One notable exception is number 
estimation in a fractionator sampling design where tissue defor-
mation does not matter (see  Note 15 ).  

    6.    Some of the stereological tools require the use of parallel sec-
tions which may either be collected on one or separate slides. 
It is therefore desirable to have space for more than one slide.  

    7.    Although most of the stereological tools do not necessarily 
require the use of speci fi c stereology software, its use simpli fi es 
many of the procedures (sampling, application of test systems, 
compensating for sectioning artifacts, computations, etc.). Several 
commercial systems are available (in alphabetic order): 
Bioquant Stereology Toolkit (Bioquant Image Analysis 
Corporation, Nashville, TN, USA); newCAST (Visiopharm, 
Horsholm, Denmark); Stereo Investigator (Microbright fi eld, 
Williston, VT, USA); Stereologer (Stereology Research 
Center, Tampa, Florida, USA). We have been using the 
newCAST system and its precursor CAST for several years. 
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Our reference to computer-based stereology tools is therefore—
naturally—based on our experience with this speci fi c system.  

    8.    The tissue slicer may contain a set of razor blades or be used 
with a set of cardboard cutters. Tissue slicers may be self-
designed or purchased from a manufacturer.  

    9.    An area sampling grid allows for unbiased sampling of tissue 
blocks. A grid consisting of squares or circles is placed over the 
cut tissue slices. Samples are chosen following the principles of 
systematic uniform random sampling. Whenever the area of a 
chosen square or circle hits lung tissue, a tissue block is taken 
(see Fig.  2  in ref.  (  21  ) ).  

    10.    Isector moulds with varying diameters can be easily generated, 
e.g., by embedding metal spheres (ask your local bike trader) 
in silicone, incising the silicone, and removing the spheres. 
Orientator clocks can be copied from the scienti fi c literature 
on this topic.  

    11.    This device can be made from a piece of stainless steel wire. 
A small spiral-like basket made of such steel attached to a labora-
tory stand can be used to submerge the lungs under water  (  4  ) .  

    12.    Fluid displacement is based on buoyancy. Although the 
Cavalieri principle appears to be more time-consuming than 
the  fl uid displacement method, it can be easily integrated into 
the sampling process, thus causing minimal extra effort. For 
very small lungs such as neonatal mice lungs, the  fl uid displace-
ment method may be biased by small air bubbles or retention 
of  fi xative to the pleural surface or the lobar  fi ssures. For large 
lungs (e.g., dogs or humans), the Cavalieri method is also pref-
erable because it allows a volume estimate in a state free of 
residual tissue elasticity, and thus closer to the dimensions of 
the embedded tissue samples on which the microscopic mea-
surements will be performed  (  29,   35  ) . Furthermore, non-
destructive estimation of subcomponent volumes (e.g., coarse 
non-parenchyma) is also possible with the Cavalieri method. If 
there is no time for the point counting during the sampling 
process, one may take a digital photograph of the lung slices 
with a ruler for calibration, which allows for convenient vol-
ume estimation at a later time point. In these cases, the area 
per test point,  a ( p ), needs to be corrected for magni fi cation of 
the photograph. When using the Cavalieri principle, the 
coef fi cient of error can be estimated to calculate how large the 
contribution of the methodological imprecision to the overall 
observed variability is.  

    13.    The agarose provides stability to the lung and facilitates the sec-
tioning. The agarose, however, should not be hotter than 50°C, 
as this may lead to structural artifacts and reduce antigenicity; 
therefore, low-melting agarose is the preferred material.  
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    14.    In general, counting of 100–200 points from 8 to 10 sections 
per animal provides an ef fi cient and unbiased estimate of total 
lung volume.  

    15.    The fractionator and the smooth fractionator techniques are 
useful when the number of particles is investigated (e.g., the 
number of cells of a speci fi c type). The basic principle is that at 
each level when the fraction of the tissue designated for further 
analysis is reduced, this is documented. For example, one third 
of the blocks are sampled. Then, from each block every tenth 
section is used. Finally, in each section 20% of the tissue is 
investigated. Thus, the fraction  f  from which the data are gen-
erated is  f  =  1 / 3  ×  1 / 10  ×  1 / 5  =  1 / 150 . The number of particles 
estimated in the given fraction then needs to be multiplied by 
the reciprocal of the fraction, in this case 150, to provide the 
total number within the sample. One of the main advantages 
of this method is that tissue shrinkage is of no concern. Of 
course, fractionator sampling can be combined with volume, 
surface, and length estimations if, in addition, the volume of 
the organ has been measured.  

    16.    In those cases where it is necessary to keep track of the orienta-
tion of the tissue, e.g., trachea, so-called vertical sections can 
be generated. For vertical sections, different test systems have 
to be used for surface area (cycloid test system) and length 
(projectional test planes) estimations  (  36  ) .  

    17.    In principle, isectors can be generated in each embedding 
medium. Samples designated for paraf fi n embedding may be 
pre-embedded in agarose gel in the isector moulds prior to 
processing. For other purposes, the samples need to be embed-
ded in epoxy resin or methacrylate within the isector mould. 
This usually requires a second  fl at embedding procedure of the 
isectors in blocks suitable for sectioning with a microtome.  

    18.    It is unnecessary to lose precious tissue during the orientator 
procedure. If the sample is embedded in agarose gel or gelatin, 
the sections can be placed outside the specimen through the 
gel. Thus, no tissue is lost during the disorientation.  

    19.    Sampling of FOV is facilitated by the use of a motorized micro-
scope stage and stereology software. After delineating the 
region of interest and de fi ning the step length between FOV, 
the desired fraction of the area that is to be sampled, the soft-
ware proceeds to systematic uniform randomly sampled FOV.  

    20.    The number of points (or line segments, etc.) a grid consists of 
needs to be designed by the investigator. In general, a number 
of 100–200 points per parameter and animal distributed over 
four or  fi ve separate tissue blocks are suf fi cient to provide a 
precise estimate. The point grid should be designed accordingly. 
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For example, we may have  fi ve sections from independent 
tissue blocks. The structure of interest is supposed to have a 
volume fraction of, say 20% of the reference volume. This value 
can be taken from the literature or estimated in a pilot study. If 
we use a point grid consisting of 5 points, each FOV will con-
tribute approximately 1 point, so we would need approximately 
30 FOV from each section to end up with approximately 150 
counting events. The stereology software helps you to design a 
point grid adjusted to your needs. If you take images manually, 
you may use the free web-based Java-applet tool STEPanizer 
(  http://www.stepanizer.com/    ) to project test grids onto your 
images  (  37  ) .  

    21.    It is useful to use the following notation for stereological param-
eters.  V  = volume,  S  = surface,  L  = length,  N  = number. Densities 
are related to the respective reference volume by an index, e.g., 
 V  V . In brackets, give the name (or the abbreviation) of the struc-
ture and the reference volume in which the structure is con-
tained. For densities use “/,” for total values “,”: the volume 
fraction of parenchyma in the lung is noted  V  V ( parenchyma / lung ); 
the total volume is  V ( parenchyma ,  lung ).  

    22.    If a line intersects an alveolar septum, it intersects the alveolar 
epithelium on each side of the septum which means that 2 
intersections need to be counted.  

    23.    The general equation for surface area estimation is  S  =  2I / L   T  
with  I  being the number of intersections of test lines with the 
surface and  L  T  being the total length of test line corrected for 
magni fi cation hitting the reference volume. The latter can be 
estimated by counting the number of endpoints of the line seg-
ments of length  l  T  hitting the reference volume. If both points 
of one line segment (e.g., the left and the right) are counted, 
then each line segment is counted twice. Therefore, the total 
length of the test line segments is calculated by  L  T  =  l  T * P / 2 .  

    24.    In many cases the optical disector (one thick section with opti-
cal planes) is more ef fi cient than the physical disector. In the 
case of alveoli, the optical disector is hardly practicable because 
of the complexity of the counting events.  

    25.    The height of the disector depends on the size of the object. In 
general, 30–40% of the size of the smallest particles is a useful 
disector height. For alveoli, disector heights of 3  m m for mice, 
4.5  m m for rats, and 9  m m for humans can be recommended as 
safe (because no objects are “lost” between the sections) and 
ef fi cient (reasonable number of counting events).  

    26.    The unbiased counting frame (see Fig.  3 ) is composed of two 
inclusion and two exclusion lines. If a structure of interest lies 
within the counting frame or touches the inclusion line it is 
counted; if it touches the exclusion line (or its extensions!) it 

http://www.stepanizer.com/
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must not be counted  (  38  ) . Note that the counting frame has 
to be surrounded by a guard area which is necessary for 
unequivocal identi fi cation of objects extending the dimensions 
of the counting frame.  

    27.    To make sure no counting event is forgotten or overseen, one 
should adhere to a simple procedure. One of the sections, e.g., 
the left one, is used as the so-called sampling section, i.e., look 
for open alveoli in this section. The other section, e.g., the 
right one, is the so-called look-up section, i.e., look for bridges 
in this section. Afterwards, the sampling section is used as the 
look-up section and vice versa (i.e., counting in both 
directions).  

    28.    The number of counting frames hitting the reference volume 
can be determined by using one of the four corners of the 
counting frame, e.g., the upper right corner, as a “representa-
tive” of the counting frame area. A counting frame is only 
counted if this corner hits the reference volume. The counting 
of counting frames and the counting of alveoli are independent 
estimations. Therefore, the counting frame is used for estima-
tion of alveoli if it contains alveoli—irrespective of whether the 
frame itself is counted or not.  

    29.    It is very useful to expose the sections to the electron beam for 
15 min at a low magni fi cation (e.g., ×150) as this stabilizes the 
sections making it easier to take artifact-free images.  

    30.    Currently there is no stereology software for electron micro-
scopes available making it necessary to gather the FOV manu-
ally. Several TEMs provide information on the position of the 
section. This can be used to sample the section systematic uni-
form randomly. Go to a position outside the specimen, then 
move the section in prede fi ned step lengths meander-wise.  

    31.    Cascade sampling (see Fig.  3  in ref.  (  12  ) ) is an ef fi cient way to 
combine estimations from different levels of magni fi cation. Of 
course, at each level of the cascade, systematic uniform random 
sampling must be applied. Care should be taken that the differ-
ent reference structures  fi nally match; i.e., that the structure of 
interest at a lower magni fi cation level (e.g., alveolar septum 
within parenchyma at light microscopy), which becomes the 
reference structure at a higher magni fi cation level (e.g., cell 
types within alveolar septum at electron microscopy), is de fi ned 
consistently.  

    32.    In stereology it is generally stated that 3D data are obtained 
from 2D sections, although the data are generated from physi-
cal or optical sections which naturally consist of a volume that 
increases the thicker the section is. The thickness of the sec-
tions can affect the results when opaque (LM) or electron 
dense (EM) structures limit the recognition of less opaque or 
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electron dense structures. This may lead to overestimations 
(Holmes effect).  

    33.    The exponent for  d ( shr ) depends on the dimension of the 
parameter that has to be corrected. For number, the exponent 
is 3/3 = 1, for length it is 2/3, for surface area it is 1/3, and 
for volume it is 0/3 = 0, for volume it is 0/3 = 0.          
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    Chapter 19   

 A Novel Combined Imaging/Morphometrical Method 
for the Analysis of Human Sural Nerve Biopsies 
for Clinical Diagnosis       

     Michele   A.   vonTurkovich     ,    Marilyn   P.   Wadsworth   , 
   William   W.   Pendlebury   , and    Douglas   J.   Taatjes         

  Abstract 

 Nerve Morphometry is one tool employed in the clinical assessment of peripheral sural nerve pathological 
abnormalities. A new method is presented in this chapter incorporating an unbiased approach to quantitative 
sural nerve evaluation. Using conventional epoxy embedded nerves processed for electron microscopy, 
confocal microscopy, and interactive digital assessment, this method produces a rigorous, accurate repro-
ducible record for use in clinical diagnosis.  

  Key words:   Nerve ,  Morphometry ,  Confocal ,  Image analysis ,  Quantitation    

 

 From a clinical perspective, in the analysis of sural nerve biopsies, 
information regarding involvement of large vs. small myelinated 
 fi bers may be of critical importance, not only for accurate diagnosis, 
but also for guidance regarding appropriate therapy. Studies by 
Dyck et al.  (  1  )  provided evidence that results of myelinated  fi ber 
diameter and density analyses in sural nerve cross-sections are 
consistent among human normal controls. They concluded that 
nerve morphometry may elucidate which components of the nerve 
are affected in patients with peripheral neuropathy. 

 The method described in this chapter attempts to provide an 
unbiased protocol for the assessment of diagnostic sural nerve neu-
ropathy. The method employs systematic uniform random sampling 
(SURS), which begins with a random start location, then samples 
subsequent areas, in a regular pattern, following a predetermined 
interval. Since measuring and counting all pro fi les within every 

  1.  Introduction
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fascicle of a nerve biopsy transverse section is time-consuming, 
numerous studies have been performed to determine the stereologi-
cal sampling method that best eliminates bias while closely estimat-
ing parameters of interest. Conclusions vary concerning what 
percentage of the cross-sectional area must be analyzed to closely 
estimate the actual data obtained by measuring every pro fi le within 
every fascicle of the nerve bundle, and which sampling method 
should be used to ef fi ciently eliminate bias. The sampling scheme 
described here, based on the conclusions of Kaplan et al.  (  2  ) , uses 
more frequent, small, unbiased counting frames  (  3  )  until 200 pro fi les 
are measured, whenever possible. Semi-thin cross-sections are evalu-
ated for myelinated  fi ber pro fi le (MFP) diameter and their density 
within the endoneurium using semi-automated, interactive image 
analysis with MetaMorph software and Microsoft Excel. The mor-
phometric parameters measured include MFP area and count, and 
the endoneurium reference area (RA). The result of the analysis will 
be a distribution histogram for the derived values of MFP equivalent 
circle diameters (see Note 1) and their estimated density (expressed 
as the number per millimeter squared of endoneurium). 

 We anticipate that the introduction of this method into diag-
nostic neuropathology may provide a more unbiased assessment of 
sural nerve pathology, and therefore aid in clinical diagnoses and 
treatment. Moreover, the methodology described in this chapter 
may also be relevant for the characterization of experimental 
models of peripheral neuropathy. The precise measurements 
allowed by the morphometric technique described in this chapter 
increase the comparative relevance of experimental models to the 
human condition.  

 

      1.    Millonig’s phosphate buffer, 0.1 M pH 7.2: sodium phosphate, 
monobasic (NaH 2 PO 4 ·H 2 O) 1.8 g, sodium phosphate, dibasic, 
heptahydrate (Na 2 HPO 4 ·7H 2 O) 23.25 g, sodium chloride 
(NaCl) 5.0 g, distilled H 2 O to make 1,000 mL. Dissolve and 
adjust pH to 7.2  (  4  ) .  

    2.    3.6% glutaraldehyde/Millonig’s phosphate buffer: 7.2 mL 
EM-grade glutaraldehyde (purchased as a 50% solution), 
92.8 mL Millonig’s phosphate buffer. Mix well and store at 
4°C  (  4,   5  ) . This solution can be stored refrigerated for at least 
6 months (see Notes 2 and 3).  

    3.    Dental wax.  
    4.    Razor blade.  
    5.    Non-sterile 000 silk suture.  
    6.    Glass weight.  

  2.  Materials

  2.1.  Tissue 
Procurement
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    7.    A 15 mL tube with screw cap containing 3.6% glutaraldehyde 
in Millonig’s phosphate buffer.  

    8.    Disposable gloves.  
    9.    Micro curved forceps.      

      1.    Aluminum foil.  
    2.    Test tube rack.  
    3.    4–15 mL plastic tubes with caps.  
    4.    Beem capsules with labels for tissues.  
    5.    2 glass vessels which hold 250 mL of water.  
    6.    Bench paper for blotting.  
    7.    Solvent proof marking pen.  
    8.    Disposable pipettes.  
    9.    Wooden applicator tips.  
    10.    Ethanol, 35 mL per sample.  
    11.    Propylene oxide, 25 mL per sample.  
    12.    Millonig’s phosphate buffer, 30 mL per sample.  
    13.    4% osmium tetroxide (OsO 4 ) stock solution: 2 g osmium 

 tetroxide dissolved in 50 mL distilled water overnight. Store 
this solution at 4°C in a refrigerator which only stores 
 osmium-based reagents (see  Notes 4  and  5 ). 2% osmium tet-
roxide working solution: dilute 4% stock solution to 2% with 
Millonig’s phosphate buffer. Allow 4 mL of working solution 
per sample.  

    14.    Kitty litter (in the event of an OsO 4  spill).  
    15.    Vegetable oil (in the event of an OsO 4  spill).  
    16.    Spurr’s Resin: 10 g ERL-4221 (cycloaliphatic epoxide resin), 

10 g DER (736 epoxy resin), 26 g NSA (nonenyl succinic 
anhydride, EM grade), 0.4 g DMAE (2-dimethylamino etha-
nol)  (  6  ) . While using personal protective equipment including 
a lab coat, gloves, and a face mask, measure and mix resins in a 
disposable beaker on a laboratory balance in a fume hood. Mix 
thoroughly using a tongue depressor. This should yield approx-
imately 45 mL of Spurr’s resin, which may be prepared ahead 
of time and frozen at −20°C in screw-top plastic tubes. Be 
careful to prevent moisture from entering into the resin. All 
unused resin and resin-contaminated dry waste should be 
wrapped in foil and allowed to polymerize in a 70°C oven 
overnight prior to disposal.      

      1.    Reichert-Jung ultramicrotome.  
    2.    Glass knife with attached boat.  

  2.2.  Tissue Processing

  2.3.  Tissue Block 
Sectioning
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    3.    Coated slides for optimal section adherence (we use Trubond 
380 from Tru Scienti fi c, Bellingham, WA).  

    4.    Single edge razor blade.  
    5.    Transfer loop.  
    6.    Pelco HP1 Heat Pen (Ted Pella, Redding, CA).      

      1.    1% aqueous  P -phenylenediamine (Sigma Chemical Company, 
St. Louis, MO) (see Note 6). Filter before each use (#42 
Whatman  fi lter paper) and store at room temperature for up to 
2 weeks.  

    2.    Coplin jar.  
    3.    Number 1.5 glass coverslips (see Note 7).  
    4.    Forceps.  
    5.    Resin-based mounting media.  
    6.    Gauze.       

 

  Sural nerve biopsies should be chemically  fi xed as soon as possible 
following removal from the patient to ensure optimal morphology 
for histology and subsequent electron microscopy. Immediately 
after excision from the patient, the biopsy is placed on saline-
moistened gauze and transported to the Surgical Pathology cut-
ting room. A screw cap 15 mL tube is prepared with the patient’s 
label and accession number. The nerve biopsy is placed on dental 
wax and kept moist with saline while portions for the different 
analyses are cross-sectioned with a razor blade (see Fig.  1a , b). 
Each end of a longer portion (for the electron microscopic and 
morphometric analysis) is tied with a piece of silk suture thread and 
a glass weight is attached to the suture thread on one end (see 
Fig.  2a  and Note 8). Immerse and suspend the specimen in 3.6% 
glutaraldehyde/Millonig’s phosphate buffer with the glass weight 
down, but not touching the bottom of the vial, to provide some 
gentle tension (see Fig.  2b ) and secure the top thread with the 
screw cap. Fix the biopsy in this aldehyde solution for 2 h at 4°C. 
The remaining tissue portions will be processed for histology and 
frozen section immunolabeling and will not be described further.    

  Tissue processing chemically stabilizes the cellular constituents 
through  fi xation to preserve the morphology. The sample is then 
dehydrated and in fi ltrated with plastic resin to enable thin 
sectioning.

    1.    The tissue is  fi xed as described above and then washed in 
Millonig’s phosphate buffer three times for 5 min each. All 

  2.4.  Staining

  3.  Methods

  3.1.  Tissue 
Procurement

  3.2.  Tissue Processing
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  Fig. 1.    ( a ) The nerve biopsy is placed on dental wax and kept moist with saline while portions are cut with a razor blade. 
( b ) One of the 1.5 cm portions will be preserved in 3.6% glutaraldehyde in Millonig’s phosphate buffer, then further divided 
for analyses.       

  Fig. 2.    ( a ) One portion of the nerve is tied on each end by suture silk, ( b ) weighted by a glass bead and immersed into a 
15 mL centrifuge tube containing  fi xative. The cap secures the top suture, keeping the weight from touching the bottom of 
the tube. This portion will be further divided, after  fi xation, into 1 mm 3  cross-sections for morphometric and electron micro-
scopic analysis. The remainder is reserved for teased  fi ber analysis.       

solution changes should be disposed of through hazardous 
waste.  

    2.    Post fi x the nerve biopsy in 2% osmium tetroxide in Millonig’s 
buffer for 2 h at room temperature on a rotator in a fume 
hood.  

    3.    Wash in Millonig’s buffer three times for 5 min each.  
    4.    The following schedule is used to in fi ltrate and embed a specimen 

using a 1,000 W laboratory grade microwave oven, such as a 
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BP-110 (Microwave Research Applications, Laurel, MD) or equiv-
alent  (  7  ) . Use approximately 4 mL of solution for each step and 
microwave the sample, solution, and tube in 200 mL of cold 
tap water for each solution change (see Notes 9 and 10).  

 Solution  Microwave time  Power control 

 Ethanol, 35%  1 min 35s  Medium low 

 Ethanol, 50%  1 min 35s  Medium low 

 Ethanol, 70%  1 min 35s  Medium low 

 Ethanol, 85%  1 min 35s  Medium low 

 Ethanol, 95%  1 min 35s  Medium low 

 Ethanol, 100% (5×)  1 min 35s  Medium low 

 Propylene Oxide (4×)  1 min 35s  Low 

 Propylene Oxide/Spurr’s 3:1  1 min 35s  Low 

 Propylene Oxide/Spurr’s 1:1  1 min 35s  Medium low 

 Propylene Oxide/Spurr’s 1:3  1 min 35s  Medium low 

 Spurr’s (100%)  1 min 35s  Medium low 

    5.    Place the tissue into capsules with fresh resin and polymerize 
in a 70°C oven overnight.      

  Glass knives are routinely used in ultramicrotomy and should be 
made according to the manufacturer’s instrument recommenda-
tions. We use 45 degree angle knives, broken from glass strips 
6.4 mm × 25 mm × 400 mm and attach 6.4 mm boats from Electron 
Microscopy Sciences (EMS, Hat fi eld, PA) with nail polish.  

      1.    Cut semi-thin sections 0.50–0.75  μ m thick with a fresh glass 
knife. Trim away excess Spurr’s resin from the block face with 
a single edge razor blade. Make sure the  fi nal sections are free 
of knife marks. Use a heat pen to  fl atten out the compression 
from sectioning before transferring with a loop to a pre-cleaned, 
coated glass slide.  

    2.    Collect several sections per slide.  
    3.    Bake sections for 1 h at 70°C to ensure section adherence.      

  Before proceeding with imaging and morphometric analysis, the 
stained thick sections must be reviewed by a pathologist to assess 
preservation and orientation suitability.

    1.    Filter 1% aqueous  P -phenylenediamine (#42 Whatman  fi lter 
paper).  

  3.3.  Glass Knife 
Preparation

  3.4.  Block Sectioning

  3.5.  Thick Section 
Staining
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    2.    Stain slides for 1–3 h at room temperature. The stain and 
contaminated dry waste should be disposed of as hazardous 
waste.  

    3.    Rinse gently with running tap water for 10 min.  
    4.    Differentiate and dehydrate one time with 95% ethanol for 

10–15 min. Monitor this procedure through a light microscope 
since the stain will fade if left too long in this reagent.  

    5.    Air dry and mount with a size 1½ coverslip and a resin based 
mounting medium using gauze to wick away any excess 
solution.      

  Images are acquired with a Zeiss 510 META confocal microscope 
(Carl Zeiss MicroImaging, LLC, Thornwood, NY). This confocal 
is equipped with an inverted microscope and four lasers, including 
a 25 mW 405 blue diode laser, a 30 mW argon gas laser with four 
selectable laser lines including 458, 477, 488, and 514, a 1 mW 
543 helium neon gas laser, and a 5 mW 633 helium neon gas laser. 
The tiling will employ the 1 mW 543 helium neon gas laser. After 
 fi rst optimizing the image acquisition in channel mode, a low 
magni fi cation automated image tiling is activated which subdivides 
a region of interest in a grid array without image stitching within 
the array. This tiling array will provide a complete overview of the 
sural nerve cross-section. For the  fi nal array (although a tiling array 
can be used at any magni fi cation), we have selected a ×100 Plan 
Apochromat objective lens with a 1.4 numerical aperture. We have 
found the ×100 tiling provides more tiles within a fascicle with 
 fi ner detail. The  fi nal tile array image will be displayed as one single 
image in an 8 bit (0–256) gray level scale. The display of this tile 
array will be shown reduced, for example, to 25% or lower to 
accommodate monitor display, but can be zoomed in to the original 
100% pixel resolution for data analysis.

    1.    Turn on the confocal microscope system, which will include a 
mercury lamp, laser assembly, CPU, monitor, microscope, and 
electronics box.  

    2.    Open the LSM510 software; “Scan new images” and “Expert 
mode” should be selected.  

    3.    In the “Acquire” menu, select the laser dialog box and turn on 
the 543 laser.  

    4.    Open the “Microscope” and “Stage” dialog boxes. In the 
“Microscope” dialog box, select the ×10 objective. For an 
inverted microscope, the objective will rotate into place and be 
raised into the work mode. Make sure both the slide and the 
objective are clean. If necessary, remove the objective and inspect 
it under a dissecting microscope to ensure it is free of debris. In 
the “Stage” dialog box, drop the objective down by selecting the 
“load” icon so that a slide can be safely placed on the stage 

  3.6.  Confocal 
Microscopy Imaging



398 M.A. vonTurkovich et al.

without scratching the lens. Whenever a slide is placed on, or removed 
from the stage, the objective must be in the “load” mode.  

    5.    Mount the slide onto the stage with the coverslip facing the 
objective. Select the “work” icon to move the objective up to 
the focus plane. In the “Microscope” dialog box, choose 
“Transmitted Light” “ON” (intensity 1–2) and no  fi lters. Select 
the “VIS” icon from the main “Acquire” toolbar. Find a section 
on the slide that is well attached, unwrinkled, and stained well, 
without crystal artifact. Capture a single, low magni fi cation ×10 
image which will be used to measure the areas of whole fascicles 
and for determining the sampling scheme. Save the image.  

    6.    Assign a number to each of the fascicles, for example, in a 
clockwise direction around the section. This can be done on a 
print-out of the image, or with the overlay tool in the LSM 
software. If using the overlay tool for numbering, the image 
must be saved by selecting “Export,” as image type “Contents 
of image window,” “single plane,” and as  fi le type “tif” to 
retain the overlay information (see Fig.  3a ).   

    7.    Go to   www.random.org     and generate a random number (RN) 
between 1 and the total number of fascicles. The result will be 
the  fi rst fascicle to tile. Renumber the remaining fascicles, 
choose another random number between 1 and the remaining 
number of fascicles. The result is the second fascicle to tile. 
Continue with this system until all fascicles have been chosen 
and ordered for imaging.  

  Fig. 3.    ( a ) Image of whole nerve cross-section, with fascicles numbered. ( b ) Whole tiled image of  fi rst fascicle (fascicle #3) 
chosen by random number start. Each tile retains its 100% pixel resolution (1,024 × 1,024) captured with a ×100 oil 
immersion objective lens. Numbers indicate systematic uniform random sampling (SURS) results. Scale bar = 200  μ m ( a ); 
50  μ m ( b ).       

 

http://www.random.org


39919 A Novel Combined Imaging/Morphometrical Method for the Analysis…

    8.    Center the  fi rst fascicle to image in the  fi eld of view. Select the 
“load” mode and remove the slide.  

    9.    Rotate the ×100 objective into place and again drop the objec-
tive into load mode. If your objective is a DIC objective, the 
DIC slider can be removed from the objective since the intent 
is to capture a simple grayscale image.  

    10.    Put a drop of  fl uorescence free immersion oil (Zeiss Immersol 
518F, Carl Zeiss MicroImaging) on the coverslip and secure 
the slide with clips to hold the slide when tiling. In the “Stage” 
dialog box, select the “work” icon to move the objective up to 
the focus plane. Bring the image sharply into focus and 
perform Koehler illumination (see Note 11).  

    11.    From the “Acquire” menu open the “Con fi gure” and “Scan” 
dialog boxes. In “Con fi gure,” select “Channel Mode” and 
“Single Track.” Select “Channel D” at the bottom of the dialog 
box and uncheck any other detectors selected. In the “Scan” 
window, select “Mode,” then frame size 1,024 × 1,024 with no 
line/frame averaging, 8 bit (in a tile scan, the program defaults 
to this even if 12 bit is selected), single scan direction, a zoom 
factor of 1, and a scan speed of 5 or 6. Then select the 
“Channels” page from the “Scan” window and activate the 
543 laser excitation wavelength at 80%. Click the “XY 
Continuous” button,  fi ne focus for the laser, and adjust the 
channel settings for gain and offset using the range indicator to 
more accurately monitor the intensity changes. The range indi-
cator is found on the image toolbar in the artist palate icon. It 
will pseudocolor any pixels with an intensity value near 0 
(black) as blue and any pixels with an intensity value near 255 
(white) as red. All other pixel values are displayed in grayscale. 
Care should be taken when adjusting the detector gain and 
offset to avoid pixel intensities in the red or blue range.  

    12.    Once the gain and offset parameters are optimally set, in the 
“Scan” dialog box select “Mode,” then frame size 128 × 128 
with no line/frame averaging, 8 bit, single scan direction, and 
a zoom factor of 1 and the fastest scan speed allowed. In the 
“Stage” dialog box, set the estimated number of tiles to cover 
the fascicle, the stage speed to 1, then Start. View the results 
and click on the “move to” box in the stage control dialog box 
and move the white box on the tiled image to the estimated 
center of the section. Adjust the tile numbers either in the  x  or 
 y  dimension to include the entire nerve fascicle. Repeat if neces-
sary until the fascicle is completely represented and centered.  

    13.    For a  fi nal tile scan, reset the frame size to 1,024 × 1,024 and 
scan speed to 6 or 7. Click Start from the “Stage” dialog box. 
When the tiling is  fi nished, save the image with sample 
identi fi cation and fascicle order in the  fi le name ( fi rst, second, 
etc.) (see Note 12) (see Fig.  3b ). Capture a tiled image for 
every fascicle, again including its order in the  fi le name.      
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  Analysis is performed using MetaMorph of fl ine software version 
7.7.3 64 bit (Molecular Devices, Sunnyvale, CA). Interpretation of 
the morphometric analyses of sural nerve biopsies will be per-
formed by the requesting pathologist. MetaMorph software will 
read the calibration information directly from the LSM image as 
the calibration is calculated from the objective magni fi cation, pixel 
size, and zoom factor included in the “meta data”  fi le header.

    1.    Open the MetaMorph software and go to Edit-Preferences. In 
“Preferences,” select the “Measure Objects” tab and select 
“Measure all regions” and “Log summary data on single line.”  

    2.    Select “Measure” menu, and “Region Measurements” to 
con fi gure measurement and logging choices:

   Include: All regions  
  Con fi gure Tab: Select “Disable All” then check “Region 

Label,” “Image Name,” and “Area”  
  Display and Log: check “Region Measurements Only”  
  Check “Log Image Calibration”  
  Check “Log Column Titles”  
  Select “Open Log”: Log measurements to: Dynamic Data 

Exchange (DDE)-OK   

    Export Log Data Dialog Box   
  Application: Microsoft Excel  
  Sheet name: Sheet1  
  Starting Row: 1  
  Starting Column: 1  
  OK (see Note 13)     

    3.    Open the low magni fi cation LSM image of the entire nerve 
biopsy cross-section. The calibration should load automati-
cally. Always check the bottom of the screen to be sure the 
correct calibration  fi le has been loaded. Using the “Trace 
Region” tool, measure each fascicle area. Log to spreadsheet. 
View the logging results, save the spreadsheet, and minimize 
this screen area.  

    4.    Open a tiled LSM image of the  fi rst fascicle to analyze. Using 
the random number generator, locate and center the  fi rst tile 
to be analyzed. Select the “Rectangular Region” tool and cre-
ate a rectangular region de fi ning this tile (8,100  μ m 2  for a 
1,024 × 1,024 tile using a ×100 lens), or go to the region tool 
properties and under region size, type in pixel dimensions to 
match the image acquisition resolution (e.g., 1,024 × 1,024). 
Then, with the “Rectangular Region” tool activated, click on 
the upper left corner of the tile and it will be outlined auto-
matically. Set zoom to 33%.  

  3.7.  MetaMorph 
Image Analysis



40119 A Novel Combined Imaging/Morphometrical Method for the Analysis…

    5.    With rectangular region activated (pulsing border), go to the 
“Display” menu-“Graphics”-“Grid.” Set values in “Draw 
Grid” dialog box to draw 3 × 3 boxes on “Selected Image,” 
with a line thickness of 3, Color 255. Click “Draw Grid.” 
Delete active region.  

    6.    A grid with nine boxes will be overlaid on this ROI. 
Measurements will be made in the center box, which will func-
tion as the unbiased counting frame, while the surrounding 
eight boxes will be used as the guard area (see Note 14) (see 
Fig.  4  and  5 ). The term “counting frame” is referencing only 
the center box of the grid overlay.   

    7.    Locate all tiles within which to analyze by determining the 
sampling interval (see Note 15). Carefully size and place a rect-
angular region over each of these tiles. Set zoom to 33% and 
repeat step 5 to place a grid overlay on each region/tile of 
interest (ROI).  

    8.    After all ROIs in this image have a grid overlay, “Clear All 
Regions” in Regions menu, leaving the grid overlays.  

    9.    Return to  fi rst grid overlay, set zoom to 75%, centering the 
counting frame (center box). Trace the region de fi ning the 
reference area of the ROI, which will be either the entire cen-
ter box (rectangular Region tool), or only the area containing 
endoneurium (Trace Region tool). Using the borders of the 
center box as an unbiased counting frame, trace allowed MFPs 
(see Notes 16 and 17) (see Fig.  5 ).   

  Fig. 4.    ( a ) First fascicle with grid overlays. The center box of each 9 × 9 grid overlay functions as the unbiased counting 
frame for each tile within which to measure endoneurial/reference area (RA) and the area of each allowed MFP. ( b ) Center 
box of the grid overlay, as the unbiased counting frame from the  fi fth ROI/tile, with allowed MFPs traced. Scale bar = 50  μ m 
( a ); 10  μ m ( b ).       

 



402 M.A. vonTurkovich et al.

    10.    In Region Measurements, select the Measurements tab to view 
the area measurements. Click “F9: Log Data.” If there are no 
MFPs within the reference area, log this area anyway. The refer-
ence area (RA) and the area of each MFP will be logged to the 
spreadsheet. View the Excel sheet for proper logging (see 
Notes 18 and 19) (see Table  1 ). Save, then minimize. Clear all 
regions before moving to the next ROI. Also, in the “Region 
Measurements” window, in “Con fi gure” tab, uncheck “Log 
Image Calibration” and “Log column Titles,” as these are not 
necessary for the subsequent measurements.   

    11.    Zoom out and go to the next ROI. Repeat steps 9 and 10 for 
all ROIs in the  fi rst fascicle. Sample and analyze the remaining 
fascicles, in previously determined order.      

  The  fi nal display of data is in the form of a column chart represent-
ing the frequency distribution of the MFP diameters. Calculation 
of the density of MFPs (#/mm 2 ) is also important for pathology 
interpretation. The following steps describe the calculation of the 
equivalent circle diameter derived from the MFP areas (Table  2 ), 
the formatting of the data in preparation for display as a histogram, 
and the calculation of the density of the MFPs (Table  3 )   . 

  3.8.  Excel Calculations 
and Display

  Fig. 5.    The rules of the unbiased counting frame dictate that a pro fi le is counted if it lies 
completely inside the frame and if it touches or crosses the inclusion line ( green ). A pro fi le 
is not counted if it touches or crosses the exclusion line ( red ). If a pro fi le touches both 
lines, the exclusion line rule prevails. Scale bar = 10  μ m       
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   Table 1 
     Example spreadsheet showing partial analysis before 
any modi fi cations to the spreadsheet   

 Image name  Region label  Area 

 92-005N 10x  1  46,406 

 92-005N 10x  2  70,482 

 92-005N 10x  3  30,014 

 92-005N 10x  4  42,736 

 92-005N 10x  5  29,816 

 Image name  Region label  Area 

 92-005N 100x  fi rstfasc  1  8 

 92-005N 100x  fi rstfasc  1  898 

 92-005N 100x  fi rstfasc  2  74 

 92-005N 100x  fi rstfasc  3  72 

 92-005N 100x  fi rstfasc  4  42 

 92-005N 100x  fi rstfasc  5  13 

 92-005N 100x  fi rstfasc  6  113 

 92-005N 100x  fi rstfasc  7  41 

 92-005N 100x  fi rstfasc  1  66 

 92-005N 100x  fi rstfasc  1  704 

 92-005N 100x  fi rstfasc  2  7 

 92-005N 100x  fi rstfasc  3  98 

 92-005N 100x  fi rstfasc  1  898 

 92-005N 100x  fi rstfasc  2  18 

 92-005N 100x  fi rstfasc  3  87 

 92-005N 100x  fi rstfasc  4  5 

 92-005N 100x  fi rstfasc  5  2 

 92-005N 100x  fi rstfasc  6  66 

 92-005N 100x  fi rstfasc  7  8 

 92-005N 100x  fi rstfasc  8  22 

 92-005N 100x  fi rstfasc  9  18 

 92-005N 100x  fi rstfasc  10  14 



   Table 2 
  Spreadsheet showing a partial analysis, after some modi fi cations 
to the spreadsheet. MFP areas have been shifted to the right and reference 
area region labels have been changed for clarity   

 Image name  Region label  Area ( m m 2 ) 

 Total    fascicular 
area analyzed 
( m m 2 ) 

 # of MFPs 
analyzed 

 % Fascicular 
area analyzed 
( m m 2 ) 

 # of 
MFPs/
mm 2  

 92-005N 10x  First fasc  46,406  2,574  17  6%  6,604 

 92-005N 10x  Sec fasc  70,482 

 92-005N 10x  Third fasc  30,014 

 92-005N 10x  Fourth fasc  42,736 

 92-005N 10x  Fifth fasc  29,816 

  Total    219,454    2,574    17    1.2%    6,604  

 Image name  Region label  Reference areaa ( m m 2 )  MFP areab ( m m 2 ) 

 92-005N 100x  fi rstfasc  RA1  8  n/a 

 92-005N 100x  fi rstfasc  RA2  898 

 92-005N 100x  fi rstfasc  2  74 

 92-005N 100x  fi rstfasc  3  72 

 92-005N 100x  fi rstfasc  4  42 

 92-005N 100x  fi rstfasc  5  13 

 92-005N 100x  fi rstfasc  6  113 

 92-005N 100x  fi rstfasc  7  41 

 92-005N 100x  fi rstfasc  RA3  66  n/a 

 92-005N 100x  fi rstfasc  RA4  704 

 92-005N 100x  fi rstfasc  2  7 

 92-005N 100x  fi rstfasc  3  98 

 92-005N 100x  fi rstfasc  RA5  898 

 92-005N 100x  fi rstfasc  2  18 

 92-005N 100x  fi rstfasc  3  87 

 92-005N 100x  fi rstfasc  4  5 

 92-005N 100x  fi rstfasc  5  2 

 92-005N 100x  fi rstfasc  6  66 

 92-005N 100x  fi rstfasc  7  8 

 92-005N 100x  fi rstfasc  8  22 

 92-005N 100x  fi rstfasc  9  18 

 92-005N 100x  fi rstfasc  10  14 

  a See note 19 for detailed explanation of spreadsheet modi fi cation for this column.
b If no MFP was present in the reference area, values reported as ‘’n/a”.  
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    1.    Create a new column to the right of the MFP area column 
labeled “MFP Equivalent Circle Diameter ( μ m).” Insert a 
formula for the equivalent circle diameter for each MFP (see 
Note 20)  (  8  )  

 The formula to enter in the formula bar is: =SQRT 
(Area/3.14159)*2.  

    2.    Delete the empty cells in the equivalent diameter column in 
preparation for generating a histogram.  

    3.    Next to the equivalent diameter column, create a new column 
labeled “Fiber Diameter ( μ m).” Enter the values for bin ranges 
from 0 to the largest value, spread evenly between 21 bins. 
These numbers represent the intervals required for the 
Histogram tool to use for distributing the input data. (Excel 
can automatically create a set of evenly distributed bins between 
the minimum and maximum values of the input data, without 
having been sorted  fi rst, but in some cases, you may want to 
de fi ne the bins yourself.) The spreadsheet is now formatted 
properly to use the Histogram tool (see Table  3 ).   

    4.    Under the “Data” tab, in the “Analysis” group, select “Data 
Analysis” (see Note 21).  

    5.    In the “Analysis Tools” box, select “Histogram,” and then 
“OK.”  

    6.    Under “Input,” in the “Input Range” box, enter the cell reference 
for the range of “Equivalent Diameter” values.  

    7.    Under “Input,” in the “Bin Range” box, enter the cell reference 
for the range of  fi ber diameters that de fi ne bin ranges.  

    8.    If column labels were included when the input and bin range 
data were chosen, select the “Labels” check box.  

    9.    Under “Output options,” to insert a new worksheet in the 
current workbook and paste the output table starting at cell A1 
of the new worksheet, select “New Worksheet Ply”; insert a 
name in the “New Worksheet Ply” box.  

    10.    Under “Output options,” to generate an embedded histogram 
chart with the output table, select the “Chart Output” check 
box. Select “OK.”  

    11.    After the bin and frequency table is generated, select any of the 
text and change the default labels. When selecting the histo-
gram, use the design, layout, and format options of the “Chart 
Tools” to change the display of the chart.  

    12.    Add any other data required on the report (see Fig.  6 ) such as: 
   Density of myelinated  fi bers (#/mm  ● 2 ).  
  Percent of fascicular area analyzed.           ●
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   Table 3 
  A partial spreadsheet after a complete analysis   

 Image name 
 Region 
label 

 Area 
( m m 2 ) 

 Total fascicular 
area analyzed ( m m 2 ) 

 # of MFPs 
analyzed 

 % Fascicular 
area analyzed 

 Myelinated 
 fi ber density 
(#/mm 2)  

 92-005N 10x  First fasc  46,406     2,574     17     6%     6,604    

 92-005N 10x  Sec fasc  70,482  4,388     38     6%     8,660    

 92-005N 10x  Third fasc  30,014  7,472     41     25%     5,487    

 92-005N 10x  Fourth fasc  42,736  3,119     23     7%     7,375    

 92-005N 10x  Fifth fasc  29,816  2,792     27     9%     9,669    

  Total    219,454    20,345    146    9%    7,176  

 Image name  Region label 
 Reference 
area ( m m 2 ) 

 MFP area 
( m m 2 ) 

 Equivalent 
diameter ( m m) 

 Fiber diameter 
( m m) 

 92-005N 100x  fi rstfasc  RA1  8  10  0 

 92-005N 100x  fi rstfasc  RA2  898  10  1 

 92-005N 100x  fi rstfasc  2  74  7  1 

 92-005N 100x  fi rstfasc  3  72  4  2 

 92-005N 100x  fi rstfasc  4  42  12  3 

 92-005N 100x  fi rstfasc  5  13  7  3 

 92-005N 100x  fi rstfasc  6  113  3  4 

 92-005N 100x  fi rstfasc  7  41  11  5 

 92-005N 100x  fi rstfasc  RA3  66  5  5 

 92-005N 100x  fi rstfasc  RA4  704  11  6 

 92-005N 100x  fi rstfasc  2  7  3  7 

 92-005N 100x  fi rstfasc  3  98  2  7 

 92-005N 100x  fi rstfasc  RA5  898  9  8 

 92-005N 100x  fi rstfasc  2  18  3  8 

 92-005N 100x  fi rstfasc  3  87  5  9 

 92-005N 100x  fi rstfasc  4  5  5  10 

 92-005N 100x  fi rstfasc  5  2  4  10 

 92-005N 100x  fi rstfasc  6  66  0  11 

 92-005N 100x  fi rstfasc  7  8  0  12 

 92-005N 100x  fi rstfasc  8  22  0  12 

 92-005N 100x  fi rstfasc  9  18  0  13 

 92-005N 100x  fi rstfasc  10  14  0 
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     1.    Absent a perfect transverse section of myelinated nerve  fi bers, 
measurements of the two dimensional areas of pro fi les, used to 
derive the diameter of an equivalent circle, is the best method 
of estimating the diameter of myelinated nerve  fi bers. This 
estimation method was evaluated for accuracy, precision, and 
bias by Karnes et al.  (  8  ) , and summarized in the book chapter 
by Dyck et al.  (  1  ) , pp. 524–526.  

    2.    Glutaraldehyde is a highly toxic chemical. Read the material 
safety data sheet (MSDS) before handling glutaraldehyde. 
Personal protective equipment including gloves and face shield 
should be used when handling glutaraldehyde and all prepara-
tions should be carried out in a fume hood. The liquid and dry 
waste should be collected separately, tagged, and disposed of 
according to institutional hazardous waste disposal guidelines.  

    3.    A glutaraldehyde-speci fi c spill kit should be readily available in 
the event of a spill. The kit should contain glutaraldehyde neu-
tralizing pads (Kem-Safe, Kem Medical Products Corp., 
Farmingdale, NY) to neutralize and absorb the glutaraldehyde. 
All waste should be disposed of through hazardous waste 
disposal, even if neutralized.  

    4.    Osmium tetroxide is extremely toxic and requires special 
handling. All operations must be carried out in a properly 
functioning hood using personal protection equipment, includ-
ing lab coat, gloves, and face shield. Read the MSDS before 
handling osmium tetroxide and avoid any contact with the 
liquid or vapor. Kitty litter and vegetable oil should be available 

  4.  Notes
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  Fig. 6.    Excel  fi nal report displaying the frequency distribution data as a column chart.       
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to neutralize and absorb any accidental spills. Any liquid to be 
discarded should be disposed of in glass waste bottles accord-
ing to your institution’s hazardous waste disposal guidelines 
and labels should include the chemical concentration, “highly 
hazardous material” and “inorganic acid.” Waste bottles should 
contain vegetable oil to neutralize the osmium tetroxide and 
should be stored in the osmium refrigerator until pick-up. Any 
contaminated dry waste (such as gloves, pipettes, bench paper) 
should also be bottled separately and stored in the osmium 
refrigerator until disposal through hazardous waste.  

    5.    Osmium tetroxide is packaged in 1 g scored ampoules. Use a 
4 × 4 in. glassine weigh paper and fold in half to make a crease. 
Open paper up and place the ampoule in the center of the 
crease and roll the paper around it. Snap the ampoule with 
gentle force. Loosen the roll slightly and gently slide the 
contents (including glass) into a container containing 50 mL 
distilled water. Repeat with second ampoule. Secure cap and 
allow the osmium to dissolve overnight. When in aqueous 
solution, the solution color should be pale green. Pale brown 
solutions should be discarded.  

    6.    Phenylenediamine is extremely toxic. Use only in the hood 
with personal protection including lab coat, gloves, and face 
shield. Read the MSDS before use and follow your institu-
tional guidelines for hazardous waste disposal. Collect solid 
and liquid waste separately.  

    7.    Coverslips are available in a variety of thicknesses. A micro-
scope objective lens engraved with 0.17 coverslip thickness 
requires a size 1½ coverslip (range of 0.16–0.19 mm thick-
ness) for optimal resolution.  

    8.    Carefully tie the suture squarely across the nerve cross-axis as 
close to the ends as possible to maintain a gently stretched and 
uncompressed center for morphological analysis.  

    9.    Caps are screwed on the tubes loosely when exposed to micro-
wave processing to allow venting. Dry the tube each time after 
removing it from the water bath, before removing the cap, to 
prevent moisture from seeping into the tubes.  

    10.    Solution amounts (4 mL), use of a cold water bath, microwave 
times, and power settings were determined through empirical 
trials in which an attempt was made to keep the temperature of 
the sample and solvent solutions at less than 40°C, below the 
boiling point of propylene oxide.  

    11.    The image should look sharp and clear through the objective. 
If not, remove the objective and examine under a dissecting 
microscope for any dirt or debris. Lenses should be cleaned 
very gently with high purity cotton swabs and optical cleaning 
solutions only. Clean lenses and proper Koehler illumination 
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have a critical impact on the evenness of the illumination across 
the acquisition  fi eld.  

    12.    An alternative wide fi eld image acquisition can be used for 
analysis, using either an automated stage tiling if available, or a 
grid de fi ned multiple image tile equivalent. To accomplish this, 
a low magni fi cation image of the fascicle is taken and overlayed 
with a grid array, where a single grid square within the array is 
equivalent to the  fi eld capture of a ×100 image. Using the low 
magni fi cation image as a reference, images can be acquired at 
×100, row by row, beginning with the upper left corner, read-
ing left to right, by moving the stage manually until the next 
grid area is represented. Images are acquired using an 8-bit gray-
scale density. The slide and optics must be inspected for cleanli-
ness and Koehler Illumination performed before beginning this 
procedure. Often a “subtract background” feature is available 
in imaging software which allows a background subtraction of 
any dirt in the optical path. This is accomplished by acquiring 
an image in a blank area of the slide and using the background 
subtraction feature of the software to subtract this image from 
the sample image. Images can be analyzed using SURS 
ordering principles, by live monitor analysis software, or by 
acquiring sequential areas, then selecting their order by SURS 
for static analysis later.  

    13.    If logging data to an existing spreadsheet, go to Log menu—
Set Logging Row and Column dialog box to continue logging 
data to a partially completed analysis.  

    14.    A pro fi le should be counted if it lies completely inside the 
frame and if it touches or crosses the inclusion line (green). 
A pro fi le is not counted if it touches or crosses the exclusion 
line (red). If a pro fi le touches both lines, the exclusion line rule 
prevails. While deciding which pro fi les to exclude, it must be 
assumed that the exclusion lines extend as shown in the colored 
counting frame (see Fig.  5 ). The guard area consists of the 
other eight boxes overlaid on the tile. It allows pro fi les partially 
outside the frame to be measured and ensures that they won’t 
be measured twice in an adjacent frame.  

    15.    Generate a random number between 1 and the total number of 
tiles from each fascicle. The result will be the  fi rst tile to ana-
lyze in each fascicle. In normal nerves, sampling every second 
(skip one) tile results in sampling 150–200  fi bers. If, upon 
visual inspection, the nerve appears to have a depletion of 
MFPs, a counting frame in every tile may have to be analyzed 
to achieve the desired 200 measurements. If the random 
number start dictates beginning in a tile beyond the  fi rst row 
of tiles, sampling should continue to the end, then return to 
the top row, until the beginning tile is reached.  
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    16.    A WACOM graphics tablet (Wacom Intuos, Wacom Technology 
Corporation, Vancouver, WA) and stylus can be used for  fi ner 
control and also to minimize fatigue while tracing.  

    17.    Automated bordering of MFPs by thresholding can be time 
saving, but many factors (image focus, quality of stain, and 
gray level histogram, among others) can quickly render 
thresholding more time-consuming than manual tracing. If 
the image quality is suf fi cient for thresholding, the Integrated 
Morphometry Analysis tool can log multiple object measure-
ments with the calculated equivalent diameter measurement 
and total area measurement. In this scenario, the “total area” 
should be selected which will measure not only the thresh-
olded region but the unthresholded hole within the MFP. 
Filters can be set within the object measurement preferences to 
establish limiting parameters, such as “greater than or equal 
to” or “between.” Unwanted thresholding on MFPs can also 
be deselected by double clicking (a preference selection).  

    18.    When the Excel spreadsheet is connected to the MetaMorph 
software, it will not log an entry into a cell twice; therefore, if 
you delete a line of data, the program will skip a line when 
adding the next data entry. The spreadsheet can be reformatted 
after it is disconnected from the MetaMorph software.  

    19.    For clari fi cation of area values after logging, change the  fi rst 
region label to “RA1” (Reference Area #1), for example. All 
other regions logged for this ROI refer to MFP areas. Next, 
move the cells containing values for MFP areas into their own 
column to the right. Label this new column “MFP area ( μ m 2 ).” 
Change the “Area” column title to “Reference Area ( μ m 2 )” 
(see Table  2 ). Each time a new data set is logged, label its  fi rst 
region as “RA #,” and move MFP area values to the right. Save 
the data each time.  

    20.    Equivalent Diameter-the diameter of a circle with the same 

area as the region. Calculated as     Area
2

π
    

    21.    If “Data Analysis” tool is not present, click the “Microsoft 
Of fi ce button”        , then click “Excel Options” and “Add-Ins.” 
In the “Manage” box, click “Excel Add-ins,” and “Go.” In the 
“Add-Ins available” box, do one of the following:

   To load the Analysis ToolPak, select the “Analysis ToolPak”  ●

check box, then “OK.”  
  To include Visual Basic for Applications (VBA) functions  ●

for the Analysis ToolPak, select the “Analysis ToolPak—
VBA” check box, and then “OK.”        

 If “Analysis ToolPak” or “Analysis ToolPak—VBA” is not 
listed in the “Add-Ins available” box, click “Browse” to locate. If a 
message appears indicating that the Analysis ToolPak is not cur-
rently installed on the computer, click “Yes” to install.      



41119 A Novel Combined Imaging/Morphometrical Method for the Analysis…

  Acknowledgement 

 The project described in this chapter was supported by Award 
Number 1S10RR019246 from the National Center for Research 
Resources (to DJT) for purchase of the Zeiss 510 META confocal 
scanning laser microscope.  

   References 

    1.    Dyck PJ, Giannini C, Lais A (1993) Pathologic 
alterations of nerves. In: Dyck PJ (ed) Peripheral 
neuropathy. W. B. Saunders Company, 
Pennsylvania, pp 514–595  

    2.    Kaplan S, Geuna S, Ronchi G, Ulkay MB, von 
Bartheld CS (1999) Calibration of the stereo-
logical estimation of the number of myelinated 
axons in the rat sciatic nerve: a multicenter 
study. J Neurosci Method 187(1):90–99  

    3.    Gundersen HJG (1977) Notes on the estima-
tion of the numerical density of arbitrary par-
ticles: the edge effect. J Microsc 111:219–223  

    4.    Hayat MA (1981) Fixation for electron micros-
copy. Academic, New York, NY  

    5.    Hayat MA (1986) Basic techniques for trans-
mission electron microscopy. Academic, San 
Diego, CA  

    6.    Hayat MA (1970) Principles and techniques of 
electron microscopy. CRC Press, Boca Raton, FL  

    7.    Boon ME, Kok LP (1989) Microwave cook-
book in pathology. Couloumb Press Leyden, 
Leiden, Netherlands  

    8.    Karnes JL, Robb R, O’Brien PC et al (1977) 
Computerized image recognition for mor-
phometry of nerve attribute of shape of sam-
pled transverse sections of myelinated  fi bers 
which best estimates their average diameter. 
J Neurol Sci 34:43    



413

Douglas J. Taatjes and Jürgen Roth (eds.), Cell Imaging Techniques: Methods and Protocols, Methods in Molecular Biology, 
vol. 931, DOI 10.1007/978-1-62703-056-4_20, © Springer Science+Business Media, LLC 2013

    Chapter 20   

    Correlative Light–Electron Microscopy as a Tool 
to Study In Vivo Dynamics and Ultrastructure 
of Intracellular Structures       

     Elena   V.   Polishchuk   ,    Roman   S.   Polishchuk   , and    Alberto   Luini         

  Abstract 

 Correlative light–electron microscopy (CLEM) is a very effective technique that combines live-cell 
imaging and immuno-electron microscopy for ultrastructural morphological characterization of dynamic 
intracellular organelles. The use of green  fl uorescent protein (GFP)-tagged chimeras allows the user to 
follow the movements and/or behavior of intracellular structures in a live cell and to  fi x it at the moment 
of interest. The subsequent immuno-electron microscopy processing can then reveal the three-dimensional 
architecture of the same structure, together with precise recognition of the GFP-labeled protein. The 
process resembles the taking of a high-resolution snapshot of an interesting live scene. Considering that 
CLEM is a very useful but technically demanding and time-consuming technique, accurate protocols will 
be helpful to simplify the work of scientists who are willing to apply this method for their own purposes. 
Here, we present a detailed protocol that describes all of the “tricks” and know-hows involved in carrying 
out the crucial steps of a CLEM experiment.  

  Key words:   Correlative light–electron microscopy ,  Green  fl uorescent protein ,  Live-cell imaging , 
 Paraformaldehyde–glutaraldehyde  fi xation ,  Immuno-electron microscopy ,  Gold enhancement , 
 Gridded coverslips ,  Resin embedding    

 

 Correlative microscopy began decades ago when morphologists 
started to compare structural features of cells or tissues at both the 
light and the electron microscopy (EM) levels  (  1  ) . A few studies in 
 fi xed specimens even showed how exactly the same structure looks 
under both light and electron microscope  (  2,   3  ) . A decisive step 
forward, however, took place about 12 years ago, as a consequence 
of the pervasive use of green  fl uorescent protein (GFP)-based video 
microscopy and of the revolutionary effects this technique had 
in biology. Or rather, it took place when it became frustratingly 

  1.  Introduction
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clear that the limited resolution of light microscopy was a major 
limitation of GFP-based imaging, at least in the (many) cases in 
which the crucial structural changes occur beyond the resolving 
power of light. 

 It thus became clear that some form of super resolution was 
needed, and correlative light–electron microscopy (CLEM) was 
conceived to move beyond this resolution barrier: this was provided 
by the integration of GFP-based video microscopy with the huge 
resolving power of EM. The  fi rst description of this technique was 
reported by Polishchuk et al.  (  4  )  in a study that demonstrated that 
transport carriers operating between the Golgi complex and the 
plasma membrane differ from the “expected” small round vesicles. 
Instead, these transport organelles appeared as signi fi cantly larger 
structures with a complex tubular–saccular architecture. Later on, 
using the same technique, the dynamics and three-dimensional (3D) 
ultrastructure of transport carriers that operate at the endoplasmic 
reticulum (ER)-to-Golgi interface and in the Golgi-to-endosome 
route were characterized  (  5,   6  ) . In 2002, Oorscht et al. extended 
the application of CLEM to the cryosectioning technique  (  7  ) , and 
then they improved and applied this method in 2008 to examine 
the kinetics and localization of the lysosomal membrane protein 
LAMP1  (  8  ) . In all of these above-mentioned studies, the individ-
ual intracellular structures were observed under the light micro-
scope before being chemically  fi xed for their ultrastructural EM 
characterization. Modern  fi xation protocols usually preserve the 
ultrastructure quite well. However, under certain conditions, some 
 fi ne structure details can indeed be lost  (  9  ) . To avoid this, Verkade 
and colleagues proposed a new tool to rapidly freeze an object of 
interest at the end of its in vivo observation, by using high-pressure 
freezing  (  10,   11  ) . They used this technique with endocytic tracers 
to monitor the dynamics and structure of multi-vesicular bodies 
and the fusion of endosomal structures  (  11  ) . Among the various 
improvements to the CLEM technique (of which there are too 
many to review here), we believe that the generation of hybrid 
probes (i.e., probes that can be visualized by both light microscopy 
and EM) is of particular signi fi cance. An example is the photocon-
version of GFP  fl uorescence into an electron-dense signal  (  12  ) , 
designated as the GFP recognition after bleaching (GRAB) 
technique. Based on GFP bleaching and photooxidation of 
3,3 ¢ -diaminobenzidine into an electron-dense precipitate, this 
GRAB technique allowed to characterize the distribution of  N -ace
tylgalactosaminyltransferase-2-GFP within the Golgi stack  (  12  ) . 
However, due to the low photooxidation potential of GFP, this 
method failed to achieve broad applicability. To circumvent this 
problem, a new  fl uorescent  fl avoprotein with exceptional photo-
oxidation properties, known as miniSOG (mini Singlet Oxygen 
Generator), was engineered from  Arabidopsis  phototropin 2. 
MinSOG can be fused to proteins instead of GFP, and therefore, 
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provides a novel opportunity for CLEM improvement  (  13  ) . The 
initial use of miniSOG-tagged proteins (such as actin, histone 2B, 
connexin43, SynCAM, to name but a few) allowed ef fi cient cor-
relation of different intracellular structures at the light and electron 
microscopy levels, with very speci fi c labeling, excellent preserva-
tion of ultrastructure, and high electron contrast. 

 Despite the extensive evolution of CLEM  (  10  ) , its original 
recipe optimized in our laboratory certainly remains a simple and 
reliable way to a single intracellular event of interest (e.g., see 
Fig.  1 ). Having said this, our protocol contains a large number of 
critical steps that we would like to communicate with this chapter. 
Here, we present our CLEM procedure that comprises the follow-
ing stages (see Fig.  2 ): (1) DNA transfection; (2) observation of 
structures labeled with GFP in live cells; (3)  fi xing and immunola-
beling for EM, followed by embedding in EPON resin; 
(4) identi fi cation of the cell of interest in the resin block and attach-
ment of the special EPON-made capsule as a support for the  fl at 
MatTek surface; (5) thin section preparation; (6) EM analysis; 
and (7) 3D-reconstruction.    

 

     1.    35 mL Glass grid-bottomed dishes (MatTek Corporation-
P35G-2-14-C-grid).  

    2.    HEPES: 200 mM, pH 7.3.  
    3.    Paraformaldehyde (PFA): 4% solution in 200 mM HEPES, pH 

7.3. Weigh out 4 g PFA and add to 100 mL of 200 mM HEPES 
in a glass beaker with a magnetic stirring bar, and warm to 
about 70°C. Stir for a maximum of 10 min to obtain a clear/
transparent solution; adjust to a  fi nal volume of 100 mL with 
the 200 mM HEPES. Filter the solution with a piece of soft 
 fi lter paper using a funnel. Store at 4°C.  

    4.    Mixture of 4% PFA and 0.05% glutaraldehyde (GA). To 10 mL 
of 4% PFA solution in 200 mM HEPES (pH 7.3) in a plastic 
container, add 62.5   m  L of 8% GA to obtain a mixture with the 
required  fi nal concentrations.  

    5.    Phosphate-buffered saline, (PBS, pH 7.4), containing NaCl, 
KCl, Na 2 HPO 4 , KH 2 PO 4 .  

    6.    Blocking/permeabilization solution: 0.5% BSA, 0.1% saponin, 
50 mM NH 4 Cl in PBS. Weigh out 0.5 g BSA, 0.1 g saponin, 
0.27 g NH 4 Cl. Add these to PBS, to a  fi nal volume of 
100 mL.  

    7.    Primary polyclonal antibody against GFP (Abcam, Cat N AB 
290-50).  

  2.  Materials



  Fig. 1.    Example of Correlative light–electron microscopy (CLEM) for analysis of the ultrastructure of green  fl uorescent 
protein (GFP)-GGA1 transport carriers. ( a ) HeLa cells were transfected with a plasmid encoding GFP-GGA1, incubated for 
30 min with TRITC-dextran (to discriminate between endocytic and biosynthetic structures), and imaged using confocal 
 fl uorescence microscopy. The area of interest (outlined by the box corresponding to the  inset ) contains GFP-GGA trans-
port carriers that were  fi xed during the acquisition of the time-lapse sequence (numbered as 1–3; indicated by  arrows ). 
( b ) Sequence of time-lapse frames (B1–B4) shows the movements of the three transport carriers shown in ( a ) and inset, 
from the juxtanuclear area towards the cell periphery. The cell of interest was quickly  fi xed during the course of observa-
tion (B4), and all three of these transport carriers were found again (see  inset  in ( a )). ( c ) The cells were then prepared for 
immunogold EM with an anti-GFP antibody. This low magni fi cation EM image shows the same cell and the same area of 
interest (box) as in ( a ). ( d ) Appearance of these three transport carriers labeled with an anti-GFP antibody, as shown in 
four serial thin sections (D1–D4). The  white arrowhead , the  black arrow,  and the  white arrow  indicate the same three 
transport carriers shown in the box and  inset  in ( a ) (numbered from 1–3, respectively). ( e – g ) Higher magni fi cation of all 
three of these transport carriers allows the clathrin coat at their surface to be appreciated. ( h ,  i ) Three-dimensional 
reconstructions of two of these GFP-GGA1-containing transport carriers (numbers 1 and 3), which correspond to struc-
tures 1 and 3 indicated in ( a – e ) and ( g ).       
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    8.    Anti-rabbit Fab ¢  fragment complexed to 1.4 nm gold particles 
(Molecular Probes, Cat N 2004 anti-rabbit nanogold).  

    9.    Gold enhancement (Nanoprobes, Cat N 2113, GoldEnhancement 
for EM).  

    10.    Phosphate buffer: 100 mM, pH 6.8. Prepare solution A as 
200 mM dibasic sodium phosphate. Weigh 35.61 g 
Na 2 HPO 4 ·2H 2 O and dissolve it in 1 L water. Prepare solution 
B as 200 mM monobasic sodium phosphate. Weigh 31.21 g 
NaH 2 PO 4 ·2H 2 O and dissolve it in 1 L water. Mix 24.5 mL of 
solution A with 25.5 mL of solution B, and make up to a total 
volume of 100 mL with water.  

    11.    Osmium tetroxide (OsO 4 ): 2% solution in water.  
    12.    Potassium ferrocyanide (K 4 (Fe(CN) 6 )·3H 2 O): 3% solution in 

water.  
    13.    Thiocarbohydrizide (CH 6 N 4 S): 1% solution in water.  
    14.    Uranyl acetate (UO 2 (CH 3 COO) 2 ·2H 2 O): 0.5% solution in water.  
    15.    Ethanol (C 2 H 5 OH): 100%.  

  Fig. 2.    The stages of CLEM. Illustration of the sequence of the main steps during the CLEM procedure.  small arrows  indicate 
the structure of interest, while  long arrows  display transition from one step of the procedure to the other. For further details, 
see main text.       
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    16.    Epoxy resin (EPON): add 33.6 g EPON (Fluka, Cat N 45345), 
21.0 g dodecenyl succinic anhydride (DDSA; Fluka, Cat N 
45346), and 16.8 g methyl nadic anhydride (MNA; Fluka, Cat 
N 45347) together in a test tube. Heat the tube in an oven for 
2–3 min at 60°C, and mix gently. Add 0.96 g of 
2,4,6-Tris(dimethylaminomethyl)phenol (DMP-30; Sigma, 
Cat N 45348) and mix gently. EPON aliquots can be frozen 
and stored at −20°C before use.  

    17.    Slot grids covered with carbon-formvar supporting  fi lm, 
Cu-slots (Electron Microscopy Science-FCF 2010-Cu-slots).  

    18.    Pick-up perfect loop (Agar, Cambridge, England).  
    19.    Tweezers.  
    20.    Diamond knife.  
    21.    Hydro fl uoric acid: 40%.  
    22.    Special EPON-made resin blocks. Prepare EPON resin blocks 

before starting the CLEM procedure. Fill the embedding cap-
sules (Polyscience, Inc., no. 08408-50) with fresh EPON and 
polymerize in an oven at 60°C for 24 h.      

 

      1.    CLEM starts with placing the cells of interest into the 35-mm 
glass grid-bottomed Petri dishes, from MatTek (see  Note 1 ).  

    2.    The day after seeding the cells, they are transfected with the 
GFP-tagged chimera of interest. Alternatively, stably trans-
fected cell lines can also be used for CLEM.  

    3.    The following day, observe the expressing cells, or the stable 
cell line under the light microscope, which allows acquisition 
of time-lapse series of images (see  Note 2 ).  

    4.    Draw the position of the cell of interest on the map available 
from MatTek. Grab the image with the cell position on the 
MatTek grid in phase contrast and  fl uorescence channels.  

    5.    Video record the structure of interest until the moment you 
want to analyze it further by EM. For this,  fi x the cells with 
1 mL of the mixture of 4% PFA and 0.05% GA in 200 mM 
HEPES (pH 7.3). To achieve fastest possible  fi xation, add the 
 fi xative mixture with a pipette directly into the culture medium. 
Make sure that the cell of interest does not change its position 
in the  Z -axis and the structure of interest remains in the focal 
plain during the  fi xation (see  Note 3) . Stop taking time-lapse 
images as soon as the intracellular structures stop moving (see 
Note 4). Carefully change the solution by adding 2 mL of 
the formaldehyde–glutaraldehyde  fi xative, and leave the cells 

  3.  Methods

  3.1.  Cell Transfection, 
Observation, and 
Fixation
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for 10 min at room temperature. After that, “wash” the cells 
once with 4% buffered paraformaldehyde, and continue  fi xation 
of the cells with 4% buffered paraformaldehyde for 30 min.      

      1.    Wash the cells three times with PBS.  
    2.    Incubate the cells with blocking/permeabilization solution 

(0.5% BSA, 0.1% saponin, 50 mM NH 4 Cl), for 20–30 min.  
    3.    Add the antibody against GFP, diluted 1:250 in blocking/per-

meabilization solution. 200  m L of antibody solution are enough 
to cover the center of the petri dish. Incubate the cells with the 
primary antibody for 1 h at room temperature, and then over-
night at 4°C.  

    4.    The day after, wash the cells six times with PBS.  
    5.    Add the secondary antibody, anti-rabbit Fab ¢  fragment com-

plexed to 1.4 nm gold particles (diluted 1:50 or 1:100 in 
blocking/permeabilization solution), and incubate for 2 h.  

    6.    Perform the gold enhancement reaction to increase the size of 
the 1.4 nm gold particles. The GoldEnhance mixture is pre-
pared immediately before use.    

  Gold Enhancement reaction 

  Mix one part (e.g., three drops) of component A (enhancer,  –
green cap) with one part (e.g., three drops) of component B 
(activator, yellow cap), and wait for 10 min.  
  Add one part (e.g., three drops) of component C (initiator,  –
magenta cap).  
  Add one part (e.g., three drops) of component D (buffer,  –
white cap). Three drops of each solution are enough for one 
35-mm petri dish from MatTek.  
  Add the mixture to the cells for 7–10 min. Observe the cells  –
using conventional bright  fi eld light microscopy. As soon as 
the cells change color to violet-grey, stop the reaction by wash-
ing the cells three times with PBS. This is very important to 
achieve gold particles with homogeneous size and to avoid 
their aggregation into big clumps. Successful Gold Enhancement 
procedure is indicated by a violet-grey color of the cells.     

      1.    Wash the cells three times with PBS.  
    2.    Post fi x the cells with 1% OsO 4  in 100 mM phosphate buffer 

(pH 6.8) for 25–30 min on ice.  
    3.    Wash the cells three times with water.  
    4.    Cover with 1% aqueous thiocarbohydrizide for 5 min.  
    5.    Wash the cells three times with water.  
    6.    Add a mixture of 2% aqueous OsO 4  and 3% aqueous potassium 

ferrocyanide (1v:1v) for 25 min.  

  3.2.  Immunolabeling

  3.3.  Embedding
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    7.    Wash the cells three times with water.  
    8.    Add 0.5% uranyl acetate and leave overnight at 4°C.  
    9.    Wash the cells six times with water.  
    10.    To dehydrate the specimens, pass them sequentially through 

50%, 70%, and 90% ethanol for 10 min each, and then in 100% 
ethanol three times for 10 min each.  

    11.    Add an EPON—100% ethanol mixture (1v:1v) to the cells and 
in fi ltrate for 2–4 h at room temperature.  

    12.    In fi ltrate with EPON mixture for 2–4 h at room temperature 
(see Note 5).  

    13.    Finally, polymerize the specimens in an oven at 60°C for 
24 h.  

    14.    It is important to note that after the addition of EPON and 
resin polymerization, the coordinated grid on the glass bottom 
of the MatTek dish is not visible anymore. To observe your 
cells on the grid again, the glass should be removed with 
hydro fl uoric acid. Take a plastic beaker with a few mL of 40% 
hydro fl uoric acid and with the use of tweezers put the MatTek 
dish inside the hydro fl uoric acid for 30 min. After that take the 
MatTek dish away from the beaker (always using tweezers), 
wash it in 200 mM HEPES buffer and then in water, clean it 
with a piece of soft paper, and dry it. A replica of the coordi-
nated grid will be visible again at the surface of the resin at the 
bottom of the MatTek dish.  

    15.    After dissolving the glass, the special EPON-made resin block 
(see Materials  ) has to be attached to the region of interest 
where your cell is located (see Fig.  2 ). First use a conventional 
inverted microscope to locate the cell on the grid. While 
observing the cell of interest under the microscope, put a mark 
near the cell on the surface of the resin in the MatTek dish 
using a STABILO OHPen universal marker. Then add the 
drop of resin onto the top of the mark, and stick the EPON 
block on to it, placing it at the top of the drop.  

    16.    Polymerize this adjusted MatTek dish with the attached EPON 
block for an additional 24 h in an oven at 60°C.      

      1.    Check whether the EPON block and resin in the MatTek dish 
are copolymerized attached, and start to section the cell of 
interest according to the instructions for the ultramicrotome 
(e.g., Leica). For this,  fi rst break the wall of the MatTek dish 
with pliers and try also to remove excess resin attached to the 
EPON block (always using the pliers). Be careful not to touch 
and damage the area of interest.  

    2.    Place the resin block into the holder of the ultramicrotome and 
examine it under a stereomicroscope. When the position of the 

  3.4.  Sectioning
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cell is found, trim a pyramid. Try initially to prepare quite a 
large pyramid with the cell of interest at its center.  

    3.    By rotating the glass-knife stage, align the bottom edge of the 
pyramid parallel to the knife-edge. Bring the sample as close as 
possible towards the glass knife, but do not touch the surface 
of the pyramid.  

    4.    Adjust the gap (which is visible as a bright band-shadow, if all 
three of the lamps of an ultramicrotome are switched on) 
between the knife-edge and the surface of the sample. The gap 
has to be identical in width between the uppermost and lower-
most edges of the sample during the up and down movement 
of the resin block.  

    5.    When you are sure of the correct orientation of the pyramid, 
trim the resin to make the surface of the pyramid smaller. The 
length of the pyramid should be less than 0.5 mm and its 
height less than 0.1 mm. The top and the bottom sides of the 
pyramid should be as parallel to each other as possible to obtain 
a straight ribbon of serial sections.  

    6.    Align your pyramid and diamond knife again. Then start to cut 
serial sections at 70 nm nominal thickness. Try not to lose the 
 fi rst sections, since they are very important for the identi fi cation 
of the structure of interest.  

    7.    Pick up the consecutive ribbons of the serial sections with slot 
grids.      

      1.    Place the slot grid with the  fi rst serial sections under the elec-
tron microscope and  fi nd the cell of interest using the traces of 
the coordinates.  

    2.    After identi fi cation of the cell of interest, try to  fi nd the struc-
ture of interest that was observed under the confocal micro-
scope, and take photos of this structure in the subsequent serial 
sections.  

    3.    Using the software for 3D reconstruction (e.g., Amira), align 
the images of the organelle of interest and then construct a 3D 
model according to the software instructions.       

 

     1.    The cells should not overgrow and thereby mask the gridded 
coverslip of the MatTek dish. Hence, sparse cell density is rec-
ommended for the best observations.  

    2.    Before observation, it is very important to clean the bottom of 
the MatTek dish with 100% ethanol. Otherwise, dirt might 

  3.5.  Serial Section 
Analysis and 3D 
Reconstruction

  4.  Notes



422 E.V. Polishchuk et al.

obscure the coordinates of the grid. If the grid is not well 
visible with the 60× oil immersion lens, switching to the 10× 
or 20× objectives may be helpful.  

    3.    Use of a hardware-automated focus device helps to keep the 
structure and the cell of interest in place during the  fi xation 
step of the CLEM procedure.  

    4.    Immediately after addition of the  fi xative, the GFP  fl uorescence 
will decay signi fi cantly. Therefore, it is important to increase 
the CCD (or photomultiplier) gain as soon as the GFP signal 
starts to decrease.  

    5.    It is important to use EPON for embedding since both Spurr 
and Araldite resin react with the plastic of the culture dish.          
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    Chapter 21   

 Photooxidation Technology for Correlative 
Light and Electron Microscopy       

     Claudia   Meisslitzer-Ruppitsch   ,    Clemens   Röhrl   ,    Carmen   Ranftler   , 
   Herbert   Stangl   ,    Josef   Neumüller   ,    Margit   Pavelka   , and    Adolf   Ellinger         

  Abstract 

 Correlative microscopic approaches combine the advantages of both light and electron microscopy. Here 
we show a correlative approach that uses the photooxidation capacity of  fl uorescent dyes. Through illumination 
with high energetic light, the chromogen diaminobenzidine is oxidized and stable deposits are formed at 
the sites of the former  fl uorescent signals, which after osmi fi cation are then visible in the electron microscope. 
The potential of the method is illustrated by tracing the endocytic pathway of three different ligands: the 
lipid ceramide, high density lipoproteins, and the lectin wheat germ agglutinin. The ligands were labeled 
either with BODIPY or Alexa dyes. Following cell surface binding, uptake, and time-dependent intracellular 
progression, the route taken by these molecules together with the organelles that have been visited is char-
acterized. Correlative microscopic data are recorded at various levels. First, by  fl uorescence and phase 
contrast illumination with the light microscope, followed by the analysis of semithin sections after photo-
oxidation, and  fi nally of thin sections at the ultrastructural level.  

  Key words:   Correlative microscopy ,  DAB-photooxidation ,  Alexa Fluor dyes ,  BODIPY    

 

 Correlative microscopical methods, boosted by instrumental 
developments, new probes, and methodical re fi nements, have 
become  en vogue  over the last decade  (  1–  17  ) . Traditionally, light 
and electron microscopical investigations are done in separate 
experiments, reproducing comparable experimental conditions. 
The results are then recorded, merged, and in a further step cor-
related with each other. Historically, a milestone in the develop-
ment of correlative light and electron microscopy dates back to the 
early 1980s of the last century, when A. R. Maranto reported 
“about a technique for directly visualizing Lucifer yellow-injected 
neurons with the electron microscope”  (  18  ) . Since then, a variety 

  1.  Introduction
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of light microscopical imaging modalities have been combined 
with different aspects of electron microscopy. 

 The common goal of the different approaches is the imaging 
of the same object at low and high resolutions and thus to use the 
advantages of both imaging modalities, covering a scale from 
micrometer to nanometer. Here we concentrate on “correlative 
light—electron microscopy”—CLEM—de fi ned as combining light 
microscopy (LM) and electron microscopy (EM) of samples of 
 fi xed cells (reviewed in ref.  (  19  ) ) to localize  fl uorescent signals after 
photooxidation in the EM. This approach allows the analysis of the 
same molecules following conversion of  fl uorescent signals into 
stable, electron dense precipitates by oxidation of the chromogen 
3,3 ¢ -diaminobenzidine tetrahydrochloride (DAB; Fig.  1 ). The 
underlying photooxidation reaction is based on the excitation of 
free oxygen radicals that form upon illumination of the 
 fl uorochromes with high energetic light  (  3,   4,   8  ) . After osmium 
staining, oxidized DAB appears as  fi ne granular deposits at the 
sites of former  fl uorescent signals  (  18  ) . Using quali fi ed 
 fl uorochromes as reactive oxygen emitters, which is a central 
requirement that determines the success of the method, the tech-
nique can be effectively used for correlative light and electron 
microscopic studies  (  4,   7,   20–  22  ) . A number of suitable 
 fl uorochromes have been summarized  (  23,   24  ) .  

 In this chapter, the method is illustrated through the analysis 
of the endocytic pathways of three molecules/particles, the lipid 
ceramide (Cer; Fig.  2 ), high density lipoproteins (HDL), and the 
plant lectin wheat germ agglutinin (WGA). BODIPY (BODIPY-
Cer) and two Alexa dyes, Alexa 568  (HDL-Alexa Fluor 568 ) and 
Alexa 555  (WGA-Alexa Fluor 555 ), were used as  fl uorochromes. After 
addition to the cell culture medium, the binding, uptake, and 
intracellular progression of these molecules are identi fi ed by their 
 fl uorescent signals in the LM and after photooxidation by DAB-
deposits in both the LM and EM.   

 

  General laboratory items such as gloves, work coats and masks, 
miscellaneous glass and plastic ware, adjustable pipettes, glass 
 fi ltration device,  fi lter paper, pH test strips, Beem capsules (poly-
ethylene molds), Para fi lm, and  fi ne point tweezers for manipula-
tion of the coverslips should be available.  

      1.    Cell culture equipment.  
    2.    Inverse light microscope equipped with bright  fi eld and phase 

contrast and the respective  fi lter combinations for  fl uorescence 
microscopy (FITC, TRITC).  

  2.  Materials

  2.1.  Minor Equipment

  2.2.  Major Equipment
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    3.    Transmission electron microscope including auxiliary infra-
structure for  fi xation, embedding, polymerization, and 
ultramicrotomy.  

    4.    Fume hood.  
    5.    Ultrasonic bath.  
    6.    Magnetic stirrer.      

      1.    BODIPY-ceramide (BODIPY ® -FL-C 5 -ceramide conjugated to 
BSA).  

    2.    WGA-Alexa Fluor 555 .  

  2.3.  Reagents

  Fig. 1.    The  fi gure outlines the central steps of the photooxidation procedure. In the  fi rst row, the general scheme starts with 
the in vivo labeling of the cell cultures (endocytic uptake of the respective markers), followed by chemical  fi xation at 
de fi ned uptake times. After the photooxidation step, with the conversion of the  fl uorescence signal into DAB-deposits, 
embedding and cutting of the different sections, these are analyzed in the LM and EM or processed for electron tomography 
and 3D-reconstruction. The middle part (second and third row) shows freshly  fi xed cultures in phase contrast compared to 
their  fl uorescence signals, which are taken before the onset of the illumination. Illumination then is accompanied on one 
hand by bleaching of the  fl uorescence, and on the other hand by precipitation of oxidized DAB. Ice crystals aside the objec-
tives indicate necessary cooling during this step ( see   Note 18 ). The lower panel shows the  fi nal step of embedding of the 
cell cultures, with the coverslips now being put upside down on the resin. The Beem capsules should be slightly over fi lled, 
in that the cell monolayers are well embedded within the resin. After polymerization, the coverslips are removed by 
repeated cycles of warming/cooling (touching the surface with liquid nitrogen and/or 60°C hot water). Afterwards, the cell 
monolayers are exposed at the surface of the resin ready for microtomy.       
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    3.    HDL-Alexa Fluor 568 .  
    4.    Phosphate-buffered saline (PBS); purchased as tablets or 

prepare 1 L 10× PBS (see Note 1).  
    5.    Sodium dihydrogen phosphate·2H 2 O (sodium phosphate 

monobasic dihydrate; NaH 2 PO 4 ·2H 2 O).  
    6.    Di-sodium hydrogen phosphate·2H 2 O (sodium phosphate 

dibasic dihydrate; Na 2 HPO 4 ·2H 2 O).  
    7.    Tris (hydroxymethyl) aminomethane (TRIS; 2-amino-2-

(hydroxymethyl)-1,3-propanediol; H 2 NC(CH 2 OH) 3 ); 0.05 M 
Tris–HCl buffer pH 7.4 (see Note 2).  

    8.    Cacodylic acid sodium salt (sodium cacodylate; dimethylarsinic 
acid sodium salt trihydrate (CH 3 ) 2 A s O 2 Na  .  3H 2 O; see Note 3).  

    9.    Veronal sodium salt (5,5-diethylbarbituric acid sodium salt; 
C 8 H 11 N 2 NaO 3 ; see Note 4).  

    10.    Sodium acetate (acetic acid sodium salt; CH 3 COONa).  
    11.    HEPES buffer 10 mM 4-(2-hydroxyethyl)-1-piperazin-

ethansulfonic acid (see Note 5).  
    12.    Glutaraldehyde (Pentane-1,5-dial; OHC(CH 2 ) 3 CHO); electron 

microscopy grade 25% (see Note 6).  
    13.    Paraformaldehyde (PFA) (polyoxymethylene; (CH 2 O) n ; extra 

pure; see Note 7).  
    14.    FA-GA-PBS  fi xative: 4% formaldehyde (FA)—0.5% glutaralde-

hyde (GA)—in PBS (see Note 8).  
    15.    Osmium tetroxide (OsO 4 ); crystalline or 2% and 4% solutions 

in H 2 O (see Note 9).  
    16.    Potassium ferrocyanide (potassium hexacyanoferrate(II) trihy-

drate; K 4 [Fe(CN) 6 )·3H 2 O; see Note 10).  

  Fig. 2.    Localization of BODIPY-Cer in human endothelial cells. Cell culture was pre-incubated with BODIPY-Cer at 4°C for 
15 min, warmed to 37°C, and incubated for 30 min. The lipid rapidly accumulated in the perinuclear Golgi region ( a ). After 
photooxidation, DAB deposits mark distinct Golgi regions: stacked Golgi cisternae as well as vesiculo-tubulo-cisternal 
membrane compartments of the  trans -Golgi network ( b ).       
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    17.    3,3 ¢ -Diaminobenzidine tetrahydrochloride (DAB; 
(NH 2 ) 2 C 6 H 3 C 6 H 3 (NH 2 ) 2  

 .  4HCl; see Note 11).  
    18.    Graded series of ethanol (see Note 12).  
    19.    Epon 812 (Glycid ether 100; 1,2,3-Propanetriol glycidyl 

ether); Epoxy resin of low viscosity (see Note 13).  
    20.    2-Dodecenylsuccinic acid anhydride (DDSA; C 16 H 26 O 3 ); Epon 

hardener.  
    21.    Nadic methyl anhydride (NMA; methylnorbornene-2,3-dicar-

boxylic anhydride); Epon hardener.  
    22.    2,4,6-Tris(dimethylaminomethyl)phenol (DMP-30); accelera-

tor for epoxy polymerization. 
 Alternatively: Epoxy Embedding Medium kit.  

    23.    Cells: Cultures of established cell lines are used in the experi-
ments (HepG2 human hepatocarcinoma cells; WI-38 human 
fetal lung  fi broblasts; Hs68 human foreskin  fi broblasts; 
HUVEC human umbilical vein endothelial cells; all obtained 
from the American Type Culture Collection—ATCC).      

  ATCC-human cell lines are cultured according to standard protocols 
(see Note 14). 24–48 h after seeding, they are in a subcon fl uent 
state being equally usable for LM and EM investigation. Model 
molecules/particles are added to the culture medium either at 4°C 
for pulse labeling or at 37°C for continuous uptake. For pulse 
labeling, coverslips with adhered cells are placed in Petri dishes 
with precooled medium for surface binding. After 15 min binding, 
labeled cultures are shortly rinsed in medium, replaced in Petri 
dishes with fresh medium, and incubated at 37°C for de fi ned peri-
ods. Uptake and cellular progression of the molecules is stopped 
by rinses in cold buffer and immediate  fi xation. 

 The  fl owchart outlines the sequence of steps from the incuba-
tion of the cell cultures with  fl uorescent probes up to the prepara-
tion of sections for LM and EM. Take pictures for correlation of 
the experiment at these stages (see Note 19).   

 

 Wear gloves and protective coats throughout; pay attention to the 
safety instructions, especially when working with toxic, mutagenic, 
and/or biologic materials. Waste has to be collected according to 
the respective safety constraints/instructions. 

      1.    Seed cells on coverslips 24–48 h before the onset of the experi-
ments (see Notes 14 and 15).  

    2.    Cool down subcon fl uent cell cultures to 4°C for pulse 
labeling.  

  2.4 . General Processing 
of Cell Cultures

  3.  Methods

  3.1.  BODIPY-Ceramide 
Photooxidation
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    3.    Transfer coverslips with cell monolayers into fresh 3.5 cm 
diameter Petri dishes.  

    4.    Place 100  m L BODIPY-Cer solution on top of coverslips and 
incubate at 4°C for 15 min. Optional: Add Bodipy-Cer at 37°C 
for continuous uptake (see Note 16).  

    5.    Rinse several times with cold cell type-speci fi c medium.  
    6.    Place coverslips in dishes with fresh medium.  
    7.    Incubate for indicated periods in culture medium at 37°C.  
    8.    Stop uptake of BODIPY-Cer by washing coverslips in cold 

PBS.  
    9.    Fix cells by placing the coverslips in Petri dishes with cold 4% 

FA + 0.5% GA in PBS at 4°C for 45 min (see Note 8).  
    10.    Parallel to the  fi xation of the samples, prepare the DAB solution, 

 fi lter, and store it at 4°C in the dark (see Note 11).  
    11.    Wash cells in PBS.  
    12.    Place coverslips with labeled and  fi xed cells in fresh Petri dishes 

and wash again with Tris–HCl buffer.  
    13.    Pre-incubate with DAB/Tris–HCl buffer in the dark (cover 

with aluminum foil) for 15 min at room temperature.  
    14.    Replace DAB solution with 1 mL fresh DAB/Tris–HCl buffer 

and close the Petri dish.  
    15.    Put the closed Petri dish with the samples into a 10 cm diam-

eter Petri dish and cover/surround with crashed ice.  
    16.    Put the Petri dishes together on an inverted light microscope 

and center the sample.  
    17.    Illuminate for 20 min using a FITC  fi lter set (see Notes 17 and 

18).  
    18.    Wash cells in 0.05 M Tris–HCl buffer pH 7.4.  
    19.    Wash cells in dH 2 O.  
    20.    Post fi x with 1% osmium-ferrocyanide for 15 min. Osmium-

ferrocyanide is freshly prepared before use by mixing aqueous 
2% OsO 4  and 3% potassium ferrocyanide 1:1 (see Notes 9 and 
10).  

    21.    Dip coverslips into dH 2 O.  
    22.    Post fi x with 1% veronal acetate-buffered OsO 4  for 30 min (see 

Note 9).  
    23.    Dehydrate in graded series of ethanol (see Note 12).  
    24.    Embed in Epon.  
    25.    Polymerize the resin.  
    26.    Cut semithin and thin sections (see Note 22).      
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      1.    Seed cells on coverslips 24–48 h before the onset of the 
experiments (see Notes 14 and 15).  

    2.    Cool down subcon fl uent cell cultures to 4°C for pulse 
labeling.  

    3.    Transfer coverslips with cell layers into fresh 3.5 cm diameter 
Petri dishes.  

    4.    Place 100  m L WGA-Alexa Fluor 555  solution on top of cover-
slips and incubate at 4°C for 15 min. Optional: Add WGA-
Alexa Fluor 555  at 37°C for continuous uptake (see Note 20).  

    5.    Rinse several times with cold cell type-speci fi c medium.  
    6.    Place coverslips in dishes with fresh medium.  
    7.    Incubate for indicated periods in the cell culture medium at 

37°C.  
    8.    Stop uptake of WGA-Alexa Fluor 555  by washing in cold PBS.  
    9.    Fix cells by placing coverslips in Petri dishes with cold 4% 

FA + 0.5% GA in PBS at 4°C for 45 min (see Note 8).  
    10.    Parallel to the  fi xation of the samples, prepare the DAB solu-

tion,  fi lter, and store it at 4°C in the dark (see Note 11).  
    11.    Wash cells in PBS.  
    12.    Place coverslips with labeled and  fi xed cells in fresh Petri dishes 

and wash again with Tris–HCl buffer.  
    13.    Pre-incubate with DAB/Tris–HCl buffer in the dark (cover 

with aluminum foil) at room temperature for 15 min.  
    14.    Replace DAB solution with 1 mL fresh DAB/Tris–HCl buffer 

and close the Petri dish.  
    15.    Put the closed dish with the samples into a 10 cm diameter 

Petri dish and cover/surround with crashed ice.  
    16.    Put the Petri dishes together on an inverted light microscope 

and center the sample. Illuminate for 20 min using a TRITC 
 fi lter set (see Notes 17 and 18).  

    17.    Wash cells with 0.05 M Tris–HCl buffer pH 7.4.  
    18.    Wash cells in dH 2 O.  
    19.    Post fi x with 1% osmium-ferrocyanide for 15 min. Osmium-

ferrocyanide is freshly prepared before use by mixing aqueous 2% 
OsO 4  and 3% potassium ferrocyanide 1:1 (see Notes 9 and 10).  

    20.    Dip coverslips into dH 2 O.  
    21.    Post fi x with 1% veronal acetate-buffered OsO 4  for 30 min (see 

Note 9).  
    22.    Dehydrate in graded series of ethanol (see Note 12).  
    23.    Embed in Epon.  
    24.    Polymerize the resin.  
    25.    Cut semithin and thin sections (see Note 22).      

  3.2.  WGA-Alexa Fluor 555  
Photooxidation
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      1.    Seed cells on coverslips (see Notes 14 and 15).  
    2.    Isolate HDL from plasma of normolipidemic humans by 

sequential  fl otation ultracentrifugation  (  25, 26  ) . 
 Optional: aspirate medium, wash twice with PBS and incubate 
with medium containing lipoprotein-de fi cient serum (lpds) 
prepared from FBS instead of FBS overnight (see Note 21).  

    3.    Label HDL with Alexa Fluor 568  using the Alexa Fluor 568  pro-
tein labeling kit according to the manufacturer’s instruction.  

    4.    Wash cells twice with pre-warmed (37°C) PBS.  
    5.    Incubate cells with HDL-Alexa Fluor 568  diluted in serum-free 

medium containing 2 mg/mL fatty acid-free bovine serum 
albumin (faf-BSA). HDL concentration is cell type-dependent, 
use 5–50  m g/mL (see Note 21).  

    6.    Incubate for indicated periods at 37°C.  
    7.    Wash three times with PBS.  
    8.    Fix cells by placing coverslips in 3.5 cm diameter Petri dishes 

with 4% FA + 0.5% GA in PBS at 4°C for 45 min (see Note 8).  
    9.    Wash cells in PBS and prepare for DAB-photooxidation 

experiments.  
    10.    Place coverslips with labeled and  fi xed cells in new Petri dishes 

and wash again with 0.05 M Tris–HCl buffer pH 7.4.  
    11.    Parallel to the  fi xation of the samples, prepare the DAB solu-

tion (1 mg/mL DAB in Tris–HCl buffer),  fi lter, and store it at 
4°C in the dark (see Note 11).  

    12.    Pre-incubate with DAB/Tris–HCl buffer in the dark (cover 
with aluminum foil) at room temperature for 30 min.  

    13.    Replace DAB solution with 1 mL fresh DAB/Tris–HCl buffer 
and close the Petri dish.  

    14.    Put the closed dish with the samples into a 10 cm diameter 
Petri dish and cover/surround with crashed ice.  

    15.    Put both Petri dishes on an inverted microscope and center the 
sample.  

    16.    Illuminate for 20 min using a TRITC  fi lter set (see Notes 17 
and 18).  

    17.    Wash cells in 0.05 M Tris–HCl buffer pH 7.4.  
    18.    Wash cells in dH 2 O.  
    19.    Post fi x with 1% aqueous osmium-ferrocyanide for 15 min. 

Osmium-ferrocyanide is freshly prepared before use by mixing 
aqueous 2% OsO 4  and 3% potassium ferrocyanide 1:1 (see 
Notes 9 and 10).  

    20.    Dip coverslips into dH 2 O.  

  3.3.  HDL-Alexa 568  
Photooxidation
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    21.    Post fi x with 1% veronal acetate-buffered OsO 4  for 30 min (see 
Note 9).  

    22.    Dehydrate in graded series of ethanol (see Note 12).  
    23.    Embed in Epon.  
    24.    Polymerize the resin.  
    25.    Cut semithin and thin sections (see Note 22).       

 

     1.    PBS: prepare 1 L 10× PBS as follows: 500 mL dH 2 O; add 
2.76 g sodium phosphate monobasic and 14.1 g sodium phos-
phate dibasic. Add 90 g of sodium chloride and  fi ll up with 
dH 2 O to 1 l; adjust pH to 7.4. For 1× PBS, dilute 1:10 with 
dH 2 O and control/adjust pH again.  

    2.    Tris–HCl buffer: 0.05 M, pH 7.4: Prepare a 0.2 M stock solu-
tion of 2.423 g Tris (hydroxymethyl) aminomethane in 100 mL 
dH 2 O. Add 25 mL stock solution and 40 mL 0.1 N HCl and 
 fi ll to 100 mL with dH 2 O. Control/adjust pH again. 

 The solution may be irritating to eyes and skin.  

    3.    Cacodylate buffer: Prepare a 0.1 M solution. Dissolve dimeth-
ylarsinic acid sodium salt trihydrate (CH 3 ) 2 As(=O)ONa to a 
 fi nal concentration of 0.1 M in dH 2 O; the pH is adjusted to 
7.4 with 2 N HCl.  

    4.    Veronal acetate buffer: Solution A: White powder; dissolve 
14.7 g sodium 5,5-diethylbarbiturate and 9.7 g sodium acetate 
in 500 mL dH 2 O. Solution B: dissolve 42.5 g NaCl in 500 mL 
dH 2 O.  

    5.    HEPES buffer: 1 M HEPES buffer solution [4-(2-Hydroxyethyl) 
piperazine-1-ethanesulfonic acid) is diluted with 1× Hanks 
buffered salt solution (HBSS) to a  fi nal concentration of 
10 mM (HBSS/HEPES solution).  

    6.    Glutaraldehyde (GA) is usually employed alone (0.5–4%) or 
mixed with formaldehyde. It tends to polymerize rapidly at pH 
values > 7.5. Such polymers together with impurities (arsenic, 
cyanide) might introduce artifacts. Therefore, fresh dilutions 
of puri fi ed stock solutions (“EM” grade or equivalent; mostly 
25%,  fi lled under N 2 ) are used. Puri fi ed GA remains stable if 
stored at 4°C or below, at low pH of ~ 5.0 and under oxygen-
free conditions. Diluted, alkaline solutions might be stored in 
the refrigerator for up to 1 week, and aliquots probably 
inde fi nitely in a freezer. Fixation should be done below 10°C. 

 GA was not classi fi able as a human carcinogen. Because 
of its lower vapor pressure, GA is less likely to be inhaled. 

  4.  Notes
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It appears to be slightly less toxic than FA except for intravenous 
or ocular exposures. Nevertheless, although it is a weak aller-
gen, the vapors may act as an irritant to the airway mucosa.  

    7.    Formaldehyde (FA) is freshly prepared from paraformaldehyde 
(PFA; white powder), which is the condensation reaction prod-
uct of formaldehyde with a typical degree of polymerization of 
8–100 units. It is depolymerized to formaldehyde solution by 
water in the presence of an alkaline solution or heat (heat PFA 
to 60°C in water containing the salts that buffer the solution 
to pH 7.2–7.6; hydrolysis of the polymers is catalyzed in 
alkaline solution); very pure formaldehyde solutions are 
obtained in this way. 

 Add 4 g of PFA powder to 100 mL distilled water in 
250 mL Erlenmeyer  fl asks and heat under constant stirring to 
60°C. The white powder will dissolve after reaching this tem-
perature; continue with stirring until the milky solution becomes 
clear. Remove the  fl ask from the heating plate, cool to room 
temperature, and  fi lter the solution. Wear a mask when weigh-
ing PFA and never look from above into the beaker while heat-
ing. PFA should be handled in a fume hood using gloves. 

 The  fi xation effect mainly is based to its reactions with 
proteins; carbohydrates, lipids, and nucleic acids are trapped in 
a matrix of cross-linked proteins, but are not chemically changed 
by FA unless  fi xation lasts for several weeks. There is suf fi cient 
evidence in humans for the carcinogenicity of formaldehyde; 
thus PFA is a suspected carcinogen as well. There is further 
consistent evidence of irritation of eyes, nose, and throat; high 
levels of FA may cause asthmatic reactions by an irritant mech-
anism and  fi nally FA is one of the commoner causes of contact 
dermatitis and thought to act as a sensitizer of the skin.  

    8.    FA-GA-PBS  fi xative: 4% FA—0.5% GA in PBS; mix the 4% 
FA-solution with the adequate amount of 25% GA (25 mL 4% 
FA + 0.5 mL 25% GA). The solutions are made fresh each time 
and chilled prior to use. Alternatively, a 4% FA stock solution 
can be kept frozen in small aliquots for long periods.  

    9.    Osmium tetroxide (OsO 4 ): EM-laboratories processing a large 
number of probes will use crystalline OsO 4 , otherwise commer-
cially available 2% or 4% aqueous solutions are recommended. 
Add 1 g OsO 4  crystals to 50 mL dH 2 O and allow dissolving. If 
required, ultrasonicate the OsO 4 -containing vial to loosen 
crystals from the glass. For 1% veronal acetate-buffered OsO 4 , 
mix 20 mL solution A, 7 mL solution B (see Note 4), 22 mL 0,1M 
HCl, and 50 mL 2% OsO 4  together. The solution is stored at 
4°C until use. For 1% Osmium-ferrocyanide, mix aqueous 2% 
OsO 4  and 3% potassium ferrocyanide (1v:1v) and prepare 
freshly before use. Wear protective gloves, clothing, as well as 
eye and face protection. It is very toxic when inhaled, in 
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contact with skin, and if swallowed. Use as small amounts as 
possible. 200  m L per coverslip are adequate. Note! You must 
wear gloves and work in the fume hood.  

    10.    Potassium ferrocyanide is used to reduce the oxidation state of 
OsO 4  and probably forms a stable complex. This method 
accentuates the electron density of certain cell structures, nota-
bly membranes or  fi laments. The distinct membrane contrast 
facilitates the evaluation of overall cell architecture and in 
combination with veronal acetate-buffered OsO 4  should lead 
to high contrast of both membranes and DAB-reaction products. 
Potassium ferrocyanide is harmful for the environment; it may 
cause harmful long-term effects in the aquatic systems.  

    11.    Diaminobenzidine (DAB): Use prepackaged units; so risks 
during handling and contamination of materials are reduced to 
a minimum. Prepare the working solution (1 mg/mL DAB in 
0.05 M Tris–HCl buffer, pH 7.4) directly before use by adding 
10 mg DAB to 10 mL of 0.05 M Tris–HCl buffer (pH 7.4) 
and mix gently until dissolved. Filter and keep the clear and 
brownish solution in the dark and cold. Use one part for pre-
incubation, the other part for incubation during illumination 
of the samples. Use fresh DAB solution at the beginning of the 
illumination; renew the solution after 10–15 min if necessary. 

 Waste has to be collected according to the respective safety 
constraints/instructions.  

    12.    Ethanol: A graded series of ethanol is used for specimen 
dehydration. Since the cell monolayers are transferred without 
propylene oxide and propylene oxide-resin mixtures, respec-
tively, directly into the resin, it is advisable to dry the 100% 
ethanol by adding molecular sieve pellets.  

    13.    Epon 812: Epon A: 62 mL Epon 812 substitute and 100 mL 
docecenyl succinic acid anhydride (DDSA); Epon B: 
100 mL Epon 812 substitute and 89 mL NMA; mix together 
10 mL Epon A and 15 mL Epon B; add 0.5 mL 
2,4,6-Tri(dimethylaminomethyl) phenol (DMP-30) just 
prior to use.  

    14.    Cell cultures: Cells are cultured according to standard proce-
dures in modi fi ed Eagles medium (MEM) supplemented with 
10% fetal bovine serum (FBS), 2 mM  L -glutamine, 1% non-
essential amino acid solution (NEAA), and 1% Penicillin/
Streptomycin or in Endothelial cell basal medium (MV) with 
low serum and supplement mix completed with 1% Antibiotic/
Antimycotic solution. The cultures are kept at 37°C in a 
humidi fi ed atmosphere of 95% air and 5% CO 2 . Place four of 
the round coverslips on the bottom of 3.5 cm diameter Petri 
dishes  fi lled with 3 mL medium and 1 × 10 5  cells. Sowed cell 
number is adjusted to the cell type in that they reach 80% 
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con fl uence 48 h after seeding, a density equally suitable for the 
LM and EM investigation.  

    15.    Coverslips are defatted and sterilized before use as cell culture 
carriers. Clean coverslips with acetone followed by 70% eth-
anol and sterilize for 3 h at 200°C.  

    16.    BODIPY-C5-Ceramide-BSA labeling: Prepare a 0.5 mM stock 
solution by dissolving 5 mg BODIPY-Cer in 150  m L dH 2 O. 
Aliquots should be stored at −20°C. Prepare a 2.5  m M solution 
by diluting the 0.5 mM stock solution 1:200 in 1× 
HBSS/10 mM HEPES buffer. Cells are washed twice with ice-
cold HBSS/HEPES buffer and incubated up to 30 min with 
the BODIPY-Cer solution at 4°C, rinsed several times with 
ice-cold medium, and further incubated in medium for indi-
cated periods at 37°C. For continuous uptake, cells are incu-
bated with the BODIPY-Cer solution in medium for indicated 
periods at 37°C without preincubation at 4°C.  

    17.    Illumination is done with a HBO 100-W high pressure mercury 
vapor lamp under an inverted microscope (Nikon Eclipse 
TE300) using a 40× objective (NA 0.60) and adequate  fi lter 
sets (FITC, TRITC). The illuminated area corresponds to the 
visual  fi eld and corresponds to ~ 2 mm diameter for the 10× 
objective (NA 0.25). It is slightly more than 500  m m diameter 
for the 40× objective (NA 0.6). Assuming 50–80% con fl uence 
and a supposed average  fi broblast size of 50 × 20  m m, approxi-
mately 50 cells will be illuminated. 

 Troubleshooting: Fixative induced  fl uorescence. During 
 fi xation, aldehydes react with tissue components and generate 
 fl uorescent products, which mostly are uniformly distributed 
within the cells. In the case of FA, the auto fl uorescence is low; 
it is stronger with GA and increases with duration and tem-
perature of  fi xation. Our standard  fi xation protocol revealed 
well-preserved ultrastructure with negligible background 
 fl uorescence. If auto fl uorescence is too strong, it can be 
quenched with reagents such as ammonium chloride, sodium 
borohydride, or glycine.  

    18.    Reactive oxygen species, originating during illumination, have 
been implicated in the photooxidation reaction already more 
than two decades ago  (  23  ) . Displacing oxygen in the working 
solution by argon, CO 2 , or N 2  or inhibiting oxygen access, all 
hindered the reaction. On the other hand, a positive effect of 
oxygen was shown by  fl ooding the working solutions with 
oxygen during illumination  (  27  ) . Thus, providing an exogenous 
oxygen source might be favorable particularly if working with 
thick samples. In our incubation conditions, the effect of  fl ooding 
with oxygen was negligible, maybe due to favorable surface to 
volume ratios of the medium and permanent cooling during 
illumination. To increase the temperature-dependent saturation 
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point of dissolved oxygen, the illumination reaction should be 
run at< 5°C. In water, the oxygen saturation is 13.09 mg/L at 
4°C and only 6.72 mg/L at 37°C.  

    19.    Photodocumentation: Cell cultures should be routinely photo-
documented at distinct stages of the experiment as indicated in 
the  fl ow chart. It is advisable to document overviews in phase 
contrast and  fl uorescence to show the general phenotype and 
the speci fi c staining pattern of the culture; higher magni fi cations 
should display the structures of interest at the highest LM level; 
document the cell culture after illumination (photo-bleached 
areas) and corresponding regions after DAB-precipitation. 
Document ideal EM situations and go back to the various LM 
levels; this can be easily done using various  fi nder grids for allo-
cating corresponding regions in the LM and EM.  

    20.    WGA-Alexa Fluor 555  labeling: WGA-Alexa Fluor 555  is prepared 
as 33  m g/100  m L solution by dissolving 5 mg WGA in 5 mL 
cell type-speci fi c medium followed by an 1:3 dilution in culture 
medium just before use. Stock solutions may be stored at 
−20°C. Cells are washed twice with ice-cold HBSS/HEPES 
buffer and incubated up to 30 min with the WGA-Alexa 
Fluor 555  solution at 4°C, rinsed several times with ice-cold 
medium, and are further incubated in medium for indicated 
periods at 37°C. For continuous uptake, cells are incubated 
with the WGA solution in medium for indicated periods at 
37°C without preincubation at 4°C.  

    21.    HDL-Alexa Fluor 568  labeling: HDL is recovered from plasma by 
a serial ultracentrifugation at a density of 1.21 g/mL  (  25  )  and 
the apolipoprotein part of HDL is covalently labeled with Alexa 
Fluor 568   (  22  ) . Cells are seeded on coverslips on day 0, washed 
twice with PBS, and reefed with cell type-speci fi c medium con-
taining 10% lpds on day 1. On day 2, cells are incubated with 
50  m g/mL HDL-Alexa Fluor 568  diluted in medium containing 
2 mg/mL faf-BSA at 37°C for 15 min to 3 h.  

    22.    Preparation of semithin/thin sections: Because of the relative 
small thickness of cell monolayers, sometimes ranging from less 
than one to only a few micrometers in peripheral cell regions, 
try to cut thin sections (80 nm)  fi rst and use thicker, purple to 
blue sections (“semithin sections”) for LM inspection.          
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    Chapter 22   

 Electron Microscopy of Endocytic Pathways       

     Carmen   Ranftler   ,    Peter   Auinger   ,    Claudia   Meisslitzer-Ruppitsch   , 
   Adolf   Ellinger   ,    Josef   Neumüller   , and    Margit   Pavelka        

  Abstract 

 Detailed insight into the  fi ne structure and 3D-architecture of the complex and dynamic compartments of 
the endocytic system is essential for a morpho-functional analysis of retrograde traf fi c from the cell surface 
to different intracellular destinations. Here, we describe a cytochemical approach for electron microscopic 
exploration of endocytic pathways with the use of wheat germ agglutinin (WGA) in combination with 
either conventional chemical  fi xation or ultrafast physical  fi xation of the cells by high pressure-freezing. 
Horseradish peroxidase-labeled WGA endocytozed by human hepatoma cells for various periods of time 
served as a marker. Its intracellular routes were visualized by means of diaminobenzidine oxidation either 
done conventionally after chemical  fi xation or in living cells prior to physical  fi xation. The latter protocol 
permits the combination of peroxidase-catalyzed cytochemistry with high pressure-freezing (HPF), which 
is state of the art for ultrastructural studies of complex and dynamic organelles at high spatial and temporal 
resolutions. The technique yields distinct cytochemical reactions and excellently preserved  fi ne structures 
well quali fi ed for detailed electron microscopic and 3D-studies of the complex endocytic architectures.  

  Key words:   Endocytosis ,  Endocytic compartments ,  Golgi apparatus ,   Trans -Golgi network ,  DAB-
cytochemistry ,  High pressure-freezing    

 

 Endocytosis plays a key role in cell physiology and pathology. It is 
involved in numerous cell functions including the regulation of 
cellular traf fi c and transport, motion, nutrition, defense, and the 
maintenance of cellular homeostasis. Endocytosis is also involved 
in several pathological conditions, such as traf fi cking of toxins and 
the response to cellular stress ( (  1–  7  ) , for review ref.  (  8  ) ). The 
endocytic routes involve different, very complex, and dynamic 
compartments, such as early sorting and recycling endosomes, late 
endosomes, multivesicular bodies, lysosomes, the  trans -Golgi 
network (TGN), and other compartments of the Golgi apparatus. 

  1.  Introduction
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Detailed insight into the transport steps from the cell surface to the 
various and functionally interrelated intracellular destinations is 
essential for the understanding of physiologic and pathologic 
retrograde traf fi c routes, the assessment of effects of drugs, and for 
the development of strategies for targeted drug delivery  (  9–  11  ) . 
One of the great challenges in this  fi eld is the correlation of the 
 fi ne structural architecture with molecular cell biologic research 
to unravel the machineries and regulatory mechanisms of retro-
grade traf fi c. 

 The techniques described in this article represent one approach 
for a detailed  fi ne structural exploration of early and late endocytic 
compartments. Here, horseradish peroxidase (HRP)-labeled wheat 
germ agglutinin (WGA) is internalized by HepG2 hepatoma cells 
for different periods of time and visualized by diaminobenzidine 
(DAB) oxidation, which leads to the formation of an electron 
dense precipitate well visible in the electron microscope. WGA is a 
plant lectin that binds  N -acetyl-glucosamine and sialic acid resi-
dues of glycans  (  12  ) . After binding to cell surface glycans, it is 
endocytozed mainly via clathrin-coated vesicles and taken up in 
large amounts. Depending on the internalization time, different 
structures such as early and late endosomes, multivesicular bodies, 
lysosomes, the TGN, and other compartments of the Golgi appa-
ratus are reached by WGA  (  13–  15  )  as can be visualized by the 
dense DAB-reaction product (see Fig.  1 ).  

  Fig. 1.    ( a ,  b ) show various early and late endocytic compartments in human hepatoma cells after 30 min WGA-HRP internal-
ization as visualized by electron dense DAB precipitates that were generated either in vivo prior to HPF ( a ) or after glutaral-
dehyde  fi xation ( b ). Complex endocytic compartments ( long arrows  ) frequently consisting of a multivesicular vacuolar part 
( asterisk  in  a ) and multiple domains with different appendices are localized near the cell surface ( a ) or close to the Golgi 
apparatus ( b ). Extended endocytic  trans -Golgi networks are visible in both panels. As can be seen in ( a ), reactions are lacking 
at the cell surface because of the treatment with ascorbic acid by which extracellular DAB oxidation is avoided and cells are 
protected from becoming walled by reaction products.  GA  Golgi apparatus,  TGN trans- Golgi networks,  N  nucleus.       
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 Since HRP retains its catalytic activity after aldehyde  fi xation, the 
DAB oxidation is usually performed after chemical  fi xation. An improve-
ment of the method was achieved by introducing a protocol for 
peroxidase-DAB-cytochemistry of living cells at 4°C, based on proce-
dures originally used for cell fractionation  (  16  )  and immunocy-
tochemical studies of endosomes by whole-mount electron 
microscopy  (  17  ) , and by combining this protocol with high pressure-
freezing (HPF)  (  18  ) . HPF permits both ultrafast immobilization of 
dynamic cellular processes such as endocytosis and excellent  fi ne struc-
tural preservation (for review, ref.  (  19  ) ). Our combined cytochemical-
HPF technique is very suitable for studies of the complex endocytic 
architectures and 3D-analyses by electron tomography.  

 

      1.    II Phosphate buffered saline (PBS); purchased as tablets.  
    2.    Tris (hydroxymethyl) aminomethane (TRIS; 2-amino-2-

(hydroxymethyl)-1,3-propanediol; H 2 NC(CH 2 OH) 3 ); 0.05 M 
Tris–HCl buffer, pH 7.4.  

    3.    Cacodylic acid sodium salt (sodium cacodylate; dimethylarsinic 
acid sodium salt trihydrate; (CH 3 ) 2 A s O 2 N2 

 .  3H 2 O); 0.1 M 
cacodylate buffer pH 7.4.  

    4.    Veronal sodium salt (5,5-diethylbarbituric acid sodium salt; 
C 8 H 11 N 2 NaO 3 ).  

    5.    Sodium acetate (acetic acid sodium salt; CH 3 COONa).  
    6.    HEPES-buffer 1 M (4-(2-hydroxyethyl)-1-piperazinethansul-

fonic acid).  
    7.    Glutaraldehyde (pentane-1,5-dial; OHC(CH 2 ) 3 CHO); elec-

tron microscopy grade 25%.  
    8.    Osmium tetroxide (OsO 4 ); crystalline.  
    9.    Potassium ferrocyanide (potassium hexacyanoferrate (II) trihy-

drate; K 4 (Fe(CN) 6 )·3H 2 O).  
    10.    3,3 ¢ -Diaminobenzidine tetrahydrochloride (DAB; 

(NH 2 ) 2 C 6 H 3 C 6 H 3 (NH 2 ) 2  
 .  4HCl).  

    11.    Graded series of ethanol.  
    12.    Epon 812 (glycid ether 100; 1,2,3-propanetriol glycidyl ether); 

epoxy resin of low viscosity.  
    13.    2-Dodecenylsuccinic acid anhydride (DDSA; C 16 H 26 O 3 ); Epon 

hardener.  
    14.    Nadic methyl anhydride (NMA; methylnorbornene-2,3-

dicarboxylic anhydride); Epon hardener.  
    15.    2,4,6-Tris(dimethylaminomethyl)phenol (DMP-30); accelera-

tor for epoxy polymerization.      

  2.  Materials

  2.1.  Reagents
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      1.    Cell culture medium for HepG2 cells: Minimum Essential 
Medium with Eagle salts (MEM) containing 10% Fetal Bovine 
Serum (FBS), 2 mM  L -glutamine, and 1% Non-essential Amino 
Acid Solution (NEAA) (see Note 1).  

    2.    WGA-HRP solution: First, prepare a stock solution of 
100  m g/100  m L WGA-HRP (Sigma) in double distilled water 
(ddH 2 O) and ultrasonicate. Then, dilute the stock solution 
with complete culture medium to a  fi nal concentration of 
33  m g/100  m L (see Note 2).  

    3.    Glutaraldehyde  fi xative: Dilute 25% glutaraldehyde (electron 
microscopy grade, stored at 4°C) to 2.5% with 0.1 M cacody-
late buffer (pH 7.4) (see Note 3).  

    4.    DAB solution for use after glutaraldehyde  fi xation of cells: 
Dissolve DAB (3,3 ¢ -diaminobenzidine tetrahydrochloride) in 
0.05 M Tris–HCl buffer (pH 7.4) by ultrasonication to obtain 
a  fi nal DAB concentration of 0.5 mg/mL. Afterwards,  fi lter the 
solution through  fi lter paper (Whatman grade 2). Prepare the 
DAB solution immediately prior to use and keep in the dark.  

    5.    HEPES-buffered culture medium: Dilute 1 M HEPES-buffer 
solution in culture medium to a  fi nal molarity of 20 mM. 
Prepare the buffer immediately prior to the experimental pro-
cedure and warm it to 37°C.  

    6.    DAB solution for in vivo use before HPF of cells: Dissolve 
70 mM NaCl and 50 mM  L -ascorbic acid in ddH 2 O. Add 1 M 
HEPES-buffer to a  fi nal concentration of 20 mM. Set the pH 
to 7.0–7.2. Then, add DAB to a  fi nal concentration of 1.5 mg/
mL. After ultrasonication and  fi ltering the solution through 
 fi lter paper (Whatman grade 2), check the pH value again and 
adjust the osmolarity to 300 mOsmol/kg with crystalline 
NaCl. Prepare the DAB solution immediately prior to use and 
keep it at 4°C in the dark (see Note 4).  

    7.    Hydrogen peroxide solution: Dilute 30% hydrogen peroxide 
solution (medical extra pure, stabilized) to 1% in ddH 2 O (see 
Note 5).  

    8.    Aqueous osmium tetroxide solution: Dissolve the content of 
sealed ampulle of osmium (VIII) oxide (OsO 4 ) in ddH 2 O to a 
 fi nal concentration of 2%. Store the solution at 4°C until use 
(see Note 6).  

    9.    Osmium-ferrocyanide solution: Dissolve potassium hexacy-
anoferrate (II) trihydrate to a  fi nal concentration of 3% with 
ddH 2 O and store at ambient temperature. Before use, mix it 
with an equal volume of 2% aqueous osmium tetroxide.  

    10.    Buffered osmium tetroxide solution: Prepare solution A by 
dissolving 7.35 g veronal sodium salt and 4.85 g sodium ace-
tate (anhydrous, pro analysis grade) in 250 mL ddH 2 O. Prepare 

  2.2.  Media and 
Solutions
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solution B by dissolving 21.25 g NaCl in 250 mL ddH 2 O. To 
prepare a 1% OsO 4  solution, mix 20 mL of solution A, 7 mL of 
solution B, 22 mL of 0.1 M HCl, and 50 mL of 2% aqueous 
osmium tetroxide. Store the solution at 4°C until use.  

    11.    Preparation of the epoxy resin for embedding: Mix 131 mL 
glycid ether 100 (Epon 812), 50 mL DDSA, and 89 mL 
methylnadic anhydride (MNA) under gentle stirring. Afterwards, 
add 5.4 mL DPM-30 and mix well under gentle stirring. Let 
the resin mixture sit for 30 min, aliquot it in small glass bottles, 
freeze and store it at −20°C.  

    12.    Uranyl acetate solution: Dissolve uranyl acetate dihydrate to a 
 fi nal concentration of 1% in ddH 2 O. Store it at room tempera-
ture until application.  

    13.    Lead citrate solution: Dissolve 1.33 g lead (II) nitrate and 
1.76 g sodium citrate in 30 mL ddH 2 O, mix well, and leave it 
for 30 min before addition of 8 mL 1 M NaOH. Afterwards, 
add ddH 2 O to a  fi nal volume of 50 mL and ultrasonicate the 
solution until the salts are completely dissolved. Store the solu-
tion at ambient temperature until use.  

    14.    PBS: Dissolve pre-packed units in an appropriate volume of 
ddH 2 O yielding 0.01 M phosphate buffer, 0.0027 M potassium 
chloride, and 0.137 M sodium chloride. Adjust the pH to 7.4.  

    15.    OTE-solution: Dissolve OTE powder (Oolong tea extract, 
purchased from Nisshin EM Co. Ltd. Tokyo, Japan) in PBS 
pH 7.4 to a  fi nal concentration of 0.2%.      

  An HPF machine such as HPM 010 from BAL-TEC (Principality 
of Liechtenstein), sapphire discs (3 mm diameter, BAL-TEC), and 
a cryo substitution machine such as Leica AFS system (Leica 
Microsystems) are required. Furthermore, general laboratory items 
such as gloves, work coats and masks, miscellaneous glass and plas-
tic ware, adjustable pipettes, glass  fi ltration device,  fi lter paper, pH 
test strips, Beem capsules (polyethylene molds), Para fi lm, and  fi ne 
point tweezers for manipulation of the coverslips should be avail-
able as well as equipment required for cell culture, resin embed-
ding of the cells, the preparation of ultrathin sections, and an 
transmission electron microscope.   

 

  Human HepG2 hepatoma cells and other normal and tumor cell 
lines (all from American Type Culture Collection) were grown 
under conditions recommended by the supplier. The cell cultures 
were used at 60–80% con fl uency for the experiments, usually 48 h 

  2.3.  Equipment

  3.  Methods

  3.1.  General Cell 
Culture Procedures
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after seeding. Cells were grown on different types of surfaces 
depending on the experimental procedure, i.e., on glass coverslips 
for DAB oxidation after chemical  fi xation or on sapphire discs 
placed onto glass coverslips for in vivo DAB oxidation and HPF 
(see Fig.  2 ).  

 Sapphire discs were cleaned by placing them in 70% and 96% 
ethanol followed by immersion in cell culture medium (each step 
lasted for at least 15 min). Glass coverslips (13 mm diameter) were 
wiped with acetone and sterilized by dry heat sterilization (200°C 
for 3 h). For better adhesion, glass coverslips and sapphire discs 
were covered under sterile conditions with a droplet of culture 
medium until it had evaporated. This was advantageous to hold 
the sapphire disc and the glass coverslip together.  

      1.    Transfer glass coverslips or sapphire discs with the grown cells 
into fresh Petri dishes (35 mm diameter) prior to the experiment. 
If HPF is used for cryo fi xation, two glass coverslips each with one 
sapphire disc on top are placed in one Petri dish (see Fig.  2 ).  

    2.    For WGA-uptake, add the diluted (33  m g/mL) WGA-HRP 
carefully in 100  m L drops onto the glass coverslips and sap-
phire discs. Due to the surface tension, the WGA solution will 
remain on the coverslips or discs.  

    3.    Incubate the cultures at 37°C in a humidi fi ed atmosphere of 
95% air and 5% CO 2  for various periods of time such as short 
periods of 2, 3, 5, 10, and 15 min and longer periods of 30, 
60, 90, 120, and 180 min.      

      1.    For  fi xation, transfer the cells grown on glass coverslips into a 
24-well plate and cover them with 1 mL/well of 2.5% glutar-
aldehyde in 0.1 M cacodylate buffer for 60–120 min at 4°C.  

    2.    Subsequently, wash the cells on the glass coverslips three times 
with 0.1 M cacodylate buffer before storing them overnight in 
2 mL of 0.1 M cacodylate buffer at 4°C   .  

    3.    On the next day, incubate the glass coverslips in 1 mL/well in 
the DAB solution described in Subheading  2.2 , item 4 for 

  3.2.  WGA 
Internalization

  3.3.  DAB-
Cytochemistry after 
Glutaraldehyde 
Fixation

  Fig. 2.    Arrangement of different cell culture surfaces for both glutaraldehyde  fi xation and 
HPF in one experimental assay. This ensures that identical cell cultures can be concomi-
tantly  fi xed with the two different methods.       
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15 min. Then, add 2  m L of 1% hydrogen peroxide and 
continue the incubation for another 30 min. The incubation is 
performed at ambient temperature in the dark and with gentle 
shaking.  

    4.    This is followed by three rinses with ddH 2 O and incubation 
with 0.5 mL/well of osmium-ferrocyanide solution for 15 min 
at 4°C.  

    5.    Following three rinses with ddH 2 O, the cells on the coverslips 
are  fi xed in 0.5 mL/well 1% veronal acetate buffered OsO 4  
solution for 4 h at 4°C.  

    6.    Then, discard the 1% OsO 4  and add 1 mL/well of 70% ethanol 
for 60–90 min at room temperature.  

    7.    Subsequently, perform three cleaning steps with 70% ethanol 
and transfer the glass coverslips with the cells into a fresh 
24-well plate for overnight storage in 70% ethanol at 4°C.  

    8.    Dehydrate the cells in a graded series of ethanol starting with 
70% followed by 80% and 96% ethanol and  fi nally in two 
changes of 100% ethanol each at least for 10 min.  

    9.    Embed the samples with complete epoxide resin mixture. For 
this, glass coverslips are placed with the cells facing toward the 
resin on Beem capsules completely  fi lled with resin. For resin 
polymerization, transfer the Beem capsules in an incubator at 
40°C for 48 h and then at 60°C for further 48 h (see  Note 7 ).  

    10.    Remove the glass coverslips by treatment with liquid nitrogen 
and/or 60°C warm water.  

    11.    Trim the Epon block and prepare ultrathin sections (80 nm) 
according to standard protocols. Place the ultrathin sections 
on copper grids and let them dry for at least 60 min at 40°C.  

    12.    For section staining, cover the grids for 5 min with a droplet of 
1% uranyl acetate, jet-rinse with ddH 2 O, and place the grids on 
a droplet of ddH 2 O for 5 min. Then, incubate the grids with 
8% lead citrate for 1 min, wash three times with ddH 2 O, and 
place the grids for 5 min on a droplet of ddH 2 O. Finally, blot 
the grids on  fi lter paper (Whatman grade 2) and let them dry 
at 40°C for at least 1 h before analyzing them in the electron 
microscope (see Note 8).      

      1.    Remove the WGA-containing culture medium from the 
Sapphire disc/glass coverslip doublet and cover them with 
2 mL/Petri dish of 20 mM HEPES-buffered culture medium 
for 30 min.  

    2.    To start the in vivo DAB-reaction, remove the 20 mM HEPES-
buffered culture medium and replace it with 2 mL/PD of the 
DAB solution described in Subheading  2.2 , item 6 and incu-
bate the cells for 15 min at 4°C in the dark.  

  3.4.  DAB-
Cytochemistry In Vivo 
Prior to Fixation
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    3.    Then, add 50  m L of 1% hydrogen peroxide ( fi nal concentration 
0.025%) to the DAB solution and mix by gently rocking the 
 PD . Incubate for 30 min at 4°C in the dark.  

    4.    This is followed immediately by HPF and/or chemical 
 fi xation.      

       1.    Prepare the HPF machine (the protocol refers to the use of the 
BAL-TEC HPM 010 high pressure-freezing machine).  

    2.    Place spacers and sapphire discs into the specimen holder as 
follows (see Fig.  3 ). Position the special aluminum spacer 
(500  m m) into the specimen holder, place one sapphire disc 
(cells facing upwards) into the specimen holder, put the copper 
spacer (50  m m, hole grid) on the sapphire disc, add a drop of 
culture medium on the specimen, place a second sapphire disc 
(cells downwards) into the specimen holder, and  fi nally 
position the special aluminum spacer (500  m m) into the 
specimen holder.   

    3.    Close the specimen holder.  
    4.    Start the HPF process.  
    5.    Store the specimens in liquid nitrogen.      

      1.    Precool the cryo substitution machine to −90°C.  
    2.    Prepare the substitution medium by dissolving 0.4 g uranyl 

acetate in 10 mL acetone by ultrasonication at room tempera-
ture followed by the addition of 0.1 g OsO 4.   

    3.    Place this substitution medium into the cryo substitution 
chamber and cool down to −90°C.  

    4.    Place the frozen specimens into injection bottles (10 mL), put 
these into the cryo substitution chamber, and let them adjust 
to −90°C.  

    5.    Pipette cold substitution medium into the injection bottles 
(about 3 mL each).  

  3.5.  High Pressure-
Freezing and Freeze 
Substitution

  3.5.1.  High Pressure-
Freezing

  3.5.2.  Freeze Substitution

  Fig. 3.    Schematic drawing of a sapphire disk “sandwich” with the cell cultures on the sapphire discs facing each other.       
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    6.    Start the freeze substitution at −90°C for 8 h. Then, raise the 
temperature to −60°C within 30 min and continue freeze sub-
stitution at −60°C for 8 h. Raise the temperature to −30°C 
within 30 min and continue with freeze substitution at −30°C 
for 8 h. These steps are automatically controlled by the cryo 
substitution machine.  

    7.    Raise the temperature to 0°C manually; this lasts about 10 min.  
    8.    Remove the injection bottles from the cryo substitution 

machine, let the samples warm up to ambient temperature and 
allow the substitution medium to penetrate the specimens for 
2 h.  

    9.    Rinse the sapphire discs in acetone.  
    10.    Place the sapphire discs into Petri dishes (35 mm)  fi lled with 

about 3 mL of epoxide resin mixture.  
    11.    In fi ltrate for 2 h.  
    12.    Transfer the sapphire discs into silicone embedding molds and 

place them vertically.  
    13.    Fill up with epoxide resin mixture.  
    14.    For polymerization, incubate the samples for 48 h at 40°C fol-

lowed by 24 h at 60°C.        

 

     1.    Optionally, 1% Antibiotic Antimycotic Solution or 1% Penicillin-
Streptomycin is added to the cell culture medium.  

    2.    The stock solution can be stored at −20°C. The diluted WGA-
HRP solution should be prepared immediately prior to use and 
kept at 37°C until application.  

    3.    Glutaraldehyde tends to polymerize rapidly at pH values > 7.5. 
Since polymers might introduce artifacts, freshly prepared dilu-
tions of puri fi ed stock solutions (“EM” grade or equivalent; 
mostly 25%,  fi lled under N 2 ) should be used. Puri fi ed glutaral-
dehyde remains stable, when stored at 4°C or below at low pH 
(~ 5.0) and under oxygen-free conditions. Fixation should be 
done at 4°C.  

    4.    Ascorbic acid is added to the DAB solution to prevent that 
DAB oxidation takes place at the surface of the cells. Otherwise, 
the cells would become walled by reaction products.  

    5.    Because of the risk of serious damage to skin and eyes, wear 
gloves and use eye and face protection.  

    6.    Because of the slow solution process, it takes several days until 
OsO 4  is completely dissolved. For this reason, it is 

  4.  Notes
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recommended to prepare the aqueous OsO 4  solution at least 
4–5 days before use. Osmium tetroxide is very toxic; wear 
gloves and a protective coat; use eye and skin protection and 
work under the fume hood.  

    7.    It is important to let the epoxy resin thaw completely at room 
temperature. Since it is a very viscous solution, incubation for 
approximately 15 min at 60°C is helpful to increase the  fl uidity 
of the resin. This reduces the risk of formation of air bubbles 
during  fi lling the resin into the Beem capsules. However, due 
care should be taken not to exceed this time and temperature 
since it could provoke a premature start of the polymerization 
process.  

    8.    In recent experiments, we tried to gain experience with Oolong 
Tea Extract (OTE, Nisshin EM Co. Ltd. Tokyo, Japan) to be 
used instead of uranyl acetate  (  20  ) . Our tests revealed results 
comparable to those obtained with uranyl acetate, when we 
worked with 0.2% OTE-solution in PBS, pH 7.4, and used 
incubation times of 20 min. Because of the good experience 
and to avoid the handling with uranyl acetate, we decided to 
increasingly use OTE instead of uranyl acetate in future 
experiments.          
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    Chapter 23   

 Morphological Analysis of Autophagy       

     Keisuke   Tabata   ,    Mitsuko   Hayashi-Nishino   ,    Takeshi   Noda   , 
   Akitsugu   Yamamoto   , and    Tamotsu   Yoshimori         

  Abstract 

 Autophagy is a bulk intracellular degradation process that is ubiquitous in eukaryotic cells and helps to 
recycle nutrients from catabolites by degrading proteins, lipids, and glycans, including organelles. Since 
autophagy has divergent physiological roles in cancer, infection, immunity, and other processes, it is impor-
tant to accurately analyze autophagic activity. In this chapter, we describe methods that can be used to 
monitor autophagy in cultured mammalian cells by immunostaining and using  fl uorescently tagged 
autophagy-related proteins such as GFP- or mRFP-GFP-tandem-tagged proteins as well as electron micro-
scopic methods, including electron tomography and immuno-electron microscopy.  

  Key words:   Autophagy ,  LC3 ,  Tandem  fl uorescent-tagged LC3 ,  Immunostaining ,  Electron micros-
copy ,  Transmission EM ,  Electron tomography ,  Immuno-EM    

 

  Autophagy is a basic cellular activity and enhanced when cells suf-
fer from stress such as nutrient depletion. During the process of 
autophagy, a sac-like membraneous structure, the so-called 
isolation membrane (also named phagophore) engulfs a portion of 
the cytoplasm or another substrate such as organelles (see Fig.  1 ) 
 (  1–  3  ) . This type of autophagy is called macroautophagy. Afterwards, 
a double-membrane circular structure, called the autophagosome, 
is formed when the ends of the isolation membrane fuse with each 
other. Autophagosomes subsequently fuse with lysosomes and this 
results in the formation of autolysosomes. As a consequence, the 
inner autophagosome membrane and the engulfed substrates are 
degraded by lysosomal enzymes. During the process of autophago-
some formation, numerous autophagy-related proteins (Atgs) are 
involved (see Fig.  1 ) and thus can be used to visualize and analyze 
autophagic activity.   

  1.  Introduction

  1.1.  The Process 
of Autophagy
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  LC3 is the mammalian homologue of yeast Atg8 and the most 
widely used marker for autophagy. When autophagy is induced, 
LC3-I forms, which is dispersed in the cytoplasm. Then, LC3-II 
results from conjugation with phosphatidylethanolamine (PE), 
which translocates to the isolation membrane and autophagosome 
membrane  (  3,   4  ) . Few LC3-positive puncta are found under nutri-
ent-rich conditions, while such puncta increase during starvation 
following nutrient depletion. Thus, counting the number of LC3 
puncta is the  fi rst step in assessing autophagy. LC3 puncta can be 
visualized by immunostaining with anti-LC3 antibody or using a 
GFP-tagged LC3 (see Subheadings  3.3 ,  3.4 , and  3.5 ). 

 If the number of LC3 puncta decreases during autophagy 
induction, then this potential defect in autophagosome formation 
could be examined by observing Atg5, Atg12, or Atg16L puncta 
(see Fig.  2 ). These Atgs are markers of the isolation membrane 
 (  3,   5  ) . Upon nutrient starvation, Atg5 is conjugated to Atg12 and 
translocated from the cytosol to the isolation membrane. The 
Atg5-12 conjugate immediately dissociates from membranes after 
autophagosome formation is complete. Atg5 also interacts non-
covalently with Atg16L. Atg16L localizes to the isolation membrane 
together with the Atg5-12 conjugate during autophagosome 
formation. The signi fi cance of the Atg5-12 and Atg16L complex 
in autophagosome formation has been shown in studies using 
knockout cell lines of Atg5 or Atg16L. Therefore, these proteins 
are reliable isolation membrane markers and can be visualized by 

  1.2.  Strategy to 
Analyze Autophagy

  Fig. 1.    Schematic diagram of autophagosome formation in mammalian cells. A protein complex, which includes Atg5, 
Atg12, and Atg16L, associates with the membranes of small membrane sacs, recruits LC3-II to the membrane, and initiates 
membrane elongation. The membranes grow into the isolation membrane and eventually mature into autophagosomes in 
approximately 10 min. The Atg5 complex dissociates from the membrane just before or right after membrane fusion yield-
ing the autophagosome, while LC3 remains associated with the autophagosome membrane. Fusion of lysosomes with 
autophagosomes results in the formation of autolysosomes. Concomitantly, LC3-II sheds form the outer membrane 
whereas LC3-II and the inner membrane become digested.       
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immunostaining or expressing GFP-tagged proteins (see 
Subheadings  3.3 ,  3.4 , and  3.5 ).  

 An increased number of LC3 puncta raises two possibilities; 
one is enhanced autophagy, and the other is disrupted autophago-
some maturation or degradation. To examine the latter possibility, 
one can monitor tandem  fl uorescent-tagged LC3 (tfLC3) or the 
colocalization of GFP-LC3 with LAMP1, a lysosomal membrane 
marker (see Subheading  3.6 ). Enhanced autophagosome forma-
tion can be con fi rmed by visualizing the isolation membrane 
with Atg5, Atg12, or Atg16L (see Subheadings  3.3 ,  3.4  and  3.5 ). 
If autophagosome maturation is disrupted, there are three possi-
bilities that can be addressed. First, autophagosome formation may 
be incomplete. With this possibility, it is likely that incomplete 
autophagosomes accumulate in cells and are visible by electron 
microscopy (see Subheading  3.7 ). The remaining possibilities are a 
defect in autophagosome–lysosome fusion, and/or lysosomal 
dysfunction. Electron microscopy is a valuable tool to distinguish 
these possibilities by examining whether autolysosomes (lysosomes 
containing autophagic substrates) can be observed in cells (see 
Subheading  3.7 ).  

  Electron microscopy (EM) is indispensable to study autophagy 
and its mechanism. Conventional transmission EM (TEM) provides 
excellent morphological details such as the number of isolation 
membranes, autophagosomes, or autolysosomes independent of 
other methods. In addition, electron tomography and immuno-EM 
have greatly impacted studies on autophagy. Electron tomography 
is a powerful tool to obtain 3D information on intracellular 
membrane structures at a high resolution  (  6,   7  ) . Immuno-EM can 
combine molecular and ultrastructural studies by detecting protein 
localization at the nanometer level. For instance, LC3 immuno-
EM can clearly discriminate autophagic membranes from other 
membranes such as endosomes. Here, we describe electron tomog-
raphy in addition to conventional EM methods. We also brie fl y 
introduce immuno-EM using pre-embedding nanogold gold 
labeling followed by silver intensi fi cation. The details of the 
pre-embedding immuno-EM using nanogold gold and silver 
intensi fi cation method are described elsewhere and will not be 
covered in this review  (  8  ) . 

 The guidelines that were proposed by    Mizushima et al.  (  9  )  and 
Klionsky et al.  (  10  )  to monitor autophagy are also useful. Together 
with other methods such as immunoblotting with antibodies, we 
will be able to determine how autophagy is affected under speci fi c 
conditions.   

  1.3.  Electron 
Microscopy
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  Mammalian cells (e.g., HeLa, A549, MCF7, mouse embryonic 
 fi broblasts (MEFs), and NIH3T3) are maintained in growth 
medium under 5% CO 2  at 37°C. 

 Negative controls: Atg5 knockout MEFs, Atg7 knockout 
MEFs, Atg3 knockout MEFs, Atg16L knockout MEFs.  

      1.    Growth medium: Dulbecco’s modi fi ed Eagle’s medium 
(DMEM; D6546, Sigma, St Louis, MO) containing 10% fetal 
bovine serum supplemented with 4 mM  L -glutamine.  

    2.    Starvation medium: Earle’s balanced salt solution (EBSS; 
E2888, Sigma, St Louis, MO).  

    3.    Coverslips: Coverslips (Matsunami glass; 12-mm diameter 
round,  NO . 1 S thickness) are sterilized using a dry-heat steril-
izer. If necessary, collagen-coated coverslips are prepared by 
immersing in 0.1 mg/mL collagen (Nitta gelatin, Cell matrix 
Type I-C) for 2 h at room temperature (RT) followed by rinses 
with phosphate-buffered saline (PBS). For electron micros-
copy, we recommend Cell desk LF1 low auto fl uorescence 
13.5-mm diameter plastic coverslips (Sumitomo Bakelite, 
Tokyo, Japan) (see Note 1).      

      1.    Wortmannin: Stock solution of 100  m M wortmannin is pre-
pared in dimethyl sulfoxide (DMSO). A working solution is 
prepared by diluting the stock solution 1:1,000 in growth or 
starvation medium (see Note 2).  

    2.    E64d and pepstatin A: E64d (4321-v, Peptide Institute, Inc.) 
and pepstatin A (4397-v, Peptide Institute, Inc.) are prepared 
as 50  m g/ m L or 25  m g/ m L stock solutions, respectively, in 
DMSO. Both inhibitors are added to the growth or starvation 
medium at a  fi nal concentration of 50 ng/ m L (see Note 3).  

    3.    Ba fi lomycin A1: Ba fi lomycin A1 is added to the growth or 
starvation medium at a  fi nal concentration of 100 nM (see 
Note 4).      

  Cells were transiently transfected using Lipofectamine 2000 
Reagent (Invitrogen, Eugene, OR) according to the manufacturer’s 
protocol.  

  LC3 antibody: rabbit polyclonal LC3 antibody (PM036, MBL, 
Naka-ku, Nagoya). 
 Atg12 antibody: rabbit polyclonal Atg12 antibody (#2011S, Cell 
Signaling) (see Note 5). 

 LAMP1 antibody: mouse monoclonal LAMP-1 antibody 
(H4A3, Santa Cruz).  

  2.  Materials 
and Reagents

  2.1.  Cells

  2.2.  Cell Culture

  2.3.  Autophagy 
Inhibitors

  2.4.  Transfection

  2.5.  Antibody Sources
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      1.    10× PBS (pH 7.2) (for 1 L): Add 14.4 g of sodium dihydro-
genphosphate dihydrate (Na 2 HPO 4 ), 2.4 g of potassium 
dihydrogenphosphate (KH 2 PO 4 ), 2 g of potassium chloride 
(KCl), and 80 g of sodium chloride (NaCl) to distilled water 
(dH 2 O). Bring the volume to 1 L, and then adjust the pH to 
7.2. For 1× PBS, dilute the 10× PBS 1:10 with distilled water. 
Both solutions are stable at RT.  

    2.    10% (w/v) Paraformaldehyde solution (PFA): Add ~45 mL of 
Milli-Q water to 5 g of paraformaldehyde powder (Nacalai 
Tesque, Kyoto, Japan) and heat to 60°C. Add a few drops of 
1.0 N NaOH under stirring in a draft chamber until the solution 
clears. Adjust the volume of the solution to 50 mL with Milli-Q 
water. This solution should be used within 24 h (see Note 6).  

    3.    4% (w/v) Paraformaldehyde solution: Mix 4.0 mL of 10% 
paraformaldehyde solution with 3.3 mL of PBS (3×) and 
2.7 mL of Milli-Q water. This solution should be used within 
24 h.  

    4.    50 mM NH 4 Cl in PBS: Add 0.27 g of ammonium chloride to 
100 mL 1× PBS.  

    5.    Digitonin stock solution: 50 mg/mL digitonin is dissolved in 
DMSO and stored at −20°C. For use, dilute the stock solution 
1:000 with PBS.  

    6.    Gelatin/PBS solution: Dissolve 0.1% (w/v) gelatin in PBS and 
autoclave.  

    7.    SlowFade Gold antifade reagent: SlowFade Gold antifade 
reagent (S36936) is purchased from Invitrogen (Eugene, OR).      

       1.    0.1 M Sodium phosphate buffer, pH 7.4 (PB): prepare 1.0 L 
of 3× (0.3 M) stock solution with 8.9 g of NaH 2 PO 4 ·2H 2 O 
and 87.0 g of Na 2 HPO 4 ·12H 2 O. Autoclave the solution and 
store at RT. Prepare a working PB solution by diluting one 
part of the stock solution with two parts Milli-Q water and 
adjust the pH if necessary with NaOH.  

    2.    2.5% (w/v) Glutaraldehyde solution: Dilute one part of 25% 
aqueous glutaraldehyde solution (EM grade) (Electron 
Microscopy Sciences, Hat fi eld, PA) with nine parts of 0.1 M 
PB (see Note 6).  

    3.    OsO 4  (TAAB Laboratories Equipment, Berks, UK): the 2% 
aqueous stock solution should be stored separately from other 
reagents (see Note 6).  

    4.    OsO 4 -potassium ferrocyanide solution: Dissolve ferrocyanide 
powder to a  fi nal concentration of 1% (w/v) in 1% (w/v) OsO 4  
in PB immediately before use.  

    5.    Graded series of ethanol solutions: 30%, 50%, 70%, 90%, and 
100% (v/v) ethanol.  

  2.6.  Immuno  fl uorescent 
Microscopy

  2.7.  Electron 
Microscopy

  2.7.1.  Conventional TEM
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    6.    Epoxy resin mixture (TAAB Laboratories Equipment, Berks, 
UK): Mix 24.5 mL of epon 812, 15.0 mL of dodecenyl 
succinic anhydride (DDSA), 13.5 mL of methyl nadic anhydride 
(MNA), and 0.75 mL of 2,4,6- tri (dimethylaminomethyl) 
phenol (DNP-30) (see Note 7).  

    7.    Silicon rubber  fl at embedding mould (Dosaka EM Co., Kyoto, 
Japan).  

    8.    Bioden mesh cement (0.25% neoprene solution in toluene, 
Ohkenshoji Co., LTD., Tokyo, Japan).  

    9.    Veco specimen grid (200 mesh, copper) (Electron Microscopy 
Sciences Hat fi eld, PA). The EM grids are coated with Bioden 
mesh cement by placing the grids on  fi lter paper (Whatman 
Grade No.2) and dropping the mesh cement onto the grids.  

    10.    2% (w/v) Aqueous uranyl acetate solution.  
    11.    Lead citrate solution (Sigma, St Louis, MO).  
    12.    Diamond Knife (Ultra 45, Diatome AG, Biel, Switzerland).  
    13.    Ultramicrotome (Ultracut N, Reichert-Jung Optische Werke, 

Vienna, Austria).  
    14.    Transmission electron microscope.      

      1.    Formvar solution: Dissolve 1 g of polyvinylformal (Tokyo 
Kasei Kogyo Co., Tokyo, Japan) in 1,2-dichloroethane (Wako 
Pure Chem., Osaka, Japan) and bring the volume to 100 mL. 
Store the solution in a desiccator.  

    2.    Copper 2 × 1 mm slot grids or reference pattern grids (100 mesh) 
(Electron Microscopy Sciences, Hat fi eld, PA) (see Note 8).  

    3.    Filter paper, qualitative, grade 2 (Whatman, Maidstone, UK).  
    4.    Glass Coplin staining jar (Electron Microscopy Sciences, 

Hat fi eld, PA).  
    5.    10 nm or 15 nm Colloidal gold (BBInternational, Cardiff, UK).      

      1.    Saponin (Nacalai Tesque, Kyoto, Japan).  
    2.    Bovine serum albumin (BSA, Sigma-Aldrich, St Louis, MO).  
    3.    Normal goat serum (Vector Laboratories, Burlingame, CA).  
    4.    Cold water  fi sh skin gelatin (Sigma-Aldrich, St Louis, MO).  
    5.    Permeabilization/blocking solution: PB containing 0.1% 

(w/v) saponin, 10% (w/v) BSA, 10% (v/v) normal goat serum, 
and 0.1% (w/v) cold water  fi sh skin gelatin.  

    6.    Primary antibody raised against the protein of interest.  
    7.    Nanogold Fab ¢  conjugates (Nanoprobes, Yaphank, NY): IgG 

Fab ¢  fragment from goat anti-mouse IgG, anti-rabbit IgG, or 
anti-rat IgG complexed to 1.4 nm colloidal gold particles.  

  2.7.2.  Electron Tomography

  2.7.3.  Immuno-EM Using 
Pre-embedding Nanogold 
Intensi fi cation
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    8.    PBS containing 50 mM glycine.  
    9.    PBS containing 1% (w/v) BSA.  
    10.    GoldEnhance EM kit (Nanoprobes, Yaphank, NY).  
    11.    1% (w/v) Aqueous sodium thiosulfate solution. Prepare this 

solution immediately before use.        

 

  The day before the experiment, plate cells on coverslips in 6-well 
dishes containing growth medium and incubate at 37°C in a CO 2  
incubator for 18–24 h.  

      1.    Remove the culture medium and wash twice with PBS pre-
warmed at 37°C.  

    2.    For amino acid and serum starvation, cells are incubated in 
EBSS. For nutrient-rich conditions, culture cells in growth 
medium. These cells are incubated for 1–4 h depending on the 
cell line (e.g., 1 h for MEFs and 4 h for A549 cells). Add inhib-
itors to the culture medium as required.      

      1.    After inducing autophagy, wash the cells on coverslips once 
with PBS.  

    2.    Fix cell by adding 1 mL of 4% PFA into each well and incubate 
for 15 min at RT.  

    3.    Wash cells twice with PBS.  
    4.    Quench free aldehyde groups by adding 1 mL of 50 mM 

NH 4 Cl in PBS and incubate for 10 min at RT.  
    5.    Wash cells twice with PBS.  
    6.    Permeabilize cells by adding 1 mL of 50  m g/mL digitonin in 

PBS into each well and incubate for 10 min at RT.  
    7.    Wash cells twice with PBS.  
    8.    Block cells by adding 1 mL of gelatin in PBS into each well and 

incubate for 30 min at RT.  
    9.    Incubate cells on coverslips with 30  m l of primary antibody 

diluted in 0.1% gelatin/PBS (e.g., 1,000-fold diluted LC3 
antibody) for 60 min at RT.  

    10.    Wash cells three times with PBS.  
    11.    Incubate cells with 30  m L of the appropriate secondary anti-

body diluted in 0.1% gelatin/PBS (1:500–1:1,000) for 
40–60 min at RT.  

    12.    Wash cells three times with PBS.  

  3.  Methods

  3.1.  Cell Culture

  3.2.  Autophagy 
Induction

  3.3.  Immuno-
 fl uorescence
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    13.    Mount coverslips on glass slides using 5  m L of Slowfade Gold 
antifade regent. Remove the excess reagent with  fi lter paper.  

    14.    Seal coverslip and glass slide using nail polish.  
    15.    Store at 4°C in a black box.      

  Observe the specimens with an epi fl uorescent microscope or 
confocal laser scanning  fl uorescent microscope equipped with 
appropriate lenses, e.g., 63 ×/1.40 and 100 ×/1.34 or 1.40.  

  GFP-LC3, in addition to immuno fl uorescence with LC3 antibody, 
is useful to monitor autophagy. However, GFP-LC3 due care 
should be taken in the interpretation of the results (see Note 9). 

  The following method is used to transiently express GFP-LC3. If 
stably expressing cells are required, apply standard protocols with 
G418 and select clonal cell lines.

    1.    The day before transfection, plate the appropriate number of 
cells in 6-well dishes and culture for 18–24 h.  

    2.    Transfect the cells with a GFP-LC3 plasmid using for instance 
Lipofectamine 2000 (11668–019, Invitrogen) according to 
the manufacturer’s instructions.  

    3.    Replate the cells on coverslips that have been placed on the 
bottom of the dish so that they will be 50–60% con fl uent at the 
time of the experiment. Collagen-coated coverslips may be 
useful if cell adhesion is low. Then, incubate the cells for 
18–24 h.  

    4.    Follow Subheading  3.3 , steps 2 and 3.  
    5.    Wash the cells once with PBS.  
    6.    Follow Subheading  3.3 , steps 13–15.       

   To examine whether autophagosome maturation is disrupted, we 
examine mRFP-GFP tfLC3  (  11  ) . To observe tfLC3, follow the 
procedure described in Subheading  3.5 . GFP signals are attenu-
ated in acidic and degradative environments after autophagosome–
lysosome fusion. On the other hand, mRFP is resistant to the 
lysosomal environment. Therefore, GFP-negative and mRFP-positive 
puncta can be observed while GFP-positive and mRFP-negative 
puncta cannot be observed in principle (see Note 10). We can 
investigate the effects on autophagosome maturation by counting 
the number of puncta and comparing the ratio of colocalized 
puncta and mRFP puncta.  

  Autophagosome maturation can be examined by monitoring the 
colocalization ratio between GFP-LC3 and LAMP1. Follow the 
procedure described in Subheadings  3.3  and  3.5 . GFP-LC3 signals 
are attenuated in lysosomes due to acidi fi cation and degradation. 

  3.4.  Microscopy

  3.5.  Monitoring 
GFP-LC3

  3.5.1.  Method of 
Monitoring GFP-LC3

  3.6.  Analysis of 
Autophagosome 
Maturation

  3.6.1.  Monitoring tfLC3

  3.6.2.  Colocalization of 
GFP-LC3 and LAMP1
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Thus, cells should be treated with lysosomal enzyme inhibitors 
such as E64d and pepstatin A to monitor colocalization. We often 
use HeLa and A549 cell lines that stably express GFP-LC3.   

        1.    Culture cells on LF1 plastic coverslips in a 24-well plate con-
taining 0.5 mL of culture medium per well.  

    2.    Remove the culture medium, wash cells with 1 mL of PBS per 
well for a few seconds and then  fi x the cells with 0.5 mL of 
2.5% buffered glutaraldehyde solution for 1 h at RT.  

    3.    Wash cells in PB three times for 10 min, and then post fi x the 
cells in 0.5 mL OsO 4  -ferrocyanide in PB for 60 min at RT in 
a draft chamber (see Note 11).      

      1.    Wash cells in 1 mL of Milli-Q water three times for 1 min and 
then dehydrate the cells at RT in 1 mL of a graded series of 
ethanol solutions (30%, 50%, 70%, and 90%) and then twice in 
100% ethanol for 10 min.  

    2.    Incubate cells in 0.5 mL of a 50% (v/v) epoxy resin/ethanol 
mixture for 30 min at RT.  

    3.    Incubate cells in 0.5 mL of epoxy resin mixture two times for 
1 h at RT.  

    4.    Fill the cavities in the silicon rubber  fl at embedding mould 
with epoxy resin mixture. Cut off the bent edge of a LF1 cov-
erslip using scissors and cover the cavity with the coverslip with 
the cell side down. Polymerize the samples for 2 days at 
60°C.  

    5.    Prepare dummy blocks by  fi lling cavities in an embedding 
capsule mould with epoxy resin mixture and polymerize them 
for 2 days at 60°C.      

      1.    After the epoxy resin polymerizes, remove the LF1 coverslip 
from the epoxy resin block using tweezers.  

    2.    Find the region of interest in the block under a light micro-
scope and cut the portion of the block using a hole punch.  

    3.    Mount the piece of the block with the cells face up on a dummy 
Epoxy block using instant bonding super glue.  

    4.    Cut 70–80-nm thick sections in the plane of the cell layer using 
an ultramicrotome equipped with a diamond knife and pick 
them up on Bioden mesh cement-coated copper EM grids.  

    5.    Stain sections with 2% uranyl acetate solution for 1 h and brie fl y 
wash them three times in Milli-Q water.  

    6.    Stain sections with lead citrate solution for 12 min and then 
brie fl y wash them three times in Milli-Q water.  

    7.    Observe the ultrathin sections under a TEM. Figure  3  shows a 
micrograph of nutrient-starved MEF containing autophago-
somes and autolysosomes.        

  3.7.  Electron 
Microscopy

  3.7.1.  Conventional TEM

   Cell Culture and Fixation

   Embedding in Epoxy Resin

   Ultrathin Sectioning
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       1.    Make grids (2 × 1 mm copper slot grids or reference pattern 
grids) sticky by quickly immersing them in a 1% formvar solution 
in an Eppendorf tube using tweezers. Place the grids on  fi lter 
paper and allow to dry.  

    2.    Fill a 500 mL glass beaker with distilled water. Warm the water 
to approximately 40°C.  

    3.    Immerse a clean glass slide in a 1% formvar solution in a glass 
Coplin staining jar. Remove the glass slide and allow it to air 
dry for a few minutes.  

    4.    Curve the surface of the formvar-coated glass slide using the 
tip of tweezers.  

    5.    Float a formvar  fi lm by immersing the formvar-coated glass 
slide with the curved surface face up in the beaker of warm 
water. Blow on the surface of the glass slide immediately before 
immersion to help detach the formvar  fi lm.  

    6.    Place grids sticky side down on the  fl oating formvar  fi lm using 
tweezers.  

    7.    Scoop the  fl oating  fi lm quickly with para fi lm-wrapped cover-
slips or slides.  

    8.    Dry grids in a desiccator overnight.  
    9.    Coat the grids with carbon using a carbon coater and store 

grids in a desiccator.      

      1.    Embed culture cells in epon after  fi xation as described for con-
ventional TEM.  

  3.7.2.  Electron Tomography

   Preparation of Formvar 
and Carbon-Coated Grids 
( see   Note 12 )

   Ultrathin Sectioning

  Fig. 3.    An electron micrograph of a nutrient-starved mouse embryonic  fi broblast. The autophagosome (AP) is a 
double-membrane structure containing intact cytoplasm, while the autolysosome (AL) is a single membrane structure 
containing electron dense material that is being degraded.  M  mitochondria. Scale bar, 1  m m.       

 



460 K. Tabata et al.

    2.    Cut 200 nm thick sections in the plane of the cell layer using 
an ultramicrotome.  

    3.    Stain sections with a 2% (w/v) uranyl acetate solution and lead 
citrate solution as described for conventional TEM.      

      1.    Incubate sections on a drop of gold particles for 2 min at RT 
and then remove the excess gold colloid with  fi lter paper. Label 
the other surface of the sections with gold particles colloid as 
described above (see Note 13).  

    2.    Mount sections in a tilt-rotate specimen holder and observe 
them with a transmission electron microscope at an accelerat-
ing voltage of 200 kV.  

    3.    Collect tilt series data for each section around two orthogonal 
axes (1 intervals over ±60° for each axis) using a CCD camera 
(see Note 14). After the  fi rst tilt series is complete, rotate the 
grid by 90° and collect the second tilt series.  

    4.    Generate a tomogram from the collected tilt series using 3D 
tomographic reconstruction software. The IMOD software 
package  (  12  )  is freely available and widely used for electron 
tomography of various biological samples. The software can be 
downloaded from   http://bio3d.colorado.edu/imod/     (see 
Note 15).  

    5.    Align each tilt series separately using 20–40 gold particles, 
which are placed on both surfaces of the section. Compute 
each set of aligned tilt into a single-axis tomogram using the 
R-weighted back projection algorithm and then merge the two 
single-axis tomograms to produce the dual-axis tomogram 
 (  13  ) . In addition, dual-axis tomograms computed from adja-
cent serial sections can be aligned and joined to increase the 
reconstructed volume.  

    6.    Generate a 3D model from the reconstructed tomogram using 
3dmod, the graphic component of the IMOD software pack-
age  (  12  ) . Trace the portion of each object that is visible in one 
tomographic slice in the reconstructed region as a “contour” 
overlaid on the image (see Note 16). Trace the object through 
adjacent slices to assure that all compartments associated with 
that object are included in the model (see Note 17).  

    7.    Adjust the Z-scale of modeled objects (see Note 18). Calculate 
the correction factor by dividing the section thickness by the 
calculated tomographic volume (number of tomographic slices 
multiplied by the pixel size) and apply to the Z-scale.  

    8.    Once the 3D model is complete, connect the contours across 
the sections by generating a triangle mesh from the contour 
data to view the surface of each object. The resulting 3D model 
of an autophagosome in nutrient-starved NIH3T3 cells is 
shown in Fig.  4   (  6  ) .        

   3D Tomographic 
Reconstruction 
and Modeling

http://bio3d.colorado.edu/imod/
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       1.    Cells are cultured on LF1 plastic coverslips in a 24-well plate 
containing 0.5 mL of culture medium per well.  

    2.    The culture medium is removed, and the cells are washed 
with 1 mL of PBS per well for a few seconds and then  fi xed 
with 0.5 mL of 4% paraformaldehyde for 0.5–2 h at RT (see 
Note 19).  

    3.    The cells are washed three times for 5 min each in 1 mL of PB.  

  3.7.3.  Immuno-EM Using 
Pre-embedding Nanogold 
Intensi fi cation

   Fixation and 
Permeabilization 
of Cultured Cells 

  Fig. 4.    A 3D tomographic reconstruction of a forming autophagosome. A 3D model of the forming autophagosome generated 
from two adjacent serial 200-nm thick sections shows that a subdomain of the ER ( blue ) encircles the isolation membrane 
(IM;  yellow  ).  White  color indicates vesicular tubular clusters (VTC) that are visible in the vicinity of the IM ( a ). A 3D model 
of the boxed region in ( a ) shown in a different orientation depicts the connection between the IM and the associated ER ( b ). 
 Red arrowheads  indicate a membrane extension. Images show 1.5 nm tomographic slices of the boxed region in ( a ), and 
depict the IM ( black arrow  ), whose edge ( red arrowhead ) is connected to the associated ER ( black arrowhead ) ( c ). Numbers 
indicate the depth of the tomographic slices. Scale bars, 100 nm in ( a ), and 50 nm in ( b ,  c ).       
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    4.    The cells are permeabilized with 0.5 mL of PB containing 
0.25% (w/v) saponin for 30 min at RT and washed once with 
1 mL of PB for 1 min.  

    5.    The cells are stored in the 24-well plate in PB at 4°C until use.      

      1.    The  fi xed and permeabilized cells are incubated with 0.5 mL of 
blocking solution for 30 min.  

    2.    The blocking solution is removed and replaced with 0.2 mL of 
primary antibody in blocking solution at a concentration simi-
lar to that used for immuno fl uorescence. The samples are incu-
bated in a moist chamber overnight at 4°C.  

    3.    The cells are washed six times for 10 min each with 1 mL of PB 
containing 0.005% (w/v) saponin.  

    4.    The cells are incubated in a moist chamber with 0.2 mL of 
nanogold Fab ¢  conjugates (1:500 dilution) in blocking solution 
for 2 h at RT.  

    5.    The cells are washed six times for 10 min each with 1 mL of PB 
containing 0.005% saponin followed by a 10 min wash in 1 mL 
of PB.  

    6.    The immunogold-labeled cells are  fi xed with 0.5 mL of 1% 
glutaraldehyde in PB for 10 min at RT.  

    7.    The immunogold-labeled cells are washed three times for 
5 min in 1 mL of PBS containing 50 mM glycine, followed by 
three 5 min washes in 1 mL of PBS containing 1% BSA and 
three 5 min washes in 1 mL of Milli-Q water.  

    8.    The gold intensi fi cation solution is prepared immediately 
before use by mixing one part of solution A with  fi ve parts of 
solution B in an Eppendorf microcentrifuge tube. After 5 min, 
one part of solution C and of solution D are added to the 
Eppendorf tube and the solution is mixed (see Note 20).  

    9.    The immunogold-labeled cells are incubated in 0.1 mL of the 
gold intensi fi cation solution at RT for 2 min (see Note 20).  

    10.    The gold intensi fi cation solution is removed and the cells are 
incubated in 0.5 mL of freshly prepared 1% aqueous sodium 
thiosulfate solution for a few seconds and then washed in 1 mL 
of Milli-Q water three times for 1 min.      

  Post fi x cells with OsO 4 , embed them in Epon, and doubly stain the 
ultrathin sections with uranyl acetate and lead citrate solution as 
described for conventional TEM. Figure  5  shows an immuno-EM 
micrograph of nutrient-starved NIH3T3 cells expressing GFP-
DFCP1  (  6  ) . Gold-enhanced gold particles (small arrows) show 
GFP-DFCP1.      

   Immunogold Labeling

   Post- fi xation, Embedding, 
and Ultrathin Sectioning
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     1.    LF1 coverslips can be easily removed from the epoxy resin 
block after embedding, making them an ideal surface for cell 
growth. The coverslips are packed in a sterilized 24-well plate. 
Remove the black spacer on the coverslips in a clean ventilator. 
LF1 coverslips have a bent edge and can easily be removed 
from 24-well plates using tweezers. The coverslips can be 
placed in a 24-well plate, cell side up, containing the  fi xation, 
wash, and dehydration solutions.  

    2.    Wortmannin is a speci fi c, covalent inhibitor of phosphati-
dylinositol 3-phosphate (PI3P) kinase. Autophagosome 
formation is inhibited with 100 nM wortmannin.  

    3.    E64d and pepstatin A are protease inhibitors that preferentially 
inhibit lysosomal degradation of autophagic substrates.  

    4.    Ba fi lomycin A1 is a V-ATPase inhibitor that inhibits lysosomal 
degradation of autophagic substrates.  

    5.    The rabbit polyclonal Atg12 antibody (mouse speci fi c) detects 
endogenous Atg12. The Atg16L antibody can also be used as 
a marker of the isolation membrane  (  5,   14  ) .  

    6.    Paraformaldehyde and other chemicals used for  fi xation, post-
 fi xation, and staining are hazardous. These solutions should be 
prepared and used in a fume hood. Protective glasses and 
gloves should be worn.  

    7.    Epoxy resin mixture can be stored in syringes sealed with 
Para fi lm for 1 month in a freezer.  

  4.  Notes

  Fig. 5.    Immuno-EM micrographs of nutrient-starved NIH3T3 cells expressing GFP-DFCP1. GFP-DFCP1 was detected using 
a rabbit anti-GFP antibody and a pre-embedding nanogold gold intensi fi cation procedure. The isolation membrane (IM, 
 arrowheads   ) and endoplasmic reticulum (ER,  arrows ) form an omegasome-like structure. Both the IM and ER are labeled 
by enhanced gold particles ( small arrows  ). Scale bars, 200 nm.       
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    8.    Both slot grids and reference pattern grids are convenient to 
handle and to acquire dual-axis tilt series.  

    9.    Note of caution about over-expressing GFP-LC3: Highly 
expressed GFP-LC3 is prone to form aggregates, which is 
sometimes incorrectly recognized as autophagosomes  (  15  ) . 
We recommend using a stable cell line to reduce GFP-LC3 
expression. It is important to include proper negative controls 
such as cells treated with wortmannin and/or knock out cells 
for autophagy-related genes such as Atg5 or Atg7 to exclude 
false-positive results. An LC3 G/A mutant whose carboxy ter-
minal is changed from glycine to alanine is also a valuable neg-
ative control  (  16  ) .  

    10.    Note of caution about expressing tfLC3. Cells that stably 
express tfLC3 may contain red-only puncta even under nutri-
ent-rich conditions. This may be the result of two features. 
First, RFP- fl uorescence is not quenched as easily as GFP-
 fl uorescence in lysosomes. Secondly, autophagy constitutively 
occurs during cell propagation even under nutrient-rich 
conditions. Therefore, transient tfLC3 expression is recom-
mended. If needed, a tfLC3 plasmid can be co-transfected with 
other plasmids. As a negative control, cells treated with wort-
mannin are useful to distinguish between autophagosomes 
labeled with tfLC3 and LC3 aggregates (see also  Note 2) .  

    11.    Potassium ferrocyanide enhances the contrast of the mem-
branes and clari fi es cellular ultrastructures.  

    12.    It is important to make formvar  fi lm on grids thicker than usual 
so that it will not be broken by the electron beam during the 
collection of the tilt series.  

    13.    Gold particles on both surfaces of the section are used as 
 fi ducial markers to align the tilt series.  

    14.    The tilt series can be automatically acquired using a speci fi c 
program mounted on a CCD camera-controllable PC.  

    15.    ETomo tutorial for IMOD (  http://bio3d.colorado.edu/
imod/doc/etomoTutorial.html    ) is helpful to familiarize users 
with the reconstruction process of dual-axis tomography.  

    16.    Before modeling an object, the operator should study it 
throughout its entire volume to make an initial assessment of 
its connectivity. Start modeling at a slice within the dataset 
where the object is most distinct.  

    17.    The image slicer tool of 3dmod can be used to display and 
analyze tomographic slices extracted from the tomogram in 
any position or tilt around the  x- ,  y- , or  z -axis. This tool is 
useful to study the morphology of the connecting and non-
connecting structures.  

http://bio3d.colorado.edu/imod/doc/etomoTutorial.html
http://bio3d.colorado.edu/imod/doc/etomoTutorial.html
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    18.    The initial exposure to the electron beam causes the plastic section 
to collapse to a certain degree  (  17  ) . Thus, to obtain accurate 
proportions to display the models and numerical data, a cor-
rection factor in the Z-scale needs to be applied to stretch the 
resulting models to the thickness of the original section 
analyzed.  

    19.    If the immunolabeling signal is weak for cells that were  fi xed 
for 2 h with a 4% paraformaldehyde solution, reduce the 
 fi xation time to 20–30 min. However, shorter  fi xation time 
occasionally results in poor ultrastructural preservation.  

    20.    To obtain greater particle intensi fi cation, mix one part of solu-
tion A and one part of solution B. After 5 min, add one part 
each of solutions C and D. The manufacturer’s instructions 
mention solution B as a stabilizing reagent for the gold 
intensi fi cation reaction. Greater particle intensi fi cation is also 
obtained with longer incubations (e.g., 3–5 min).          
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    Chapter 24   

 Cytochemical Detection of Peroxisomes and Mitochondria       

     Nina   A.   Bonekamp   ,    Markus   Islinger   ,    Maria   Gómez   Lázaro   , 
and    Michael   Schrader         

  Abstract 

 Peroxisomes and mitochondria are essential subcellular organelles in mammals. Interestingly, recent studies 
have elucidated that these highly dynamic and plastic organelles exhibit a much closer interrelationship 
than previously assumed. Peroxisomes and mitochondria are metabolically linked organelles, which are 
cooperating and cross-talking. They share key components of their division machinery and cooperate in 
antiviral signaling and defense. As peroxisomal alterations in metabolism, biogenesis, dynamics, and pro-
liferation have the potential to in fl uence mitochondrial morphology and functions (and vice versa), there 
is currently great interest in the detection of both organelles under different experimental conditions. 
Here, we present protocols used successfully in our laboratory for the dual detection of peroxisomes and 
mitochondria in cultured mammalian cells. We address double immuno fl uorescence and  fl uorescence-
based techniques as well as reagents to investigate organelle dynamics, morphological alterations, and 
organelle-speci fi c targeting of proteins. In addition, we describe the application of diaminobenzidine 
cytochemistry on cultured cells to speci fi cally label peroxisomes in ultrastructural studies.  

  Key words:   Peroxisome ,  Mitochondria ,  Organelle dynamics ,  Organelle cross-talk ,  Protein import , 
 DAB cytochemistry ,  Protein targeting ,  Immuno fl uorescence ,  Fluorescent proteins ,  Cell culture    

 

 Peroxisomes and mitochondria are dynamic subcellular organelles, 
which—surprisingly—show a much closer interrelationship than 
previously anticipated  (  1,   2  )  .  Besides metabolic cooperation and 
cross-talk in the turnover of fatty acids and reactive oxygen species 
(ROS)  (  3  ) , peroxisomes and mitochondria cooperate in antiviral 
signaling and defense  (  4  ) . Furthermore, a novel vesicular traf fi cking 
pathway from mitochondria to peroxisomes has been discovered 
 (  5,   6  ) . In addition, peroxisomes and mitochondria share key com-
ponents of their division machinery, which appears to be an evolu-
tionary conserved strategy among organisms  (  7,   8  ) . Functional loss 

  1.  Introduction
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of these proteins inhibits peroxisomal and mitochondrial  fi ssion 
resulting in elongated organelle morphology  (  2  ) . These morpho-
logical alterations have led to the discovery of a novel lethal disor-
der with defects in both peroxisomal and mitochondrial division 
 (  9  ) . As peroxisomal alterations in metabolism, biogenesis, dynam-
ics, and proliferation have the potential to in fl uence mitochondrial 
morphology and functions (and vice versa), there is currently great 
interest in the concurrent detection of both organelles under dif-
ferent experimental conditions. This chapter provides detailed 
information on methods and strategies used successfully in our 
laboratory for the dual detection of peroxisomes and mitochondria 
in cultured cells. We present double immuno fl uorescence and 
 fl uorescence-based techniques as well as reagents to document 
organelle dynamics, morphological alterations, and organelle-
speci fi c targeting of proteins. We also describe the application of 
diaminobenzidine (DAB) cytochemistry on cultured cells to 
speci fi cally label peroxisomes in ultrastructural studies.  

 

  HepG2 or COS-7 cells are maintained in Dulbecco’s modi fi ed 
Eagle’s medium (DMEM) supplemented with 10% fetal calf serum 
and 100 units/mL each of penicillin and streptomycin at 37°C in 
a 5% CO 2 -humidi fi ed incubator.  

       1.    A humid environment is necessary to prevent evaporation of 
reagents during prolonged incubations. Inexpensive humidity 
chambers can be created by putting a moistened  fi lter paper 
into the lid of a cell culture dish or multi-well plate.  

    2.    The following electroporator systems have been successfully 
used: Easyject Plus (Peqlab, Erlangen, Germany); BTX ECM 
630 (BTX Harvard Apparatus, Holliston, MA, USA).  

    3.    10× PBS (for 1 L): Weigh 80 g of NaCl, 2 g of KCl, 14.4 g of 
Na 2 HPO 4  × 2H 2 O, and 2 g of KH 2 PO 4 . Bring volume to 1 L, 
followed by adjustment of the pH to 7.4. For 1× PBS, dilute 
1:10 with distilled water (dH 2 O) and adjust pH to 7.4 if neces-
sary. Both solutions are stable at room temperature (RT).  

    4.    PBS-PFA  fi xative: 4% paraformaldehyde (PFA), 1× PBS. PFA 
should be handled under a fume hood and glove protection is 
required. Weigh 4 g of PFA and add to 100 mL of 1× PBS in 
an Erlenmeyer  fl ask. Close the  fl ask with aluminum foil and 
heat solution under stirring at 60°C until PFA dissolves. 
Control temperature with a bar thermometer. If required, add 
a drop of 1 N NaOH to completely dissolve the PFA. When 
the solution has become clear, remove  fl ask from the heating 

  2.  Materials

  2.1.  Culturing 
of Mammalian Cells

  2.2.  Equipment 
and Reagents

  2.2.1.  Labeling 
of Peroxisomes 
and Mitochondria 
by Immuno fl uorescence
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plate, cool to RT,  fi lter through Whatman  fi lter paper, and 
adjust pH to 7.4. This solution is made fresh every time and 
used at RT.  

    5.    Triton X-100: 0.2% Triton X-100, 1× PBS. Weigh 0.02 g of 
Triton X-100 and add to 10 mL of 1× PBS. Carefully shake the 
tube until Triton X-100 is completely dissolved. Avoid pro-
ducing a lot of foam prior to use. This solution is stored at 4°C 
and used at RT.  

    6.    1% Bovine serum albumin (BSA)/PBS: 10 mg/mL BSA, 1× 
PBS. Store solution at 4°C or aliquot and freeze. This solution 
is stable until evidence of bacterial growth.  

    7.    Mowiol mounting medium for immuno fl uorescence: to prepare 
Mowiol stock, dissolve 12 g of Mowiol 4-88 powder 
(Calbiochem/Merck, Darmstadt, Germany) in 40 mL of 1× 
PBS by stirring overnight at RT. The next day add 20 mL of 
glycerol and stir overnight. Centrifuge the viscous solution for 
1 h at 18,500 ×  g  (Beckman Avanti Centrifuge J-251, rotor JA 
25.50) to pellet any remaining undissolved Mowiol crystals. 
Dissolve a few crystals of sodium azide in the supernatant to 
avoid bacterial contamination and aliquot stock. Store at 4°C. 
To prepare the working solution, mix 3 volumes of Mowiol 
stock with 1 volume of  n -propyl-gallate stock (anti-fading 
reagent) and store at 4°C. This solution is stable for 4–6 weeks.  

    8.    2.5%  n -propyl-gallate stock (anti-fading reagent): Dissolve 
0.625 g of  n -propyl-gallate in 12.5 mL 1× PBS (neutralize pH 
to dissolve  n -propyl-gallate). Add 12.5 mL of glycerol and stir 
overnight at RT. Directly add fresh reagent to Mowiol work-
ing solution. Store the solution protected from light at 4°C. 
This solution is stable for 4–6 weeks and should be replaced 
when it turns brownish. Prolonged storage can lead to crystal 
formation within the solution. Do not try to redissolve, but 
avoid to pipet crystals.  

    9.    HEPES-buffered saline (HBS) buffer for electroporation 
(21 mM HEPES, 137 mM NaCl, 5 mM KCl, 0.7 mM 
Na 2 HPO 4 , 6 mM dextrose): Weigh 0.5 g of HEPES, 0.8 g of 
NaCl, 0.037 g of KCl, 0.01 g of Na 2 HPO 4 , and 0.108 g of 
dextrose. Bring volume to 100 mL with dH 2 O and adjust pH 
to 7.15.  

    10.    Mitotracker Red-CMX-ROS stock solution: dissolve 1 vial 
(50  μ g; Invitrogen, Carlsbad, CA, USA) in 94  μ L of DMSO 
for a stock solution of 1 mM. This solution can be stored at 
−20°C. A 300 nM staining solution is prepared by diluting 
3  μ L of the Mitotracker Red-CMX-ROS stock solution in 
10 mL of Krebs-HEPES buffer.  

    11.    Krebs-HEPES buffer (140 mM NaCl, 5.9 mM KCl, 1.2 mM 
MgCl 2 , 15 mM HEPES, 10 mM glucose, 2.5 mM CaCl 2 , pH 
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7.4). To prepare 500 mL of Krebs-HEPES buffer, weigh 
4.091 g of NaCl, 0.220 g of KCl, 0.122 g of MgCl 2  × 6H 2 O, 
1.787 g HEPES, 0.139 g of CaCl 2 , and 0.993 g of glucose. 
Bring volume to 500 mL with dH 2 O and adjust pH to 7.4.      

      1.    Ultramicrotome, e.g., Reichert Ultracut E (Leica, Bensheim, 
Germany), knifemaker, e.g., Leica EM KMR2 and glass stripes, 
diamond knife.  

    2.    BEEM ®  capsules size 3 (SPI supplies/Structure Probe, Inc., 
West Chester, PA, USA), copper grids, e.g., G100–G200 
(Gilder Grids, Grantham, UK).  

    3.    Reagents: 25% glutaraldehyde stock solution, PFA, sucrose, 
osmium tetroxide (sealed ampules, Sigma), maleic acid, NaOH, 
PBS, 3,3 ¢ diaminobenzidine (DAB, Sigma), 30% H 2 O 2  stock 
solution (Merck), ethanol (absolute), methacrylic acid-
hydroxypropylester (HPMA, Fluka).  

    4.    Epoxy embedding medium (replacement for Epon-812, 
Fluka), Epoxy embedding medium hardener DDSA 
(2-Dodecenyl-succinyl-anhydride), Epoxy embedding medium 
hardener MNA (Methyl-nadic-anhydride), Epoxy embedding 
medium accelerator DMP-30 (2,4,6-Tris-
Dimethylaminomethyl-Phenol) (all from Fluka). Prepare the 
Epoxy mixture while performing the ethanol dehydration. Mix 
8.1 g MNA, 6.1 g DDSA, and 13 g Epoxy embedding medium, 
stir for 30 min. Then add 0.375 mL of DMP-30 and stir for 
another 30 min before use.  

    5.    0.05 M Teorell-Stenhagen (TS) buffer stock: 0.05 M H 3 PO 4 , 
0.057 M boric acid, 0.035 M citric acid, 0.345 M NaOH, 
pH 10.5.  

    6.    Alkaline DAB medium: 0.2% DAB, 0.15% H 2 O 2 , 0.01 M TS 
buffer. To prepare 10 mL, dissolve 20 mg DAB in 5 mL dH 2 O, 
add 2 mL of 0.05 M TS buffer stock solution and add 0.05 mL 
30% H 2 O 2 . Adjust pH to 10.5 and bring volume to 10 mL 
with dH 2 O. This solution is made fresh prior to each use.  

    7.    2% Uranyl acetate in 0.05 M sodium maleate buffer, pH 5.2.       

  Speci fi city controls should be performed to assess the level of gen-
eral background (i.e., incubation with secondary antibodies only). 
Controls using isotype control antibodies or pre-immune serum 
from the same species as the primary antibody may also be applied 
to validate the speci fi city of staining results.  

      1.    PMP70: rabbit polyclonal PMP70 antibody (e.g., Af fi nity 
Bioreagent, Golden, CO, USA).  

    2.    TOM-20: mouse monoclonal TOM20 antibody (BD 
Transduction Laboratories, Franklin Lakes, NJ, USA).  

  2.2.2.  DAB-Staining of 
Peroxisomes for Electron 
Microscopy

  2.3.  Controls

  2.4.  Antibody Sources 
and DNA Constructs
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    3.    Catalase: sheep polyclonal catalase antibody (The Binding Site, 
Birmingham, UK).  

    4.    MnSOD: mouse monoclonal MnSOD antibody (Alexis/
Axxora, San Diego, CA, USA).  

    5.    ATP synthase beta: mouse monoclonal ATP synthase beta anti-
body (Abcam, Cambridge, UK).  

    6.    GFP-PTS1 construct  (  10  ) .  
    7.    DsRed2-Mito construct (Clontech/Takara Bio Europe, Saint 

Germain-en-Laye, France).       

 

       1.    Remove the culture medium and brie fl y wash the cells with 1× 
PBS to remove serum proteins. Take care that the cells never 
get dry during the experimental procedure.  

    2.    Fix the cells immediately with fresh 4% PFA for 20 min at RT 
(see  Note 1 ).  

    3.    Wash samples three times in 1× PBS for 2 min.  
    4.    Permeabilize the cells with 0.2% Triton X-100 in 1× PBS for 

10 min at RT (see  Note 2 ).  
    5.    Wash samples three times in 1× PBS for 2 min.  
    6.    Block in 1% BSA in 1× PBS for 10 min at RT (see  Note 3 ).  
    7.    Wash samples three times in 1× PBS for 2 min.  
    8.    Using forceps, place the coverslips in a humid chamber (cell-

side up!). Apply minimal forces, as the coverslips will break 
very easily (see  Note 4 ).  

    9.    Apply antibodies diluted in 1% BSA/1× PBS (rabbit polyclonal 
anti-PMP70, 1:200; mouse monoclonal anti-TOM20, 1:200). 
Apply carefully without making air bubbles and ensure that the 
cells on the coverslip are completely covered by the antibody 
solution. In most instances, we apply primary antibodies for 
1 h at RT. Antibody dilutions can be prepared before the 
experiment or during the  fi xation period. Keep the antibodies 
on ice prior to use (see  Notes 5  and  6 ).  

    10.    Wash samples three times in 1× PBS for 2 min.  
    11.    Incubate cells with  fl uorophore-conjugated secondary anti-

bodies diluted in 1× PBS for 1 h at RT (e.g., Donkey-anti-
Rabbit-Alexa488, Donkey-anti-mouse-TRITC). During the 
incubation, the humid chamber should be covered (e.g., with 
aluminum foil or a box) to avoid exposure to room light and 
potential photobleaching of the  fl uorophores. Keep the anti-
body dilutions on ice and in the dark prior to use.  

  3.  Methods

  3.1.  Dual Labeling 
of Peroxisomes 
and Mitochondria

  3.1.1.  Immuno fl uorescence 
Labeling of Membrane 
Proteins
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    12.    Wash samples three times in 1× PBS for 2 min (see  Note 7 ).  
    13.    Apply a drop of Mowiol 4-88 on a glass microscope slide. Glass 

slides should be clean and dust-free. Label the slides with a 
waterproof marker or pencil (see  Note 8 ).  

    14.    Using forceps dip the coverslip brie fl y into dH 2 O and remove 
excess water by holding a piece of  fi lter paper close to the rim 
of the coverslip.  

    15.    Quickly place the coverslip (cell-side down!) onto the drop of 
Mowiol 4-88 on the glass slide. Avoid enclosing air bubbles 
underneath. Using the tips of the forceps, minimal pressure 
can be applied to the top of the coverslip to remove air bub-
bles. Remove excess Mowiol 4-88 (see  Note 9 ).  

    16.    Put slides in a lightproof slide box and let Mowiol 4-88 dry for 
2–3 h. Store slides at 4°C in the dark until analysis (see  Note 10 ) 
( see  Fig.  1a , b).       

  Fig. 1.    Dual localization of peroxisomes and mitochondria in mammalian cells. ( a ,  b ) Immuno fl uorescence microscopy of 
peroxisomes and mitochondria in COS-7 cells. Cells were stained with antibodies to PMP70, a peroxisomal membrane 
protein ( a ), and to mitochondrial TOM20, an outer membrane transporter ( b ) (kindly provided by Inês Castro). Peroxisomes 
exhibit spherical and elongated morphologies ( a ), whereas mitochondria have a tubulo-reticular appearance ( b ). 
Cytochemical localization of peroxisomal catalase ( c ,  d ) was performed according to the alkaline DAB method. Note the 
strong DAB labeling in rat hepatoma WIFB9 cells ( d ) and the weaker staining in human hepatoblastoma HepG2 cells ( c ), 
which is due to differences in the catalase content of peroxisomes. Peroxisomes (Po) and mitochondria (Mi) are often found 
in close contact with the endoplasmic reticulum (ER).  Nu  nucleus;  sER  smooth endoplasmic reticulum;  rER  rough endoplas-
mic reticulum. Bars, 10  μ m ( a ,  b ), 100 nm ( c ,  d )       .
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      1.    Wash cells (grown on coverslips) with 1× PBS and place them 
in 4% PFA for 20 min at RT.  

    2.    Wash samples three times in 1× PBS for 2 min.  
    3.    Permeabilize cells with 0.2% Triton X-100 in 1× PBS for 

10 min at RT (see  Note 2 ).  
    4.    Wash samples three times in 1× PBS for 2 min.  
    5.    Block in 1% BSA in 1× PBS for 10 min at RT.  
    6.    Wash samples three times in 1× PBS for 2 min.  
    7.    Place the coverslips in a humid chamber (cell-side up!).  
    8.    Apply antibodies diluted in 1% BSA/1× PBS (sheep polyclonal 

anti-catalase, 1:200; mouse monoclonal MnSOD, 1:200; or 
mouse monoclonal anti-ATP synthase, 1:200) and incubate 
for 1 h at RT (see  Note 11 ).  

    9.    Wash samples three times in 1× PBS for 2 min.  
    10.    Incubate cells with  fl uorophore-conjugated secondary anti-

bodies (e.g., donkey-anti-rabbit-Alexa488, donkey-anti-mouse-
TRITC) diluted in 1× PBS for 1 h at RT.  

    11.    Wash samples three times in 1× PBS for 2 min.  
    12.    Rinse coverslips with dH 2 O.  
    13.    Mount coverslips (cell-side down!) on a glass slides using 

Mowiol 4-88.      

  Whereas cell-permeable dyes for in vivo staining of mitochondria 
have been developed (e.g., Rhodamin 123, MitoTracker; see 
Subheading  3.1.4 ), comparable reagents are still missing for per-
oxisomes. An alternative method to simultaneously detect peroxi-
somes and mitochondria in mammalian cells is therefore the 
co-expression and localization of fusion proteins with organelle-
speci fi c targeting information. Several constructs encoding for 
GFP- or DsRed-tagged peroxisomal or mitochondrial fusion pro-
teins are commercially available (see Table  1 ). GFP (or DsRed) 
bearing a peroxisomal targeting signal 1 composed of amino acids 
SKL at the very C-terminus (GFP-PTS1) is commonly used to 
label the peroxisomal matrix  (  10,   11  ) . DsRed2-Mito (and ana-
logues, see Table  1 ), carrying the N-terminal mitochondrial target-
ing signal (MTS) derived from the subunit VII of human 
cytochrome c oxidase, is frequently applied for labeling of the 
mitochondrial matrix. In our hands both constructs have proven to 
be excellent labels in a variety of cell lines (including patient 
 fi broblasts) for both  fi xed and live cell applications. The proteins 
emit a bright  fl uorescence that is relatively resistant to photobleach-
ing in live cell applications and is applicable for multicolor labeling. 
For dual staining of both organelles ( fi xed or live cell imaging), 
GFP-PTS1 and DsRed2-Mito can be co-transfected into mamma-
lian cells using either chemical transfection (e.g., PEI transfection, 

  3.1.2.  Immuno fl uorescence 
Labeling of Matrix Proteins

  3.1.3.  Organelle-Speci fi c 
Targeting of Expressed 
Fusion Proteins
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an easy and low-cost method, calcium-phosphate precipitation, or 
lipofectamine) or electroporation. The latter method can result in 
high transfection rates and usually requires non-adherent cells 
(e.g., suspension cultures or trypsination of adherent cells). 
However, a dish electrode for in-dish transfection of adherent cells 
is as well available (BTX Harvard Apparatus). 

    1.    For transfection by electroporation, grow COS-7 or HepG2 
cells to 90% con fl uence on an area of 75 cm 2  (1×10 7  cells).  

    2.    Harvest the cells by trypsination and centrifuge at 500 ×  g  for 
3 min.  

    3.    Wash the cells in 10 mL of HBS solution, centrifuge as above, 
and resuspend the cell pellet in 0.5 mL HBS.  

    4.    Transfer the sample to a 0.4 cm gap, sterile electroporation 
cuvette containing 10  μ g of GFP-PTS1 and 10  μ g of Mito-
DsRed DNA and mix quickly by pipetting (see  Note 12 ).  

   Table 1 
  Selection of plasmids for subcellular localization of peroxisomes and mitochondria   

 Plasmid  Color (emission)  Excitation (nm)  Emission (nm)  Source 

 pDsRed2-peroxi  Red  558  583  Clontech-Takara 
Bio Europe 

 mKate2-peroxi  Far Red  588  633  Evrogen 

 pmPhiYellow-peroxi  Yellow  525  537  Evrogen 

 GFP-PTS1  Green  488  509  Wiemer et al.  (  10  )  
 Koch et al.  (  11  )  

 pDsRed2-mito  Red  558  583  Clontech-Takara 
Bio Europe 

 HcRed-mito  Far red  588  618  Clontech-Takara 
Bio Europe  ±4 

 pKate2-mito  Far Red  588  633  Evrogen 

 pPhi-Yellow-mito  Yellow  525  537  Evrogen 

 pTagCFP-mito  Cyan  458  480  Evrogen 

 pTagGFP2-mito  Green  483  506  Evrogen 

 pTagRFP-mito  Red/orange  555  584  Evrogen 

 pTagYFP-mito  Yellow  508  524  Evrogen 

 pTurbo-FP602-mito  True red  574  602  Evrogen 

 pTurbo-GFP-mito  Green  482  502  Evrogen 

 pTurbo-RFP-mito  Red/orange  553  574  Evrogen 
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    5.    Place the cuvette in the electroporator and perform the 
electroporation using the following settings: 230 V (use 250 V 
for HepG2 cells), 1,500  μ F, 129  Ω , 25–30 ms duration (see 
 Note 13 ).  

    6.    After electroporation, immediately resuspend the cells in 1 mL 
of complete medium. Discard the viscous foam produced dur-
ing electroporation. Dilute and plate the cells on coverslips, 
e.g., in 6-well plates (2×10 5  cells/well) and incubate for 
24–48 h. Coating of the coverslips/dishes with poly- l -lysine or 
collagen can improve attachment (see  Note 14 ).  

    7.    Wash the cells brie fl y with 1× PBS and immediately  fi x with 4% 
PFA as described (see Subheading  3.1.1 ).  

    8.    Wash samples three times in 1× PBS.  
    9.    Rinse the coverslip brie fl y with dH 2 O and mount on glass 

slides for microscopic analysis.     

 Alternatively, steps 7 and  8  can be omitted and the motile and 
dynamic behavior of peroxisomes and mitochondria can be moni-
tored in vivo by life cell imaging. This requires speci fi c equipment 
(inverted microscope, heated microscope stage, temperature and 
CO 2  control, life cell imaging chamber to insert either round cov-
erslips or glass bottom dishes). 

 In the last couple of years,  fl uorescent probes and vector vari-
ants have been engineered to study key functional properties of 
both mitochondria and peroxisomes. The membrane-permeant 
dye JC-1 for example has been widely used to study mitochondrial 
membrane potential. Recently described vector variants enable the 
in vivo measurement of, e.g., the redox state (roGFP2), H 2 O 2  lev-
els (HyPer), or the selective induction of ROS (KillerRed) in per-
oxisomes and mitochondria (see Table  2 ). Combined expression of 
mitochondrial and peroxisomal variants of these vectors is of spe-
cial interest to further investigate the cooperation of the organ-
elles, e.g., in ROS signaling.   

  A spectrum of cell-permeable dyes that allow live cell staining of 
mitochondria, such as tetramethylrosamine, Rhodamine 123, or 
Mito-Tracker dyes, is commercially available (from, e.g., 
Invitrogen). They are incubated with living cells, pass the plasma 
membrane and sequester within mitochondria in a short time, but 
exhibit different inherent properties. 

 Uptake and equilibration of the cationic  fl uorescent dye 
Rhodamine 123, for example, is very quick (a few minutes); 
however, it is washed out of mitochondria upon loss of mem-
brane potential (and is thus sensitive to changes in mitochondrial 
respiration/activity and  fi xation) and emits  fl uorescence over a 
broad spectrum limiting multicolor labeling. Some limitations 
can be overcome by members of the Mito-Tracker family. The 
red  fl uorescence of MitoTracker Red-CMX-ROS is both resolved 

  3.1.4.  Detection 
of Mitochondria Using 
Mitochondrion-Selective 
Probes



476 N.A. Bonekamp et al.

   Ta
bl

e 
2 

  Pl
as

m
id

s 
fo

r f
un

ct
io

na
l a

pp
lic

at
io

ns
   

 Pl
as

m
id

 
 Co

lo
r 

 Ex
ci

ta
tio

n 
(n

m
) 

 Em
is

si
on

 (n
m

) 
 Sp

ec
ia

l c
ha

ra
ct

er
is

tic
s 

 So
ur

ce
 

 pK
in

dl
in

g—
R

ed
-m

ito
 

 N
o/

re
d 

 58
0/

58
0 

 60
0/

60
0 

 Ph
ot

o-
ac

tiv
at

ab
le

 G
FP

-l
ik

e 
pr

ot
ei

n 
th

at
 s

w
itc

he
s 

fr
om

 a
 n

on
 fl u

or
es

ce
nt

 
to

 a
 r

ed
  fl

 uo
re

sc
en

t 
fo

rm
 u

po
n 

gr
ee

n 
lig

ht
 ir

ra
di

at
io

n 

 E
vr

og
en

 

 pH
yP

er
-m

ito
 (

-p
o*

) 
 G

re
en

 
 51

6 
 42

0/
50

0 
 D

et
ec

tio
n 

of
 s

ub
m

ic
ro

m
ol

ar
 H

 2 O
 2  

co
nc

en
tr

at
io

ns
 in

 c
el

l c
ul

tu
re

 
 E

vr
og

en
; *

pe
ro

xi
so

m
al

 
va

ri
an

t:
 G

eh
rm

an
n 

an
d 

E
ls

ne
r 

 (  2
4  )

  

 pC
as

e1
2-

m
ito

 
 G

re
en

 
 51

6 
 49

1 
 M

ea
su

re
m

en
t 

of
 in

tr
ao

rg
an

el
la

r 
C

a 2+
  

 E
vr

og
en

 

 pK
ill

er
R

ed
-m

ito
 

(-
po

*)
 

 R
ed

 
 58

5 
 61

0 
 L

ig
ht

-i
nd

uc
ed

 g
en

er
at

io
n 

of
 r

ea
ct

iv
e 

ox
yg

en
 s

pe
ci

es
 

 E
vr

og
en

; *
 p

er
ox

is
om

al
 

va
ri

an
t:

 I
va

sh
ch

en
ko

 
et

 a
l. 

 (  2
5  )

  

 ro
G

FP
2-

m
ito

 
 G

re
en

 
 40

0 
(o

x)
 

 50
9 

 M
ea

su
re

m
en

t 
of

 lo
ca

l r
ed

ox
 p

ot
en

tia
l 

 H
an

so
n 

et
 a

l. 
 (  2

6  )
  

Iv
as

hc
he

nk
o 

et
 a

l. 
 (  2

5  )
  

 ro
G

FP
2-

pe
ro

xi
 

 49
0 

(r
ed

) 

 H
al

oT
ag

 (
ex

ci
ta

tio
n/

em
is

si
on

 d
ep

en
ds

 
on

 li
ga

nd
 u

se
d)

 

 M
ul

tic
ol

or
 im

ag
in

g 
ex

pe
ri

m
en

ts
 u

si
ng

 
a 

si
ng

le
 c

on
st

ru
ct

 (
e.

g.
, s

pa
tia

l a
nd

 
te

m
po

ra
l p

ro
te

in
 t

ra
f fi

 c)
 

 Pr
om

eg
a,

 H
uy

br
ec

ht
s 

et
 a

l. 
 (  2

7  )
  

 T
M

R
 li

ga
nd

 
 R

ed
 

 55
5 

 58
5 

 O
re

go
n 

G
re

en
 li

ga
nd

 
 G

re
en

 
 49

6 
 51

6 
 R

11
0 

di
re

ct
 li

ga
nd

 
 G

re
en

 
 50

2 
 52

7 



47724 Cytochemical Detection of Peroxisomes and Mitochondria

from the green  fl uorescence of other probes and also retained in 
the mitochondria after  fi xation, allowing for versatile use in both 
live cell and  fi xed cell studies as an alternative to mitochondrial 
antibodies (see  Note 15 ).

    1.    Wash the cells (grown on coverslips) with 1× PBS.  
    2.    Incubate the cells with MitoTracker Red-CMX-ROS staining 

solution (300 nM in Krebs-HEPES buffer) in the incubator at 
37°C for 30 min.  

    3.    Wash the cells with fresh Krebs-HEPES buffer.  
    4.    Mount the coverslip in a chamber suitable for  fl uorescence 

microscopy. The excitation/emission wavelengths for 
MitoTracker Red-CMX-ROS are 578/599 nm.      

  Whereas mitochondria can be unmistakably identi fi ed in routine 
transmission electron microscopy because of their characteristic 
double membrane and cristae structures, peroxisomes are easily 
confused with other single-membrane bound, granular organelles 
such as primary lysosomes or endosomes. For speci fi c labeling and 
identi fi cation of peroxisomes, the peroxidatic activity of their 
prominent marker enzyme catalase can be exploited. The enzymes’ 
capability to oxidize DAB at a highly alkaline pH to an electron-
dense reaction product has been used to speci fi cally stain peroxisomes 
in many tissues or cells  (  12–  15  )  (see Fig.  1c , d). As this method is 
still the most suitable general staining technique for peroxisomes 
in electron microscopy, we describe a protocol which has been 
adapted for the staining of peroxisomes in cultured cells. A modi fi ed 
DAB staining procedure performed at a slightly acidic pH can be 
used for the detection of cytochrome C oxidase activity and thus, 
the staining of mitochondria  (  16,   17  ) . Besides catalase, peroxi-
somes house a variety of oxidases with different metabolic func-
tions. Their presence and amount in the peroxisomal matrix can be 
highly variable depending on the tissue and cell type investigated, 
even among neighboring cells in one tissue. The cerium capture 
technique (originally introduced by Briggs and colleagues in 1975   ) 
turned out to be a valuable and speci fi c cytochemical staining 
method for the detection of the enzymatic activities and variations 
of several peroxisomal oxidases, depending on the substrate used, 
in ultrastructural studies  (  18  ) . In principle, the cerium technique 
can be applied for the detection of any H 2 O 2 -producing enzyme, 
since this reaction by-product oxidizes cerium to yield electron-
dense complexes, presumably cerium perhydroxide, which can be 
visualized by electron microcopy. Accordingly this technique is as 
well applicable for the detection of H 2 O 2 -producing oxidase activi-
ties in other subcellular compartments such as mitochondria. In 
line with this, the method has been used to map the localization of, 
e.g., the mitochondrial enzymes monoamine oxidase  (  19  )  and 
dihydroorotate oxidase  (  20  ) .

  3.1.5.  Cytochemical 
Detection of Peroxisomes 
in Cultured Cells
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    1.    Grow HepG2 cells to appropriate density in plastic culture 
dishes (35 × 10 mm) or on glass coverslips in 24-well plates.  

    2.    Aspirate the culture medium and directly  fi x with 4% PFA in 1× 
PBS, pH 7.4 containing 0.05% glutaraldehyde and 2% sucrose 
for 1 h at RT.  

    3.    Rinse with 1× PBS and  fi x for another 30 min with 1.5% glu-
taraldehyde in 1× PBS.  

    4.    Rinse three times with 1× PBS.  
    5.    For the cytochemical visualization of catalase activity in peroxi-

somes, pre-incubate the cells for 30 min at 37°C in alkaline 
DAB medium without H 2 O 2.  Then add fresh DAB medium 
containing H 2 O 2  and incubate for 1 h at 37°C (see  Notes 16  
and  17 ).  

    6.    Rinse three times with 1× PBS and post fi x in 1% aqueous 
osmium tetroxide in dH 2 O for 1 h at RT (see  Note 18 ).  

    7.    Remove osmium tetroxide and wash three times with NaH-
maleate buffer, pH 5.2. Incubate in 2% uranyl acetate in NaH-
maleate buffer for 30 min at 4°C.  

    8.    Wash again three times in 1× PBS, pH 7.4 and dehydrate in a 
series of graded ethanol (75%, 85%, 95% and absolute etha-
nol). The samples are incubated in each ethanol three times for 
15 min.  

    9.    Prepare the Epoxy mixture while performing the ethanol 
dehydration.  

    10.    Incubate the samples two times for 15 min in HPMA and 
once for 15 min in the following HPMA/Epoxy mixtures: 2 
parts HPMA/1 part Epoxy; 1 part HPMA/1 part Epoxy; 1 
part HPMA/2 parts Epoxy (30 min). Add pure Epoxy mix-
ture, change two times, and incubate overnight at 37°C (see 
 Note 19 ).  

    11.    Polymerize at 60°C for 24 h. If the cells are grown on cover-
slips, remove them from the dish and mount them on 
inversed, Epoxy- fi lled BEEM ®  capsules, where the conical 
part was cut off.  

    12.    After hardening, break the plastic dishes, saw the Epoxy resin 
into small pieces and mount on preprepared Epoxy-pieces with 
unpolymerized Epoxy mixture (see  Note 20 ); let polymerize 
again for 24 h at 60°C. When coverslips are used, simply 
remove the glass part from the Epoxy resin by emersion in 
liquid nitrogen.  

    13.    Cut ultrathin sections on an ultramicrotom, transfer sections 
to copper grids, and stain with alkaline lead citrate for 30 s to 
1 min (see Fig.  1c , d).        
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     1.    Fixation with ethanol or methanol only is not recommended, 
as it interferes with peroxisome morphology  (  21  ) . Some pri-
mary antibodies, however, do not work after PFA  fi xation. In 
those cases, a combined PFA-methanol  fi xation can be per-
formed. Cells are  fi rst  fi xed with 4% PFA as indicated, washed 
three times with 1× PBS, and are afterwards post- fi xed (and 
permeabilized) with 100% methanol (−20°C) for 5 min. A fur-
ther permeabilization step is not required. In addition, dena-
turing methods to expose hidden antigens in PFA- fi xed 
cultured cells can be applied  (  22  ) .  

    2.    Instead of Triton X-100, cells can be permeabilized with 
2.5  μ g/mL digitonin in 1× PBS for 5 min at RT. This is rec-
ommended for the localization of some peroxisomal mem-
brane proteins, e.g., Pex11p β , which is lost during Triton 
X-100 permeabilization. In contrast to Triton X-100, digi-
tonin does not permeabilize the peroxisomal or the mitochon-
drial membrane (differential permeabilization). Only epitopes 
accessible on the cytosolic surface of the organelle membranes 
will be detected. This differential permeabilization potential 
can be further exploited to unravel the topology of membrane 
spanning proteins  (  23  ) . For the detection of matrix proteins, 
permeabilization with Triton X-100 is recommended.  

    3.    Instead of 1% BSA, blocking of free aldehyde groups can be 
performed with 1% glycine in 1× PBS.  

    4.    Cells grown on coverslips can be incubated with antibodies 
cell-side up in uni- or multi-well plastic dishes. Alternatively, 
coverslips can be placed cell-side down on a drop of antibody 
solution applied on Para fi lm.  

    5.    Antibody dilutions should be optimized using recommended 
concentrations as a guideline. A dilution series of all primary 
and secondary antibodies can be performed. 

 6. Primary antibody incubations can also be performed at 4°C 
overnight in a refrigerator or a cold room. In urgent cases, 
antibody incubations can be performed at 37°C for 30 min in 
an incubator. In both cases, evaporation of the antibody solu-
tion should be minimized (e.g., by covering with Para fi lm or 
by increasing the volume of the antibody solution applied).  

    7.    At this step, cellular nuclei can be stained by incubating the 
cells with Hoechst Dye or DAPI for 1–3 min followed by rins-
ing in 1× PBS or dH 2 O. DAPI is excited at a wavelength of 
405 nm.  

    8.    If necessary, glass microscope slides can be cleaned with 70% 
ethanol, dried, and cleaned with (lense) paper.  

  4.  Notes
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    9.    Excess Mowiol 4-88 can be removed either by aspiration with 
a vacuum pump using a Pasteur pipette or plastic pipette tip or, 
less elegant, by using a piece of  fi lter paper. Do not leave 
mounting medium on top of the coverslip as it gets dry and 
disturbs microscopic observation.  

    10.    Proper mounting in Mowiol 4-88 (containing fresh  n -propyl-
gallate as antifading reagent) and proper storage at 4°C in the 
dark can protect the samples for several months or even years.  

    11.    Elongated peroxisomal membrane domains can be devoid of 
peroxisomal matrix proteins under certain conditions. 
Furthermore, catalase expression may vary depending on the 
cell type and cell lines selected.  

    12.    Instead of GFP-PTS1 or DsRed2-Mito, other peroxisomal or 
mitochondrial proteins can be co-expressed to study their tar-
geting or effect on organelle morphology, dynamics, or bio-
genesis. Besides wild-type proteins, mutated versions can as 
well be used to gather functional information. Electroporation 
can also be used to introduce siRNA to silence speci fi c peroxi-
somal or mitochondrial proteins  (  11  ) . When tagged fusion 
proteins are generated, it is advisable to ensure that tagging at 
either the N- or the C-terminus is not interfering with proper 
targeting (e.g., by blocking the signal sequence). Expression of 
some peroxisomal and mitochondrial membrane proteins can 
result in organelle clustering and aggregation.  

    13.    Electroporation of mammalian cells typically requires optimi-
zation of various parameters that affect cell uptake and cell 
viability (e.g., electroporation medium, cell type and number, 
voltage, capacitance, resistance). It is advisable to test and opti-
mize transfection ef fi ciency.  

    14.    If desired, cell lines stably expressing the fusion proteins of 
interest can be generated by using plasmids containing a resis-
tance gene for antibiotic selection, e.g., for neomycin/G418.  

         The use of moderate, eukaryotic promoters (e.g., murine 
ROSA26) instead of viral promoters such as CMV helps to 
retain the construct in the absence of selection medium.  

    15.    Before selecting a mitochondrion-selective probe, you have to 
decide if you require a fast label (minutes compared to hours 
of vector expression), multicolor labeling (e.g., Rhodamine 
123 vs. MitoTracker), and a  fi xation-resistant dye.  

    16.    The intensity of the DAB staining is highly dependent on the 
peroxisomal catalase content. The method works very well 
with rodent cell lines derived from kidney or liver, and also 
with human HepG2 (hepatoblastoma) cells used in this proto-
col. In contrast, COS-7 cells house    peroxisomes with magni-
tudes of lower catalase activities and are therefore not suitable 
for DAB staining. We suggest to test for signi fi cant catalase 
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activity in cellular homogenates before adapting the technique 
to a new cell line.  

    17.    Alternatively, the cells can be carefully scraped off the dishes 
after DAB staining, centrifuged, and further processed as a cell 
pellet.  

    18.    Alternatively, cells can be post- fi xed with 1% K 4 Fe(CN) 6 —
reduced osmium tetroxide for 1 h at RT. Incubation with ura-
nyl acetate is then omitted. This is recommended when the 
DAB staining for catalase is very strong in the cells used (see 
 Note 16 ).  

    19.    The use of propylene oxide instead of HPMA will dissolve the 
plastic material of the dishes.  

    20.    After contrasting, the cells appear as a dark layer in the polym-
erized resin. This allows mounting the cells in a horizontal or 
vertical position to the cutting axis. This may be especially of 
interest when polymorphic cells or cells derived from polarized 
epithelia are investigated.          
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    Chapter 25   

 Histochemical Detection of Lipid Droplets in Cultured Cells       

     Michitaka   Suzuki   ,    Yuki   Shinohara   , and    Toyoshi   Fujimoto        

  Abstract 

 Cells store excess lipid as esters in the form of triglycerides and cholesterol esters. Most lipid esters are 
compartmentalized in globular structures called lipid droplets. Here we describe several methods of detect-
ing lipid droplets by  fl uorescence microscopy. Lipid droplets can be visualized either by staining the lipid 
ester core using  fl uorescent dyes or by labeling lipid droplet-speci fi c proteins using antibodies. The intra-
cellular distribution of lipid droplets can be analyzed without much dif fi culty by these methods, but care 
must be taken to avoid certain pitfalls.  

  Key words:   Lipid droplet ,  Fluorescence microscopy ,  Lipid ester ,  ADRP ,  BODIPY ,  Oil red O , 
 Nile red    

 

 Lipid droplets (LDs) occur in many kinds of cells. LDs were previ-
ously considered to be static lipid depots, but recent studies have 
revealed that they are dynamic organelles engaged in various criti-
cal cellular activities, including membrane biogenesis and cell 
signaling  (  1,   2  ) . 

 LDs are globular in shape and consist of a core of lipid esters 
with a surface lined by a phospholipid monolayer. The size and num-
ber of LDs varies signi fi cantly depending on cell type. The white 
adipocyte usually has one large LD that may be larger than 100  μ m 
in diameter. Other cell types may contain several LDs, with diame-
ters in the lower micrometer range. When challenged with fatty 
acids, or in pathological conditions such as liver steatosis, the 
number and size of LDs increase signi fi cantly in non-adipocytes. 

 Fluorescence microscopy is an easy and convenient method to 
study the dynamic changes of LDs. For  fl uorescent detection, LDs 
can be labeled in three different ways. The  fi rst is to use highly 
hydrophobic  fl uorescent dyes that are preferentially incorporated 

  1.  Introduction
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into LDs. This method is generally applied to cells after chemical 
 fi xation. The second method is to introduce fatty acid analogs with 
a  fl uorescent moiety to living cells. The analogs are converted to 
lipid esters and stored in LDs, thus making the LDs  fl uorescent. 
These two methods stain the LD core occupied by lipid esters. The 
third method is to label LD-speci fi c proteins using antibodies; 
shown here is a method to label adipocyte differentiation-related 
protein (ADRP; also called adipophilin or perilipin 2), which is 
expressed prevalently in non-adipocytes. These methods can be 
performed relatively easily, but several pitfalls exist that may cause 
artifacts. Detailed methods and cautions to avoid artifacts are 
described in the this chapter.  

 

      1.    0.5 M sodium phosphate buffer (PB): Dissolve 57.8 g of 
sodium phosphate dibasic (anhydrous; Na 2 HPO 4 ) and 11.4 g 
of sodium phosphate monobasic (anhydrous; NaH 2 PO 4 ) in an 
appropriate volume of distilled water (dH 2 O) and bring the 
volume to 1 L. The pH should be at 7.4 without further adjust-
ment. This solution is stable at room temperature (RT).  

    2.    Formaldehyde solution: Add 6 g of paraformaldehyde to 100 
(or another appropriate volume) of dH 2 O and heat the solution 
to 55–60°C with vigorous stirring. The solution should become 
clear when hot; this may be helped by adding a few drops of 
1 N sodium hydroxide. Do not heat the solution above 65°C 
(see Note 1). Cool to RT and adjust the volume with dH 2 O to 
100 mL to make a 6% formaldehyde solution. If precipitates 
remain,  fi lter the solution using  fi lter paper. Because formalde-
hyde is a carcinogen, the above procedures should be per-
formed in a fume hood. The solution can be stored at 4°C for 
up to 1 week.  

    3.    Buffered 3% formaldehyde: Mix 2 mL of 0.5 M PB, 5 mL of 
6% formaldehyde, and 3 mL of dH 2 O. This solution has to be 
made fresh before use.  

    4.    Buffered mixture of 3% formaldehyde and 0.025% glutaralde-
hyde: Add an appropriate amount of glutaraldehyde (25–70%; 
EM grade) to buffered 3% formaldehyde.  

    5.    Phosphate-buffered saline (PBS): Dissolve 8 g of sodium 
chloride (NaCl), 0.2 g of potassium chloride (KCl), 1.1 g of 
sodium phosphate dibasic (anhydrous; Na2HPO4), 0.2 g of 
potassium phosphate monobasic (anhydrous; KH 2 PO 4 ), and 
0.2 g of sodium azide (NaN 3 ) in 1 L of dH 2 O. The pH should 
become 7.4 without further adjustment. This solution is stable 
at room temperature (RT).  

  2.  Materials

  2.1.  Solutions
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    6.    Tris-buffered saline (TBS), pH 8.2: Dissolve 8 g of sodium 
chloride, 0.2 g of potassium chloride, 6 g of Tris base, and 
0.2 g of sodium azide in an appropriate volume of dH 2 O. After 
adjustment of pH with 1 N hydrochloric acid (HCl), bring the 
volume to 1 L with dH 2 O. The solution is stable at RT.  

    7.    50 mM NH 4 Cl: Dissolve 0.27 g of NH 4 Cl in 100 mL PBS. 
Use a freshly prepared solution.  

    8.    1 mg/mL sodium borohydride (NaBH 4 ): Dissolve sodium 
borohydride in TBS. This solution must be prepared immediately 
before use.  

    9.    0.01% digitonin in PBS: Dissolve 10 mg of digitonin in 100 mL 
PBS with vigorous stirring.  

    10.    0.1, 1, and 3% bovine serum albumin (BSA) in PBS: Dissolve 
an appropriate amount of BSA in PBS. The solution is stable at 
4°C, but check for bacterial growth before use.  

    11.    Mowiol mounting solution  (  3  ) : Mix 2.4 g of Mowiol 4-88 and 
6 g of glycerol; then add 6 mL of dH 2 O and leave at RT for 
several hours. Add 12 mL of 0.2 M Tris–HCl buffer (pH 8.5) 
and heat to 50°C for 10 min with intermittent mixing. 
Centrifuge at 5,000 ×  g  for 15 min and dissolve 1,4-diazabicy-
clo (2.2.2) octane (DABCO) in the supernatant to a  fi nal 
concentration of 2.5%. Store aliquots at −20°C. The solution 
is stable for a few weeks at RT.      

      1.    4,4-di fl uoro-1,3,5,7,8-pentamethyl-4-bora-3a,4a-diaza- s -
indacene (BODIPY 493/503 )  (  4  ) : To prepare a stock solution, 
dissolve 1 mg of BODIPY 493/503  in 1 mL of 100% ethanol. The 
solution must be kept at −20°C and protected from light. 
Dilute 1:500 in PBS immediately before use.  

    2.    Nile red  (  5  ) : An appropriate amount of Nile red powder is 
added to 100% acetone to make a saturated solution. The solu-
tion must be kept at −20°C and protected from light. Dilute 
1:1,000 in the Mowiol mounting medium or in PBS immedi-
ately before use.  

    3.    Oil red O  (  6  ) : Add 0.42 g of Oil Red O to 120 mL isopropanol 
and stir overnight at RT. 
 Filter using  fi lter paper (e.g., Advantec No. 2) and add 90 mL 
of dH 2 O to the  fi ltrate. Keep the solution overnight at 4°C. 
Filter again using  fi lter paper and store the solution at RT for 
up to 6 months. Filter, using paper with a  fi ne mesh (e.g., 
Advantec No. 5C), immediately before use.  

    4.    4,4-di fl uoro-5-(2-thienyl)-4-bora-3a,4a-diaza- s -indacene-3-
dodecanoic acid (BODIPY 558/568  C 12  (Invitrogen, D-3835)): 
To prepare a stock solution, dissolve 1 mg of BODIPY  558/568  
C 12  in 1 mL of 100% ethanol. The solution must be kept at 
−20°C and protected from light. Dilute 1:2,000 in the culture 
medium immediately before use.      

  2.2.  Fluorescent Dyes
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      1.    Mouse anti-human ADRP antibody (PROGEN, 610102).  
    2.    Anti-mouse IgG antibody conjugated to an appropriate 

 fl uorochrome. Fluorochromes emitting green  fl uorescence by 
B excitation (e.g., FITC, Cy2, Alexa488) and those emitting 
orange to red  fl uorescence by G-excitation (e.g., rhodamine, 
Cy3, Alexa568) are commonly used.      

  Incubation with antibodies can be done in a humid chamber made 
from a plastic culture dish (10 cm in diameter). Wet  fi lter paper is 
adhered to the lid and small drops of antibody solution are placed on a 
sheet of Para fi lm in the bottom. Plastic 12-well culture plates are useful 
for dye staining and rinsing of cells cultured on glass coverslips.  

  Omission of the primary antibody is used as a negative control for 
immunolabeling. As the mouse anti-ADRP antibody (PROGEN) 
recognizes both human and rat molecules but not mouse ADRP, 
mouse cells may be used to check antibody speci fi city. Critical con-
trol methods do not exist for dye staining, but LDs in ordinary 
cells should be spherical and gross distortion may indicate prob-
lems in the staining procedure.   

 

 Cells cultured on glass coverslips are used for the methods described 
below. The procedures are performed at RT unless speci fi ed 
otherwise. 

       1.    Fix cells with buffered 3% formaldehyde for at least 15 min 
(see Note 2).  

    2.    Rinse with PBS three times.  
    3.    Incubate with the diluted BODIPY  493/503  solution in PBS for 

at least 15 min in the dark.  
    4.    Rinse with PBS three times.  
    5.    Mounting on a glass slide. Put a drop of Mowiol solution on 

the glass slide and apply the coverslip, cell culture side down. 
The non-cell side of the coverslip should be wiped with a 
Kimwipe before being placed onto the mounting medium. 
Drain excess mounting medium and leave the specimen to dry 
for at least 30 min until  fi rmly glued.  

    6.    Store specimens in a lightproof box until microscopic observa-
tion (see Note 3).  

    7.    Observe under a  fl uorescence microscope with a  fi lter set for B 
excitation (used for FITC, Cy2, Alexa488, or GFP) (Fig.  1a ) 
(see Note 4). The excitation and emission wavelengths of 
BODIPY  493/503  are 493 and 503 nm, respectively.       

  2.3.  Antibodies

  2.4.  Equipment

  2.5.  Controls

  3.  Methods

  3.1.  Staining of LDs 
in Fixed Cells

  3.1.1.  BODIPY  493/503 
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      1.    Fix cells with buffered 3% formaldehyde for at least 15 min 
(see Note 2).  

    2.    Rinse with PBS three times.  
    3.    Mount on a glass slide with the Mowiol solution containing 

Nile red (see Note 5). Alternatively, incubate with the Nile red 
solution in PBS for at least 10 min in the dark and then rinse 
three times in PBS.  

    4.    Store specimens in a lightproof box until microscopic 
observation.  

    5.    Observe under a  fl uorescence microscope. Nile red emits 
 fl uorescence over a broad range of wavelengths, but observa-
tion with a  fi lter set for B excitation (used for FITC, Cy2, 
Alexa488, or GFP) gives the best LD image  (  7  )  (see Note 6).      

      1.    Fix cells with a buffered mixture of 3% formaldehyde and 0.025–
0.25% glutaraldehyde for at least 15 min (see Notes 2 and 7).  

    2.    Rinse three times with PBS.  

  3.1.2.  Nile Red

  3.1.3.  Oil Red O

  Fig. 1.    Double labeling of LDs and adipocyte differentiation-related protein (ADRP) in Huh7 cells. ( a ) Cells were immunola-
beled for ADRP after  fi xation using a Cy3-conjugated secondary antibody and then stained for LDs by BODIPY 493/503 . ADRP 
( red ) is observed around spherical LDs ( green ). ( b ) Cells were cultured with BODIPY 558/563  C 12 ,  fi xed and immunolabeled 
for ADRP using an Alexa488-conjugated secondary antibody. ADRP ( green ) and LDs ( red ) are seen in the same manner 
as in ( a ) but in opposite colors. Scale bars, 10  μ m.       
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    3.    Treat with 1 mg/mL sodium borohydride in TBS for 10 min 
to quench auto fl uorescence caused by glutaraldehyde 
(see Note 8).  

    4.    Rinse three times with PBS.  
    5.    Incubate in 60% isopropanol for 2–3 min.  
    6.    Incubate with the Oil Red O solution for 30 min.  
    7.    Rinse three times with 60% isopropanol.  
    8.    Rinse three times with PBS.  
    9.    Mount on a glass slide as described in Subheading  3.1.1 .  
    10.    Observe under a  fl uorescence microscope with a  fi lter set for G 

excitation (used for rhodamine, Cy3, Alexa568, or RFP).       

       1.    Incubate cells in culture medium containing BODIPY  558/568  
C 12  for 30–60 min (see Note 9).  

    2.    Replace culture medium with fresh not containing the dye and 
incubate for 30 min.  

    3.    Observe cells live. Alternatively,  fi x cells with buffered 3% 
formaldehyde (see Note 2) and mount them on a glass slide as 
described in Subheading  3.1.1 .  

    4.    Observe under a  fl uorescence microscope with a  fi lter set for G 
excitation (used for rhodamine, Cy3, Alexa568, or RFP) 
(Fig.  1b ). The excitation and emission wavelengths of BODIPY 
 558/568  C 12  are 558 and 568 nm, respectively.       

      1.    Fix cells with a buffered 3% formaldehyde and 0.025% glutar-
aldehyde for 15 min (see Note 10).  

    2.    Rinse three times with PBS.  
    3.    Treat in 50 mM NH 4 Cl in PBS for 10 min to quench residual 

aldehydes.  
    4.    Rinse three times with PBS.  
    5.    Treat with 1 mg/mL sodium borohydride in TBS for 10 min 

to quench auto fl uorescence caused by glutaraldehyde (see 
Note 8).  

    6.    Rinse three times with PBS.  
    7.    Permeabilize cells with 0.01% digitonin in PBS for 30 min (see 

Note 10).  
    8.    Rinse three times with PBS.  
    9.    Treat in 3% BSA in PBS for 10 min to block nonspeci fi c 

binding.  
    10.    Rinse three times with PBS.  
    11.    Incubate with mouse anti-ADRP antibody (diluted 1:5) in 

PBS containing 1% BSA for 30 min at 37°C.  
    12.    Rinse three times with 0.1% BSA in PBS for 5 min.  

  3.2.  Staining of LDs 
in Live Cells

  3.2.1.  BODIPY  558/568  C 12 

  3.3.  Immunolabeling 
of ADRP
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    13.    Incubate with a  fl uorochrome-conjugated anti-mouse IgG 
antibody diluted in PBS containing 1% BSA for 30 min at 37°C.  

    14.    Rinse three times with 0.1% BSA in PBS for 5 min.  
    15.    Mount on a glass slide as described in Subheading  3.1.1 .  
    16.    Observe under a  fl uorescence microscope with a  fi lter set 

appropriate for the  fl uorochrome used for labeling (Fig.  1 ).      

       1.    Fix cells with a buffered 3% formaldehyde and 0.025% glutar-
aldehyde for 15 min (see Note 10).  

    2.    Rinse three times with PBS.  
    3.    Treat in 50 mM NH 4 Cl in PBS for 10 min to quench residual 

aldehydes.  
    4.    Rinse three times with PBS.  
    5.    Treat with 1 mg/mL sodium borohydride in TBS for 10 min 

to quench auto fl uorescence caused by glutaraldehyde (see 
Note 8).  

    6.    Rinse three times with PBS.  
    7.    Permeabilize with 0.01% digitonin in PBS for 30 min (see 

Note 10).  
    8.    Rinse three times with PBS.  
    9.    Treat in 3% BSA in PBS for 10 min to block nonspeci fi c anti-

body binding.  
    10.    Rinse three times with PBS.  
    11.    Incubate with mouse anti-ADRP antibody diluted 1:5 in 1% 

BSA in PBS for 30 min at 37°C.  
    12.    Rinse three times with PBS containing 0.1% BSA for 5 min.  
    13.    Incubate cells with Cy3-conjugated anti-mouse IgG antibody 

diluted in PBS containing 1% BSA for 30 min at 37°C (see 
Note 11).  

    14.    Rinse three times in PBS containing 1% BSA for 5 min.  
    15.    Rinse three times with PBS for 5 min.  
    16.    Incubate cells with the BODIPY  493/503  solution in PBS for at 

least 15 min in the dark.  
    17.    Rinse with PBS three times.  
    18.    Mount on a glass slide.  
    19.    Observe under a  fl uorescence microscope with appropriate 

 fi lter sets (Fig.  1a ).      

      1.    Incubate cells in culture medium containing BODIPY  558/568  
C 12  for 30–60 min (see Note 9).  

    2.    Replace culture medium with fresh one not containing dye and 
incubate cells for 30 min.  

  3.4.  Double Labeling of 
LDs with Fluorescent 
Dye and ADRP

  3.4.1.  Double Labeling 
using BODIPY  493/503 

  3.4.2.  Double Labeling 
Using BODIPY  558/568  C 12 
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    3.    Fix with buffered 3% formaldehyde for 15 min.  
    4.    Rinse three times with PBS.  
    5.    Treat in 50 mM NH 4 Cl in PBS for 10 min to quench residual 

aldehydes.  
    6.    Rinse three times with PBS.  
    7.    Permeabilize cells with 0.01% digitonin in PBS for 30 min (see 

Note 10).  
    8.    Rinse three times with PBS.  
    9.    Treat in PBS containing 3% BSA for 10 min to block nonspeci fi c 

antibody binding.  
    10.    Rinse three times with PBS.  
    11.    Incubate with mouse anti-ADRP antibody diluted 1:5 in PBS 

containing 1% BSA for 30 min at 37°C.  
    12.    Rinse three times with PBS containing 0.1% BSA for 5 min.  
    13.    Incubate with Alexa 488 -conjugated anti-mouse IgG antibody 

diluted in PBS containing 1% BSA for 30 min at 37°C (see 
Note 11).  

    14.    Rinse three times with PBS containing 0.1% BSA for 5 min.  
    15.    Mount on a glass slide as described in Subheading  3.1.1 .  
    16.    Observe under a  fl uorescence microscope with appropriate 

 fi lter sets (Fig.  1b ).        

 

     1.    Formaldehyde decomposes when heated to a higher tempera-
ture. While heating, place a bar thermometer in the solution 
and constantly monitor the temperature.  

    2.    Fixation can be extended to overnight, or even for several days, 
if immunolabeling of proteins is not intended. Long  fi xation 
does not visibly effect the staining intensity of LDs.  

    3.    Specimens need to be observed within a few days of preparation. 
Dyes do not covalently bind to lipid esters in LDs and only 
partition there due to hydrophobicity. Thus, staining of LDs 
may progressively fade with concomitant increase of back-
ground  fl uorescence over several days.  

    4.    Avoid a long time observation as  fl uorescence of BODIPY 
 493/503  bleaches rapidly. It is also advisable to capture 
images without extensive observation. BODIPY  493/503  
may emit red  fl uorescence under G excitation after obser-
vation by B excitation  (  8  ) . This must be avoided when 
double labeling is performed using dyes for G excitation 

  4.  Notes
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(e.g., Cy3, rhodamine). Always capture red (e.g., Cy3, 
rhodamine) images  fi rst by G excitation before taking 
BODIPY  493/503  photos by B excitation.  

    5.    Rinsing is not necessary in this procedure as Nile red emits 
 fl uorescence only in hydrophobic environments like LDs and 
not in aqueous media  (  7  ) .  

    6.    Nile red is dif fi cult to use in double labeling due to its wide 
emission range.  

    7.    Isopropanol in the Oil red O staining solution tends to change 
LD morphology  (  9  ) . This distortion is reduced by using glu-
taraldehyde in the  fi xative.  

    8.    Sodium borohydride bubbles when dissolved in TBS. Use the 
solution immediately after preparation.  

    9.    BODIPY  558/568  C 12  stains LDs only after conversion to lipid 
esters. The time required to make a suf fi cient amount of lipid 
esters may vary depending on the cell type and the culture 
conditions.  

    10.    ADRP is not labeled well when cells are  fi xed with formalde-
hyde alone and permeabilized with Triton X-100  (  10  ) . Either 
permeabilization with digitonin or use of a  fi xative containing 
glutaraldehyde is necessary for ef fi cient labeling.  

    11.    Fluorochromes conjugated to the secondary antibody need to 
have excitation and emission wavelengths compatible with the 
dye used for LD staining. For double labeling with BODIPY 
 493/503 , use  fl uorochromes for G excitation (e.g., rhodamine, Cy3, 
Alexa568, etc.), and for double labeling with BODIPY  558/568  
C 12 , use those for B excitation (e.g., FITC, Cy2, Alexa488).          

   References 

    1.    Fujimoto T et al (2008) Lipid droplets: a clas-
sic organelle with new out fi ts. Histochem Cell 
Biol 130:263–279  

    2.    Fujimoto T, Parton RG (2011) Not just fat: 
the structure and function of the lipid drop-
let. Cold Spring Harb Perspect Biol 
3:a004838. doi:  10.1101/cshperspect.
a004838      

    3.    Harlow E, Lane D (1988) Antibodies: a labo-
ratory manual. Cold Spring Harbor Laboratory 
Press, New York  

    4.    Gocze PM, Freeman DA (1994) Factors under-
lying the variability of lipid droplet  fl uorescence 
in MA-10 Leydig tumor cells. Cytometry 17:
151–158  

    5.    Greenspan P, Mayer EP, Fowler SD (1985) 
Nile red: a selective  fl uorescent stain for intra-
cellular lipid droplets. J Cell Biol 100:
965–973  

    6.    Koopman R, Schaart G, Hesselink MK (2001) 
Optimisation of oil red O staining permits 
combination with immuno fl uorescence and 
automated quanti fi cation of lipids. Histochem 
Cell Biol 116:63–68  

    7.    Greenspan P, Fowler SD (1985) 
Spectro fl uorometric studies of the lipid probe, 
nile red. J Lipid Res 26:781–789  

    8.    Ohsaki Y et al (2010) A pitfall in using BODIPY 
dyes to label lipid droplets for  fl uorescence 
microscopy. Histochem Cell Biol 133:
477–480  

    9.    Fukumoto S, Fujimoto T (2002) Deformation 
of lipid droplets in  fi xed samples. Histochem 
Cell Biol 118:423–428  

    10.    Ohsaki Y, Maeda T, Fujimoto T (2005) 
Fixation and permeabilization protocol is criti-
cal for the immunolabeling of lipid droplet pro-
teins. Histochem Cell Biol 124:445–452    

http://dx.doi.org/10.1101/cshperspect.a004838
http://dx.doi.org/10.1101/cshperspect.a004838


493

Douglas J. Taatjes and Jürgen Roth (eds.), Cell Imaging Techniques: Methods and Protocols, Methods in Molecular Biology, 
vol. 931, DOI 10.1007/978-1-62703-056-4_26, © Springer Science+Business Media, LLC 2013

    Chapter 26   

 Environmental Scanning Electron Microscopy in Cell Biology       

     J.  E.   McGregor      ,    L.  T.  L.   Staniewicz   ,    S.  E.   Guthrie (neé Kirk)   , 
and    A.  M.   Donald      

  Abstract 

 Environmental scanning electron microscopy (ESEM)  (  1  )  is an imaging technique which allows hydrated, 
insulating samples to be imaged under an electron beam. The resolution afforded by this technique is 
higher than conventional optical microscopy but lower than conventional scanning electron microscopy 
(CSEM). The major advantage of the technique is the minimal sample preparation needed, making ESEM 
quick to use and the images less susceptible to the artifacts that the extensive sample preparation usually 
required for CSEM may introduce. Careful manipulation of both the humidity in the microscope chamber 
and the beam energy are nevertheless essential to prevent dehydration and beam damage artifacts. In some 
circumstances it is possible to image live cells in the ESEM  (  2  ) . 

 In the following sections we introduce the fundamental principles of ESEM imaging before present-
ing imaging protocols for plant epidermis, mammalian cells, and bacteria. In the  fi rst two cases samples are 
imaged using the secondary electron (topographic) signal, whereas a transmission technique is employed 
to image bacteria.  

  Key words:   Bacteria ,  Hydrated ,  STEM ,  ESEM ,  Plant epidermis ,  Stomatal pores ,  Mammalian cells , 
 Native state ,  Surface imaging    

 

 In any electron microscope the electron gun must be kept in high 
vacuum (10 −7  to 10 −9  Torr). In a conventional scanning electron 
microscope (CSEM) the whole microscope column is kept at high 
vacuum, including the specimen in the sample chamber. This 
necessitates specimen  fi xation, dehydration, and critical point drying 
such that the specimen is stable in the high vacuum environment 
 (  3  ) .    It is also necessary to metal coat the specimen to prevent insu-
lating samples from charging under the electron beam. The critical 
difference with CSEM, is therefore that in an environmental 
scanning electron microscope (ESEM) a low vacuum (0.1–50 Torr 

  1.  Introduction
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of gas, typically water vapor) is maintained in the specimen 
chamber. This is achieved by differentially pumping the micro-
scope column, which is divided into regions separated by small 
pressure limiting apertures. This produces a graduated vacuum 
from the specimen to the gun as shown schematically in Fig.  1 .  

 Ionizing collisions between electrons and the gas molecules in 
the specimen chamber create positive ions which are attracted onto 
the sample, neutralizing the specimen charge. It is therefore possible 
to image insulating samples without the need for metallic coating. 
The presence of water vapor in the chamber also means that a high 
relative humidity can be maintained in the microscope chamber 
such that samples can be imaged in a hydrated state without the need 
for  fi xation, dehydration, or critical point drying. Further details of 
the instrument and its operation can be found in Donald  (  4  )  and 
Stokes  (  5  ) . In what remains of this section we highlight two aspects 
of ESEM imaging fundamental to the use of the protocols outlined 
in the following sections. 

  Fig. 1.    A schematic diagram of the environmental scanning electron microscopy (ESEM) 
graduated pressure column. Pressures range from very high vacuum conditions of 
10 −7  Torr at the electron gun to 10 Torr in the specimen chamber. Although the Pascal 
(N/m) is the SI unit for pressure, for the subatmospheric pressures in the ESEM, Torr is a 
more convenient unit with values typically ranging from 1 to 20 in the specimen chamber. 
1 Torr is equivalent to 1 mm of mercury and 133.3 Pa. Atmospheric pressure is 760 Torr.       
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 Correctly controlling the chamber conditions is critical when 
attempting to image hydrated specimens as the appropriate relative 
humidity is necessary to prevent excessive evaporation from, or 
condensation onto, the sample. The relative humidity at any given 
temperature can be calculated as the ratio of the pressure of water 
vapor in the chamber, to the saturated vapor pressure (SVP) at that 
temperature (empirically derived SVP values are tabulated in, for 
example  (  6  ) ). Relative humidity is therefore a strong function of 
specimen temperature and it is vital that the temperature in the 
ESEM chamber is carefully controlled. This is done using a cooling 
stage which relies on the solid state “Peltier effect.” 

 The relationship between pressure, temperature, and relative 
humidity can be used to produce a phase diagram, delineating 
different thermodynamic regimes. The phase diagram for pure 
water is shown in Fig.  2 . At conditions corresponding to points 
above the 100% relative humidity curve, the vapor is unsaturated 
and liquid water will evaporate from the specimen. If pressure and 
temperature conditions fall below this line, the vapor is saturated 
and water will condense onto the sample. Curves representing 
lower constant humidities may also be drawn onto such diagrams 
and can be used to de fi ne stable pressure and temperature condi-
tions for specimens in the ESEM chamber. As the samples are not 
simply composed of pure water, the equilibrium relative humidity 
will certainly be less that 100%. However the exact value is sample 
dependent. In general it may be best to proceed cautiously by 
selecting the lowest temperature that the sample can tolerate, calculating 

  Fig. 2.    The phase diagram for pure water. At conditions corresponding to points above the 
100% relative humidity line, the vapor is unsaturated and evaporation of any liquid water 
will occur. If pressure and temperature conditions fall  below  this line, the vapor is satu-
rated and water will condense out.       
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the theoretical pressure corresponding to perhaps 95% relative 
humidity and then  fi nding, by small adjustments, the pressure at 
which water begins to visibly condense. It is worth noting that for 
most systems the temperature set on the cooling stage may not 
correspond perfectly with the temperature at the surface of the 
specimen due to thermal transfer effects  (  7  ) . Furthermore users 
may observe that condensation onto the sample is associated with 
an increase in sample temperature; this results from the liberation 
of latent energy due to the change of state.  

 Consideration must also be given as to how the desired pressure 
is achieved. During the pumpdown sequence, the ambient air 
(pressure of 760 Torr) which is in the sample chamber when the 
door is closed, must be removed and replaced by water vapor at the 
appropriate pressure. This is achieved by pumping the chamber 
down to a certain pressure and then  fl ooding it with water vapor. 
In this way, the dry air is replaced by water vapor. However, such a 
pumpdown sequence exposes the sample to both evaporative and 
condensing conditions which, if uncontrolled, may be damaging. 
Cameron and Donald  (  8  )  described the pumping sequence mathe-
matically and optimized the procedure based on two criteria. Firstly, 
the sample should  fi nish the sequence at equilibrium with saturated 
water vapor above it; secondly, evaporation and condensation 
should be minimized. The protocols described in the following 
sections adopt these optimized pumpdown procedures unless 
otherwise stated. 

 Once the chamber has been pumped down to the desired pres-
sure the sample can be imaged. The electron beam interacts with 
the specimen producing a variety of signal types which may be col-
lected using the appropriate detector and used to generate an 
image. In the following sections secondary electrons (SE) (a surface-
sensitive signal) are used to image plant tissue and mammalian 
cells, whereas transmitted primary beam electrons (a signal sensitive 
to compositional contrast) are used to image bacteria. 

 The source of the electrons used in imaging is the same as for 
CSEM. Secondary electrons (SE) are emitted from the sample sur-
face due to the action of the energetic (primary) beam electrons. 
They provide topographic contrast  (  5  ) , with peaks emitting more 
SE and hence appearing bright, whilst troughs appear dark. SE 
images of the microlandscape therefore make intuitive sense. By 
convention, SE are classi fi ed as electrons with energies less than 
50 eV  (  9  )  and as such they can only escape from a shallow region 
of the surface; this means that SE images offer high resolution. The 
techniques outlined in Subheadings  3.1  and  3.2  use a “needle 
detector,” developed by Toth and Baker  (  10  )  for SE imaging at gas 
pressures in excess of 15 Torr. A positive bias of 800 V is applied to 
a needle shaped electrode. The tip of the needle should be posi-
tioned at the same height as the  fi nal pressure limiting aperture, 
around 10 mm away from the beam axis. The electric  fi eld strength 
around a sharp edge can be extremely high  (  11  )  and this 
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con fi guration produces an intense ionization cascade in a region to 
one side of the beam axis, which extracts and ampli fi es the SE sig-
nal despite the presence of gas scatterers. The needle detector and 
gaseous ampli fi cation cascade are represented schematically in 
Fig.  3 .  

 By using ESEM in combination with a transmitted electron 
detector, the ESEM-STEM (scanning transmission electron 
microscopy) technique, makes it possible to probe beneath the sur-
face of hydrated, unprepared samples. This technique is discussed 
in Subheading  1.3  with reference to imaging bacterial specimens. 
In STEM images of unaltered bacteria, contrast arises from differ-
ences in mass-thickness, whether natural in origin (e.g., plastic 
accumulations in  Cupriavidus necator   (  12  ) , hematite crystals in 
magnetotactic bacteria or the gap between a bacterium’s inner and 
outer membrane) or arti fi cial (dehydration-induced collapse). For 
bacteria which have not been metal-coated, an SE and an ESEM–
STEM image look similar, with STEM typically being much sharper 
and having increased contrast (see Figs.  11  and  14 ). 

 In what remains of this section, we introduce three basic sam-
ple types and the speci fi c examples that feature in the protocols 
described in Subheadings  2  and  3 . Supporting notes can be found 
in Subheading  4  and the safe handling of live biological material in 
the microscopy lab is considered in the Appendix. 

  Plant surface tissues, with their thick cell walls and waxy cuticles, 
represent relatively robust, dehydration-resistant samples and as 
such are well suited to ESEM imaging. By studying the changes in 
water content of  Allium cepa  (onion) cells held in the ESEM chamber 

  1.1.  ESEM Imaging 
of Plant Tissue

  Fig. 3.    A schematic diagram of the gaseous ampli fi cation cascade around the needle 
detector. Ionizing collisions mean that many electrons are derived from the original one.       
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at a range of humidities, Zheng et al.  (  2  )  established that without 
the electron beam, plant cells could be maintained in a hydrated, 
viable state if the chamber humidity was above 90%. With the elec-
tron beam on, viability is dependent on the imaging parameters of 
the instrument. The protocol for imaging the epidermis of 
 Tradescantia andersonia     described in Subheadings  2.1  and  3.1  was 
developed to allow a sequence of secondary electron images of 
closing stomatal pores to be produced (see Note 1). As such the 
sample temperature and pressure are relatively high, and electron 
doses low, but it should be noted that many variations are possible 
depending on the sample and the aim of the experiment. Here we 
describe aspects of the imaging protocol; for details of stomatal 
closure experiments, consult McGregor and Donald  (  13  ) .  

  To image hydrated samples, it is necessary that surface water is 
removed by evaporation in order to expose the top surface of the 
object of interest. In the case of mammalian cells, removing this 
liquid layer leads to a loss of membrane integrity. This means that 
ESEM imaging of live mammalian cells is not possible  (  14  ) . As this 
precludes imaging dynamic cellular processes, little is lost by  fi xing 
these samples. Fixation is known to stabilize cells for imaging, 
protecting against any damage resulting from the chamber condi-
tions  (  15  ) . Although the samples are  fi xed, they are not metal 
coated or dehydrated, as they would be for CSEM, but rather the 
water vapor present in the ESEM sample chamber maintains a 
humid environment and provides an alternative charge neutraliza-
tion mechanism. The mammalian cells protocol presented in 
Subheadings  2.2  and  3.2  is based around the authors’ experiences 
imaging human monocyte-derived macrophages and an oligoden-
drocyte/dorsal root ganglion (DRG) coculture. These cells were 
chosen as test subjects as they exhibit many delicate membrane 
structures vulnerable to preparation damage.  

  It is possible to image bacteria un fi xed in the ESEM as they are 
more resistant to the challenging environment of the chamber, 
most likely due to their thick cell walls which confer better resil-
ience to osmotic shock than the  fi ner cell membrane of the 
mammalian cell. However, there are a number of factors which can 
damage bacterial cells during imaging, so conditions must be care-
fully controlled. It should be noted that although samples can be 
imaged live, it may be challenging to observe dynamic processes in 
these samples for two reasons: (1) at the low temperatures neces-
sarily used to maintain humidity, it is likely many biological process 
will be very slow, and (2) bacteria are imaged in pure water with no 
oxygen or carbon dioxide, so they will be both starved and lacking 
essential gases. The protocol described in Subheadings  2.3  and  3.3  
focuses on ESEM–STEM imaging but SE imaging is also possible 
(see Note 2).   

  1.2.  ESEM Imaging 
of Mammalian Cells

  1.3.  ESEM–STEM 
Imaging of Bacteria
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 In the following section the chemicals, equipment, and microscope 
accessories needed to image each of the three sample types are 
listed separately. 

      1.    Needle detector or gaseous secondary electron detector (GSED).  
    2.    Peltier cooling stage.  
    3.    A metal plate attachment for the Peltier cooling stage, large 

enough to accommodate the leaf.  
    4.    Large adhesive carbon pads.  
    5.    A sharp razor blade or scalpel.  
    6.    A suitable plant, ideally located close to the imaging facility to 

minimize tissue transfer time.      

      1.    Needle detector or GSED.  
    2.    Peltier cooling stage and appropriate metal sample mounting 

stub.  
    3.    Standard 0.01 M, pH 7.4 phosphate buffered saline (PBS) 

solution. This can be bought as a 10× concentrated stock solu-
tion or in tablet form to which the appropriate amount of dis-
tilled water should be added.  

    4.    4% Glutaraldehyde  fi xative solution. To produce 100 mL of 4% 
glutaraldehyde solution, add 8 mL of 50% stock glutaralde-
hyde (purchased) to 92 mL of PBS.  

    5.    Distilled water.  
    6.    Pipette.  
    7.    Suitably sized glass coverslips or other sample substrate.      

      1.    The work described in this section uses an ESEM–STEM 
detector manufactured by FEI Company, but a home built ver-
sion may be assembled from a Peltier stage and a backscattered 
electron detector—this is described in more detail in ref.  (  16  ) .  

    2.    Copper TEM grids (see Note 3) with a rectangular mesh of 
300 lines per inch or greater and coated with unbroken carbon 
 fi lm, are needed as substrates for the imaging the sample.  

    3.    Benchtop centrifuge.  
    4.    Eppendorf tubes.  
    5.    Distilled water.  
    6.    0.1–2.5  μ L adjustable pipette with  fi ne-pointed disposable 

plastic tips. The tips should be of the aerosol barrier type 
(known as  fi lter tips) to prevent contamination.  

  2.  Materials

  2.1.  ESEM Imaging 
of Plant Tissue

  2.2.  ESEM imaging 
of Mammalian Cells

  2.3.  ESEM–STEM 
Imaging of Bacteria
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    7.    70% Ethanol.  
    8.    Appropriate means for sample handling and waste disposal (see 

Appendix).       

 

 The following sections outline step-by-step instructions for users 
who wish to use the ESEM technique to image plant tissues, mam-
malian cells, or bacteria, respectively. 

       1.    Ensure that the microscope chamber is set up to operate in wet 
mode and the needle detector or GSED is in place.  

    2.    Fit the large metal cooling plate on the Peltier stage (see  Note 4 ).  
    3.    Attach an adhesive carbon pad (see  Note 5 ) to the cooling 

stage and set the desired temperature. For dynamic experi-
ments, a temperature similar to the ambient growth conditions 
for the plant may be advantageous. A compromise must be 
struck as at higher temperatures higher pressure of water vapor 
are necessary to maintain a high relative humidity and this can 
degrade the image quality. In the stomatal closure experiments 
from which this protocol is drawn, a temperature of 7°C was 
used. Stabentheiner et al.  (  17  )  work at 5°C degrees and if static 
morphology is of principle interest there is no reason why the 
sample may not be cooled further provided that the tissue does 
not begin to freeze.      

      1.     Tradescantia andersonia  was used in the experiments described 
here.  

    2.    Cut the section of the epidermis that will be imaged, minimiz-
ing the area of cut mesophyll that will be exposed to the partial 
vacuum (see  Note 6 ). Using a sharp blade minimizes structural 
damage to the tissue.  

    3.    Transfer the cut tissue as quickly as possible to the adhesive 
carbon tab on the cooled specimen stage. The setup in the 
microscope chamber is demonstrated in Fig.  4 .       

      1.    A  fi nal water vapor pressure of 7.3 Torr should be achieved 
using a custom pumpdown procedure developed by Cameron 
and Donald  (  8  )  to minimize sample evaporation (see 
Subheading  1 ).  

    2.    Theoretically the optimum pumpdown sequence for our sam-
ple at 7°C involves eight cycles between a lower pressure of 
7.3 Torr and an upper pressure of 12.6 Torr. A  fi nal pressure 
of 7.3 Torr of water vapor produces a relative humidity of 97% 

  3.  Methods

  3.1.  ESEM Imaging 
of Plant Tissue

  3.1.1.  Prepare the 
Microscope and Cooling 
Stage

  3.1.2.  Prepare the Tissue

  3.1.3.  Pumpdown 
and Final Pressure
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for specimens cooled to 7°C. A variety of  fi nal pressure and 
temperature conditions have been explored by other authors 
(see  Note 7 ).  

    3.    As discussed previously, high relative humidity achieved by low 
temperature and low pressure conditions is likely to be favorable 
for imaging, particularly at low voltage, whereas high relative 
humidity generated by higher temperature, higher pressure 
conditions is potentially more suited to dynamic experiments on 
active cells, such as imaging stomatal movements. The chamber 
conditions necessary to maintain a sample in a suitable condi-
tion for imaging is highly sample dependent (see  Note 8 )  (  17  ) .      

      1.    All the experiments described here were conducted using an 
FEI XL30 FEG ESEM and involved detecting the secondary 
electron (SE) signal which provides topographic contrast.  

    2.    The needle detector, developed by Toth and Baker  (  10  )  and 
capable of imaging at high gas pressures, is used to collect this 
SE signal.  

    3.    An accelerating voltage of 3–10 kV is recommended; the beam 
voltage should be as low as possible, determined by the instru-
ment performance, particularly if sample viability is an impor-
tant factor (see  Note 9 ). Two example images are presented in 
Fig.  5  and  6 .        

      1.    It is important to ensure that the features observed are not 
artefactual i.e., a result of damage due to the beam or the 
chamber conditions. It is good practice to compare the  fi nal 
image of the area of interest with the initial images and to image 
a region of epidermis not previously scanned for comparison.  

  3.1.4.  Imaging

  3.1.5.  Beam Damage 
Considerations

  Fig. 4.    Chamber setup. An annotated CCD image of the interior of the ESEM chamber. The stage may be tilted to better 
expose the topography.       
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    2.    Beam damage can be minimized by lowering the beam voltage 
(see  Note 10 ), lowering the magni fi cation or blanking the 
beam between images if a time sequence is needed. Working 
quickly is advantageous to minimize any structural changes to 
an uncoated sample. An example of a beam damaged sample in 
presented in Fig.  7 .        

  Fig. 5.    A secondary electron image of a closed  Tradescantia  stomatal pore in a region of 
elongated epidermal cells  close  to a vein.       

  Fig. 6.    A secondary electron image of a single  Tradescantia  stomatal pore, partially  open . 
The stage is tilted to enhance the topographic contrast.       
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       1.    Cells should be cultured using the appropriate protocol and 
seeded onto a small glass coverslip (see  Note 11 ).  

    2.    Fix these cells for 1 h in 4% glutaraldehyde ( see  Note 12). If 
the cells need to be stored or transported to the imaging facility, 
transfer them to PBS.      

      1.    The cells are gently rinsed with distilled water before being 
placed on the Peltier cooling stub. This rinsing prevents salt 
crystallization obscuring the sample details as the surface liquid 
evaporates.  

    2.    The coverslip should be entirely in contact with the cooling 
stub and may be  fi xed with an adhesive carbon tab if necessary.  

    3.    The temperature of the Peltier stage should be set to a few 
degrees Celsius (typically in the range 1–4°C) and the sample 
allowed to cool.      

      1.    An optimal pumpdown procedure was developed by Cameron 
and Donald  (  8  ) . The chamber pressure must be cycled between 
an appropriate upper and lower water vapor pressure eight 
times in order to replace the air in the chamber solely with the 
water vapor needed for imaging.  

    2.    The upper and lower pressures are dependent on the sample 
temperature. For 3°C, the optimal values are 5.5 Torr and 
9.8 Torr (or at 1°C, this would be 4.8 Torr and 8.5 Torr).  

    3.    A  fi nal pressure of 4.3 Torr was found to be appropriate for 
MDM cells, which corresponded to a relative humidity of 75% 
(see  Note 13 ) at 3°C.      

  3.2.  ESEM Imaging 
of Mammalian Cells

  3.2.1.  Cell Culture 
and Fixation

  3.2.2.  Sample Preparation

  3.2.3.  Reaching Imaging 
Pressure

  Fig. 7.    An example of characteristic beam damage to plant surface tissue; the epidermal 
cells exposed to the beam appear de fl ated. Beam voltage 10 kV, spotsize 3 (calculated 
probe current 130 pA).       
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      1.    When the sample chamber has achieved the desired pressure, 
switch on the electron beam and reduce the working distance.  

    2.    Keep the sample close to the aperture, which should ideally be 
 fi tted with a cone to reduce the electron path length through 
the imaging gas.  

    3.    To focus, examine a small feature at high magni fi cation. It is 
advantageous to use a relatively slower scan rate over a reduced 
scan area during this process.  

    4.    Correct any astigmatism in the image at this point.  
    5.    The optimal imaging parameters for any sort of ESEM imag-

ing are highly sample speci fi c; the accelerating voltage and 
beam current (referred to as spotsize in FEI microscopes) 
should be varied to achieve the maximum contrast and maxi-
mum resolution (see  Note 14 ). The optimum imaging condi-
tions for  fi xed human MDMs, in terms of image quality, were 
approximately 0.4–1.6 nA, 4–7 kV  (  14  ) .  

    6.    Beam damage, particularly at high magni fi cations (see  Note15 ), 
is another important imaging consideration; therefore, it may 
be desirable to lower the beam voltage whilst adjusting the 
beam current to maintain an acceptable signal to noise ratio.  

    7.    Fixed samples can be imaged for extended periods of time 
(e.g., 1 h) with limited changes in morphology due to chamber 
conditions, provided beam damage is kept to a minimum. 
Some example secondary electron images of  fi xed mammalian 
cells are presented in Figs.  8  and  9 .         

  3.2.4.  Imaging Parameters

  Fig. 8.    An ESEM image of an MDM cell showing  fi ne detail including  fi lopodia. The cell was 
 fi xed in 4% glutaraldehyde and rinsed in deionized water before imaging; temperature 
1°C, vapor pressure 1.9 Torr (39% RH), beam voltage 5 kV, FEI spotsize 5 (calculated cur-
rent 1.57 nA).       
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       1.    Culture the bacteria using the appropriate protocol—ideally in 
liquid medium, although agar plates can be used.  

    2.    If using colonies on agar, extract suf fi cient quantities of bacte-
ria and resuspend them in water. Five 2 mm colonies in 0.6 mL 
of water should be suitable.      

      1.    Remove any solutes from the bacterial suspension. This is 
essential; otherwise, the sample will be obscured by salt crystals 
during ESEM–STEM imaging.  

    2.    This procedure is based on  Escherichia coli  cultured in LB 
medium for 16 h. 0.5 mL of culture medium is spun in a desk-
top centrifuge at 17,000 ×  g  for 1 min (see  Note16 ).  

    3.    The supernatant should be removed and replaced with sterile 
distilled water (SDW) (see  Note 17 ). This washing procedure 
should be carried out a further three times, to ensure complete 
removal of all solutes.  

    4.    The resulting suspension of bacterial culture medium should 
then be diluted with SDW or concentrated down by one more 
centrifugation to a level of 10 7  to 10 8  colony-forming units 
per mL. For reference, one 2 mm  E. coli  colony on agar 
removed to LB medium and cultured for 16 h at 37 º C will 
need diluting by approximately a factor of two.  

    5.    Too high a concentration of bacteria will result in multilayer 
clusters which in turn provide poor image quality, whereas too 
low a concentration will result in dif fi culty  fi nding specimens 
to image.      

  3.3.  ESEM–STEM 
of bacteria

  3.3.1.  Cell Culture 
and Resuspension

  3.3.2.  Washing Procedure

  Fig. 9.    An ESEM image of an oligodendrocyte contacting a bundle of dorsal root ganglion 
axons; temperature 5°C, vapor pressure 5.5 Torr (85% relative humidity), beam voltage 
5 kV, FEI spotsize 4 (calculated current 398 pA).       
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      1.    Install the Wet STEM detector in the ESEM chamber.  
    2.    Place a carbon  fi lm-coated TEM grid (with the  fi lm facing 

upwards) in the ESEM—STEM detector’s sample holder.  
    3.    Dispense a 0.3  μ L droplet of cleaned bacteria suspension in the 

middle of the TEM grid, as shown in Fig.  10 .   
    4.    The closed sample holder is  fi tted in the STEM detector and 

Peltier stage as pictured in Fig.  11 .   
    5.    The detector is represented schematically in Fig.  12 .       

      1.    To keep samples hydrated, set the temperature to 1°C.  
    2.    Set the  fi nal pressure to 5 Torr and purge six times from 6 to 

9 Torr (see  Note 18 ).  
    3.    Four droplets of water may be placed on the microscope stage 

 (  18  )  to reduce evaporation from the sample during pumpdown 
(see  Note 19 ).  

  3.3.3.  Sample Placement

  3.3.4.  Reaching Imaging 
Pressure

  Fig. 10.    Image of a TEM grid inside the FEI Wet STEM detector’s sample holder ( see  Fig.  11  
for the entire assembly) along with an example of the droplet size required for imaging.       

  Fig. 11.    Image of the packaged FEI Wet STEM detector assembled and with a TEM grid 
inside.       
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    4.    When the microscope has  fi nished purging, reduce the pres-
sure to 4 Torr to expose the bacteria. At these conditions the 
 fi nal relative humidity will be 82%. This procedure is found to 
evaporate suf fi cient water to expose the bacteria for imaging, 
but is not so harsh as to induce collapse.  

    5.    Under some circumstances it may be instructive to deliberately 
collapse the bacterium (see  Note 20 ).  

    6.    Once the bacteria are suf fi ciently exposed, they may then be 
imaged.      

      1.    The accelerating voltage used for ESEM-STEM is higher than 
the normal SEM operating voltage of 5–10 kV. A beam energy 
in the range of 20–30 keV was found to provide the best bal-
ance between contrast (see  Note 21 ) and resolution loss due to 
beam spreading within the sample (see  Note 22 ). 25 kV has 
been used for the example images presented here.  

    2.    As the samples being imaged are un fi xed and in a high humid-
ity environment, the probe current was set relatively low to 
reduce beam damage  (  19  )  (see  Note 23 ). Spot size 3 on an 
FEI XL30  fi eld-emission ESEM and a 30  μ m  fi nal aperture are 
used, corresponding to a (calculated) probe diameter of 3 nm 
and a measured beam current of 150 pA.  

    3.    An example ESEM–STEM image of a hydrated bacterium is 
presented in Fig.  13 .       

      1.    As for all biological material imaged in the ESEM, it is advis-
able to image using minimum exposure methods to reduce the 
dose to the sample.  

    2.    These techniques include focusing and stigmating on unim-
portant features on the grid, navigating to the point of interest 
at low magni fi cation and fast scan, then zooming in and taking 
one slow-scan image.      

  3.3.5.  Imaging Parameters

  3.3.6.  Beam Damage 
Considerations

  Fig. 12.    A schematic diagram showing the important components of a Wet STEM detector and 
their relative positioning. The sample on its TEM grid is held in thermal contact with a tem-
perature-controlled copper arm while suspended over a semiconductor detector crystal.       
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      1.    After working with live bacteria the instrument should be 
cleaned (see  Note 24 ).  

    2.    Clean the interior of the microscope and any accessory compo-
nents (e.g., Wet STEM detector) with 70% ethanol.  

    3.    Put the microscope into high vacuum mode to inactivate any 
remaining organisms. 15 min of high vacuum is suf fi cient to 
inactivate the hazard group 1 organism  E. coli  DH5 α ; how-
ever, longer times and more stringent safety precautions may 
be needed for different or higher risk microorganisms. Safe 
handling of biological samples in the microscopy lab is dis-
cussed in greater detail in the appendix.        

 

     1.    If you intend to image the closure of stomatal pores, some 
additional steps are necessary. Firstly, to ensure that the sto-
mata are open, transfer the plant to a high humidity, high light 
environment for 1–2 h. Once the  fi rst images of open pores are 
taken, the temperature of the sample stage may be increased to 
accelerate stomatal closure as required by the user. Images can 
then be taken at the desired time intervals with the appropriate 
steps taken to minimize beam damage. For further details of 
this protocol please consult McGregor and Donald  (  13  ) .  

    2.    Users wishing to conduct SE imaging of bacteria may wish to 
adopt the sample preparation and washing procedures presented 

  3.3.7.  Microscope 
Decontamination

  4.  Notes

  Fig. 13.    A bright- fi eld ESEM–STEM image of a hydrated  Escherichia coli  bacterium (4 Torr, 
1°C). A double-membrane structure around the edges of the bacterium (indicated by the 
 arrow ) is visible in this image. This image was taken at 25 kV and with a beam current 
of 150 pA.       
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in Subheadings  3.3.1  and  3.3.2 . A small (e.g., 30  μ L) droplet of 
this bacterial suspension should then be placed on a glass cover-
slip and cooled following the steps presented in Subheading  3.2.2  
(excluding the  fi rst point) of the mammalian protocol. 
Pumpdown and imaging should then proceed as described in 
Subheadings  3.2.3  and  3.2.4 . The  fi nal relative humidity should 
exceed 50% and humidity should not be reduced below this 
level during imaging. This corresponds to a pressure of 2.8 Torr 
at 3°C. Imaging time should be kept to less than 20 min (as 
counted from reaching  fi nal relative humidity conditions) as 
after this time, bacterial viability starts to fall . This effect is inde-
pendent of the relative humidity, provided that it is above 50%. 
After 20 min damage can be observed in the development of 
more  fl attened bacterial morphologies and surface wrinkling.  

    3.    Copper cytotoxicity is not a problem for these studies. If the 
use of copper does pose potential problems, it is possible to use 
formvar on gold  (  20  ) .  

    4.    The cooling plate should be made of a material of high thermal 
conductivity. A copper plate was used in this case. For very 
large plates it is likely that the temperature at the periphery will 
not be equal to that close to the Peltier chip and therefore the 
relative humidity will be lower than anticipated at these periph-
eral locations.  

    5.    The protective  fi lm covering the adhesive carbon tab should 
not be removed while the stage is being cooled as it is likely that 
the temperature the stage is set to will be below the dew point 
of the air in the microscope room. Consequently droplets of 
water vapor will condense on the stage and carbon tab causing 
it to lose its adhesive properties if it is not covered. Remove the 
 fi lm immediately prior to introducing the tissue sample.  

    6.    The plant used in our studies was  Tradescantia andersonia , a 
monocot with waxy grass-like leaves and viscous sap. We sus-
pect that the cut edge sealed as the viscous sap dried into a 
plug during pumpdown. We also experimented with dicotyle-
donous plants using small leaves cut at the stem  (  21  ) . To pro-
tect the tissue from excessive water loss during pumpdown the 
cut stem was sealed in a pipette tip, blocked at the end and 
 fi lled with degassed water. The stem was sealed in with blue tac 
and the seal wrapped with para fi lm. It was important to elimi-
nate any air in the pipette tip; otherwise, the water would 
escape through any holes created when the expanding gas 
forces its way out into the partial vacuum.  

    7.    Stabentheiner et al.  (  17  )  established that dehydration-resistant 
samples (see  Note 8 ) can be imaged in hydrating conditions 
(5°C, 4–6 Torr) without any structural changes for up to 
30 min. These authors also explored the use of ESEM with low 
gas pressures (under 1 Torr) and without sample cooling; this 
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is referred to as low vacuum (LV) ESEM. The relative humidity 
during LV experiments was under 5%. Whilst secretion prod-
ucts and dehydration-sensitive plant tissues are rapidly dehy-
drated and altered in these conditions, epidermal cells and 
trichomes could be observed for up to 15 min.  

    8.    Stabentheiner et al.  (  17  )  examine the suitability of ESEM for a 
range of plant tissue samples. Surface tissues typically have imper-
meable cuticles and thick cell walls. Leaf surfaces and trichomes 
together with associated epicuticular waxes and inorganic 
surface layers therefore represent examples of dehydration-
resistant samples. More dehydration-sensitive plant tissues 
were also examined to assess how they responded to ESEM 
investigation. Callus cells, cultured in high humidity condi-
tions have thin cell walls and thin cuticles. If the samples were 
maintained in hydrating conditions (“wet ESEM” 5°C, 
4–6 Torr), the surface layer of  fl uid obscured the surface detail. 
On evaporating this layer however, the cells collapsed  (  17  ) . 
This is similar to the response of mammalian cells to ESEM 
imaging  (  14  ) . Stigmatic tissue is also desiccation sensitive; 
however, the surface of these cells is covered in a secretion 
layer (proteins and lipids) which offers some protection. 
Stabentheiner  (  17  )  also reports that ESEM is unsuitable for 
imaging epicuticular waxes in either LV or wet ESEM mode 
due to melting and poor contrast.  

    9.    Viability of  Allium cepa  cells has been shown to be strongly 
dependent on the imaging parameters selected  (  2  ) . The total 
dose to the sample could be reduced by reducing the 
magni fi cation, beam current, imaging time, etc. The total 
acceptable dose was observed to vary strongly with accelerat-
ing voltage, with striking increases in survival probability asso-
ciated with lowering the beam voltage. Taking a typical low 
voltage imaging protocol as an example, after 30 min of imag-
ing at ×8,000 magni fi cation with a 5 KV beam, 70% of cells 
remained viable  (  2  ) .  

    10.    To reduce free radical damage Royall et al.  (  18  ) , suggest that 
lowering the beam voltage is favorable, even if this means 
increasing the current to maintain an adequate signal to noise 
ratio. Whilst lowering the accelerating voltage is in general an 
attractive solution to beam damage problems, it is worth not-
ing that lower voltage beams are less penetrating and can con-
centrate energy in the surface tissue and therefore may be more 
damaging in some circumstances.  

    11.    In these experiments glass coverslips were used but a conduc-
tive substrate may be preferable. Indium tin oxide (ITO) has 
been suggested as this is both electrically conductive and opti-
cally transparent. Transparency is advantageous if the samples 
will be imaged using transmission light microscopy. Previous 
authors  (  22  )  have suggested silicone wafers, chips, or metallic 
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foils (coated in Matrigel or similar) may be a suitable conductive 
substrate for cells undergoing ESEM imaging. However, in the 
authors’ experience no visible evidence of sample charging was 
observed when imaging mammalian cells on glass. Smaller glass 
coverslips are advisable to ensure that the material  fi ts on the 
cooling stage; regions of the coverslip overhanging the sample 
stub will not be cooled as effectively and will undergo dehydra-
tion damage.  

    12.    In preliminary studies involving ESEM imaging of an oligo-
dendrocyte (mouse) and DRG cell (rat) coculture  (  23  ) , it 
seemed that  fi xation in glutaraldehyde offered more resistance 
to beam damage than paraformaldehyde  fi xation.  

    13.    This  fi nal pressure need not be prescriptive as the appropriate 
relative humidity is highly sample dependent. Stokes et al.  (  24  )  
observed that relative humidities in the range of 50–85% are 
generally most suitable for imaging the biological samples they 
studied, although lower relative humidities can be withstood 
by cells after  fi xation. Selecting a very low relative humidity 
increases the chance of sample damage, particularly shrinkage 
over time.  

    14.    The resolution in the ESEM is very sample dependent, and 
necessarily lower than that achieved with metal coated samples 
as the penetration depth of the beam into materials with low 
atomic number (i.e., carbon-based biological material, mem-
branes, cytoplasm, etc.) is much higher. The resulting larger 
interaction volume and greater escape depth leads to a loss of 
resolution for uncoated biological specimens  (  5  ) . When 
attempting to improve the resolution, lowering the beam volt-
age can be advantageous as this lowers the interaction volume 
and localizes the signal to the surface layers. To achieve an 
acceptable signal to noise ratio at low voltage given the degree 
of scattering caused by the water vapor molecules, the beam 
current should be increased. However a very large beam cur-
rent or scanning “spotsize” may ultimately impose a limit on 
resolution itself.  

    15.    In the case of human MDMs, beam damage manifests itself as 
membrane blebbing and mass loss. Bubbling of the Matrigel 
coating on coculture coverslips was also observed. It can be 
helpful to focus and optimize beam conditions on an area of 
the sample which is not of signi fi cant interest. It is prudent to 
minimize high magni fi cation imaging and beam exposure time 
of the areas interest on the specimen as this will reduce the 
likelihood of beam damage artifacts.  

    16.    If imaging the bacterial  fl agellae is of interest, the bacteria 
should be centrifuged with less force for a longer time period. 
The washing protocol described here resulted in very few 
 fl agellae visible in  E. coli  samples.  
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    17.    Whilst bacteria, with their thick cell wells, are not as susceptible 
to osmotic shock as mammalian cells, they are nevertheless 
subject to structural changes following exposure to a distilled 
water environment. As the protocol here involves removal of 
the bacteria from the culture medium and resuspension in dis-
tilled water, imaging should be carried out as soon as possible 
after resuspension. Clear structural changes to bacteria which 
were stored for 5 h in SDW were observed, whilst bacteria 
imaged after only 2 h of storage were indistinguishable from 
fresh bacteria. We conclude that although the sample should 
ideally be imaged as soon as possible, there is a 2 h time win-
dow in which imaging can take place before the effects of 
osmotic damage become apparent.  

    18.    While the original work by Cameron & Donald  (  8  )  purged for 
longer, the sample droplet was found to be still present after only 
six cycles and so any further purging was deemed unnecessary.  

    19.    The water droplets evaporate preferentially as they are uncooled. 
This can be seen by observing the sample in the microscope dur-
ing pumpdown using the inbuilt CCD detector. This additional 
step prevents rapid loss of surface water from the sample droplet 
in the early stages of the pumpdown and gives signi fi cant 
improvements in the level of sample viability after imaging.  

    20.    Dehydration-driven collapse can be used as a form of contrast 
enhancement  (  25  ) . To do this, do not use any temperature 
control, set the  fi nal pressure to 1 Torr, and purge  fi ve times 
from 2 to 9 Torr. This has the effect of collapsing the bacte-
rium around its most structurally sound elements: potentially 
around the cytoskeleton  (  26  ) , or in the case of the bacterium 
 Cupriavidus necator  around large plastic granules  (  12  ) . An 
example of  E. coli  bacteria subjected to dehydration-induced 
collapse is presented in Fig.  14 .   

    21.    In STEM ESEM imaging contrast is generated by Rutherford 
scattering which scales with the reciprocal of the square of inci-
dent beam energy.  

    22.    Beam spreading, which degrades the resolution, increases as 
the incident beam energy is decreased.  

    23.    The authors observed two main effects of irradiation. Firstly, at 
high humidity and relatively low levels of irradiation, water 
accumulated around the imaged bacterium. A possible expla-
nation for this may be that the beam ionizes the sample and 
grid, making it hydrophilic and thus causing it to condense 
water from the chamber atmosphere. This extra water will then 
obscure the bacteria and cause a noticeable drop in image qual-
ity. Secondly, physical damage to the imaged bacterium may 
occur, particularly at high magni fi cations. This beam damage 
usually manifests itself as mass-loss in the scanned area (corre-
sponding to a lightening of the scanned region in bright- fi eld 
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conditions) in some cases accompanied by localized areas of 
extreme ablation. An example of the characteristic beam dam-
age caused by scanning a reduced area of the bacterium is 
shown in Fig.  15 .   

    24.    Traditional disinfectants like Virkon should not be used as they 
leave a salt residue as they evaporate which would contaminate 
the ESEM.          

  Fig. 14.     E. coli  bacteria imaged under dehydrating conditions (1 Torr, 20°C). The bacteria 
have collapsed into two dense regions at the poles (indicated by the  arrow ), connected by 
a thinner dense band running down the length of the cell. This image was taken at 25 kV 
and with a beam current of 150 pA.       

  Fig. 15.    The effect of beam irradiation on  E. coli  bacteria held under hydrating conditions 
(4 Torr, 1°C). The area  highlighted  within the  box  was irradiated for 1 min with a 25 kV 
beam (2,500 electrons per second per nm 2 ).       
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These protocols draw on the authors’ experience working with 
 E .  coli  bacteria and monocyte-derived macrophages. Category 1 
samples are de fi ned in as being unlikely to cause human disease. 

  Cells were prepared in appropriate laboratory conditions. Well 
plates containing cells in culture were sealed with sealing tape and 
samples were then sealed inside a box for transport to the micros-
copy suite. Gloves were used for sample handling and sample boxes 
were kept closed when not in use. Glass slides were removed from 
the well plate and placed into the microscope for imaging using 
tweezers. Tweezers were then soaked in 70% alcohol. Any spills 
were wiped up with tissue then cleaned with 70% alcohol. Any 
areas such as the sample holder which came into contact with sam-
ples were also cleaned with 70% alcohol after use. Gloves, tissue for 
cleaning, and any remaining samples were sealed in plastic bags 
and transported back to the in-house Category 1 biolab for dis-
posal through the normal methods (autoclaved before disposal). 
Where samples were to be retained for further investigation after 
imaging, they were returned to a clean well plate after removal 
from the microscope with tweezers, which was subsequently sealed 
for transport as already described and transported back the 
Category 1 biolab for further analysis  

  Bacteria were prepared in appropriate laboratory conditions. 
Samples were sealed in falcon tubes which were then sealed inside 
a further plastic container for transport to the microscopy suite. 
Handling was broadly similar to that described above. However, 
liquid samples had to be transferred by pipette from the falcon 
tube to a glass slide or TEM grid for imaging. Here, care was taken 
not to create aerosols and pipette tubes or tips were disposed of 
with other waste after use, as described above.   

  5.  Appendix: Safe 
Handling of 
Biological Samples 
in the Microscopy 
Lab

  5.1.  Handling Category 
1 Samples

  5.1.1.  Mammalian Cells

  5.1.2.  Bacteria
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  This section draws on the authors experience in handling  C. jejuni  
bacteria, which can carry a signi fi cant health risk and are catego-
rized as a Category 2 sample. 

 Category 2 materials require more care in their handling and 
use as they can cause human disease and may be a hazard to employ-
ees; however is unlikely to spread to the community and there is 
usually effective prophylaxis or treatment available. The main 
method used to minimize the risk of infection is the use of extremely 
low numbers of cells—for microscopy only very small numbers of 
individual cells are required. However, suitable care was also 
required in the transport, handling, and disposal of these samples. 

 Samples were prepared in an appropriately classi fi ed labora-
tory. Before using any samples, 1 day was spent there training the 
microscopist in the preparation and handling of these samples in 
order to improve techniques. Samples were prepared in this labora-
tory and were then double boxed and placed inside a plastic con-
tainer sealed with biohazard warning tape for transport to the 
microscope suite where imaging would take place. Here, appropri-
ate equipment for the handling of the materials had already been 
assembled. 

 Before opening the sample, the door to the room was closed 
and a biohazard warning sign placed on the door. No one else was 
allowed to enter the room whilst experiments were taking place. 
A blue lab coat (elasticated at neck and cuffs) was worn while han-
dling samples along with latex gloves. Samples were restricted to a 
small area of the room, working on a clear surface next to the 
microscope chamber. 2% Virkon solution and 70% alcohol were 
available at all times for cleaning as well as an antibacterial alcohol-
based handwash for use between sample handling events. Samples 
remained sealed at all times, except when a small amount of sample 
was being removed for imaging. In these cases, the sample would 
be opened and a small quantity removed using a pipette and placed 
onto a glass slide already in place in the microscope, taking care not 
to make aerosols. Filter top pipette tips were used and these were 
disposed into a marked biohazard waste bin after removal from the 
microscope, as were gloves used during sample handling. 

 Great care was taken to avoid cross contamination using best 
handling practices. If there were any spillages, they were wiped up 
with tissue and placed into the biohazard bin, then cleaned with 
2% Virkon solution (if outside the microscope) or alcohol (if inside 
the microscope). All equipment was cleaned with 2% Virkon solu-
tion after use and the interior of the microscope was cleaned with 
alcohol. All equipment was stored sealed into a specially labeled 
box. The biohazard waste bin was swabbed with alcohol, double 
bagged and sealed using cable ties, marked with biohazard warning 
tape and returned to the laboratory for disposal.    

  5.2.  Handling Category 
2 Samples



516 J.E. McGregor et al.

   References 

    1.    Danilatos GD (1993) Introduction to the ESEM 
instrument. Microsc Res Tech 25:354–361  

    2.    Zheng T, Waldron KW, Donald AM (2009) 
Investigation of viability of plant tissue in the 
environmental scanning electron microscopy. 
Planta 230:1105–1113  

    3.    Goldstein JI, Newbury DE, Echlin P, Joy DC, 
Fiori C, Lifshin E (1981) Scanning electron 
microscopy and X-ray microanalysis. Plenum 
Press, New York  

    4.    Donald AM (2003) The use of environmental 
scanning electron microscopy for imaging wet 
and insulating materials. Nat Mater 2:511–516  

    5.    Stokes DJ (2008) Principles and practice of vari-
able pressure/environmental scanning electron 
microscopy (VP-ESEM). Wiley, Chichester, UK  

    6.         Haynes WM (2011) (ed) CRC handbook of 
chemistry and physics, CRC Press, Boca Raton, 
Florida  

    7.    Tai SSW, Tang XM (2001) Manipulating bio-
logical samples for environmental scanning 
electron microscopy observation. Scanning 
23:267–272  

    8.    Cameron RE, Donald AM (1994) Minimizing 
sample evaporation in the environmental scan-
ning electron-microscope. J Microsc 173:
227–237  

    9.       Philips Electron Optics (1996) Environmental 
scanning electron microscopy: an introduction 
to ESEM. Robert Johnson Associates, El 
Dorado Hills, California  

    10.    Toth M, Baker FS (2004) Secondary electron 
imaging at gas pressures in excess of 15 torr. 
Microsc Microanal 10(suppl2):1062–1063  

    11.    Jackson JD (1999) Classical electrodynamics, 
3rd edn. Wiley, New York  

    12.    Thomson NM, Channon K, Mokhtar NA, 
Staniewicz L, Rai R, Roy I, Sato S, Tsuge T, 
Donald AM, Summers D, Sivaniah E (2011) 
Imaging internal features of whole, un fi xed 
bacteria. Scanning 33:59–68  

    13.    McGregor JE, Donald AM (2010) ESEM imag-
ing of dynamic biological processes: the closure 
of stomatal pores. J Microsc 239:135–141  

    14.    Kirk SE, Skepper J, Donald AM (2009) 
Application of environmental scanning electron 
microscopy to determine biological surface 
structure. J Microsc 233:205–224  

    15.    Collins SC, Pope RK, Scheetz RW, Ray RI, 
Wagner PA, Little BJ (1993) Advantages of 
environmental scanning electron microscopy in 
studies of microorganisms. Microsc Res Tech 
25(398):405  

    16.    Bogner A, Jouneau PH, Thollet G, Basset D, 
Gauthier C (2007) A history of scanning elec-
tron microscopy developments: towards “wet-
STEM” imaging. Micron 38:390–401  

    17.    Stabentheiner E, Zankel A, Polt P (2010) 
Environmental scanning electron microscopy 
(ESEM)—a versatile tool in studying plants. 
Protoplasma 246:89–99  

    18.    Royall CP, Donald AM (2002) Optimisation of 
the environmental scanning electron micro-
scope for observation of drying of matt water-
based lacquers. Scanning 24:305–313  

    19.    Royall CP, Thiel BL, Donald AM (2001) 
Radiation damage of water in environmental 
scanning electron microscopy. J Microsc 204:
185–195  

    20.   Guthrie S (2008) Exploration of the use of 
ESEM for the study of biological materials. 
PhD thesis, University of Cambridge  

    21.   McGregor JE (2010) Imaging dynamic bio-
logical processes. PhD thesis, University of 
Cambridge  

    22.    Mestres P, Putz N, Laue M (2003) Applications 
of ESEM to the study of biomedical specimens. 
Microsc Microanal 9(suppl3):490–491  

    23.       McGregor JE, Wang Z, ffrench-Constant C, 
Donald AM (2010) Microscopy of myelina-
tion. In: Mendez-Vilas A, Diaz Alvarez J (eds) 
Microscopy: science, technology, applications 
and education, 2nd edn. Formatex Research 
Center, Badajoz, Spain, pp 1185–1195  

    24.    Stokes DJ, Rea SM, Best SM, Bon fi eld W 
(2003) Electron microscopy of mammalian cells 
in the absence of  fi xing, freezing, dehydration, 
or specimen coating. Scanning 25:181–184  

    25.      Staniewicz L, Donald AM, Stokes DJ, 
Thompson N, Sivaniah E, Grant A, Bulmer D, 
Anjam Khan CM (2011) The application of 
STEM and in-situ controlled dehydration to 
bacterial systems using ESEM, Scanning. doi: 
10.1002/sca.21000  

    26.    Graumann PL (2007) Cytoskeletal elements in 
bacteria. Annu Rev Microbiol 61:589–618    



517

Douglas J. Taatjes and Jürgen Roth (eds.), Cell Imaging Techniques: Methods and Protocols, Methods in Molecular Biology, 
vol. 931, DOI 10.1007/978-1-62703-056-4_27, © Springer Science+Business Media, LLC 2013

    Chapter 27   

 Environmental Scanning Electron Microscopy Gold 
Immunolabeling in Cell Biology       

     Francesco   Rosso      ,    Ferdinando   Papale      , and    Alfonso   Barbarisi        

  Abstract 

 Immunogold labeling (IGL) technique has been utilized by many authors in combination with scanning 
electron microscopy (SEM) and transmission electron microscopy (TEM) to obtain the identi fi cation/
localization of receptors and antigens, both in cells and tissues. Environmental scanning electron microscopy 
(ESEM) represents an important tool in biomedical research, since it does not require any severe process-
ing of the sample, lowering the risk of generating artifacts and interfere with the IGL procedure. The 
absence of metal coating could yield further advantages for our purpose as the labeling detection is based 
on the atomic number difference between nanogold spheres and the biological material. Using the gaseous 
secondary electron detector, compositional contrast is easily revealed by the backscattered electron component 
of the signal. In spite of this fact, only few published papers present a combination of ESEM and IGL. 
Hereby we present our method, optimized to improve the intensity and the speci fi city of the labeling 
signal, in order to obtain a semiquantitative evaluation of the labeling signal. 

 In particular, we used a combination of IGL and ESEM to detect the presence of a protein on the cell 
surface. To achieve this purpose, we chose as an experimental system 3T3 Swiss albino mouse  fi broblasts 
and galectin-3.  

  Key words:   Immunogold labeling ,  Environmental scanning electron microscopy ,  Surface protein 
detection ,  Silver enhancement reaction    

 

 The development of immunochemical techniques is one of the 
emerging  fi elds in biological and medical sciences. Colloidal gold 
labeling techniques were  fi rst introduced by Faulk and Taylor  (  1  )  
when they absorbed anti-salmonella rabbit gamma globulins to 
gold particles for one-step identi fi cation and localization of salmo-
nella antigens. Gold particles may be conjugated to primary anti-
bodies for one-step identi fi cation of antigens, but are more usually 
employed as secondary antibody labels. 

  1.  Introduction
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 In some instances, the identi fi cation of cellular components 
with immunogold labeling (IGL) by scanning electron microscopy 
(SEM) was restricted due to dif fi culties in resolving the particles 
and charging of non-sputtered specimens under the electron beam 
 (  2  ) . Improved resolving power of SEM instruments, the use of 
backscattered electron (BSE) imaging, and deposition of cells 
directly onto metal stubs with carbon coating have greatly improved 
this situation and the method is now considered to be extremely 
sensitive and speci fi c, giving rapid analysis of protein distribution 
over wide areas of cells and tissue structures  (  3,   4  ) . 

 The introduction of the environmental scanning electron 
microscope (ESEM), working in gaseous atmosphere, represented 
a new perspective for many researchers in the biological  fi eld. 
ESEM is a relatively new technique that makes it possible to 
examine practically any material, including biological tissues, wet 
or dry, insulating or conducting, because it allows the introduction 
of a gaseous environment into the specimen chamber. 

 The choice of tissue processing procedures is fundamental for 
ef fi cient detection and quanti fi cation of target antigens in cells by 
IGL electron microscopy. Many steps from conventional SEM 
preparation protocols, although attempting to preserve sample 
ultrastructure, also affect the native antibody binding activity of 
the antigen under study  (  5  )  and can interact negatively with the 
immunolabeling process. 

 Many monoclonal antibodies work well only against fresh anti-
gens but they recognize still those mildly  fi xed  (  6  ) . Glutaraldehyde 
can often cause collapse of antigens, whilst all aldehyde  fi xatives 
produce charged residues that are responsible both for antibody 
electrostatic interactions and silver precipitation. On the other hand, 
osmication and dehydration can cause loss of gold nanoparticles. 

 Although a great number of biomedical samples have been 
analyzed using ESEM, in many works the authors have reported 
their dif fi culties in dealing with wet samples  (  7,   8  )  and still used 
one or more steps from conventional SEM sample preparation 
protocols. In our experimental work on cell cultures and tissues, 
we obtained high-resolution ESEM images on natural samples that 
underwent only a mild  fi xation  (  9,   10  ) . 

 In ESEM, a gaseous detection device enables images to be 
obtained by secondary electrons (SE). This signal is mixed with the 
BSE image to provide strong material and morphological contrast. 
As there is no need for conductive coating of biological material, 
immunophenotypic characterization of cells can be achieved by 
staining with colloidal gold (conjugated antibodies) followed by 
silver enhancement reaction to enlarge gold particle dimensions, 
thereby providing a better signal also at low magni fi cation. 

 SE imaging (generated by inelastic collisions) is the main 
method for examining structural characteristics of specimens, while 
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BSE (generated by elastic collisions) imaging offers less resolution 
power but reveals compositional differences. Because of the 
nonconductive nature of biological specimens, ESEM imaging of 
colloidal gold stained samples offers a very strong contrast signal 
due to SE-BSE mixed components, thus making it very simple to 
identify the immunopositive cells in the microarchitecture of the 
tissue  (  11  ) . 

 Here, we present an optimized method that employs the 
combination of ESEM and IGL techniques to the high-resolution 
identi fi cation/localization of speci fi c proteins on the cell surface. 
Furthermore, we have tested the reliability and the advantages of a 
semiquantitative analysis for the interpretation of speci fi c marker 
labeling patterns. This kind of approach has been followed previ-
ously in many TEM-based studies  (  12,   13  ) , but rarely in SEM/
ESEM  (  14,   15  ) . 

 In other words, we want to achieve a full exploitation of ESEM 
advantages in the biological  fi eld through the possibility of imaging 
the sample after minimum processing while keeping it highly 
hydrated. 

 For this protocol development, we chose to study galectin-3, a 
protein currently under study in our laboratory. Galectin-3 is a 
glycoprotein predominantly located in the cytoplasm, although it 
has also been detected in the nucleus, on the cell surface, or in the 
extracellular environment, suggesting a multifunctionality of this 
molecule. Its extracellular location on the cell surface and in the 
extracellular milieu indicates its participation in cell–cell and cell–
matrix adhesion  (  16  ) .  

 

     1.    Anti-galectin-3 mouse monoclonal antibody (mouse monoclonal 
IgG, 1 mg/mL, Af fi nity BioReagents).  

    2.    Nanogold 1 —anti-Rabbit IgG (80 mg/mL; Nanoprobes, 
Yaphank, NY).  

    3.    LI Silver Enhancement Kit (Molecular Probes, Invitrogen).  
    4.    Bidistilled water (18.2 m Ω ).  
    5.    Glass coverslips (TAAB, Berks, U.K).  
    6.    PBS buffer without calcium and magnesium (Euroclone).  
    7.    TBST buffer: 20 mM Tris–HCl, pH 7.5, containing 500 mM 

and 0.1% vol/vol tween-20.  
    8.    Methanol (SIGMA-ALDHRICH).      

  2.  Materials
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  Here we describe the galectin-3 IGL on 3T3 Swiss albino mouse 
 fi broblasts, but this method can be used for other cell membrane 
epitopes as well (see Note 1):

    1.    Swiss 3T3 cells seeded at 1×10 4  cell/well are grown for 1 day 
on glass discs (see Note 2).  

    2.    Rinse cells two times with PBS (preheated at 37°C) and  fi xed 
for 3 min with pure methanol precooled at −20°C.  

    3.    Wash samples twice with TBST for 5 min each.  
    4.    Block samples with 1% normal serum and 5% nonfat dried milk 

in TBST for 40 min.  
    5.    Wash samples two times with TBST for 5 min each.  
    6.    Incubate samples for 1 h at room temperature with anti-galec-

tin-3 antibody diluted 1/400 in 5% nonfat dried milk diluted 
in TBST.  

    7.    Wash samples three times with TBST for 5 min each.  
    8.    Incubate samples for 1 h at room temperature with anti-mouse 

nanogold conjugated antibody diluted 1/600 in 5% nonfat 
dried milk diluted in TBST.  

    9.    Wash samples three times with TBST for 10 min each.      

  The silver enhancement reaction offers the possibility to stain the 
antigen with small particles, and then to enlarge their diameter to 
more easily detectable size. In presence of silver ions and a reduc-
ing agent, such as hydroquinone, gold particles act as catalysts to 
reduce silver ions to metallic silver, that is deposited onto the gold. 
The main advantage of silver enhancement procedure is the possi-
bility of EM observation at relative low magni fi cation and evalua-
tion of marker localization in different cell surface areas  (  17–  19  ) . 
 Silver enhancement protocol:

    1.    Wash samples three times with bidistilled H 2 O.  
    2.    Mix compound A (initiator) with compound B (enhancer) in 

the dark.  
    3.    Incubate samples with mix solution from step 2 for 10 min at 

4°C, in the dark.  
    4.    Remove the old solution and repeat step 3.  
    5.    Wash the samples three times with bidistilled H 2 O.      

  We use an FEI Quanta 200 electron microscope (FEI-Co., The 
Netherlands). Samples are imaged in ESEM mode operating at 15 kV, 
using a Peltier Stage and gaseous secondary electron detector (GSED). 

  3.  Methods

  3.1.  Galectin-3 
Immunogold Labeling

  3.2.  Silver 
Enhancement Reaction

  3.3.  Environmental 
Scanning Electron 
Microscopy
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The chamber parameters are adjusted to 4°C temperature and 
3.60 Torr pressure to achieve a relative humidity of 60%. 
 Experiments are carried out in triplicate, and low and high magni fi cation 
images are recorded. Importantly, no critical point drying or alco-
hol dehydration is carried out before ESEM observation. 

 Figure  1  shows typical results of surface anti-galectin-3 immu-
nostaining in 3T3 Swiss albino mouse  fi broblast cells imaged by 
the ESEM-IGL method.   

  Nanoparticle size and number evaluation is performed with XT 
Image Analysys Software (S.I.S F.E.I Co., The Netherlands). 
Nanoparticle size is calculated using the “arbitrary distance” mea-
suring option. 

 Nanoparticle count is performed using the “touch-count” 
option on the database images, choosing ten randomly selected 
cell surface areas of 10  μ m 2  for each experiment (see Note 3). High 
magni fi cation images (×12,000, working distance 7.5 mm) are 
used to provide the ability to distinguish label nanoparticles from 
precipitates, both for size and shape over large sample areas.   

 

     1.    To evaluate a speci fi c cell membrane epitope, primary and 
secondary antibody concentrations must be optimized to 
minimize background signals. Brie fl y, to achieve an optimal 
image absent nonspeci fi c signal, perform preliminary experi-
ments using combinations of primary and secondary antibody 
concentrations on negative control preparations (cells not 
expressing the epitope). Select as upper limits the primary and 

  3.4.  Image Analysis

  4.  Notes

  Fig. 1.    ESEM-IGL immunolabeling of anti-galectin-3 on 3T3 Swiss albino mouse  fi broblast surface. ( a ) low magni fi cation 
image (×6,000); ( b ) high magni fi cation image (×12,000).       
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secondary antibody concentrations that yield no signal. Then, 
use these concentrations for the IGL method on cell samples.  

    2.    Coverslips for light microscopy can be used as a cell growth 
substrate. It is important to seed the cells a few days before the 
experiment (the timing varies depending on cell types used) in 
order to obtain 70–80% semi-con fl uence. If the cells require a 
speci fi c substrate for growth (i.e., collagen,  fi bronectin, etc.), 
cover the glass slides with the appropriate substrate prior to 
seeding the cells.  

    3.    Grid square area can be selected as a function of cell surface 
morphology and marking intensity. For example, if the cell 
surface is rough and/or presents a high degree of marking, it 
is more appropriate to select a grid with a reduced square area 
(3 or 5  μ m 2 ). In contrast, if the cell surface is  fl at and/or presents 
a low degree of marking, select an enhanced surface square 
area (15 or 20  μ m 2 ).          
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    Chapter 28   

 High-Pressure Freezing for Scanning Transmission Electron 
Tomography Analysis of Cellular Organelles       

     Paul   Walther      ,    Eberhard   Schmid   , and    Katharina   Höhn      

  Abstract 

 Using an electron microscope’s scanning transmission mode (STEM) for collection of tomographic datasets 
is advantageous compared to bright  fi eld transmission electron microscopic (TEM). For image formation, 
inelastic scattering does not cause chromatic aberration, since in STEM mode no image forming lenses are 
used after the beam has passed the sample, in contrast to regular TEM. Therefore, thicker samples can be 
imaged. It has been experimentally demonstrated that STEM is superior to TEM and energy  fi ltered TEM 
for tomography of samples as thick as 1  μ m. Even when using the best electron microscope, adequate 
sample preparation is the key for interpretable results. We adapted protocols for high-pressure freezing of 
cultivated cells from a physiological state. In this chapter, we describe optimized high-pressure freezing 
and freeze substitution protocols for STEM tomography in order to obtain high membrane contrast.  

  Key words:   High-pressure freezing ,  Sapphire discs ,  Freeze substitution ,  Scanning transmission 
electron microscopy    

 

 Transmission electron microscopic (TEM) tomography is a method 
to acquire three-dimensional data of biological samples at a nano-
meter scale resolution  (  1  ) . Thereby, a small sample is tilted gradu-
ally in the TEM and images are recorded at different tilt angles. 
This procedure results in an image series which can be back-
projected to obtain a three-dimensional model  (  2  ) . 

 In this chapter, we present a method for optimized sample 
preparation for scanning transmission electron microscopic tomog-
raphy (STEM tomography). STEM is a type of TEM where no 
projective lenses are used for image formation, but the sample is 
scanned by a very  fi ne focused electron beam (similar to surface 
scanning electron microscopy). Scattered electrons are recorded 

  1.  Introduction
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with a detector below the sample and an image is formed on a 
monitor by integrating the signal over time. The potential of using 
STEM for tomography has been pioneered by Midgley et al.  (  3  )  
for material sciences. STEM tomography has been introduced to 
the life sciences by Yakushevska et al.  (  4  ) . They showed that with 
STEM tomography, contrast and signal to noise ratio of plastic 
embedded biological samples was considerably better as compared 
to conventional bright  fi eld TEM tomography, when using the 
same electron dose. STEM tomography is especially well suited for 
thick samples up to 1  μ m  (  5  )  for several reasons. One is the possi-
bility to use small convergence angles causing very large depth of 
focus  (  6  ) . The more important reason, however, is chromatic aber-
ration due to inelastically scattered electrons that is a limitation in 
TEM, but not in STEM  (  5  ) . In the STEM imaging mode, the scat-
tered electrons will not form an image, but eventually hit the detec-
tor. Since these electrons are not focused by lenses after having lost 
energy, chromatic aberration is not an issue and inelastically scat-
tered electrons may also contribute to image formation. Hohmann-
Marriott et al.  (  7  )  experimentally demonstrated that STEM is 
superior to TEM and energy  fi ltered TEM when it comes to 
tomography of 1  μ m thick samples. 

 Even the best microscopic imaging method, however, can only 
image structures that are retained during specimen preparation. In 
this chapter, we describe preparation protocols based on high-pres-
sure freezing, freeze substitution, plastic embedding, and thin sec-
tioning that can be applied to many different biological systems 
and offer new approaches for correlative microscopy. Some recent 
improvements of the method include the release of new high-pres-
sure freezing machines, use of sapphire discs without aluminum 
cover for correlative microscopy  (  8,   9  ) , and stronger membrane 
contrast by adding water to the substitution medium  (  10,   11  ) . 

 The goal of the presented protocols is to record three-dimen-
sional subcellular structures in a life-like situation using the better 
contrast and the possibility to work with thicker sections, provided 
by STEM tomography.  

 

      1.    Sapphire discs 
 Two different types of sapphire discs (Engineering Of fi ce M. 
Wohlwend GmbH, Sennwald, Switzerland) are used as support 
for the different types of cells in culture or for cells in suspen-
sion that are attached to the discs before high-pressure freezing. 
The standard discs (for protocol see Subheading “High Pressure 
Freezing of Adherent Cells Using Aluminum Sapphire 
Sandwiches”) had a thickness of 0.05 mm and the new discs 

  2.  Materials

  2.1.  Reagents 
and Disposables
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(for protocol see Subheading “High Pressure Freezing of 
Adherent Cells Using Sapphire Gold Sandwiches”) had a thick-
ness of 0.16 mm, so that they can also serve as coverslips for 
standard light microscopes for correlative microscopy. 

 After use, the 0.16 mm thick sapphire discs could usually 
be cleaned and recycled. 

 For correlative microscopy, we used 0.16 mm thick 
sapphire discs with a coordinate system (Engineering Of fi ce 
M. Wohlwend GmbH, Sennwald, Switzerland) that are 
pretreated as described above.  

    2.    Aluminum planchette 
 3 mm aluminum planchettes with depressions of different 
depth between 50  μ m and 300  μ m are used for high-pressure 
freezing (Engineering Of fi ce M. Wohlwend GmbH, Sennwald, 
Switzerland). (For protocol see Subheading “High Pressure 
Freezing of Adherent Cells Using Sapphire Gold Sandwiches,” 
no aluminum discs are used).  

    3.    Copper grids 
 Bare copper grids with parallel grid bars in one direction only, 
diameter 3.05 mm, 300 bars per inch, (Plano GmbH, Wetzlar, 
Germany) are used for STEM tomography.  

    4.    Poly- L -lysin 
 Copper grids are coated with Poly- L -Lysin (Sigma-Aldrich, St. 
Louis, USA) to attach the thick sections and the colloidal gold 
particles.  

    5.    Colloidal gold particles 
 15 nm colloidal gold particles (Aurion, Wageningen, The 
Netherlands) are used as  fi ducial markers.  

    6.    1-Hexadecene 
 The cavities within the sample are  fi lled with 1-Hexadecene 
(Merck, Darmstadt, Germany). (Except for protocol see 
Subheading “High Pressure Freezing of Adherent Cells Using 
Sapphire Gold Sandwiches”).  

    7.    Freeze substitution media 
 The standard freeze substitution medium consists of acetone 
(VWR International GmbH, Darmstadt, Germany) with 0.2% 
osmium tetroxide (Merck KGaA, Darmstadt, Germany), 0.1% 
uranyl acetate (Merck KGaA, Darmstadt, Germany), and 5% of 
water for good membrane contrast. Samples treated with this 
medium are then embedded in Epon (Fluka Chemie AG, 
Buchs, Switzerland). Epon is mixed with 2-propanol (Merck 
KGaA, Darmstadt, Germany).      

      1.    Glow discharge device 
 For glow discharge of the carbon-coated sapphire discs, an 
Edwards High vacuum device (Leica Microsystems, Wetzlar, 
Germany) is used. Other devices may work as well.  

  2.2.  Equipment
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    2.    Carbon coating device 
 We use a BAF 300 (Balzers, Principality of Liechtenstein) 
freeze etching device for carbon coating. Other carbon coating 
devices from other suppliers may work as well.  

    3.    High-pressure freezer 
 We use a Wohlwend Compact 01 high-pressure freezing device 
(Engineering Of fi ce M. Wohlwend GmbH, Sennwald, 
Switzerland). Other high-pressure freezing devices on the 
market are Leica EM HPM100, Leica EM PACT2 and Leica 
EM SPF (self pressurized freezer) (Leica Microsystems, 
Wetzlar, Germany), and Abra HPM 010 (Abra Fluid AG, 
Tucson, USA).  

    4.    Freeze substitution device 
 We use a homemade freeze substitution device. Commercial 
devices are supplied by Leica EM AFS2 (Leica Microsystems, 
Wetzlar, Germany) and RMC FS-7500 (Spectra Services, 
Ontario, NY, USA).  

    5.    Oven for polymerization and for baking the carbon foil 
 We use an oven from Memmert GmbH & Co.KG, Schwabach, 
Germany. Other devices may work as well.  

    6.    Ultramicrotome 
 We use ultramicrotomes from the type Ultracut (Leica 
Microsystems, Wetzlar, Germany) equipped with diamond 
knifes from Diatome (Biel, Switzerland). Competitive equip-
ment is offered by RMC (Spectra Services, Ontario, NY, USA).  

    7.    Plasma cleaning device 
 For plasma cleaning of the tomographic section to prevent 
contamination, we use either the Solarus Model 950 (Gatan, 
Inc. Pleasanton, CA, USA) or the Binder Plasma Cleaner 
TP218 (Binder Labortechnik, Hebertshausen, Germany). 
Other devices may work as well.  

    8.    Electron microscope 
 We use a TITAN 300/80 electron microscope (FEI, Eindhoven, 
The Netherlands) equipped with a  fi eld emission gun, a scan 
generator, and a Fischione high angle annular dark  fi eld detec-
tor (Fischione, Export, PA, USA). There are reports that 
microscopes equipped with LaB6 cathodes can also be used for 
STEM tomography. Other suppliers that may have competitive 
equipment are Jeol (Tokyo, Japan), Hitachi (Tokyo, Japan), 
and Zeiss (Carl Zeiss SMT, Oberkochen, Germany). 
Tomograms are recorded with a Fischione single tilt specimen 
holder (Fischione, Export, PA, USA).  

    9.    Tomogram acquisition software 
 For tomogram acquisition, we use the software Xplore 3D 
(FEI, Eindhoven, The Netherlands). A competitive acquisition 
software, serialEM, has been developed by David Mastronarde 
 (  12  ) . It is freeware and can be implemented into the software 
of most commercially available electron microscopes.  
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    10.    Digital data processing 
 For tomogram reconstruction, we use the IMOD software 
package  (  13  ) . This easy to use software works on all popular 
platforms (PC, Mac, Unix) and can be downloaded as freeware 
from the IMOD Web site (  http://bio3d.colorado.edu/imod/    ) 
maintained by the main developer David Mastronarde. For 
segmentation and data display, we use either IMOD or Amira 
(Visage Imaging, Inc. San Diego, CA, USA).       

 

      1.    Clean the sapphire discs by ultrasonication for 15 min each in 
60% sulphuric acid, soap water, and twice in absolute ethanol, 
and allow to dry.  

    2.    Coat the discs with approximately 20 nm carbon and dry them 
for 8 h or overnight in an oven at 120 °C to increase the carbon 
 fi lm’s stability. We do coating by electron beam evaporation in 
an old freeze etching device. Coating by using the carbon wire 
technique should work as well. In order to discern top from 
bottom of the disc, we scratch the number “2” into the carbon 
coat, using sharp tweezers.  

    3.    Sterilize the discs by exposing them to UV light.  
    4.    Carefully immerse the coated sapphire discs in medium and 

seed the cells on top. (The carbon coat must not come off during 
this protocol).      

  The described protocols are optimized for a Wohlwend HPF 
Compact 01 high-pressure freezer (Engineering Of fi ce M. 
Wohlwend GmbH, Sennwald, Switzerland). They will work as well 
for the new Wohlwend HPF Compact 02. The sample holders are 
similar to the holders used in the high-pressure freezers Leica EM 
HPM100 and the ABRA HPM 010, therefore we assume that the 
presented protocols will also work with these machines. The Leica 
EM PACT2 as well as the Leica EM SPF use a different technical 
principle and the presented protocols may need adaptations. 

  Cells grown on sapphire discs can be frozen according to two dif-
ferent protocols described thereafter. 

      1.    Clamp a 50  μ m thick sapphire disc with the cells grown on it 
between two aluminum planchettes so that the cells are pro-
tected in a 100  μ m cavity on one planchette as described  (  11  ) .  

    2.    Fill the cavities with hexadecene as introduced and 
described  (  14  ) .      

  3.  Methods

  3.1.  Cell Cultures 
on Sapphire Discs

  3.2.  High-Pressure 
Freezing

  3.2.1.  High-Pressure 
Freezing of Adherent Cells

   High-Pressure Freezing 
of Adherent Cells Using 
Aluminum Sapphire 
Sandwiches

http://bio3d.colorado.edu/imod/
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      1.    Mount a 50  μ m gold spacer ring (diameter 3.05 mm, central 
bore 2 mm; Plano GmbH, Wetzlar, Germany) in between two 
160  μ m thick sapphire discs with the cells grown on them, 
similar to the protocol introduced by Hawes et al.  (  8  ) .  

    2.    High-pressure freeze these sandwiches without aluminum 
planchettes and without the use of hexadecene.       

   This protocol has been introduced by Hohenberg et al.  (  15  )  and it 
works well with bacteria, yeast cells, and other eukariotic cells, as 
long as the cells do not aggregate, so that they can be sucked into 
the capillary tubes.

    1.    Make a pellet of the cells in an Eppendorf tube. Do not discard 
the excess medium.  

    2.    Cut the capillaries to a length of 50 mm.  
    3.    Under a binocular, dip the capillaries into the pellet so that the 

capillaries get  fi lled with cells.  
    4.    Put the capillaries into a plastic Petri dish that is  fi lled with 

hexadecane.  
    5.    Use a sharp scalpel to cut the capillaries to a length of 2 mm 

that  fi ts into the 150 or 200  μ m depression of the aluminum 
planchette.  

    6.    Add a second planchette, with its  fl at side toward the capillary, 
so that the total depression is 150 or 200  μ m.  

    7.    High-pressure freeze this sandwich.      

  This protocol has been developed by Eberhard Schmid. It has the 
advantage that embedded cells are lined up in parallel to the sap-
phire disc, making sectioning easier.

    1.    Put a glow discharged sapphire disc under a binocular.  
    2.    Use a small pipette to add a droplet of cell solution onto the 

sapphire disc.  
    3.    Wait a few seconds until some of the cells have settled onto the 

sapphire disc. But cells must not dry!  
    4.    Clamp this sapphire disc in between aluminum planchettes as 

described above, using hexadecane as a  fi ller.  
    5.    High-pressure freeze this sandwich.       

      1.    Cut a small piece of tissue that  fi ts into the aluminum planch-
ettes, as fast as possible. Alternatively, small pieces of tissue can 
be obtained by needle biopsy  (  16  ) .  

    2.    Fill the aluminum cups with hexadecene and close the cups so 
that the central depression is not wider than 200  μ m.  

    3.    High-pressure freeze this sandwich.      

   High-Pressure Freezing 
of Adherent Cells Using 
Sapphire Gold Sandwiches

  3.2.2.  High-Pressure 
Freezing of Cells 
in Solution

   High-Pressure Freezing 
of Cells in Solution Using 
Capillaries

   High-Pressure Freezing 
of Cells in Solution Using 
Aluminum Sapphire 
Sandwiches

  3.2.3.  High-Pressure 
Freezing of Tissue
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  When high-pressure freezing from a physiologically de fi ned state, 
it is essential that the living sample is transported to the high-pressure 
freezing apparatus. For safety reasons, this is probably not allowed 
when the sample is infectious. Our high-pressure freezer at Ulm 
University is situated in an S2 laboratory. This allows us to work 
with S2 classi fi ed systems such as human cytomegalovirus, if we 
have permission. When such a permission does not exist, samples 
must be pre fi xed with 2% of glutharaldehyde before high-pressure 
freezing and freeze substitution  (  17  ) . In this case, obviously, samples 
are not immobilized by fast freezing, but by chemical  fi xation and 
the structures look clearly different from samples immobilized by 
high-pressure freezing  (  18  ) . In our hands, however, structural 
preservation is still superior to classical chemical  fi xation and dehy-
dration at ambient temperatures.

    1.    Chemically  fi x the infectious material with, e.g., 2% of glutar-
aldehyde in adequate buffer.  

    2.    Do not wash prior to high-pressure freezing, since the glutar-
aldehyde works as a cryo-protectant and helps to prevent ice 
crystal formation during freezing.  

    3.    Perform high-pressure freezing according to one of the protocols 
described above.       

  There are a number of freeze substitution machines commercially 
available. In addition, McDonald and Webb  (  19  )  published a proto-
col for an easy to improvise homemade freeze substitution device. 
 The freeze substitution protocol described in this chapter is per-
formed as published by our group  (  9,   10  ) . The substitution 
medium consists of acetone with 0.2% osmium tetroxide, 0.1% 
uranyl acetate, and 5% of water for good contrast of the 
membranes. 
 The substitution medium can be prepared as follows:

    1.    Solve osmium tetroxide in water to obtain a 4% solution (w/v) 
at room temperature.  

    2.    Solve 6 mg of uranyl acetate in 300  μ L of this 4% osmiumtet-
roxide water solution at room temperature.  

    3.    Add 5.7 mL of acetone to this solution at room temperature, 
 fi ll the solution to Eppendorf cups (1 mL in each), and put them 
to the precooled freeze substitution device (−90 °C or colder).  

    4.    Usually, the sandwiches need to be opened in liquid nitrogen 
with a scalpel cooled with liquid nitrogen. Wait until the tem-
perature of the substitution medium has reached −90 °C, then 
carefully open the Eppendorf tubes with the substitution 
medium and add the samples. The sapphire discs can usually be 
removed from the aluminum holders.  

    5.    Raise the temperature of the freeze substitution machine from 
−90 °C to 0 °C over a period of 17 h. (In our hands it turned 

  3.2.4.  High-Pressure 
Freezing of Pre fi xed 
Infectious Material

  3.3.  Freeze Substitution, 
Embedding, and 
Sectioning
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out that the exact temperature and time regime is not critical. 
We obtained very similar result when warming up the samples 
over a period of 4 h. This is in agreement with observations 
published by other groups  (  8,   19  ) ).  

    6.    Keep samples at room temperature for 1 h and then wash twice 
with water-free acetone.  

    7.    Embed samples stepwise in Epon (polymerization at 60 °C 
within 72 h). In our lab usually propanol-Epon mixtures are 
used for stepwise embedding, preventing solving and redistri-
bution of uranium during embedding. After polymerization, 
the sapphire discs can be removed from the Epon by cooling in 
the vapor above liquid nitrogen.  

    8.    Cut semi thin sections with an ultramicrotome (we used a 
Leica Ultracut UCT) using a diamond knife (we used a 
Diatome, Biel, Switzerland with an angle of 35° to minimize 
squeezing artifacts). The section thickness depends upon the 
question to be solved. The thinner the section, the better the 
resolution. We could, however, demonstrate that in a 500 nm 
thick section, the two lea fl ets of the bilayer can still be resolved 
when using STEM tomography, so that we consider 500 nm a 
useful thickness for many applications  (  9  ) .  

    9.    Collect sections on bare copper grids with parallel grid bars in 
one direction only, to prevent the grid bars from hiding the bio-
logical structures at high tilt angles (grids for tomography, diam-
eter 3.05 mm, 300 bars per inch, Plano GmbH, Wetzlar, 
Germany). For tomography, it is essential that the sections are 
mounted as  fl at as possible. It turned out to be rather dif fi cult to 
attach the relatively thick sections on the grid bars. Therefore, 
coat the copper grids with poly  L -lysine (10% in water) before 
attaching the sections. Warm the grids with the sections on it to 
a temperature of 60 °C on a heating table to  fl atten the sections. 
Afterwards, coat the sections again with poly- L -lysine to attach 
the 15 nm colloidal gold particles (Aurion, The Netherlands) on 
both sample sides. These gold particles serve as  fi ducial markers 
for the calculation of the tomograms. In many cases it is advan-
tageous to coat the mounted sections with 5 nm carbon from 
both sides by electron beam evaporation to increase electrical 
conductivity and mechanical stability. Improving electrical con-
ductivity helps to reduce mass loss caused by ionization due to 
inelastic scattering  (  20  ) . Also drift is reduced when electrical 
conductivity is enhanced by carbon coating.  

    10.    Before imaging the samples in the electron microscope, use a 
plasma cleaner for about 5 s to clean the samples. This tremen-
dously helps to prevent contaminations by the scanned elec-
tron beam. The common explanation for this is that the surfaces 
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are covered with carbohydrates that diffuse over the sample 
surface. When hit by the electron beam, the carbohydrates are 
ionized and bind to the surface and build up a contamination 
layer. By plasma cleaning the sample, these carbohydrates are 
removed permanently.      

  For STEM tomography, we use a 300 kV  fi eld emission STEM 
(Titan 80-300 TEM, FEI, Eindhoven) with an annular dark  fi eld 
detector (Fischione, Export, PA, USA) with a camera length of 
301 mm. We record tilt series (−72° to +72°; 2° increment) with 
an illumination time of 18 s per 1,024×1,024 pixel image. So, a 
total of 73 images per tomogram is recorded. We use either the 
“convergent beam mode” with a semi convergence angle of 
10 mrad, or the “parallel beam mode” with a very small semi con-
vergence angle of 0.58 mrad as outlined in Biskupek et al.  (  6  ) . It 
has been reported that using the bright  fi eld instead of the dark 
 fi eld signal is advantageous  (  7  ) . In our system, however, bright 
 fi eld imaging is currently not possible for technical reasons 
(Fig.  1 ).      

  For tomogram reconstruction, we use the IMOD software  (  13  ) . 
Tomograms are reconstructed by weighted back projection (WBP) 
or by simultaneous iterative reconstruction technique (SIRT) with 
25 iterations using the standard settings of the IMOD software 
package version 4.1.2. For segmentation and data display, we use 
the AMIRA or the IMOD software.   

 

 The presented tomography method by tilting a semi thin section in 
the electron beam and reconstructing the data to a three-dimensional 
tomogram is currently challenged by block face methods. These 
methods work on the principle of classical SEM, imaging the 
trimmed blockface of a stained and resin embedded sample, and 
then gradually remove some resin before taking the next picture. 
Resin is removed either by focused ion beam  (  21  )  or by ultra thin 
sectioning using an ultra microtome in the SEM  (  22  ) . These meth-
ods have the advantage that the process can be iterated many times 
and, therefore, much larger volumes can be analyzed than with 
STEM tomography, where section thickness is limited to about 
1  μ m, as explained above. The ultrastructural resolution of STEM 
tomography is, however, still considerably better, especially in X 
and Y direction.      

  3.4.  STEM Tomography

  3.5.  Tomogram 
Reconstruction 
and Visualization

  4.  Notes
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    Chapter 29   

 MALDI Imaging Mass Spectrometry for Direct 
Tissue Analysis       

     Stephan   Meding    and    Axel   Walch         

  Abstract 

 MALDI (Matrix-Assisted Laser Desorption/Ionization) Imaging mass spectrometry is a powerful new 
method for analyzing the spatial distribution of molecules in tissues. Several different classes of cellular 
constituents such as proteins, peptides, lipids, and small molecules can be analyzed in situ while maintaining 
the morphological integrity of the tissue. This allows a correlation of the morphology with the previously 
acquired molecular patterns. By this, speci fi c molecules can be clearly assigned to their cellular origin. 
Here, we will present a protocol for the analysis of proteins in tissues which are either native or alcohol-
 fi xed and paraf fi n-embedded.  

  Key words:   MALDI Imaging ,  Imaging mass spectrometry ,  In situ proteomics ,  Tissue proteomics , 
 Morphology-based tissue analysis    

 

 MALDI (Matrix-Assisted Laser Desorption/Ionization) Imaging 
(mass spectrometry) is a recently developed and steadily improved 
method for analyzing the spatial distribution of molecules in situ in 
tissues (see Fig.  1 )  (  1–  4  ) . The spatial distribution of several classes 
of cellular constituents can be analyzed, for example the distribu-
tion of proteins and lipids  (  5,   6  )  and of small molecules such as 
pharmaceuticals  (  7,   8  ) . Proteins can be analyzed in two ways. 
Either they are digested before analysis and their peptides are mea-
sured  (  9–  13  )  or intact proteins and naturally occurring protein 
fragments of up to 25 kDa are analyzed  (  14–  18  ) . With special 
preparation protocols, proteins of up to 70 kDa can be measured 
 (  19  ) . By MALDI Imaging the distribution of molecules within a 
single tissue can be assessed with a lateral resolution as good as 
20  μ m  (  15  ) . Mostly, MALDI Imaging is used as a screening 

  1.  Introduction
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  Fig. 1.    Principle of MALDI (Matrix-Assisted Laser Desorption/Ionization) Imaging mass spectrometry. A matrix-coated tissue 
section is spot-wise analyzed in a mass spectrometer. After the MALDI Imaging measurement, the tissue section is histo-
logically stained. This allows a histology-driven analysis of the proteomic pattern acquired by mass spectrometry.       

method for identifying speci fi c markers which correlate with clini-
cal endpoints. For example, in cancer research a series of patient 
samples is analyzed with MALDI Imaging. Afterwards, the result-
ing spectra patterns are correlated with clinical endpoints in order 
to identify molecular markers.  

 A major challenge in the analysis of tissues is their complexity. 
Tissues are comprised of a multitude of different cell types and 
extracellular components. However, MALDI Imaging can cope 
with this tissue complexity since it analyzes it in a spatially resolved 
manner (see Fig.  2 ). The histology and thus the underlying mor-
phological features of each sample can be taken into account dur-
ing the analysis. So, only spectra which truly re fl ect the tissue 
components of interest can be selected for later analysis  (  20,   21  ) .  

 Here, we will present a protocol for MALDI Imaging of whole 
proteins on sections from native or alcohol- fi xed and paraf fi n-
embedded  (  22  )  tissues.  

 

 All solutions unless stated differently are of pro analysis grade. 

  For tissue preparation, standard equipment of histological labora-
tories is needed. Staining dishes should be used to wash the slides. 
Additionally, a cryostat microtome for cutting frozen sections from 

  2.  Materials

  2.1.  Tissue Preparation
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native tissue samples and a standard microtome for alcohol- fi xed 
and paraf fi n-embedded tissues are needed.

    1.    MALDI Imaging slides (Bruker Daltonics, Bremen, 
Germany).  

    2.    Poly-lysine solution: 500  μ L poly-lysine, 500  μ L deionized 
water, 1  μ L NP40.  

    3.    Water-based Tipp-Ex.      

      1.    Sinapinic acid matrix: 10 g/L sinapinic acid (Sigma-Aldrich) in 
acetonitrile:water (3v:2v) with 0.2% tri fl uoroacetic acid 
(Applied Biosystems, Carlsbad, USA).  

    2.    ImagePrep spray device (Bruker Daltonics, Bremen, Germany).      

      1.    Table top scanner with a 35 mm  fi lm strip holder.  
    2.    Protein standard: dissolve Protein Calibration Standard I 

(Bruker Daltonics, Bremen, Germany) in 125  μ L 
acetonitrile:water (1v:2v) with 0.1% tri fl uoroacetic acid. Make 
10  μ L aliquots and store at −20°C.  

    3.    Mass spectrometer suitable for and adjusted to MALDI 
Imaging (for instance the Auto fl ex or Ultra fl ex series by Bruker 
Daltonics, Bremen, Germany) and the FlexImaging software 
(Bruker Daltonics).      

  2.2.  Matrix Application

  2.3.  MALDI Imaging 
Mass Spectrometry 
Measurement

  Fig. 2.    MALDI Imaging mass spectrometry of a colon cancer sample. The overall spectra ( bottom ) of mucosa ( green ) and 
carcinoma ( red ) show a multitude of differentially expressed  m/z  species. In this case 49 differentially expressed masses 
( p  < 0.05) could be identi fi ed. The expression pattern of two differentially expressed masses ( asterisk ) is visualized ( top ). 
The two  m/z  species are superimposed onto the hematoxylin- and eosin-stained section ( m/z  6,691:  green , mucosa; 
 m/z  6,978:  red , carcinoma). The visualization allows a straightforward correlation of the expression pattern with the tissue 
morphology.       

 



540 S. Meding and A. Walch

      1.    Eosin solution: 1 g/L Eosin Y disodium salt in water.  
    2.    Mayer’s hematoxylin solution (Carl Roth, Karlsruhe, 

Germany).  
    3.    Formalin solution, 10%, neutral, buffered.      

      1.    Light microscope scanner with an optical zoom factor of 20×.  
    2.    Analysis software: ClinProTools (Bruker Daltonics, Bremen, 

Germany) is essential, additional statistical software either 
openSource, such as R (R Foundation for Statistical 
Computing), or commercial ones, such as SAS/STAT (SAS, 
Cary, USA) and S-Plus (Tibco Software, Palo Alto, USA), are 
bene fi cial.       

 

      1.    For better tissue adherence, coat the MALDI Imaging slide 
with poly-lysine. For this, put a droplet (20  μ L) of poly-lysine 
solution on the MALDI Imaging slide close to one of its edges, 
streak it out with a Drigalski spatula, and dry the slide on a 
hot-plate (80°C) (see Note 1).  

    2.    Label the MALDI Imaging slide at the upper right corner with 
Tipp-Ex (see Note 2).  

    3.    Label a microscopy slide with the name or identi fi cation num-
ber of the tissue specimen (see Note 3).     

      1.    Set the cryostat microtome temperature to −16 to −25°C 
depending on the tissue type. Transfer the tissue sample from 
the liquid nitrogen storage to the cryostat microtome on dry-
ice. Put the MALDI Imaging slide placed in a slide holder into 
the cryostat microtome. Fill a 50-mL tube with deionized 
water and store it on ice.  

    2.    Mount the tissue sample onto a precooled specimen disc. For 
this, place a specimen disc onto the quick-freeze shelf of the 
cryostat microtome, put a droplet of ice-cold deionized water 
with a Pasteur pipette on the specimen disc, wait a few seconds 
to let the water cool down further and then press the tissue 
onto the specimen disc holding it with a forceps (see Note 4).  

    3.    Cut sections at a thickness of 12  μ m.  
    4.    Mount the tissue section onto the labeled microscopy slide.  
    5.    Mount the consecutive section onto a MALDI Imaging slide. 

For good tissue adherence pre-warm the slide at the site of tis-
sue application before mounting the tissue. Do this by pressing 
your thumb to the backside of the slide. Dry the tissue section 

  2.4.  Tissue Staining

  2.5.  Data Analysis

  3.  Methods

  3.1.  Tissue Preparation

  3.1.1.  Section Preparation 
from Native Tissues
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after mounting in the same way. Afterwards, keep the slide in 
the cryostat microtome (see Note 5).  

    6.    Remove the MALDI Imaging slide from the cryostat micro-
tome and let the condensation water evaporate (see Note 6).  

    7.    Wash the MALDI Imaging slide in 70% and 100% ethanol for 
1 min each.  

    8.    Remove the slide from the ethanol, wipe off the remaining 
liquid from the backside and the edges of the slide. Then, air-
dry the slide in a vertical position.  

    9.    Apply teach marks to the MALDI Imaging slide using Tipp-Ex. 
The teach marks will be used for later co-registration of the 
tissue with its re fl ected light scan image before the measure-
ment and for co-registration of the tissue with its virtual 
microscopy scan after measurement. Three teach marks are 
needed for co-registration. Ideally, the three teach marks would 
form a triangle covering the tissue section (see Fig.  3 ).   

    10.    Scan the MALDI Imaging slide with a table top slide scanner 
at 2,400 dpi.      

      1.    Store the alcohol- fi xed and paraf fi n-embedded tissue for 
30 min at 4°C. Fill the water-bath of the microtome with 
deionized water and set the temperature to 45°C. Mount the 
tissue onto the block holder of the microtome (see Note 1).  

    2.    Cut sections at a thickness of 3.5  μ m and transfer them to the 
water-bath.  

    3.    Mount a tissue section on the labeled microscopy slide.  
    4.    Mount the consecutive section onto the MALDI Imaging 

slide.  
    5.    Dry the tissue sections for 1 h at room temperature.  
    6.    Incubate the tissue section twice for 10 min in xylene.  
    7.    Rinse for 5 min each with isopropanol, 100%, 95%, 70%, and 

50% ethanol.  

  3.1.2.  Section Preparation 
from Alcohol-Fixed and 
Paraf fi n-Embedded Tissues

  Fig. 3.    Tissue section for MALDI Imaging with teach marks for co-registration. Three teach 
marks are needed for co-registration. In order to reduce the offset to a minimum, the 
teach marks should be the corners of a triangle covering the tissue section as displayed 
here in  grey.        
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    8.    Dry for 10 min on a hot-plate (40°C).  
    9.    Remove the slide from the ethanol, wipe of the liquid residue 

from the backside and the edges of the slide. Then, air-dry the 
slide in an upright position.  

    10.    Apply teach marks to the MALDI Imaging slide using Tipp-Ex. 
The teach marks will be used for later co-registration of the 
tissue with its re fl ected light scan image before the measure-
ment and for co-registration of the tissue with its virtual 
microscopy scan after measurement. Three teach marks are 
needed for co-registration. Ideally, the three teach marks would 
form a triangle covering the tissue section (see Fig.  3 ).  

    11.    Scan the MALDI Imaging slide with a table top slide scanner 
at 2,400 dpi.       

       1.    Fix for 15 min in formalin solution.  
    2.    Rinse for 30 s with deionized water.  
    3.    Stain for 1 min with hematoxylin.  
    4.    Rinse for 2 min with tap water. Place the staining dish under the 

tap and let water  fl ow constantly into the dish (see Note 7).  
    5.    Stain for 1 min with eosin.  
    6.    Rinse for 30 s each with 70%, 90%, 100% ethanol and  fi nally 

isopropanol.  
    7.    Rinse twice for 1 min with xylene.  
    8.    Remove the slide from the xylene. Put a drop of mounting 

medium onto an adequately sized coverslip, place it over the 
tissue section and gently press to remove excess mounting 
medium and air bubbles (see Note 8).  

    9.    Put the slide into a drying chamber (60°C).      

      1.    Incubate the tissue section twice for 10 min in xylene.  
    2.    Rinse for 1 min each with isopropanol, 100%, 95%, 70%, and 

50% ethanol.  
    3.    Perform steps 3–9 described in Subheading  3.2.1 .       

      1.    Set up the spray device. Use the cleaning program to wash the 
spray head with methanol. Wipe clean the inner chamber of 
the spray device and put a plain microscopy slide at the slide 
position. Adjust the spray power using sinapinic acid matrix. 
For this, set the spray power and modulation to the exact val-
ues as indicated in the matrix spraying program. The spraying 
should cover the whole slide evenly at an intermediate intensity 
(see Note 9).  

  3.2.  Histological 
Staining of Tissue 
Sections on 
Microscopy Slides

  3.2.1.  Native Tissues

  3.2.2.  Alcohol-Fixed and 
Paraf fi n-Embedded Tissues

  3.3.  Matrix Application
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    2.    Replace the microscopy slide with the MALDI Imaging slide. 
Make sure that the empty glass is above the sensor of the spray 
device. Start the spraying program (see Note 10).  

    3.    Remove the MALDI Imaging slide after the matrix application 
is  fi nished and clean the spray device with methanol using the 
cleaning program.      

      1.    Clean the left and right edge (1–2 mm) of the MALDI Imaging 
slide with an ethanol-soaked wipe and place it into the slide 
adapter.  

    2.    Wipe clean a small spot adjacent to the tissue. Apply 0.5  μ L of 
protein standard and 0.5  μ L of matrix solution onto the cleared 
spot and let it dry. Load the MALDI Imaging slide into the 
mass spectrometer.  

    3.    Select a mass range of 2,500–25,000  m/z , a sampling rate of 
0.1 GS/s and linear positive mode (see  Note 11 ).  

    4.    Create a new imaging  fi le in the FlexImaging software. 
Co-register the tissue and its light scan image by using the 
teach marks.  

    5.    Select the measurement region with FlexImaging software. 
Select the lateral resolution of the measurement (usually 
between 50 and 200  μ m) and select the imaging method (see 
Note 12).  

    6.    Calibrate the mass spectrometer using the spotted protein 
standard.  

    7.    Adjust the laser intensity and the detector sensitivity in order 
to optimize the signal to noise ratio by making test shots on 
the tissue.  

    8.    Save the method and the analysis  fi le and start the measure-
ment. Use a batch runner for consecutive measurement of sev-
eral analysis  fi les.      

      1.    Rinse-off the matrix by incubating in 70% ethanol.  
    2.    Perform steps 2– 9  described in Subheading  3.2.1 .      

      1.    Scan the stained MALDI Imaging slide with a microscopy slide 
scanner.  

    2.    Open the measured analysis  fi le and co-register the light image 
scan with the virtual microscopy scan.  

    3.    Try to revisualize the peaks within the tissue and identify peaks 
which correlate with the particular histological features.  

  3.4.  MALDI Imaging 
Mass Spectrometry 
Measurement

  3.5.  Histological 
Staining of Tissue 
Sections After MALDI 
Imaging Mass 
Spectrometry

  3.6.  Data Analysis
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    4.    Create Regions of Interest according to the histological 
features of the tissue and export the spectra (see Note 13).  

    5.    Load the spectra into the ClinProTools software.  
    6.    For further analysis several approaches can be undertaken:

   A cluster analysis can be undertaken.   –
  The different regions of a single sample can be statistically  –
compared.  
  Different samples can be compared statistically.         –
 For examples of statistical analyses we refer to the articles 
listed in the references section.   

 

     1.    Be careful to always use the conductive side of the MALDI 
Imaging slides.  

    2.    Water-based Tipp-Ex has proven best suited since it is not dis-
solved during the whole preparation process.  

    3.    The microscopy slide will be for a single section of the tissue 
sample. By this, the tissue can be microscopically checked 
before MALDI Imaging measurement.  

    4.    We recommend using water instead of mounting reagents since 
mounting reagents tend to suppress MALDI signals due to 
their polymeric nature.  

    5.    Make sure that the tissue is thoroughly dried. The tissue sec-
tion will slightly change its opaqueness during drying. Dry 
until no more changes occur.  

    6.    The evaporation can be accelerated by gently applying a cold 
air- fl ow to the backside of the slide. This can be done with a 
hair-dryer with the heating element switched off and the air-
 fl ow set to minimum.  

    7.    Rinse until an intense blue color occurs.  
    8.    Be careful to avoid air bubbles underneath the coverslip.  
    9.    A normal spray plate can be used 15–20 times.  
    10.    Check several times during the spraying program whether the 

spray intensity is still at the initial level.  
    11.    The mass spectrometer has to be adjusted to MALDI Imaging 

by the manufacturer. Use FlexControl and FlexImaging for 
setting up the mass spectrometer.  

    12.    The laser focus is adjusted by the manufacturer. Therefore, 
check with the manufacturer which laser focus is suitable 
for which lateral resolution. The imaging method is also 

  4.  Notes
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provided by the manufacturer. We accumulate 200 shots 
per measurement spot.  

    13.    For basic data analysis, the ClinProTools software is well suited. 
For more re fi ned analyses, other statistical software, such as R, 
should be used. For this, the data has to be loaded into 
ClinProTools and then exported as a CART  fi le.          
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