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Executive Editors’ Foreword

H. D. Holland and

Harvard University, Cambridge, MA, USA

and
K. K. Turekian

Yale University, New Haven, CT, USA

Geochemistry has deep roots. Its beginnings can
be traced back to antiquity, but many of the
discoveries that are basic to the science were made
between 1800 and 1910. The periodic table of
elements was assembled, radioactivity was dis-
covered, and the thermodynamics of hetero-
geneous systems was developed. The solar
spectrum was used to determine the composition
of the Sun. This information, together with
chemical analyses of meteorites, provided an
entry to a larger view of the universe.

During the first half of the twentieth century,
a large number of scientists used a variety of
methods to determine the major-element com-
position of the Earth’s crust, and the geochemis-
tries of many of the minor elements were defined
by V. M. Goldschmidt and his associates using
the then new technique of emission spectrography.
V. L. Vernadsky founded biogeochemistry. The
crystal structures of most minerals were deter-
mined by X-ray diffraction techniques. Isotope
geochemistry was born, and age determinations
based on radiometric techniques began to define
the absolute geologic timescale. The intense
scientific efforts during World War II yielded
new analytical tools and a group of people who
trained a new generation of geochemists at a
number of universities. But the field grew slowly.
In the 1950s, a few journals were able to report all
of the important developments in trace-element
geochemistry, isotopic geochronometry, the

iX

exploration of paleoclimatology and biogeochem-
istry with light stable isotopes, and studies of
phase equilibria. At the meetings of the American
Geophysical Union, geochemical sessions were
few, none were concurrent, and they all ranged
across the entire field.

Since then the developments in instrumentation
and the increases in computing power have been
spectacular. The education of geochemists has
been broadened beyond the old, rather narrowly
defined areas. Atmospheric and marine geochem-
istry have become integrated into solid Earth
geochemistry; cosmochemistry and biogeochem-
istry have contributed greatly to our understanding
of the history of our planet. The study of Earth has
evolved into “Earth System Science,” whose
progress since the 1940s has been truly dramatic.

Major ocean expeditions have shown how and
how fast the oceans mix; they have demonstrated
the connections between the biologic pump,
marine biology, physical oceanography, and
marine sedimentation. The discovery of hydro-
thermal vents has shown how oceanography is
related to economic geology. It has revealed
formerly unknown oceanic biotas, and has clari-
fied the factors that today control, and in the past
have controlled the composition of seawater.

Seafloor spreading, continental drift and plate
tectonics have permeated geochemistry. We finally
understand the fate of sediments and oceanic crust
in subduction zones, their burial and their
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exhumation. New experimental techniques at
temperatures and pressures of the deep Earth
interior have clarified the three-dimensional struc-
ture of the mantle and the generation of magmas.

Moon rocks, the treasure trove of photographs
of the planets and their moons, and the successful
search for planets in other solar systems have all
revolutionized our understanding of Earth and the
universe in which we are embedded.

Geochemistry has also been propelled into the
arena of local, regional, and global anthropogenic
problems. The discovery of the ozone hole came
as a great, unpleasant surprise, an object lesson
for optimists and a source of major new insights
into the photochemistry and dynamics of the
atmosphere. The rise of the CO, content of the
atmosphere due to the burning of fossil fuels and
deforestation has been and will continue to be at
the center of the global change controversy, and
will yield new insights into the coupling of
atmospheric chemistry to the biosphere, the
crust, and the oceans.

The rush of scientific progress in geochemistry
since World War II has been matched by organ-
izational innovations. The first issue of Geochi-
mica et Cosmochimica Acta appeared in June
1950. The Geochemical Society was founded in
1955 and adopted Geochimica et Cosmochimica
Acta as its official publication in 1957. The
International Association of Geochemistry and
Cosmochemistry was founded in 1966, and its
journal, Applied Geochemistry, began publication
in 1986. Chemical Geology became the journal of
the European Association for Geochemistry.

The Goldschmidt Conferences were inaugurated
in 1991 and have become large international
meetings. Geochemistry has become a major force
in the Geological Society of America and in the
American Geophysical Union. Needless to say,
medals and other awards now recognize outstand-
ing achievements in geochemistry in a number
of scientific societies.

During the phenomenal growth of the science
since the end of World War II an admirable num-
ber of books on various aspects of geochemistry
were published. Of these only three attempted to
cover the whole field. The excellent Geochemistry
by K. Rankama and Th.G. Sahama was published
in 1950. V. M. Goldschmidt’s book with the same
title was started by the author in the 1940s. Sadly,
his health suffered during the German occupation
of his native Norway, and he died in England
before the book was completed. Alex Muir and
several of Goldschmidt’s friends wrote the miss-
ing chapters of this classic volume, which was
finally published in 1954.

Between 1969 and 1978 K. H. Wedepohl
together with a board of editors (C. W. Correns,
D. M. Shaw, K. K. Turekian and J. Zeman) and
a large number of individual authors assembled

the Handbook of Geochemistry. This and the other
two major works on geochemistry begin with
integrating chapters followed by chapters devoted
to the geochemistry of one or a small group of
elements. All three are now out of date, because
major innovations in instrumentation and the
expansion of the number of practitioners in the
field have produced valuable sets of high-quality
data, which have led to many new insights into
fundamental geochemical problems.

At the Goldschmidt Conference at Harvard in
1999, Elsevier proposed to the Executive Editors
that it was time to prepare a new, reasonably com-
prehensive, integrated summary of geochemistry.
We decided to approach our task somewhat dif-
ferently from our predecessors. We divided geo-
chemistry into nine parts. As shown below, each
part was assigned a volume, and a distinguished
editor was chosen for each volume. A tenth
volume was reserved for a comprehensive index:

(1) Meteorites, Comets, and Planets: Andrew
M. Davis

(i) Geochemistry of the Mantle and Core:
Richard Carlson

(iii) The Earth’s Crust: Roberta L. Rudnick

(iv) Atmospheric  Geochemistry:  Ralph
F. Keeling

(v) Freshwater Geochemistry, Weathering,
and Soils: James 1. Drever

(vi) The Oceans and Marine Geochemistry:
Harry Elderfield

(vii) Sediments, Diagenesis, and Sedimentary
Rocks: Fred T. Mackenzie

(viii) Biogeochemistry: William H. Schlesinger

(ix) Environmental Geochemistry: Barbara
Sherwood Lollar

(x) Indexes

The editor of each volume was asked to
assemble a group of authors to write a series of
chapters that together summarize the part of the
field covered by the volume. The volume editors
and chapter authors joined the team enthusiasti-
cally. Altogether there are 155 chapters and 9
introductory essays in the Treatise. Naming the
work proved to be somewhat problematic. It is
clearly not meant to be an encyclopedia. The titles
Comprehensive Geochemistry and Handbook of
Geochemistry were finally abandoned in favor of
Treatise on Geochemistry.

The major features of the Treatise were shaped
at a meeting in Edinburgh during a conference on
Earth System Processes sponsored by the Geo-
logical Society of America and the Geological
Society of London in June 2001. The fact that the
Treatise is being published in 2003 is due to a
great deal of hard work on the part of the editors,
the authors, Mabel Peterson (the Managing
Editor), Angela Greenwell (the former Head of
Major Reference Works), Diana Calvert (Devel-
opmental Editor, Major Reference Works),
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Bob Donaldson (Developmental Manager),
Jerome Michalczyk and Rob Webb (Production
Editors), and Friso Veenstra (Senior Publishing
Editor). We extend our warm thanks to all of
them. May their efforts be rewarded by a
distinguished journey for the Treatise.

Finally, we would like to express our thanks to
J. Laurence Kulp, our advisor as graduate students
at Columbia University. He introduced us to the
excitement of doing science and convinced us
that all of the sciences are really subdivisions of
geochemistry.



This Page Intentionally Left Blank



Contributors to Volume 5

R. Amundson
University of California, Berkeley, CA, USA

E. K. Berner
Yale University, New Haven, CT, USA

R. A. Berner
Yale University, New Haven, CT, USA

R. Blomgqvist
Geological Survey of Finland, Espoo, Finland

J. D. Blum
The University of Michigan, Ann Arbor, MI, USA

A. Blyth
University of Waterloo, ON, Canada

C. J. Bowser
University of Wisconsin, Madison, WI, USA

S. L. Brantley
Pennsylvania State University, University Park, PA, USA

O. P. Bricker
USGS Water Resources Division, Reston, VA, USA

M. C. Castro
University of Michigan, Ann Arbor, USA

F. H. Chapelle
US Geological Survey, Columbia, SC, USA

D. M. Deocampo
US Geological Survey, Reston, VA, USA

D. H. Doctor
United States Geological Survey, Menlo Park, CA, USA

B. Dupré
Laboratoire des Mécanismes et Transferts en Géologie, Toulouse, France

Y. Erel
The Hebrew University, Jerusalem, Israel

S. K. Frape
University of Waterloo, ON, Canada

J. Gaillardet
Institut de Physique du Globe de Paris, France

Xiii



Xiv Contributors to Volume 5
M. Gascoyne
Gascoyne GeoProjects Inc., Pinawa, MB, Canada

J. S. Hanor
Louisiana State University, Baton Rouge, LA, USA

B. F. Jones
USGS Water Resources Division, Reston, VA, USA

C. Kendall
United States Geological Survey, Menlo Park, CA, USA

Y. K. Kharaka
US Geological Survey, Menlo Park, CA, USA

R. H. McNutt
University of Toronto, ON, Canada

M. Meybeck
University of Paris VI, CNRS, Paris, France

K. L. Moulton
Kent State University, OH, USA

D. K. Nordstrom
US Geological Survey, Boulder, CO, USA

E. M. Perdue
Georgia Institute of Technology, Atlanta, GA, USA

F. M. Phillips
New Mexico Tech, Socorro, NM, USA

G. J. Retallack
University of Oregon, Eugene, OR, USA

J. D. Ritchie
Georgia Institute of Technology, Atlanta, GA, USA

M. Tranter
University of Bristol, UK

J. Viers
Laboratoire des Mécanismes et Transferts en Géologie, Toulouse, France

A. F. White
US Geological Survey, Menlo Park, CA, USA



Volume Editor’s Introduction

J. |. Drever

University of Wyoming, WY, USA

CHEMICAL EQUILIBRIA AND KINETICS

[ O R S

BIOLOGICAL PROCESSES
REFERENCES

MASS BALANCE AS A MEANS OF CONSTRAINING CHEMICAL REACTIONS

CHEMISTRY OF DEEP SUBSURFACE WATERS ON THE CONTINENTS
GLOBAL FLUXES AND ATMOSPHERIC CARBON DIOXIDE

XV
XVi
XVi
XVi

XVii

XVii

Itis impossible to pick a point in time that represents
the start of modern approaches to understanding the
chemistry of surface- and groundwaters. The most
influential papers were probably those of Garrels
and Mackenzie (1967) and Garrels (1967). They
proposed two concepts: (i) the concept of mass
balance—that the composition of a water could be
explained by a series of mineral dissolution and
precipitation reactions, and (ii) the concept that
chemical equilibria between minerals and water
were an important control on both the composition
of the water and the identity of minerals precipitated
from those waters. A further concept that evolved at
about the same time (e.g., Mackenzie and Garrels,
1966; Holland, 1968, 1978) was the importance of
understanding weathering and diagenetic reactions
in order to understand the carbon dioxide balance of
the atmosphere and hence, through the greenhouse
effect, global temperature (following the ideas
of Urey (1956)). To a large extent, the chapters in
this volume represent the evolution of these con-
cepts over the intervening years. An additional
impetus for research in geochemistry has been the
necessity of predicting the effects of human
activities such as mining and waste disposal
(including radioactive waste) on water quality.
This has led to various models for predicting surface
water chemistry (see Chapter 5.02). The reliability
of various modeling approaches for predicting

XV

future water quality is subject to considerable
debate.

1 MASS BALANCE AS A MEANS OF
CONSTRAINING CHEMICAL REACTIONS

The relatively simple approach of Garrels and
Mackenzie has been systematized and extended
into spreadsheet programs (see Chapter 5.04)
and computer codes (Chapters 5.02 and 5.14).
Probably the most important developments have
been the inclusion of isotopic species (both stable
and radiogenic: Chapters 5.11 and 5.12) in the
calculations, and the inclusion of redox species
(compounds of, e.g., carbon, oxygen, sulfur, and
iron) in the overall balance. One result has been a
vastly improved understanding of microbial redox
processes as controls on groundwater composition;
however, the identification of silicate weathering
reactions is still subject to considerable ambiguity.
It is clear that the more isotopic species that can be
brought in, the better constrained the overall
balance. It is also clear that uptake and storage
of elements in plants can have a major influence
on the composition of surface waters (see Chapter
5.06). Mass-balance approaches have also been
applied to the solid phases transported by rivers
(Chapter 5.09). The integration of information on
solid phases with information on solutes provides
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important additional insights into weathering
processes and the denudation of the continents.

2 CHEMICAL EQUILIBRIA AND KINETICS

The early works on weathering stressed the
importance of equilibria between natural waters
and secondary products (primarily clay minerals)
formed during weathering. This topic has recei-
ved relatively little attention in subsequent years.
The general consensus is that when a mineral
is newly formed, i.e., it does not inherit its structure
from another mineral, the assumption of equilibrium
between the newly formed phase and solution is a
reasonable first approximation (Drever, 1997). It is,
however, only an approximation. The free energies
of formation of most secondary silicates are poorly
defined—kaolin minerals occur with varying
degrees of structural order and hence free energy;
smectites are highly variable in composition—so it
is not really possible to evaluate precise departures
from equilibrium. Secondary minerals that inherit
part of their structure from a primary mineral
(e.g., vermiculite or smectite formed from biotite)
are typically nowhere near equilibrium with the
solutions in which they form.

The focus in recent years has been to try to
relate the composition of natural waters to the
mechanism and rate of dissolution of primary
minerals. Werner Stumm, to whom this volume
is dedicated, has been a leader in this field,
particularly in applying the concepts of coordina-
tion chemistry to mineral dissolution. This has
led to the idea of surface speciation (adsorption or
loss of protons; adsorption of ligands) to form
precursor complexes as the key to understanding
dissolution rates far from equilibrium (see Chapter
5.03). This represents only one of Stumm’s many
contributions to aquatic chemistry (see also
Volume 9). Dissolution of silicates such as
feldspars, even in the laboratory, has turned
out to be a complex subject that is still not fully
understood. A particular problem is in under-
standing dissolution rates of minerals in solutions
that are not “far from equilibrium.” Rates decrease
as equilibrium is approached—but what causes
this? Is it simply because of the degree of
undersaturation (Burch et al., 1993), or is it
related to adsorption of a species such as
aluminum, which has a strong inhibiting effect
(Oelkers et al., 1994)? The next fundamental
question is the relationship between dissolution
rates in lab experiments and the weathering rates
of minerals in the field (see Chapters 5.03 and
5.05). Rates in the field are typically one-to-three
orders of magnitude slower than would be
predicted by simple extrapolation of laboratory
results—why? Is the reason “aging” of mineral
surfaces? Approach to saturation? Unrealistic

assumptions in the comparison? It appears that
all these effects are important (Chapter 5.05).

3 CHEMISTRY OF DEEP SUBSURFACE
WATERS ON THE CONTINENTS

Our understanding of subsurface waters has
greatly advanced by the use of an increasing
number of radiogenic and cosmogenic isotopes to
determine flow rates and subsurface processes
(see Chapters 5.15-5.17). It has been known for a
long time that saline waters were present at
depth in many sedimentary basins, but the origin
of the salinity was controversial. These processes
are becoming better understood through the
application of a range of tracers (Chapter 5.16).
Deep fluids in crystalline rocks (Chapter 5.17)
have always been something of a mystery. The
chemistry of these waters is quite diverse and
many of them are highly saline. There appear to be
several processes responsible for the high sali-
nities: e.g., seawater incursion, uptake of water
by hydration reactions, upward movement of
fluids released by metamorphic reactions at
greater depth. This is a field where our knowledge
is still very limited.

4 GLOBAL FLUXES AND ATMOSPHERIC
CARBON DIOXIDE

During the last few decades there has been
tremendous interest in understanding the Earth as a
system (see Volume 8). The challenge here has
been to extrapolate from laboratory experiments
and detailed studies of small catchments to the
global scale. How do we calculate CO, consump-
tion by weathering on a global scale? How does
it vary regionally as a function of climate, litho-
logy, and topography? What is the precise func-
tional relationship between atmospheric CO,
content, CO, consumption by weathering, and
global climate? Can we use these concepts to
understand past climates? Can we predict the effect
on climate of anthropogenic inputs of greenhouse
gases? The first major synthesis was that of Holland
(1978); there have been many compilations and
models since. The most influential modeling
approach is that of Berner (Berner et al., 1983;
Berner, 1991, 1994; Berner and Kothavala, 2001;
Chapters 5.06 and 5.18). A focal point for some of
these ideas has been the question of whether uplift
of the Himalayas caused drawdown of atmospheric
CO; and hence global cooling through accelerated
chemical weathering of silicates (Raymo and
Ruddiman, 1992). The strontium isotopic curve
for seawater and the general plausibility of the idea
that finely ground minerals (from glacial action)
should weather rapidly favored the idea;
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subsequent studies (e.g., Blum et al., 1998) have
suggested that silicate weathering rates were in fact
rather low in the high Himalayas, primarily as a
consequence of low temperatures and the absence
of vegetation. The highly radiogenic 878r/%Sr ratio
was a consequence of weathering of carbonate
minerals containing unusually radiogenic stron-
tium. The argument continues: it is interesting
because it integrates many of the different
approaches used to understand river-water chem-
istry and it illustrates the importance of weathering
and erosion in controlling global climate.

5 BIOLOGICAL PROCESSES

Perhaps the most important trend in recent
years has been the integration of biology into our
understanding of geochemical processes. If one
looks back at papers from the 1960s, biology
received only a passing mention. Yes, it was a
source of CO; in soils, and yes, microorganisms
served as catalysts for redox reactions, but
otherwise geochemists thought largely in terms
of inorganic processes. If we look at papers today
on weathering (Chapter 5.06), the chemistry of
rivers (Chapter 5.08), of groundwater (Chapter
5.14), or even of subglacial waters (Chapter 5.07),
we see the overwhelming influence of biological
processes. Geomicrobiology is currently the
fastest-growing subfield of geochemistry
(e.g., Banfield and Nealson, 1997).

Finally, when talking about the role of orga-
nisms in geological processes, we cannot ignore
the role of humans. Most of the discussion of
human influences is in Volume 9, but we must
recognize that the chemistry of rivers and the
fluxes of elements transported by rivers to the
ocean have been greatly influenced by human
activities (see Chapters 5.08 and 5.09). These
human influences are not simply the result of
direct pollution, but are also a consequence of
changes in land use, such as agriculture and
deforestation.
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...that the Earth has not always been here—that it
came into being at a finite point in the past and that
everything here, from the birds and fishes to the
loamy soil underfoot, was once part of a star. I found
this amazing, and still do.

Timothy Ferris (1998)

5.01.1 INTRODUCTION

Soil is the biogeochemically altered material
that lies at the interface between the lithosphere
(Volume 3) and the atmosphere (Volume 4).
Pedology is the branch of the natural sciences that
concerns itself, in part, with the biogeochemical
processes (Volume 8) that form and distribute
soil across the globe. Pedology originated during
the scientific renaissance of the nineteenth
century as a result of conceptual breakthroughs
by the Russian scientist Vassali Dochuchaev
(Krupenikov, 1992; Vil’yams, 1967) and conceptual

and administrative efforts by the American
scientist Eugene Hilgard (Jenny, 1961; Amundson
and Yaalon, 1995).

Soil is the object of study in pedology, and
while the science of pedology has a definition that
commands some general agreement, there is no
precise definition for soil, nor is there likely ever
to be one. The reason for this paradox is that soil is
a part of a continuum of materials at the Earth’s
surface (Jenny, 1941). At the soil’s base, the exact
line of demarcation between “soil” and “nonsoil”
will forever elude general agreement, and hori-
zontal changes in soil properties may occur so
gradually that similar problems exist in delineat-
ing the boundary between one soil “type” and
another. The scientific path out of this conundrum
is to divide the soil continuum, albeit arbitrarily,
into systems that suit the need of the investigator.
Soil systems are necessarily open to their
surroundings, and through them pass matter and
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energy which measurably alter the properties of
the system over timescales from seconds to
millennia. It was the recognition by Dokuchaev
(1880), and later the American scientist Hans
Jenny (1941), that the properties of the soil system
are controlled by state factors that ultimately
formed the framework of the fundamental para-
digm of pedology.

The purpose of this chapter is to present an
abridged overview of the factors and processes
that control soil formation, and to provide, where
possible, some general statements of soil forma-
tion processes that apply broadly and commonly.

5.01.2 FACTORS OF SOIL FORMATION

Jenny (1941) applied principles from the
physical sciences to the study of soil formation.
Briefly, Jenny recognized that soil systems (or if
the aboveground flora and fauna are considered,
ecosystems) exchange mass and energy with their
surroundings and that their properties can be
defined by a limited set of independent variables.
From comparisons with other sciences, Jenny’s
state factor model of soil formation states that

initial state of system,
Soils/ecosystems = f ( surrounding environment,)
—_—————

dependent variables ‘elapsed time

J

independent variables
ey

From field observations and the conceptual work
of Dokuchaev, a set of more specific environmen-
tal factors have been identified which encompass
the controls listed above:

Soils/ecosystems
—_——————
= f(climate, organisms,

\~

surrounding environment

topography, parent material , time,...)  (2)

s
initial state of system

These so-called “state factors of soil formation”
have the following important characteristics:
(1) they are independent of the system being studied
and (ii) in many parts of the Earth, the state factors
vary independently of each other (though, of
course, not always). As a result, through judicious
site (system) selection, the influence of a single
factor can be observed and quantified in nature.

Table 1 provides a brief definition of the state
factors of soil formation. A field study designed to
observe the influence of one state factor on soil
properties or processes is referred to as a sequence,
e.g., a series of sites which have similar state factor
values except climate is referred to as a climo-
sequence. Similar sequences can, and have been,
established to examine the effect of other state
factors on soils. An excellent review of soil state
factor studies is presented by Birkeland (1999).
An informative set of papers discussing the impact
of Jenny’s state factor model on advances in
pedology, geology, ecology, and related sciences is
presented in Amundson et al. (1994a,b).

The state factor approach to studying soil
formation has been, and continues to be, a powerful
quantitative means of linking soil properties to
important variables (Amundson and Jenny, 1997).
As an example, possibly the best characterized soil
versus factor relationship is the relationship of soil
organic carbon and nitrogen storage to climate
(mean annual temperature and precipitation)
(Figure 1). The pattern—increasing carbon storage
with decreasing temperature and increasing pre-
cipitation—illustrated in Figure 1 is the result of
nearly six decades of work, and is based on
thousands of soil observations (Miller et al.,
2002). This climatic relationship is important in
global change research and in predicting the
response of soil carbon storage to climate change
(Schlesinger and Andrews, 2000). However, the
relationship, no matter how valid, provides no
insight into the rates at which soils achieve their
carbon storage, nor the mechanisms involved in the
accumulation. Thus, other approaches, again
amenable to systems studies, have been applied
in pedology to quantify soil formation. These are
discussed in later sections.

Table 1 The major state factors of soil and ecosystem formation, and a brief outline of their characteristics.

State factor Definition and characteristics

Climate Regional climate commonly characterized by mean annual temperature and precipitation
Organisms Potential biotic flux into system (as opposed to what is present at any time)

Topography Slope, aspect, and landscape configuration at time ¢ = 0

Parent material Chemical and physical characteristics of soil system at t = 0

Time Elapsed time since system was formed or rejuvenated

Humans A special biotic factor due to magnitude of human alteration of Earth’s and humans’

possession of variable cultural practices and attitudes that alter landscapes

Sources: Jenny (1941) and Amundson and Jenny (1997).
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30 0

Figure 1 The distribution of global soil C in relation to variations in mean average temperature (MAT) and

precipitaiton (MAP). The curve is derived from a multiple regression model of published soil C data versus climate

(Amundson, 2001) (reproduced by permission of Annual Reviews from Ann. Rev. Earth Planet. Sci. 2001, 29,
535-562).

5.01.3 SOIL MORPHOLOGY

A trend in present-day pedology is to incorporate
ever more sophisticated chemical and mathemat-
ical tools into our understanding of soil and their
formation. Yet, an examination of soils in situ is
required, in order to develop the appropriate
models or to even logically collect samples for
study.

Soil profiles are two-dimensional, vertical
exposures of the layering of soils. The net result
of the transport of matter and energy is a vertical
differentiation of visible, distinctive layers called
soil horizons. Soil horizons reflect the fact that soil
formation is a depth-dependent process. They are
layers that are readily identified by visual and
tactile procedures (field based) that have been
developed over the years (Soil Survey Staff, 1993).
A nomenclature has developed over the past
century, first started by the pioneering Russian
scientists in the nineteenth century, that involves
the “naming”of soil horizons on the basis of how
they differ from the starting parent material.
Therefore, horizon naming requires data acqui-
sition and hypothesis development. Soil horizon
names are commonly assigned from field-based
data, and may ultimately be modified as a result of
subsequent laboratory investigations.

The present US horizon nomenclature has two
components: (i) an upper case, “master horizon”
symbol and (ii) a lower case “modifier” that
provides more information on the horizon
characteristics or the processes that formed it.

Tables 2(a) and (b) provide definitions of both
the common master and modifier symbols. The
detailed rules for their use can be found in the Soil
Survey Manual (Soil Survey Staff, 1993).

Most soil process models are (roughly) continu-
ous with depth. However, during the observation of
many soil profiles, it is apparent that horizons do
not always, or even commonly, grade gradually
into one another. Sharp or abrupt horizon bound-
aries are common in soils around the world. This
indicates that our concepts and models of soil
formation capture only a part of the long-term
trajectory of soil development. Some processes are
not continuous with depth (the formation of
carbonate horizons for example), while some
may be continuous for some time period and
then, due to feedbacks, change their character (the
formation of clay-rich horizons which, if they
reach a critical clay content, restrict further water
and clay transport. This causes an abrupt buildup of
additional clay at the top of the horizon). In the
following sections, the author examines
various approaches to understanding soil for-
mation, and examines some of their attributes and
limitations.

5.01.4 MASS BALANCE MODELS OF SOIL
FORMATION

Detailed chemical analyses of soils and the
interpretation of that data relative to the com-
position of the parent material have been
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Table 2(a) A listing, and brief definitions, of the nomenclature used to identify master soil horizons.

Master horizons Definition and examples of lower case modifiers

(0] Layers dominated by organic matter. State of decomposition determines type: highly (Oa),
moderately (Oe), or slightly (Oi)* decomposed

A Mineral horizons that have formed at the surface of the mineral portion of the soil or below an

O horizon. Show one of the following: (i) an accumulation of humified organic matter
closely mixed with minerals or (ii) properties resulting from cultivation, pasturing, or other
human-caused disturbance (Ap)

E Mineral horizons in which the main feature is loss of silicate clay, iron, aluminum, or some
combination of these, leaving a concentration of sand and silt particles
B Horizons formed below A, E, or O horizons. Show one or more of the following: (i) illuvial®

concentration of silicate clay (Bt), iron (Bs), humus (Bh), carbonates (Bk), gypsum (By), or
silica (Bq) alone or in combination; (ii) removal of carbonates (Bw); (iii) residual
concentration of oxides (Bo); (iv) coatings of sesqu10x1des that make horizon higher in
chroma or redder in hue (Bw); (v) brittleness (Bx); or (vi) gleymg (Bg).

C Horizons little affected by pedogenic processes. May include soft sedimentary material (C) or
partially weathered bedrock (Cr)

R Strongly indurated® bedrock

W Water layers within or underlying soil

Source: Soil Survey Staff (1999).

 The symbols in parentheses illustrate the appropriate lower case modifiers used to describe specific features of master horizons. ° The term
illuvial refers to material transported into a horizon from layers above it. € The term sesquioxide refers to accumulations of secondary iron
and/or aluminum oxides. ¢ Gleying is a process of reduction (caused by prolonged high water content and low oxygen concentrations) that
results in soil colors characterized by low chromas and gray or blueish hues. ¢ The term indurated means strongly consolidated and
impenetrable to plant roots.

Table 2(b) Definitions used to identify the subordinate characteristics of soil horizons.

Lower case modifiers Definitions (relative to soil parent material)
of master horizons

Highly decomposed organic matter (O horizon)

Buried soil horizon

Concretions or nodules of iron, aluminum, manganese, or titanium

Noncemented, root restricting natural or human-made (plow layers, etc.) root

restrictive layers

Intermediate decomposition of organic matter (O horizon)

Indication of presence of permafrost

Strong gleying present in the form of reduction or loss of Fe and resulting color
changes

Accumulation of illuvial complexes of organic matter which coat sand and silt
particles

Slightly decomposed organic matter (O horizon)

Presence of jarosite (iron sulfate mineral) due to oxidation of pyrite in previously
reduced soils

Accumulation of calcium carbonate due to pedogenic processes

Nearly continuously cemented horizons (by various pedogenic minerals)

Accumulation of exchangeable sodium

Residual accumulation of oxides due to long-term chemical weathering

Horizon altered by human-related activities

Accumulation of silica (as opal)

Partially weathered bedrock

Iuvial accumulation of sesquioxides

Presence of features (called slickensides) caused by expansion and contraction of
high clay soils

t Accumulation of silicate clay by weathering and/or illuviation

\% Presence of plinthite (iron rich, reddish soil material)

w Indicates initial development of oxidized (or other) colors and/or soil structure

X Indicates horizon of high firmness and brittleness

y

z

= = g = O a0 o

—.

20T OBZ N

Accumulation of gypsum
Accumulation of salts more soluble than gypsum (e.g., Na,CO3)

Source: Soil Survey Staff (1999).
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performed since nearly the origins of pedology
(Hilgard, 1860). Yet, quantitative estimates of total
chemical denudation, and associated physical
changes that occur during soil formation, were
not rigorously performed until the late 1980s when
Brimhall and co-workers (Brimhall and Dietrich,
1987; Brimhall ez al., 1991) began applying a mass
balance model originally derived for ore body
studies to the soil environment. Here the author
presents the key components of this model, and
reports the results of its application to two issues:
(i) the behavior of many of the chemical elements
in soil formation and (ii) general trends of soil
physical and chemical behavior as a function of
time during soil formation.

A representation of a soil system during soil
formation is shown in Figure 2. While the figure
illustrates a loss of volume during weathering,
volumetric increases can also occur, as will be
shown later. The basic expression, describing
mass gains or losses of a given chemical element
(j), in the transition from parent material (p) to
soil (s) in terms of volume (V), bulk density (p),
and chemical composition (C) is

m;flux = Mg — M, (3)
where m is the mass of element j added/lost (flux)
in the soil (s) or parent material (p). Incorporating

volume, density, and concentration (in percent)

into the model gives

_ Vs Ps Cj,s

100
— —

mj,ﬂux

mass of element(j) into/out

of parent material volume mass of element(j) in soil

volume of interest
VoPoCip
100

mass of element(j) in (4)
parent material volume

Definitions of all terms used in these mass balance
equations are given in Table 3. The 100 in the
denominator is needed only if concentrations are
in percent.

During soil development, volumetric collapse
(AV, Figure 2) may occur through weathering
losses while expansion may occur through
biological or physical processes. Volumetric
change is defined in terms of strain (g):

1) &)

&is = ﬂ = & —-1]= (—ppci’p —
’ Vp Vp psCi,s
where the subscript i refers to an immobile, index
element. Commonly zirconium, titanium, or other
members of the titanium or rare earth groups of
the periodic table are used as index elements.

The fractional mass gain or loss of an element j
relative to the mass in the parent material (7) is

A
F Y
AV Horizon
A\
F Y
Leached 1
VP horizon
Water
V, 2
 Enriched
 horizon
3
v Unaltered
A\ J
Paren - | s
material
Strain for soil:
AV _ & ACip
& =V =y X
horizon=1 ps 1,5

Elemental gain/loss for soil

z

8. .=

pSCJ s( lhonzon(x)+1) —h, o

PP

18 on= 100

horizon=1

Figure 2 Diagram illustrated a mass balance perspective of soil formation (based on similar figures in Brimhall and
Dietrich, 1987).
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Table 3 Definition of parameters used in mass balance model.
Parameter Definition
Vo (cm?) Volume of parent material
V, (cm®) Volume of soil
P (g cm ) Parent material bulk density
ps (gem ) Soil bulk density
Cip (%,ppm) Concentration of mobile element j in parent material
Cjs (%.,ppm) Concentration of mobile element j in soil
Cip (%,ppm) Concentration of immobile element i in parent material
C;s (%.,ppm) Concentration of immobile element i in soil
mj fux (g cm?) Mass of element j added or removed via soil formation
€is Net strain determined using element i
T Fractional mass gain or loss of element j relative to immobile element i

8 (gem )

Mass gain or loss per unit volume of element j relative to immobile element i.

Sources: Brimhall and Dietrich (1987) and Brimhall et al. (1992).

defined by combining Equations (3)—(5):

. C.
;e m],ﬂux — ( Ps 7,8 (8[’5 + 1) _ 1) (6)

Mjp PoCip

Through substitution, Equation (6) reduces to
T=— —1 @)

where Ry = C;/C;s and R, = C;,/C;,. Thus, 7
can be calculated readily from commonly avail-
able chemical data and does not require bulk
density data. Absolute gains or losses of an
element in mass per unit volume of the parent
material (§) can be expressed as

Y mj,ﬂux _ pst,s(si?s + 1) - ppCj’p
A 100
7C; ,p
=00 (8)

In applying the mass balance expressions, analy-
ses are commonly performed by soil horizon, and
total gains or losses (or collapse or expansion) can
be plotted by depth or integrated for the whole soil
profile (Figure 2).

5.01.4.1 Mass Balance Evaluation of the
Biogeochemistry of Soil Formation

The chemical composition of soils is the result
of a series of processes that ultimately link the soil
to the history of the universe (Volume 1), with the
principal processes of chemical differentiation
being: (i) chemical evolution of universe/solar
system; (ii) chemical differentiation of Earth from
the solar system components; and (iii) the
biogeochemical effects of soil formation on
crustal chemistry.

The chemical composition of the solar system
(Figure 3) has been widely discussed (Greenwood
and Earnshaw, 1997; Chiappini, 2001). Today,

99% of the universe is comprised of hydrogen and
helium, which were formed during the first few
minutes following the big bang. The production of
elements of greater atomic number requires a
series of nuclear processes that occur during star
formation and destruction. Thus, the relative
elemental abundance versus atomic number is a
function of the age of the universe and the number
of cycles of star formation/termination that have
occurred (e.g., Allegre, 1992).

The chemical composition of average crustal
rock (Taylor and McLennan, 1985; Bowen, 1979)
relative to the solar system reveals systematic
differences (Brimhall, 1987) (Figure 4) that result
from elemental fractionation during: (i) accretion
of the Earth (and the interior planets) (Allegre,
1992) and (ii) differentiation of the core, mantle,
and crust (Brimhall, 1987) and possibly unique
starting materials (Drake and Righter, 2002).
In general, the crust is depleted in the noble gases
(group VIIIA) and hydrogen, carbon, and nitrogen,
while it is enriched in many of the remaining
elements. For the remaining elements, there is a
trend toward decreasing enrichment with increas-
ing atomic number within a given period, due to
increasing volatility with increasing atomic num-
ber (Brimhall, 1987). The depletion of the side-
rophile elements in the crust relative to the solar
system has been attributed to their concentration
within the core (Brimhall, 1987), though the crust
composition may also reflect late-stage accretion-
ary processes (Delsemme, 2001).

The result of these various processes is that the
Earth’s crust, the parent material for soils, is
dominated (in mass) by eight elements (oxygen,
silicon, aluminum, iron, calcium, sodium, mag-
nesium, and potassium). These elements, with the
exception of oxygen, are not the dominant
elements of the solar system. Thus, soils on
Earth form in a matrix dominated by oxygen and
silicon, the elements which form the backbone of
the silicate minerals that dominate both the
primary and secondary minerals found in soils.
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Figure 3 The log of the mass fraction (mg kg ') of elements in the solar system arranged by atomic number
(source Anders and Grevesses, 1989, table 1).

There are a variety of compilations of the
concentrations of many of the chemical elements
for both crustal rocks (see above and Volume 3)
and for soils (Bowen, 1979; Shacklette and
Boerngen, 1984). In the case of soils, the samples
analyzed are usually from a standard surface
sampling depth, or from the uppermost horizon.
Thus, these samples give a somewhat skewed view
of the overall process of soil formation because, as
will be discussed, soil formation is a depth-
dependent process. Nonetheless, the data do
provide a general overview of soil biogeochem-
istry that is applicable across broad geographical
gradients.

When analyzing large chemical data sets, it is
common to evaluate the behavior of elements in
soils, and how they change during soil formation,
by dividing the mass concentration of the
elements in soils by that in crustal rocks, with

the resulting ratio being termed the enrichment
factor—values less than 1 indicating loss, more
than 1 indicating gains. A disconcerting artifact of
this analysis is that some mobile elements,
particularly silicon, commonly show enrichment
factors greater than 1. Silicon is one of the major
elements lost via chemical weathering, having an
annual flux to the ocean of 6.1 X 10'? mol Si yr !
(Tréguer et al., 1995), so that there is a large net
loss of the element from landscapes. The reason
for the apparent enrichment is that although
silicon is lost via weathering, the concentration
of chemically resistant silicates (e.g., quartz) leads
to a relative retention of the element. These
discrepancies can be avoided by relating soil and
parent material concentrations to immobile index
elements such as zirconium.

The present analysis uses 7, the fractional
elemental enrichment factor relative to the parent
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Figure 4 The log of the ratio of the average chemical concentration of elements in the Earth’s upper crust

(mg kg™ ") to that of the solar system (mgkg '). Data on the geochemistry of the upper crust from Taylor and

McLennan (1985, table 2.15) with supplemental data from Bowen (1979, table 3.3). The chemistry of the solar system
from Anders and Grevesse (1989).

material (Equation (7)). The normalization of
elemental concentrations to immobile elements
provides an accurate assessment of biogeochem-
ical behavior during soil formation. Figure 5
illustrates the relative chemical composition of
soil surface samples versus that of crustal rock
(log(T + 1)), where positive values indicate soil
enrichment and negative values indicate soil
depletion, relative to the crust. Elemental losses
are due to chemical weathering, and the ultimate
removal of weathering products to oceans.
Elemental gains are due primarily to biological
processes—the addition of elements to soils,
primarily by land plants.

The comparison (soils to average continental
crust) indicates that soils are: (i) particularly
depleted, due to aqueous weathering losses, in
the alkali metals and alkaline earths (particularly
magnesium, sodium, calcium, potassium, and
beryllium) and some of the halides; (ii) depleted,
to a lesser degree, in silicon, iron, and
aluminum; and (iii) enriched in carbon, nitrogen,
and sulfur. The losses are clearly due to
chemical weathering, as the chemical compo-
sition of surface waters illustrates an enrichment
of these same elements relative to that of the
crust (Figure 6). Plants directly assimilate
elements from soil water (though they exhibit
elemental selectivity across the root interface
(Clarkson, 1974)), and are therefore enriched,
relative to the crust, in elements derived from
chemical weathering.

The key elemental addition to soils by plants is
carbon, because photosynthesis greatly increases
plant carbon content relative to the crust.
Globally, net primary production (NPP) (gross
photosynthetic carbon fixation—plant respiration)
is ~60 Gt C yr_l, an enormous carbon flux rate
that nearly equals ocean/atmosphere carbon
exchange (Sundquist, 1993). In addition to enrich-
ing the soil in carbon, the variety of organic
molecules produced during the cycling of this
organic material, coupled with the CO, gene-
rated in the soil by the decomposition of the
organic compounds by heterotrophic micro-
organisms, greatly accelerate rates of chemical
weathering (see Chapter 5.05). As a result, plants
are responsible not only for enrichments of soil
carbon, but also for enhanced rates of chemical
weathering.

Second only to carbon inputs, nitrogen fixation
by both symbiotic and nonsymbiotic organisms
comprises an enormous biologically driven
elemental influx to soils. Biological nitrogen
fixation occurs via the following reaction (Allen
et al., 1994):

Na(atmospherey + 10H™ + nMgATP + 8¢~
= 2NH{ + H, + nMgADP + nP;(n = 16)
where P; is inorganic P. The breakage of the

triple bonds in N, is a highly energy demanding
process (thus the consumption of ATP), and in
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Figure 5 The log of the ratio of the mass fraction of an element in soil (relative to Zr) to that in the crust (relative to
Zr). Soil data from Bowen (1979, table 4.4) and the crust data from Taylor and McLennan (1985, table 2.25) with
supplemental data from Bowen (1979, table 3.3).
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Figure 6 The log of the ratio of the mass fraction of an element in freshwater (rivers) (relative to Zr) to that of the
crust (relative to Zr) as a function of atomic number. Water data from Bowen (1979, table 2.3) and crust data from
Taylor and McLennan (1985, table 2.25) with supplemental data from Bowen (1979, table 3.3).

nature microorganisms have developed symbiotic
relations with certain host plants (particularily
legumes), deriving carbon sources from the
host plant, and in turn enzymatically reducing

atmospheric N, to NHJ, a form which is plant

available and becomes part of plant proteins.
Globally, it is estimated that, prior to extensive

human activity, biological nitrogen fixation was
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~(90-140)x10"? g Nyr~ ' (Vitousek et al.,
1997a). This rate is increasing because of the
agriculturally induced nitrogen fixation. The
ability to fix nitrogen is one of the most
fundamental biological developments on Earth
(Navarro-Gonzalez et al., 2001), since nitrogen
availability is one of the key limiting elements to
plant growth, and hence to virtually all biogeo-
chemical processes.

The summary of this brief discussion is that
weathering losses plus plant additions characterize
soil formation. This model, while capturing some
important themes, neglects one of the key charac-
teristics of soils—the distinctive and widely
varying ways in which their properties vary with
depth. Mass balance analyses have been applied to
complete soil profiles along gradients of landform
age, giving us a general perspective on the rates and
directions of physical and chemical changes of
soils with time. This is discussed in the next
section.

5.01.4.2 Mass Balance of Soil Formation
versus Time

5.01.4.2.1 Temperate climate

The main conclusions that can be summarized
by mass balance analyses of soil formation over

time in nonarid environments are that: in early
phases of soil formation, the soil experiences
volumetric dilation due to physical and biological
processes; the later stages of soil formation are
characterized by volumetric collapse caused by
large chemical losses of the major elements that,
given sufficient time, result in nutrient impover-
ishment of the landscape. The key studies that
contribute to this understanding are summarized
below.

On a time series of Quaternary marine terraces
in northern California, Brimhall et al. (1992)
conducted the first mass balance analysis of soil
formation over geologic time spans. This analysis
provided quantitative data on well-known quali-
tative observations of soil formation: (i) the
earliest stages of soil formation (on timescales
of 10'=10% yr) are visually characterized by loss
of sedimentary/rock structure, the accumulation of
roots and organic matter, and the reduction of bulk
density; and (ii) the later stages of soil develop-
ment (>10° yr) are characterized by the accumu-
lation of weathering products (iron oxides, silicate
clays, and carbonates) and the loss of many
products of weathering.

Figure 7 shows the trend in &, volumetric strain
(Equation (5)), over ~2.40X 10° yr. The data
show the following physical changes: (i) large
volumetric expansion (g > 0) occurred in the
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Figure 7 (a) Volumetric strain (ez,) plotted against depth for soils on a marine terrace chronosequence on the

Mendocino Coast of northern California; (b) average strain for entire profiles versus time (integrated strain to

sampling depth divided by sampling depth); (c) integrated flux of Si (8s;) for entire profiles versus time; and

(d) integrated flux of organic C versus time (Brimhall e al., 1992) (reproduced by permission of the American
Association from the Advancement of Science from Science 1992, 255, 695).
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young soil (Figure 7(a)); (ii) integrated expansion
for the whole soil declined with age (Figure 7(b));
and (iii) the cross-over point between expansion
and collapse (¢ <0) moved progressively
toward the soil surface with increasing age
(Figure 7(a)).

Biological processes, along with abiotic mixing
mechanisms, drive the distinctive first phases of
soil formation. The large positive strain (expan-
sion) measured in the young soil on the California
coast was due to an influx of silicon-rich beach sand
(Figure 7(c)) and the accumulation of organic
matter from plants (Figure 7(d)). In many cases,
there is a positive relationship between the mass
influx of carbon to soil (§,.) and strain; Jersak et al.
(1995)). Second, in addition to adding carbon mass
relative to the parent material, the plants roots (and
other subterranean organisms) expand the soil,
create porosity, and generally assist in both mixing
and expansion. Pressures created by growing roots
can reach 15 bar (Russell, 1977), providing
adequate forces to expand soil material. Brimhall
et al. (1992) conducted an elegant lab experiment
showing the rapid manner in which roots can
effectively mix soil, and incorporate material
derived from external sources. Over several
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hundred “root growth cycles” using an expand-
able/collapsible tube in a sand mixture
(Figure 8(a)), they demonstrated considerable
expansion and depth of mixing (Figure 8(b)),
with an almost linear relation between expansion
and depth of translocation of externally added
materials (Figures 8(c) and (d)).

The rate of physical mixing and volumetric
expansion caused by carbon additions declines
quickly with time. Soil carbon accumulation
with time (Figure 7(d)) can be described by
the following first-order decay model (Jenny
et al., 1949):

dc

” I—kC (C)]
where I is plant carbon inputs (kgm *yr '), C
the soil carbon storage (kg m~?), and k the decay
constant (yr_l). Measured and modeled values of
k for soil organic carbon (Jenkinson et al., 1991;
Raich and Schlesinger, 1992) indicate that steady
state should be reached for most soils within
~10%2-10° yr. Thus, as rates of volumetric expan-
sion decline, the integrated effects of mineral
weathering and the leaching of silicon
(Figure 7(c)), calcium, magnesium, sodium,
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Figure 8 (a) Initial state of a cyclical dilation mixing experiment, with a surgical rubber tube embedded in a sandy

matrix; (b) features after mixing: line 1 is depth of mixing after mixing, line 2 is the dilated surface, and line 3 is the

top of the overlying fine sand lense; (c) expansion (o) and depth of mixing (®) as a function of mixing cycles; and

(d) relationship of soil expansion to mixing depth (Brimhall et al., 1992) (reproduced by permission of the American
Association from the Advancement of Science from Science 1992, 255, 695).
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potassium, and other elements begin to become
measurable, and over time tend to eliminate the
measured expansion not only near the surface
(Figure 7(a)), but also for the whole profile
(Figure 7(b)).

5.01.4.2.2 Cool tropical climate

The integrated mass losses of elements over time
are affected by parent material mineralogy, cli-
mate, topography, etc. The mass balance analysis
of soil formation of the temperate California coast
(Brimhall et al., 1991; Chadwick et al., 1990;
Merritts et al., 1992) is complemented by an even
longer time frame on the Hawaiian Islands
(Vitousek et al., 1997b; Chadwick et al., 1999).
The Hawaiian chronosequence encompasses
~4 Myr in a relatively cool, but wet, tropical
setting. Because of both steady and cyclic pro-
cesses of erosion and deposition, few geomorphic
surfaces in temperate settings on Earth are older
than Pleistocene age. Yet the exceptions to this
rule: the Hawaiian Island chronosequence, river
terrace/glacial outwash sequence in the San
Joaquin Valley of California (e.g., Harden, 1987;
White et al., 1996), and possibly others provide
glimpses into the chemical fate of the Earth’s
surface in the absence of geological rejuvenation.

The work by Vitousek and co-workers on
Hawaii demonstrates that uninterrupted soil
development on million-year timescales in
those humid conditions depletes the soil in
elements essential to vegetation and, ultimately,
the ecosystem becomes dependent on atmos-
pheric sources of nutrients (Chadwick et al.,
1999). Figures 9(a)—(g) illustrate: (i) silicon and
alkali and alkaline earth metals are progressively
depleted, and nearly removed from the upper
1 m; (ii) soil mineralogy shifts from primary
minerals to secondary iron and aluminum oxides
with time; (iii) phosphorus in primary minerals
is rapidly depleted in the early stages of weath-
ering, and the remaining phosphorus is seques-
tered into organic forms (available to plants
through biocycling) and relatively inert oxides
and hydroxides. As a result, in later stages of soil
formation, the soils become phosphorus limited
to plants (Vitousek et al., 1997b). In contrast, in
very early phases of soil formation, soils have
adequate phosphorus in mineral forms, but
generally lack nitrogen (Figure 9(g)) due to an
inadequate time for its accumulation through a
combination of nitrogen fixation (which is
relatively a minor process on Hawaii; Vitousek
et al. (1997b) and atmospheric deposition of
NO5;, NHi, and organic N (at rates of
~5-50 ngyrfl; Heath and Huebert (1999)).
The rate of nitrogen accumulation in soil and
the model describing it generally parallel the case
of organic carbon, because carbon storage hinges

on the availability of nitrogen (e.g., Parton ef al.,
1987).

In summary, soils in the early stages of their
development contain most of the essential
elements for plant growth with the exception of
nitrogen. Soil nitrogen, like carbon, reaches
maximum steady-state values in periods on the
order of thousands of years and, as a result, NPP
of the ecosystems reach maximum values at this
stage of soil development (Figure 10). Due to
progressive removal of phosphorus and other
plant essential elements (particularly calcium),
plant productivity declines (Figure 10), carbon
inputs to the soil decline, and both soil carbon
and nitrogen storage begin a slow decline
(Figure 9). This trend, because of erosive
rejuvenating processes, is rarely observed in
climatically and tectonically active parts of the
Earth. Alternatively, low latitude, tectonically
stable continental regions may reflect these long-
term processes. Brimhall and Dietrich (1987) and
Brimhall ef al. (1991, 1992) discuss the pervasive
weathering and elemental losses from cratonal
regions such as Australia and West Africa. These
regions, characterized by an absence of tectonic
activity and glaciation, and by warm (and some-
times humid) climates, have extensive landscapes
subjected to weathering on timescales of millions
of years. However, over such immense time-
scales, known and unknown changes in climate
and other factors complicate interpretation of the
soil formation processes. An emerging perspec-
tive is that these and other areas of the Earth
experience atmospheric inputs of dust and dis-
solved components that wholly or partially
compensate chemical weathering losses, ulti-
mately creating complex soil profiles and eco-
systems which subsist on the steady but slow flux
of atmospherically derived elements (Kennedy
et al., 1998; Chadwick et al., 1999).

5.01.4.2.3 Role of atmospheric inputs
on chemically depleted
landscapes

The importance of dust deposition, and its
impact on soils, is not entirely a recent observation
(Griffin et al., 2002). Darwin complained of
Saharan dust while aboard the Beagle (Darwin,
1846), and presented some discussion of its
composition and the research on the pheno-
menon at the time. In the pedological realm,
researchers in both arid regions (Peterson, 1980;
Chadwick and Davis, 1990) and in humid
climates recognized the impact of aerosol
imputs on soil properties. With respect to the
Hawaiian Islands—a remarkably isolated volcanic
archipelago—Jackson et al. (1971) recognized
the presence of prodigous quantities of quartz in
the basaltic soils of Hawaii. Oxygen-isotope
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Figure 9 Weathering, mineralogical changes, and variations in plant-available elements in soils (to 1 m in
depth) as a function of time in Hawaii: (a) total soil K, Mg, and Ca; (b) total soil Al, P, and Si; (c¢) volumetric
change; (d) soil feldspar, crystalline and noncrystalline secondary minerals; (e) soil P pools (organic, recalcitrant,
apatite); (f) exchangeable K, Mg, Al, and Ca; and (g) changes in resin-extractable (biologically available)
inorganic N and P (Vitousek et al., 1997b) (reproduced by permission of the Geological Society of America from

GSA Today,

analyses of these quartz grains showed that the
quartz was derived from continental dust from the
northern hemisphere, a source now well con-
strained by atmospheric observations (Nakai et al.,
1993) and the analysis of Pacific Ocean sediment
cores (Rea, 1994).

The work by Chadwick er al. (1999) has
demonstrated that the calcium and phosphorus
nutrition of the older Hawaiian Island ecosys-
tems depends almost entirely on atmospheric
sources. With respect to calcium, strontium-
isotope analyses of soils and plants indicates that
atmospherically derived calcium (from marine
sources) increases from less than 20% to more

1997b, 7, 1-8).

than 80% of total plant calcium with increasing
soil age. With respect to phosphorus, the use of
rare earth elements and isotopes of neodymium
all indicated that from ~0.5 to more than
1.0mgPm ?yr ! is delivered in the form of
dust each year and, in the old soils, the
atmospheric inputs approach 100% of the total
available phosphorus at the sites. Brimhall ef al.
(1988, 1991) demonstrated that much of the
zirconium in the upper part of the soils in
Australia and presumably other chemical con-
stituents are derived from atmospheric inputs.
In summary, it is clear that the ultimate fate of
soils in the absence of geological rejuvenation,
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all sites (1-to-all); (e) fraction of N and P in original leaves remaining after 2 yr of decomposition; (f) carbon storage
in the ecosystems in the form of plant biomass, soil organic matter, and as CO, consumed during silicate weathering;
and (g) instantaneous rate of total ecosystem carbon storage (Vitousek et al., 1997b) (reproduced by permission of the
Geological Society of America from GSA Today, 1997b, 7, 1-8).

in humid climates, is a subsistence on atmos-
pheric elemental sources.

5.01.4.3 Mass Balance Evaluation of Soil
Formation versus Climate

Hyperarid regions offer a unique view of the
importance of atmospheric elemental inputs to
soils, because in these areas, the inputs are not

removed by leaching. The western coasts of
southern Africa and America lie in hyperarid
climates that have likely persisted since the
Tertiary (Alpers and Brimhall, 1988). These
regions, particularly the Atacama desert of
Chile, are known for their commercial-grade
deposits of sulfates, iodates, bromates, and
particularly nitrates (Ericksen, 1981; Bohlke
et al., 1997). These deposits may form due to
several processes and salt sources, including
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deflation around playas, spring deposits (Rech
et al., 2003), and other settings. However, many
of the deposits are simply heavily concentrated
soil horizons, formed by the long accumulation of
soluble constituents over long time spans
(Erickson, 1981). The ultimate origin of these
salts (and their elements) is in some cases
obscure, but it is clear that they arrive at the
soils via the atmosphere. In Chile, sources of
elements may be from fog, marine spray,
reworking of playa crusts, and more general
long-distance atmospheric sources (Ericksen,
1981; Bohlke et al., 1997).

Recent novel research by Theimens and co-
workers has convincingly demonstrated the
atmospheric origin (as opposed to sea spray,
playa reworking, etc.) of sulfates in Africa and
Antarctica (Bao et al., 2000a,b, 2001). Briefly,
these researchers have shown that as sulfur
undergoes chemical reactions in the stratosphere
and troposphere, a mass-independent fraction-
ation of oxygen isotopes in the sulfur oxides
occurs. The mechanism for these fractionations
is obscure (Thiemens, 1999), but the presence of
mass-independent ratios of '’O and 80 in soil
sulfate accumulations is a positive indicator of
an atmospheric origin. In both the Nambian
desert (Bao er al., 2001) and Antarctica (Bao
et al., 2000a), there was an increase in the
observed ''O isotopic anomaly with distance
from the ocean, possibly due to a decrease in the
ratio of sea salt-derived sulfate in atmospheric
sulfate.

There have been few, if any, systematic
pedological studies of the soils of these hyperarid
regions. Here, we present a preliminary mass
balance analysis of soil formation along a precipi-
tation gradient in the presently hyperarid region of
the Atacama desert, northern Chile (Sutter et al.,
2002). Along a south-to-north gradient, precipita-
tion decreases from ~15 mm yr ' to ~2 mm yr '
(http://www.worldclimate.com/worldclimate/
index.htm). For the study, three sites were chosen
~50 km inland on the oldest (probably Mid- to
Early Pleistocene) observable fluvial landform
(stream terrace or alluvial fan) in the region.
Depths of observation were restricted by the
presence of salt-cemented soil horizons.

Using the mass balance equations presented
earlier and titanium as an immobile index
element, the volumetric and major element
changes with precipiation were calculated
(Figure 11). The calculations for & show progress-
ive increases in volumetric expansion with
decreasing precipitation (approaching 400% in
some horizons at Yungay, the driest site)
(Figure 11(a)). These measured expansions are
due primarily to the accumulation and retention of
NaCl and CaSO,4 minerals. For example, Yungay
has large expansions near the surface and below

120 cm. Figure 11(c) shows that sulfur (in the
form of CaSO,) is responsible for the upper
expansion, while chlorine (in the form of NaCl) is
responsible for the lower horizon expansion. As
the chemical data indicate, the type and depth of
salt movement is climatically related: the mass of
salt changes from (CI, S) to (S, CaCO;) to
(CaCO3) with increasing rainfall (north to
south). Additionally, the depth of S and CaCO;
accumulations increase with rainfall.

These data suggest that for the driest end-
member of the transect, the virtual absence
of chemical weathering (for possibly millions of
years), and the pervasive input and retention of
atmospherically derived chemical constituents
(due to a lack of leaching), drives the long-term
trajectory of these soils toward continued volu-
metric expansion (due to inputs) and the accretion,
as opposed to the loss, of plant-essential elements.
Therefore, it might be hypothesized that there is a
critical water balance for soil formation
(precipitation—evapotranspiration) at which the
long-term accumulation of atmospherically
derived elements exceeds weathering losses, and
landscapes undergo continual dilation as opposed
to collapse. The critical climatic cutoff point is
likely to be quite arid. In the Atacama desert, the
crossover point between the accretion versus the
loss of soluble atmospheric inputs such as nitrate
and sulfate is somewhere between 5 mm and
20 mm of precipitation per year. These Pleisto-
cene (or older) landscapes have likely experienced
changes in climate (Betancourt et al., 2000;
Latorre et al., 2002), so the true climatic barrier
to salt accumulations is unknown. Nonetheless, it
is clear that the effect of climate drives strongly
contrasting fates of soil formation (collapse and
nutrient impoverishment versus dilation and
nutrient accumulation) over geological time
spans.

5.01.5 PROCESSES OF MATTER AND
ENERGY TRANSFER IN SOILS

Chadwick et al. (1990) wrote that depth-
oriented mass balance analyses change the study
of soil formation from a “black to gray box.”
The “grayness” of the mass balance approach is
due to the fact that it does not directly pro-
vide insight into mechanisms of mass transfer,
and it does not address the transport of heat,
water, and gases. The mechanistic modeling and
quantification of these fluxes in field settings is
truly in its infancy, but some general principles
along with some notable success stories have
emerged on the more mechanistic front of soil
formation. In this section, the author discusses
the general models that describe mass transfer
in soils, and examines in some detail how
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precipitation gradient (Sutter et al., 2002).
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these models have been successfully used to
describe observed patterns in soil gas and
organic matter concentrations, and their isotopic
composition.

The movement of most constituents in soils
can ultimately be described as variants of
diffusive (or in certain cases, advective) pro-
cesses. The study of these processes, and their
modeling, has long been the domain of soil
physics, an experimental branch of the soil
sciences. There are several good textbooks in
soil physics that provide introductions to
these processes (Jury et al., 1991; Hillel, 1998,
1980a,b). However, it is fair to say that the
application of this work to natural soil processes,
and to natural soils, has been minimal given the
focus on laboratory or highly controlled field
experiments. However, notable exceptions to this
trend exist, exceptions initiated by biogeoche-
mists who adapted or modified these principles
to illuminate the soil “black box.”

There are few, if any, cases where these various
models have been fully coupled to provide an
integrated view of soil formation. However, one
group of soil processes that has been extensively
studied and modeled comprise the soil carbon
cycle. We review the mechanisms of this cycle
and the modeling approaches that have received
reasonably wide acceptance in describing the
processes.

5.01.5.1 Mechanistic Modeling of the Organic

and Inorganic Carbon Cycle in Soils

The processing of carbon in soils has long
received attention due to its importance to
agriculture (in the form of organic matter) and
the marked visual impact it imparts to soil profiles.
A schematic perspective of the flow of carbon
through soils is given in Figure 12. Carbon is fixed
from atmospheric CO, by plants, enters soil in
organic forms, undergoes decomposition, and is
cycled back to the atmosphere as CO,. In semi-
arid to arid regions, a fraction of the CO, may
ultimately become locked in pedogenic CaCOs,
whereas in humid regions a portion may be
leached out as dissolved organic and inorganic
carbon with groundwater. On hillslopes, a portion
of the organic carbon may be removed by erosion
(Stallard, 1998). Most studies of the organic part
of the soil carbon assume the latter three
mechanisms to be of minor importance (to be
discussed more fully below) and consider the
respiratory loss of CO, as the main avenue of soil
carbon loss.

Jenny et al. (1949) were among the first to apply
a mathematical framework to the soil carbon
cycle. For the organic layer at the surface
of forested soils, Jenny applied, solved, and

%
L)

Litter
inputs

Root
inputs

Organic C

Figure 12 Schematic diagram illustrating C flow
through terrestrial ecosystems.

evaluated the mass balance model given by
Equation (9) discussed earlier. This approach
can be applied to the soil organic carbon pool as a
whole. This has proved useful in evaluating the
response of soil carbon to climate and environ-
mental change (Jenkinson et al., 1991).

The deficiency of the above model of soil
carbon is that it ignores the interesting and
important variations in soil carbon content with
soil depth. The depth variations of organic
carbon in soils vary widely, suggesting a
complex set of processes that vary from one
environment to another. Figure 13 illustrates just
three commonly observed soil carbon (and
nitrogen) trends with depth: (i) exponentially
declining carbon with depth (common in grass-
land soils or Mollisols); (ii) randomly varying
carbon with depth (common on young fluvial
deposits or, as here, in highly stratified desert
soils or Aridisols); and (iii) a subsurface
accumulation of carbon below a thick plant litter
layer on the soil surface (sandy, northern forest
soils or Spodosols). The mechanisms controlling
these distributions will be discussed, in reverse
order, culminating with a discussion of transport
models used to describe the distribution of
carbon in grasslands.

Spodosols are one of the 12 soil orders in the
USDA Soil Taxonomy. The soil orders, and
their key properties, are listed in Table 4. The
distribution of the soil orders in the world is
illustrated in Figure 14. With respect to
Spodosols, which are common to the NE USA,
Canada, Scandinavia, and Russia, the key
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Figure 13 Soil organic C depth in three contrasting soil orders (source Soil Survey Staff, 1975).

Table 4 The soil orders of the US Soil Taxonomy and a brief definition of their characteristics.

Order Characteristics

Alfisols Soils possessing Bt horizons with >35% base saturation; commonly Pleistocene aged

Andisols Soils possessing properties derived from weathered volcanic ash, such as low bulk density, high
extractable Al, and high P retention

Aridisols Soils of arid climates that possess some degree of subsurface horizon development; commonly
Pleistocene aged

Entisols Soils lacking subsurface horizon development due to young age, resistant parent materials, or high
rates of erosion

Gelisols Soils possessing permafrost and/or evidence of cryoturbation

Histosols Soils dominated by organic matter in 50% or more of profile

Inceptisols Soils exhibiting “incipient” stages of subsurface horizon development due to age, topographic
position, etc.

Mollisols Soils possessing a relatively dark and high C and base saturation surface horizon; commonly occur in
grasslands

Oxisols Soils possessing highly weathered profiles characterized by low-cation-exchange-capacity clays
(kaolinite, gibbsite, etc.), few remaining weatherable minerals, and high clay; most common on
stable, tropical landforms

Spodosols Soils of northern temperate forests characterized by intense (but commonly shallow) biogeochemical
downward transport of humic compounds, Fe, and Al; commonly Holocene aged

Ultisols Soils possessing Bt horizons with <35% base saturation; commonly Pleistocene aged

Vertisols Soils composed of >35% expandable clay, possessing evidence of shrink/swell in form of cracks,

structure, or surface topography

After Soil Survey Staff (1999).

characteristics that lead to their formation are:
sandy or coarse sediment (commonly glacial
outwash or till), deciduous or coniferous forest
cover, and humid, cool to cold, climates.
Organic matter added by leaf and branch litter
at the surface accumulates to a steady-state

thickness of organic horizons (Figure 13).
During the decomposition of this surface
material, soluble organic molecules are released
which move downward with water. The organic
molecules have reactive functional groups which
complex with iron and aluminum, stripping the
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upper layers of the mineral soils that contain
these elements and leaving a white, bleached
layer devoid, or depleted in iron, aluminum, and
organic matter (De Coninck, 1980; Ugolini and
Dahlgren, 1987). As the organics move down-
ward, they become saturated with respect to
their metal constituents, and precipitate from
solution, forming an organo/metal-rich subsur-
face set of horizons. In many of these forests,
tree roots are primarily concentrated in the
organic layers above the mineral soil, so that
addition of carbon from roots is a minor input of
carbon to these systems.

In sharp contrast to the northern forests,
stratified, gravelly desert soils sometimes exhibit
almost random variations in carbon with depth. In
these environments, surface accumulation of plant
litter is negligible (except directly under shrubs)
due to low plant production, wind, and high
temperatures which accelerate decomposition
when water is available. In these soils, where
plant roots are extensively distributed both
horizontally and vertically to capture water, it
appears that an important process controlling soil
carbon distribution is the direct input of carbon
from decaying plant roots or root exudates. In
addition, the general lack of water movement
through the soils inhibits vertical transport
of carbon, and root-derived organic matter
is expected to remain near the sites of
emplacement.

Much work has been devoted to examining
the role of carbon movement in the formation of
Spodosols, but the modeling of the organic
carbon flux, with some exceptions (e.g.,
Hoosbeek and Bryant, 1995), in these or other
soils is arguably not as developed as it is for
soils showing a steadily declining carbon
content with depth that is found in the grassland
soils of the world. In grassland soils, the
common occurrence of relatively unstratified
Holocene sediments, and continuous grassland
cover, provides the setting for soil carbon fluxes
dependent strongly on both root inputs and
subsequent organic matter transport. Possibly
the first study to attempt to model these
processes to match both total carbon distribution
and its '*C content was by O’Brien and Stout
(1978). Variations and substantial extensions of
this work have been developed by others
(Elzein and Balesdent, 1995). To illustrate the
approach, the author follows the work of
Baisden et al. (2002).

5.01.5.1.1 Modeling carbon movement
into soils

The soil carbon mass balance is hypothe-
sized to be, for grassland soils, a function of

plant inputs (both surface and root), transport, and
decomposition:

dC _ _ £ kC E —z/L
dr o Vi N~ * L ¢
— decomposition —
downward i
v plant inputs
advective distributed
transport exponentially
(10)

where — v is the advection rate (cm yrfl), z the
soil depth (cm), F the total plant carbon inputs
(gem2yr 1), and L the e-folding depth (cm).
For the boundary conditions that C = 0 at z = o
and —v(dC/dz) = F5 at z=0 (where F, are
aboveground and Fg the belowground plant carbon
inputs), the steady-state solution is

Fa - Fg -
Clz) = —2e ™ 4 "B ¢ kel (Q2kL=IVL 1)
v kL—v

root input/transport

)

above—ground
input/transport

(1)

This model forms the framework for examining
soil carbon distribution with depth. It contains
numerous simplifications of soil processes such as
steady state, constant advection and decomposition
rates versus depth, and the assumption of one soil
carbon pool. Recent research on soil carbon
cycling, particularly using '*C, has revealed that
soil carbon consists of multiple pools of differing
residence times (Trumbore, 2000). Therefore, in
modeling grassland soils in California, Baisden
et al. (2002) modified the soil carbon model above
by developing linked mass balance models for
three carbon pools of increasing residence time.
Estimates of carbon input parameters came from
direct surface and root production measurements.
Estimates of transport velocities came from '*C
measurements of soil carbon versus depth, and
other parameters were estimated by iterative
processes. The result of this effort for a
~2x% 10° yr old soil (granitic alluvium) in the
San Joaquin Valley of California is illustrated
in Figure 15. The goodness of fit suggests that
the model captures at least the key processes
distributing carbon in this soil. Model fitting to
observed data became more difficult in older soils
with dense or cemented soil horizons, presumably
due to changes in transport velocities versus depth
(Baisden et al., 2002).

5.01.5.1.2 Modeling carbon movement out
of soils

The example above illustrates that long-
observed soil characteristics are amenable to
analytical or numerical modeling, and it illustrates
the importance of transport in the vertical
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Figure 15 Measured total organic C versus depth and modeled amounts of three fractions of differing
residence time (~10°yr, 10> yr, and 10® yr) for a ~600 ka soil formed on granitic alluvium in the San Jaoquin
Valley of California (source Baisden, 2000).

distribution of soil properties, in this case organic
carbon. As the model and observations indicate,
the primary pathway for carbon loss from soil
is the production of CO, from the decomposition
of the organic carbon. It has long been recognized
that CO, leaves the soil via diffusion, and various
forms of Fick’s law have been applied to
describing the transport of CO, and other gases
in soils (e.g., Jury et al., 1991; Hillel, 1980b).
However, the application of these models to
natural processes and to the issue of stable isotopes
in the soil gases is largely attributable to the work
of Thorstenson et al. (1983) and, in particular, of
Cerling (1984). Cerling’s (1984) main interest was
in describing the carbon-isotope composition of
soil CO,, which he recognized ultimately controls
the isotope composition of pedogenic carbonate.
We begin with the model describing total CO,
diffusion, then follow that with the extension of the
model to soil carbon isotopes.

Measurements of soil CO, concentrations
versus depth commonly reveal an increase in
CO, content with depth. The profiles and the
maximum CO, levels found at a given depth are
climatically controlled (Amundson and Davidson,
1990) due to rates of C inputs from plants,
decomposition rates, etc. Given that most plant
roots and soil C are concentrated near the surface,
the production rates of CO, would be expected to
decline with depth. Cerling developed a pro-
duction/diffusion model to describe steady-state
soil CO, concentrations:

dco 2
e——2=0= D% 4 ¢ (12)
dr * haVed
net diffusion biological
production

where & is free air porosity in soil, CO, the
concentration of CO, (mol cm73), and D the
effective diffusion coefficient of CO, in soil
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Figure 16 Calculated soil CO, concentrations versus
depth for three contrasting ecosystems using Equation
(13) and the following data: total soil respiration
rates (tundra= 60 gC m 2yr ', grassland = 442 g
Cm 2 yr !, and tropical forest = 1,260 g C m 2yr 1),
D, = 0.021 cm?s ™', atmospheric CO, = 350 ppm, and
L=100cm (respiration data from Raich and
Schlesinger, 1992).

(cm2 sfl), z the soil depth (cm), and ¢ = CO,
production (mol cm™?s~'). Using reported soil
respiration rates, and reasonable parameter values
for Equation (11), the CO, concentration profiles
for three strongly contrasting ecosystems are
illustrated in Figure 16.

For the boundary conditions of an impermeable
lower layer and CO,(0) = CO,(atm), the solution
to the model (with exponentially decreasing CO,
production with depth) is

P03 (
D

CO¥z) = 1 —e )4+ Cyp  (13)
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where zj is the depth at which the production is
¢.—ole. At steady state, the flux of CO, from
the soil to the atmosphere is simply the first
derivative of Equation (13) evaluated at z =10
(e.g., Amundson et al., 1998). The production, and
transport of CO,, is accompanied by the con-
sumption and downward transport of O,, which is
driven and described by analogous processes and
models (e.g., Severinghaus et al., 1996).

Cerling’s primary objective was the identi-
fication of the processes controlling the carbon-
isotope composition of soil CO,, and a
quantitative means of describing the process. In
terms of notation, carbon isotopes in compounds
are evaluated as the ratio (R) of the rare to
common stable isotope of carbon (13C/12C)
and are reported in delta notation: 813C(%o)
= (RJ/Ryq — 1)1,000, where R, and R4 refer to
the carbon-isotope ratios of the sample and the
international standard, respectively (Friedman
and O’Neil, 1977).

In terms of the controls on the isotopic
composition of soil CO,, the ultimate source
of the carbon is atmospheric CO,, which has a
relatively steady &'°C value of about —7%o
(a value which has been drifting recently toward
more negative values due to the addition of fossil
fuel CO, (e.g., Mook et al., 1983)). The isotopic
composition of atmospheric CO, is also subject to
relatively large temporal changes due to other
changes in the carbon cycle, such as methane
hydrate releases, etc. (Jahren er al., 2001; Koch
et al., 1995). Regardless of the isotopic value,
atmospheric CO, is utilized by plants through
photosynthesis. As a result of evolutionary
processes, three photosynthetic pathways have
evolved in land plants: (i) Cs: 6"3C = ~—27%o,
(i) C4: ~—12%0, and (iii) CAM: isotopically
intermediate between C; and C,4, though it is
commonly close to Cs. It is believed that Cj
photosynthesis is an ancient mechanism, whereas
C, photosynthesis (mainly restricted to tropical
grasses) is a Cenozoic adaptation to decreasing
CO, levels (Cerling et al., 1997) or to strong
seasonality and water stress (e.g., Farquhar et al.,
1988). Once atmospheric carbon is fixed by
photosynthesis, it may eventually be added to
soil as dead organic matter through surface litter,
root detritus, or as soluble organics secreted by
living roots. This material is then subjected to
microbial decomposition (see Volume 8), and
partially converted to CO, which then diffuses
back to the overlying atmosphere. An additional
source of CO, production is the direct respiration
of living roots, which is believed to account for
~50% of the total CO, flux out of soils (i.e., soil
respiration; Hanson et al. (2000)). During
decomposition of organic matter, there is a small
(~2%o or more) discrimination of carbon isotopes,
whereby '*C is preferentially lost as CO, and 13C

remains as humic substances (Nadelhoffer and
Fry, 1988). Thus, soil organic matter commonly
shows an enrichment (which increases with depth
due to transport processes) of '*C relative to the
source plants (see Amundson and Baisden (2000)
for an expanded discussion of soil organic carbon
and nitrogen isotopes and modeling.

Cerling recognized that 12C02 and 13C02 can
be described in terms of their own production and
tranport models, and that the isotope ratio of CO,
at any soil depth is described simply by the ratio of
the 13C and the 'C models. For the purposes of
illustration here, if we assume that the concen-
tration of '?C can be adequately described by that
of total CO, and that CO, is produced at a constant
rate over a given depth L, then the model descri-
bing the steady-state isotopic ratio of CO, at depth
zis (see Cerling and Quade (1993) for the solution
where the above assumptions are not applied)

i3 _ (GRPIDENLz — 22/2) + CumRiin
’ (¢ID)(Lz — 22/2) + Cym

(14)

where R, R, and R, refer to the isotopic ratios
of soil CO,, plant carbon, and atmospheric CO,,
respectively, and D' is the diffusion coefficient of
13CO, which is Dy/1.0044. The 8'°C value of the
CO; can be calculated by inserting R, into the
equation given above.

Quade et al. (1989a) examined the 8'°C value of
soil CO, and pedogenic carbonate along elevation
(climate) gradients in the Mojave Desert/Great
Basin and utilized the models described above to
analyze the data. Quade et al. found that there were
systematic trends in soil CO, concentrations, and
8"3C values, due to changes in CO, production
rates with increasing elevation, and soil depth
(Figure 17). The primary achievement of this work
was that the observations were fully explainable
using the mechanistic model represented here by
Equation (13), a result that opened the door for the
use of pedogenic carbonates in paleoenvironmen-
tal (e.g., Quade et al., 1989b) and atmospheric pco,
(Cerling, 1991) studies.

5.01.5.1.3 Processes and isotope
composition of pedogenic
carbonate formation

In arid and semi-arid regions of the world,
where precipitation is exceeded by potential
evapotranspiration, soils are incompletely lea-
ched and CaCOj; accumulates in significant
quantities. Figure 18 illustrates the global
distribution of carbonate in the upper meter of
soils. As the figure illustrates, there is a sharp
boundary between calcareous and noncalcareous
soil in the USA at about the 100th meridian.
This long-recognized boundary reflects the soil
water balance. Jenny and Leonard (1939)
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Figure 17 Measured (points) and modeled (curves) soil carbonate 5'3C values for three soils along an elevation
(climate) gradient in the Mojave desert/Great Basin of California and Nevada. Modeled carbonate values based on
Equation (14) plus the fractionation between CO, and carbonate (~10%o). The elevations (and modeled soil
respiration rates that drive the curve fit) are: (a) 330 m (0.18 mmol CO, m 2h™Y; (b) 1,550 m (0.4 mmol
CO, m 2h™"); and (¢) 1,900 m (1.3 mmol CO, m~ > h™!). The 6"3C value of soil organic matter (CO, source) was
about — 21%o at all sites. Note that depth of atmospheric CO, isotopic signal decreases with increasing elevation and
biological CO, production (Quade et al., 1989a) (reproduced by permission of Geological Society of America from
Geol. Soc. Am. Bull. 1989, 101, 464—-475).

examined the depth to the top of the carbonate-
bearing layer in soils by establishing a climo-
sequence (precipitation gradient) along an east to
west transect of the Great Plains (Figure 19).
They observed that at constant mean average
temperature (MAT) below 100cm of mean
average precipitation (MAP), carbonate appeared
in the soils, and the depth to the top of the
carbonate layer decreased with decreasing pre-
cipitation. An analysis has been made of the
depth to carbonate versus precipitation relation
for the entire USA (Royer, 1999). She found
that, in general, the relation exists broadly but as
the control on other variables between sites
(temperature, soil texture, etc.) is relaxed, the
strength of the relationship declines greatly.

In addition to the depth versus climate trend,
there is a predictable and repeatable trend of
carbonate amount and morphology with time
(Gile et al. (1966); Figure 20) due to the

progressive accumulation of carbonate over
time, and the ultimate infilling of soil porosity
with carbonate cement, which restricts further
downward movement of water and carbonate.

The controls underlying the depth and amount
of soil carbonate hinge on the water balance, Ca™?
availability, soil CO, partial pressures, etc. Arkley
(1963) was the first to characterize these processes
mathematically. His work has been greatly
expanded by McFadden and Tinsley (1985),
Marian et al. (1985), and others to include
numerical models. Figure 21 illustrates the gen-
eral concepts of McFadden and Tinsley’s numeri-
cal model, and Figure 22 illustrates the results of
model predictions for a hot, semi-arid soil (see the
figure heading for model parameter values). These
predictions generally mimic observations of
carbonate distribution in desert soils, indicating
that many of the key processes have been
identified.
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Figure 19 (a) Schematic view of plant and soil profile changes on an east (right) to west (left) transect of the Great
Plains and (b) measured depth to top of pedogenic carbonate along the same gradient (source Jenny, 1941).

Figure 20 Soil carbonate morphology and amount

versus time for: (a) gravelly and (b) fine-grained soils

(Gileetal., 1966) (reproduced by permission of Williams
and Wilkins from Soil Sci. 1966, 101, 347-360).

The general equation describing the formation
of carbonate in soils is illustrated by the reaction

CO, +H,0 + Ca™ = CaCO, + 2H"

From an isotopic perspective, in unsaturated
soils, soil CO, represents an infinite reservoir of
carbon and soil water an infinite reservoir of
oxygen, and the 8'°C and 6'0 values of the
pedogenic carbonate (regardless of whether its
calcium is derived from silicate weathering,
atmospheric sources, or limestone) are entirely
set by the isotopic composition of soil CO, and
H,0. Here we focus mainly on the carbon isotopes.
However, briefly for completeness, we outline the
oxygen-isotope processes in soils. The source of
soil H,O is precipitation, whose oxygen-isotope
composition is controlled by a complex set of
physical processes (Hendricks et al., 2000), but
which commonly shows a positive correlation with
MAT (Rozanski et al., 1993). Once this water
enters the soil, it is subject to transpirational
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Figure 21 Diagram of compartment model for the
numerical simulation of calcic soil development.
Compartments on left represent solid phases and
compartments on right represent aqueous phases.
Line A represents precipitation, line B represents dust
influx, line C represents the transfer of components due
to dissolution and precipitation, line D represents
transfer between aqueous phases, line E represents
downward movement of solutes due to gravitational
flow of soil water, line F represents evapotranspira-
tional water loss, and line G represents leaching
losses of solutes (McFadden et al., 1991) (reproduced
by permission of Soil Science Society of America
from Occurrence, Characteristics, and Genesis of
Carbonate, Gypsum and Silica Accumulations in
Soils, 1991).

(largely unfractionating) and evaporative (highly
fractionating) losses. Barnes and Allison (1983)
presented an evaporative soil water model that
consists of processes for an: (i) upper, vapor
transport zone and (ii) a liquid water zone with an
upper evaporating front. The model describes the
complex variations observed in soil water versus
depth following periods of extensive evaporation
(Barnes and Allison, 1983; Stern et al., 1999).
Pedogenic carbonate that forms in soils generally
mirrors these soil water patterns (e.g., Cerling and
Quade, 1993). In general, in all but hyperarid,
poorly vegetated sites (where the evaporation/
transpiration ratio is high), soil CaCO5 8'30 values
roughly reflect those of precipitation (Amundson
et al., 1996).

The carbon-isotope model and its variants
have, it is fair to say, revolutionized the use of
soils and paleosols (see Chapter 5.18) in
paleobotany and climatology. Some of the major
achievements and uses of the model include the
following.

e The model adequately describes the observed
increases in the 8'>C value of both soil CO, and
CaCOj; with depth (Figure 17).

e The model clearly provides a mechanistic
understanding of why soil CO, is enriched in
13C relative to plant inputs (steady-state diffu-
sional enrichment of '*C).

¢ The model indicates that for reasonable rates of
CO, production in soils, the 5'3C value of soil
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Figure 22 Predicted pattern of Holocene pedogenic carbonate accumulation in a cm?® column in a semi-arid,
thermic climate (leaching index = 3.5 cm). External carbonate flux rate=1.5x 10 *gcm 2yr !,

1

pco, = 1.5 X 10733 atm in compartment 1 increasing to 10~ *%atm in compartment 5 (20—25 cm).

Below compartment 5, the Pco, decreases to a minimum value of 10~ *atm in compartment 20 (95-100 cm).

Dotted line shows carbonate distribution at # = 0. Gray area indicates final simulated distribution. Depth” = absolute

infiltration depth in <2 mm fraction (McFadden et al., 1991) (reproduced by permission of Soil Science Society

of America from Occurrence, Characteristics, and Genesis of Carbonate, Gypsum and Silica Accumulations in
Soils, 1991).
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CO, should, at a depth within 100 cm of the
surface, represent the 6'>C value of the standing
biomass plus 4.4%o. The 8'°C of CaCO; will
also reflect this value, plus an equilibrium
fractionation of ~10%o (depending on tempera-
ture). Therefore, if paleosols are sampled below
the “atmospheric mixing zone,” whose thick-
ness depends on CO, production rates
(Figure 17), the 8"3C value of the carbonate
will provide a guide to the past vegetation
(Cerling et al., 1989).

Cerling (1991) recognized that Equation (14), if
rearranged and solved for Cy,, could provide a
means of utilizing paleosol carbonates for recon-
structing past atmospheric CO, partial pressures.
To do so, the values of the other variables
(including the 8'°C value of the atmospheric
CO,—see Jahren er al. (2001)) must be known,
which for soils of the distant past is not necessarily
a trivial problem. Nonetheless, an active research
field has developed using this method, and a
compilation of calculated atmospheric CO, levels
is emerging (Ekart et al.,1999; Mora et al., 1996),
with estimates that correlate well with model
calculations by Berner (1992).

Cerling’s (1984) approach to modeling stable
carbon isotopes in soil CO, has been expanded
and adapted to other isotopes in soil CO,:
(i) '*CO,—for pedogenic carbonate dating
(Wang et al., 1994; Amundson et al., 1994a,b)
and soil carbon turnover studies (Wang et al.,
2000) and (ii) C'*0'"*0O—for hydrological tracer
applications and, more importantly, as a means to
constrain the controls on global atmospheric
COZ—ISO budgets (Hesterberg and Siegenthaler,
1991; Amundson et al., 1998; Stern et al., 1999,
2001; Tans, 1998). The processes controlling the
isotopes, and the complexity of the models,
greatly increase from '*C to 180 (see Amundson
et al. (1998) for a detailed account of all soil CO,
isotopic models).

5.01.5.2 Lateral Transport of Soil Material
by Erosion

The previous section, devoted to the soil carbon
cycle, emphasized the conceptual and mathe-
matical focus on the vertical transport of materials.
Models emphasizing vertical transport dominate
present pedological modeling efforts. However, for
soils on hillslopes or basins and floodplains, the
lateral transport of soil material via erosive
processes exerts an overwhelming control on a
variety of soil properties. The study of the
mechanisms by which soil is physically moved—
even on level terrain—is an evolving aspect of
pedology. Here we focus on new developments in
the linkage between geomorphology and pedology
in quantifying the effect of sediment transport on

soil formation. The focus here is on natural,
undisturbed landscapes as opposed to agricultural
landscapes, where different erosion models may be
equally or more important.

This section begins by considering soils on
divergent, or convex, portions of the landscape.
On divergent hillslopes, slope increases
with distance downslope such that (for a two-
dimensional view of a hillslope)

Aslope (i)(%)
Adistance  \ ax /\ ax
= negative quantity  (15)

where z and x are distances in a vertical and
horizontal direction, respectively. On convex
slopes, there is an ongoing removal of soil
material due to transport processes. In portions
of the landscape where the derivative of slope
versus distance is positive (i.e., convergent land-
scapes), there is a net accumulation of sediment,
which will be discussed next.

In many divergent landscapes (those not
subject to overland flow or landslides), the
ongoing soil movement may be almost imper-
ceptible on human timescales. Research by
geomorphologists (and some early naturalists
such as Darwin) has shed light on both the rate
and mechanisms of this process. In general, a
combination of physical and biological processes,
aided by gravity, can drive the downslope
movement of soil material. These processes are
sometimes viewed as roughly diffusive in that
soil is randomly moved in many directions, but if
a slope gradient is present, the net transport is
down the slope. Kirkby (1971), in laboratory
experiments, showed that wetting and drying
cycles caused soil sensors to move in all direc-
tions, but in a net downslope direction. Black and
Montgomery (1991) examined pocket gopher
activity on sloping landscapes in California,
discussing their underground burrowing and
transport mechanisms, and the rate at which
upthrown material then moves downslope. Tree
throw also contributes to diffusive-like movement
(Johnson et al., 1987). In a truly far-sighted
study, Darwin (1881) quantified both the mass
and the volume of soil thrown up by earthworms,
and the net amount moved downslope by wind,
water, and gravity.

The general transport model for diffusive-like
soil transport is (Kirkby, 1971)

dz
0=-pKy (16)
where Q is soil flux per unit length of a con-
tour line (ps) (g cm"yrfl) and K is transport
coefficient (cm?yr~'). The concepts behind
this expression are generally attributed to
Davis (1892) and Gilbert (1909). However,
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Darwin (1881) clearly recognized this principle
in relation to sediment transport by earthworms
on slopes. For several sites in England (based on
a few short-term measurements), Darwin reported
Q and slope, allowing us to calculate a K based
solely on earthworms. The values of
~0.02 cm? yr~!, while significant, are about
two orders of magnitude lower than overall K
values calculated for parts of the western USA
that capture the integrated biological and abiotic
mixing/transport mechanisms (McKean et al.,
1993; Heimsath et al., 1999).

At this point, it is worth commenting further on
the effect and role of bioturbation in soil formation
processes whether it results in net downslope
movement or not. Beginning with Darwin, there
has been a continued, but largely unappreciated,
series of studies concerning the effects of
biological mixing on soil profile features (Johnson
et al., 1987; Johnson, 1990). These studies
concluded that most soils (those maintaining at
least some plant biomass to support a food chain)
have a “biomantle” (a highly mixed and sorted
zone) that encompasses the upper portions of the
soil profile (Johnson, 1990). The agents are varied,
but include the commonly distributed earthworms,
gophers, ground squirrels, ants, termites, wom-
bats, etc. In many cases, the biomantle is
equivalent to the soil’s A horizons. The rapidity
at which these agents can mix and sort the
biomantle is impressive. The invasion of earth-
worms into the Canadian prairie resulted in
complete homogenization of the upper 10 cm in
3 yr (Langmaid, 1964). Johnson (1990) reports
that Borst (1968) estimated that the upper 75 cm
of soils in the southern San Joaquin Valley of
California are mixed in 360 yr by ground
squirrels. Darwin reported that in England,
~1.05% 10* kg of soil per hectare are passed
through earthworms yearly, resulting in a turnover
time for the upper 50 cm of the soil of just over
700 yr. The deep burial of Roman structures and
artifacts in England by earthworm casts supports
this estimated cycling rate.

Bioturbation on level ground may involve a
large gross flux of materials (as indicated above),
but no net movement in any direction due to the
absence of a slope gradient. Nonetheless, the
mixing has important physical and chemical
implications for soil development: (i) rapid
mixing of soil and loss of stratification at initial
stages of soil formation; (ii) rapid incorporation of
organic matter (and the subsequent slowed
decomposition of this material below ground);
(iii) periodic cycling of soil structure which
prevents soil horizonation within the biomantle;
and (iv) in certain locations, striking surficial
expressions of biosediment movement caused by
nonrandom sediment transport. The famed “mima
mounds” of the Plio-Pleistocene fluvial terraces

and fans of California’s Great Valley
(Figure 23(a)) are a series of well-drained sandy
loam to clay loam materials that overlie a
relatively level, impermeable layer (either a
dense, clay-rich horizon or a silica cemented
hardpan)(Figure 23(b)). The seasonally water-
logged conditions that develop over the imperme-
able layers have probably caused gophers to move
soil preferentially into better drained landscape
segments, thereby producing this unusual land-
scape. These landform features are now relatively
rare due to the expansion of agriculture in the
state, but the original extent of this surface feature
is believed to have been more than 3 X 10° ha
(Holland, 1996).

The conceptual model for diffusive soil trans-
port down a hillslope is shown in Figure 24
(Heimsath et al., 1997, 1999). In any given
section of the landscape, the mass of soil present
is the balance of transport in, transport out, and
soil production (the conversion of rock or
sediment to soil). If it is assumed that the
processes have been operating for a sufficiently
long period of time, then the soil thickness is at

steady state. The model describing this
condition is
aoh 2
par=0= (d) + (k0Z3) a7
N—— —

soil production
balance between
diffusive inputs/losses

where £ is the soil thickness (cm), ps and p, the
soil and rock bulk density (gcm °), respecti-
vely, and ¢ the soil production rate (cm yr ).

Soil production is a function of soil depth
(Heimsath et al., 1997), parent material, and
environmental conditions (Heimsath et al.,1999).
As soil thickens, the rate of the conversion of the
underlying rock or sediment to soil decreases.
This has been shown using field observations of
the relation between soil thickness and the
abundance of cosmogenic nuclides (‘°Be and
20Al) in the quartz grains at the rock—soil interface
(Figure 24). From this work, soil production can
be described by

b= proe” ™" (18)

where ¢ and ¢, are soil production for a given soil
thickness and no soil cover, respectively; a the
constant (cmfl), and h the soil thickness (cm).
The soil production model described by Equation
(18) is applicable where physical disruption of the
bedrock is the major soil production mechanism.
By inserting Equation (18) into Equation (17), and
rearranging, one can solve for soil thickness at any

position on a hillslope:
Kpd*z
Bopi® )) 1

e
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Figure 23 (a) Mima mounds (grass-covered areas) and vernal pools (gravel veneered low areas) on a Plio-

Pleistocene aged fluvial terrace of the Merced river, California. Observations indicate that the landscape is underlain

by a dense, clay pan (formed by long intervals of soil Bt horizon formation) capped by a gravel lense (the vernal pool

gravels extend laterally under the Mima mounds). (b) Schematic diagram of “pocket gopher theory” of mima mound

formation, illustrating preferential nesting and soil movement in/toward the well-drained mound areas and away from

the seasonally wet vernal pools (Arkley and Brown, 1954) (reproduced by permission of Soil Science Society of
America from Soil Sci. Soc. Am. Proc. 1954, 18, 195-199).

As this equation indicates, the key variables
controlling soil thickness on hillslopes are slope
curvature, the transport coefficient, and the soil
production rate. The importance of curvature is
intuitive in that changes in slope gradient drive
the diffusive process. The value of the transport
coefficient K varies greatly from one location to
another (Fernandes and Dietrich, 1997,
Heimsath er al.,1999), and seems to increase
with increasing humidity and decreasing rock

competence (Table 5). Production, like trans-
port, is likely dependent on climate and rock
composition (Heimsath et al.,1999).

The production/transport model of sediment
transport provides a quantitative and mechanistic
insight into soil profile thickness on hillslopes, an
area of research that has received limited, but in
some cases insightful, attention in the pedological
literature. The study of the distribution of soil
along hillslope gradients are called toposequences
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Figure 24 Schematic diagram of soil production and downslope transport on diffusion-dominated hillslopes
(Heimsath et al., 1997) (reproduced by permission of Nature Publishing Group from Nature 1997, 388, 358-361).

Table 5 Soil production ( Py), erosion, and diffusivity values for three watersheds in contrasting climates and geology.

Location Tennessee Valley, CA Nunnock River, Australia Black Diamond, CA
Bedrock Sandstone Granitic Shale
Vegetation Grass and coastal chaparral Schlerophyll forest Grass
Precipitation (mm yr~ ') 760 910 450

Major transport mechanism Gophers Wombats, tree throw Soil creep

Erosion rate (gm™ 2 yr ") 50: backslope
130: shoulder
77 =9

25

Py (mm kyr h
K (cm? yrfl)

20: backslope
60: shoulder
533

40

625 average

2,078
360

Sources: Heimsath (1999) and McKean et al. (1993).

or catenas. In many areas, there is a well-
known relationship between soil properties and
hillslope position (e.g., Nettleton ef al. (1968) for
toposequences in southern California, for
example), but the processes governing the rela-
tions were rather poorly known—at least on a
quantitative level.

Beyond the effect of slope position (and
environmental conditions) on soil thickness, a
key factor is the amount of time that asoil on a given
hillslope has to form. Time is a key variable that
determines the amount of weathering and horizon
formation that has occurred (Equation (2)). Yet,
constraining “soil age” on erosional slopes has
historically been a challenging problem. Here the
author takes a simple approach and views soil age
on slopes in terms of residence time (7), where

soil mass/area
pK(0%2/0x%)

soil mass/area
—ah
prd)Oe “

(20)

T =

This is a pedologically meaningful measure that
defines the rate at which soil is physically moved
through a soil “box.” As the expression indicates,
soil residence time increases with decreasing

curvature (and from Equation (19) above, with
increasing soil thickness). From measured soil
production rates in three contrasting environments,
soil residence times on convex hillslopes may vary
from a few hundred to 10° yr (Figure 25). These
large time differences clearly help to explain many
of the differences in soil profile development long
observed on hillslope gradients.

On depositional landforms, sloping areas
with concave slopes (convergent curvature) or
level areas on floodplains, the concept of resi-
dence time can also be applied and quantitative
models of soil formation can be derived. In these
settings, residence time can be viewed as the
amount of time required to fill a predetermined
volume (or thickness) of soil with incoming
sediment.

On active floodplains of major rivers, the soil
residence time can be in most cases no longer
than a few hundred years. Soil profiles here
exhibit stratification, buried, weakly developed
horizons, and little if any measurable chemical
weathering.

In a landmark study of soils on depositional
settings, Jenny (1962) examined soils on the
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Figure 25 Calculated soil residence time versus soil
thickness in three contrasting watersheds using
Equation (20) and data from Table 5.

floodplain of the Nile River, Eygpt. Available data
suggested that the sedimentation rate prior to the
construction of the Aswan Dam was 1 mm yr~ ',
giving a residence time of 1,500 yr for a soil
150 cm thick. Jenny observed that in these soils,
used for agriculture for millennia, nitrogen (the
most crop-limiting element in agriculture)
decreased with depth. This trend was not due to
plant/atmospheric nitrogen inputs and crop
cycling which creates the standard decrease in
carbon and nitrogen with depth (see previous
section on soil organic carbon). Instead, the
continual deposition of nitrogen-rich sediment
derived from soils in the Ethopian highlands was
the likely source.

Jenny demonstrated that the observed nitrogen
decrease with depth was a result of microbial
degradation of the nitrogen-bearing organic mat-
ter in the sediment. The mineralized nitrogen was
used by the crops and was then removed from the
site. Stated mathematically

N(z) = N0)e 1)

where N(z) and N(0) are the soil nitrogen at depth z
and 0, respectively, and k the decomposition rate
constant. Jenny’s analysis showed that on the Nile
floodplain, in the absence of nitrogen fertilization,
long-term high rates of crop production could only
be maintained by continued flood deposition of
Nile sediments.

More generally, on concave (or convergent)
slopes, where sedimentation is caused by
long-term diffusional soil movement, one can
calculate rates of sedimentation (or, of course,
measure them directly) using a version of the
geomorphic models discussed above. In depo-
sition settings, soil production from bedrock or
sediment can be viewed as being zero, and the

change in soil height with time is (Fernandes and
Dietrich, 1997)

oh 0%z

ot K x> @2)

Soils in these depositional settings are some-
times referred to as “‘cumulic” soils in the US Soil
Taxonomy, and commonly exhibit high concen-
trations of organic carbon and nitrogen to depths of
several meters. This organic matter is partially due
to the burial of organic matter produced in situ, but
also reflects the influx of organic-matter-rich soil
from upslope positions. This process of organic
carbon burial has attracted the attention of the
global carbon cycle community, because geo-
morphic removal and burial of organic carbon may
represent a large, neglected, global carbon flux
(Stallard, 1998; Rosenblum et al., 2001). Beyond
the carbon burial, the relatively short residence
time of any soil profile thickness inhibits the
accumulation of chemical weathering products,
vertical transport, and horizon development.

In summary, an under-appreciated fact is that
all soils—regardless of landscape position—are
subject to slow but measurable physical and
(especially) biological turbation. On level terrain,
the soil/sediment flux is relatively random. It
results in extensive soil surface mixing and, only
in certain circumstances, striking directional
movement. The addition of a slope gradient, in
combination with this ongoing soil turbation,
results in a net downslope movement dependent
on slope curvature and the characteristics of the
geological and climatic settings. The thickness of
a soil, and its residence time, is directly related to
the slope curvature. These conditions also deter-
mine the expression of chemical weathering and
soil horizonation that can occur on a given
landscape position.

5.01.6 SOIL DATA COMPILATIONS

Soils, and their properties, are now being used
in many regional to global biogeochemical
analyses. The scientific and education community
is fortunate to have a wealth of valuable, high-
quality, data on soil properties available on the
worldwide web and in other electronic avenues.
Here the author identifies some of these data
sources.

During soil survey operations, numerous soil
profile descriptions, and large amounts of labora-
tory data, are generated for the soils that are being
mapped. Generally, the soils being described,
sampled, and analyzed are representatives of soil
series, the most detailed (and restrictive) classifi-
cation of soils in the USA. There are ~2.1 X 10*
soil series that have been identified and mapped
in the USA. The locations, soil descriptions, and
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lab data for many of these series are now available
on the worldwide web via the USDA-NRCS
(Natural Resource Conservation Service) National
Soil Survey Center web site (http://www.statlab.
iastate.edu/soils/ssl/natch_data.html). The com-
plete data set is archived at the National Data
Center, and is available to researchers.

The “characterization” data sheet is likely to be
of interest to most investigators. In general, these
data sheets are somewhat regionally oriented,
reporting different chemical analyses for different
climatic regions. For example, salt chemistry is
reported for arid regions, whereas a variety of iron
and aluminum oxide analyses are reported for
humid, northern regions. Some major analyses of
each soil horizon that are commonly reported
include: particle size data, organic carbon and
nitrogen, chemically extractable metals, cation
exchange capacity and base saturation, bulk
density, water retention, extractable bases and
acidity, calcium carbonate, pH, chemistry of water
extracted from saturated pastes, clay mineralogy,
and sand and silt mineralogy (to list some of the
major analyses). A complete and thorough discus-
sion of the types of soil analyses, and the methods
used, are presented by the Soil Survey Staff (1995),
and on the web.

5.01.7 CONCLUDING COMMENTS

The scientific study of soils is just entering its
second century. An impressive understanding of
soil geography and, to a lesser degree, soil
processes has evolved. There is growing interest
in soils among scientists outside the agricultural
sector, particularly geochemists and ecologists.
Soils are central in the present attention to the
global carbon cycle and its management, and as
the human impact on the planet continues to
increase, soils and their properties and services are
being considered from a geobiodiversity perspec-
tive (Amundson, 1998; Amundson et al., 2003). In
many ways, the study of soils is at a critical and
exciting point, and interdisciplinary cross-
fertilization of the field is sure to lead to exciting
new advances that bring pedology back to its
multidisciplinary origins.
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A model takes on the quality of theory when it
abstracts from raw data the facts that its inventor
perceives to be fundamental and controlling, and
puts these into relation to each other in ways that
were not understood before—thereby generating
predictions of surprising new facts.

H. F. Judson (1980), The Search for Solutions
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5.02.1 INTRODUCTION

Geochemical modeling has become a popular
and useful tool for a wide number of applications
from research on the fundamental processes of
water—rock interactions to regulatory require-
ments and decisions regarding permits for
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industrial and hazardous wastes. In low-
temperature environments, generally thought of
as those in the temperature range of 0-100 °C
and close to atmospheric pressure (1 atm =
1.01325 bar = 101,325 Pa), complex hydrobio-
geochemical reactions participate in an array of
interconnected processes that affect us, and that, in
turn, we affect. Understanding these complex
processes often requires tools that are sufficiently
sophisticated to portray multicomponent, multi-
phase chemical reactions yet transparent enough
to reveal the main driving forces. Geochemical
models are such tools. The major processes that
they are required to model include mineral
dissolution and precipitation; aqueous inorganic
speciation and complexation; solute adsorption
and desorption; ion exchange; oxidation—
reduction; or redox; transformations; gas uptake
or production; organic matter speciation and
complexation; evaporation; dilution; water mix-
ing; reaction during fluid flow; reaction involving
biotic interactions; and photoreaction. These
processes occur in rain, snow, fog, dry atmos-
phere, soils, bedrock weathering, streams, rivers,
lakes, groundwaters, estuaries, brines, and diage-
netic environments. Geochemical modeling
attempts to understand the redistribution of
elements and compounds, through anthropogenic
and natural means, for a large range of scale from
nanometer to global. “Aqueous geochemistry” and
“environmental geochemistry” are often used inter-
changeably with “low-temperature geochemistry”
to emphasize hydrologic or environmental
objectives.

Recognition of the strategy or philosophy behind
the use of geochemical modeling is not often
discussed or explicitly described. Plummer (1984,
1992) and Parkhurst and Plummer (1993) compare
and contrast two approaches for modeling ground-
water chemistry: (i) “forward modeling,” which
predicts water compositions from hypothesized
reactions and user assumptions and (ii) “inverse
modeling,” which uses water, mineral, and isotopic
compositions to constrain hypothesized reactions.
These approaches simply reflect the amount of
information one has to work with. With minimal
information on a site, a modeler is forced to rely on
forward modeling. Optimal information would
include detailed mineralogy on drill cores or well
cuttings combined with detailed water analyses at
varying depths and sufficient spatial distribution to
follow geochemical reactions and mixing of waters
along defined flow paths. With optimal infor-
mation, a modeler will depend on inverse
modeling.

This chapter outlines the main concepts and key
developments in the field of geochemical mode-
ling for low-temperature environments and illus-
trates their use with examples. It proceeds with a
short discussion of what modeling is, continues

with concepts and definitions commonly used, and
follows with a short history of geochemical
models, a discussion of databases, the codes that
embody models, and recent examples of how
these codes have been used in water-rock
interactions. An important new stage of develop-
ment seems to have been reached in this field with
questions of reliability and validity of models.
Future work will be obligated to document ranges
of certainty and sources of uncertainty, sensitivity
of models and codes to parameter errors
and assumptions, propagation of errors, and
delineation of the range of applicability.

5.02.1.1 What is a Model?

A “model” has a relation to ‘“reality,” but
reality is experiential, and the moment we
attempt to convey the experience we are seriously
constrained by three limitations: our own ability
to communicate, the capability of the communi-
cation medium to portray the experience, and the
ability of the person receiving the communication
to understand it. Communication requires the use
of language and the use of percepts and concepts,
and the process of perceiving, conceiving, and
communicating is an abstracting process that
removes us from the immediate experience. Any
attempt to transform an experience into language
suffers from this abstraction process so that we
lose the immediate experience to gain some
understanding of it. The problem is to transform
existential knowledge to communicated or pro-
cessed knowledge. To communicate knowledge,
we must use a simplified and abstract symbolism
(words, mathematics, pictures, diagrams, ana-
logues, allegories, three-dimensional physical
constructs, etc.) to describe a material object or
phenomenon, i.e., a model. Models take on many
forms but they are all characterized by being
a simplification or idealization of reality.
“... models include only properties and relation-
ships that are needed to understand those aspects
of the real system that we are interested in...”
(Derry, 1999). Assumptions, both explicit and
implicit, are made in model construction, because
either we do not know all the necessary proper-
ties or we do not need to know them. Hopefully,
models have caught the essential properties of
that which they are attempting to portray so that
they are useful and lead to new insights and
to better answers for existing questions and
problems.

Scientific models begin as ideas and opinions
that are formalized into a language, often, but
not necessarily, mathematical language. Further-
more, they must have testable consequences.
The emphasis on testability, or falsifiability,
is a fundamental attribute (Popper, 1934).
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Greenwood (1989) stated that the word model
should be reserved “... for well-constrained
logical propositions, not necessarily mathema-
tical, that have necessary and testable conse-
quences, and avoid the use of the word if we are
merely constructing a scenario of possibilities.”
A scientific model is a testable idea, hypothesis,
theory, or combination of theories that provide
new insight or a new interpretation of an existing
problem. An additional quality often attributed to
a model or theory is its ability to explain a large
number of observations while maintaining sim-
plicity (Occam’s razor). The simplest model that
explains the most observations is the one that
will have the most appeal and applicability.

Models are applied to a “system,” or a portion
of the observable universe separated by well-
defined boundaries for the purpose of investi-
gation. A chemical model is a theoretical
construct that permits the calculation of chemical
properties and processes, such as the thermo-
dynamic, kinetic, or quantum mechanical proper-
ties of a system. A geochemical model is a
chemical model developed for geologic systems.
Geochemical models often incorporate chemical
models such as ion association and aqueous
speciation together with mineralogical data
and assumptions about mass transfer to study
water—rock interactions.

A computer code is obviously not a model.
A computer code that incorporates a geochemical
model is one of several possible tools for
interpreting water—rock interactions in low-
temperature geochemistry. The computer codes
in common use and examples of their application
will be the main focus of this chapter. It is
unfortunate that one commonly finds, in the
literature, reference to the MINTEQ model or
the PHREEQE model or the EQ3/6 model
when these are not models but computer codes.
Some of the models used by these codes are
the same so that a different code name does not
necessarily mean a different model is being used.

5.02.2 MODELING CONCEPTS
AND DEFINITIONS

5.02.2.1 Modeling Concepts

Many different forms of models are utilized,
usually dictated by the objectives of research.
Conceptual models are the most fundamental. All
of us have some kind of concept of water—rock
interactions. For a groundwater interacting with
the aquifer minerals during its evolution, one
might conceive that most minerals would be
undersaturated in the area of recharge but that
some minerals (those that dissolve fastest) would
become saturated at some point down gradient,
having reached their equilibrium solubility

(a state of partial equilibrium). The conceptual
model can be formalized into a set of mathema-
tical equations using chemical principles, the
mathematical model, entered into a computer
program, the code, and predictions made to test
the assumptions (and the databases) against the
results from real field data. This exercise helps to
quantify and constrain the possible reactions that
might occur in the subsurface. Mathematical
equations for complex interacting variables are
not always solved exactly and, therefore, systems
of numerical approximations, or numerical
models, have been developed. Alternatively, an
experiment could be set up in the laboratory
with columns made of aquifer material with
groundwater flowing through to simulate the
reactions, the experimental model or scale
model. Having obtained results from a mathe-
matical or scale model, some unexpected results
often occur which force us to change our original
conceptual model. This example demonstrates
how science works; it is an ongoing process of
approximation that iterates between idea, theory,
observational testing of theory, and back to
modifications of theory or development of new
theories.

5.02.2.2 Modeling Definitions

In low-temperature geochemistry and geo-
chemical modeling, it is helpful to define several
words and phrases in common use.

Aqueous speciation. The distribution of dis-
solved components among free ions, ion pairs,
and complexes. For example, dissolved iron
in acid mine drainage (AMD) can be present
as Fe(zgg) (free ferrous iron), FeSOS(aq) (ion pair),
Feln, (free ferric iron), Fe(OH)(xy), and FeSOZaq
species. These species are present in a single
phase, aqueous solution. Aqueous speciation is
not uniquely defined but depends on the theo-
retical formulation of mass action equilibria and
activity coefficients, i.e. it is model dependent.
Some aqueous speciation can be determined
analytically but operational definitions and
assumptions are still unavoidable.

Phase. Commonly defined as a uniform,
homogeneous, physically distinct, and mechani-
cally separable part of a system. Unfortunately,
mineral phases are often not uniform, homo-
geneous, or mechanically separable except in
theory. Sophisticated microscopic and spectro-
scopic techniques and operational definitions are
needed to define some mineral phases.

Phase speciation. The distribution of com-
ponents among two or more phases. In a wet soil,
iron can be present in at least three phases: as
the X-ray amorphous oxyhydroxide, ferrihydrite;
as goethite; and as dissolved aqueous iron.
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Mass transfer. The transfer of mass between
two or more phases, for example, the precipitation
and dissolution of minerals in a groundwater.

Reaction-path calculation. A sequence of mass
transfer calculations that follows defined phase
(or reaction) boundaries during incremental steps
of reaction progress.

Mass transport. Solute movement by mass flow
of a fluid (could be liquid, gas, or mixture of solid
and liquid and/or gas).

Reactive transport. Mass transfer combined
with mass transport; commonly refers to geo-
chemical reactions during stream flow or
groundwater flow.

Forward geochemical modeling. Given an
initial water of known composition and a rock of
known mineralogy and composition, the rock and
water are computationally reacted under a given set
of conditions (constant or variable temperature,
pressure, and water composition) to produce rock
and water (or set of rocks and waters). In forward
modeling the products are inferred from an
assumed set of conditions (equilibrium or not,
phases allowed to precipitate or not, etc.) and
thermodynamic and/or kinetic data are necessary.

Inverse geochemical modeling. Given a set of
two or more actual water analyses along a flow
path that have already reacted with a rock of
known mineralogy, the reactions are inferred. In
inverse modeling the reactions are computed
from the known field conditions (known water
chemistry evolution and known mineralogy)
and assumed mineral reactivity. Inverse
modeling is based on mass or mole balancing,
and thermodynamic and kinetic data are not
necessary although saturation indices provide
useful constraints. Relativistic kinetics (i.e. rela-
tive mineral reaction rates) are deduced as part
of the results.

5.02.2.3 Inverse Modeling, Mass Balancing,
and Mole Balancing

A key concept to interpreting water—rock
interactions is mass balancing between water
chemistry data, mineral/gas transformations, and
biological uptake or release. The mass-balance
concept is a means of keeping track of reacting
phases that transfer mass during fluid flow. It is an
integral part of the continuity equation for steady-
state and transient-state flow conditions. Forma-
lizing mass balances for solutes during fluid flow
is simple if the solutes are conservative but more
complex when reactions take place. For appli-
cations to the environment, different types of mass
balances have been used and these require some
explanation.

Three types of mass-balance approaches will be
discussed. In its simplest form, mass balancing is

utilizing the law of conservation of mass that
reflects that any partitioning of mass through a
system must sum to the total. The first type of
mass-balance approach, catchment mass balances
(or mass fluxes), use “input—output” accounting
methods to identify overall gains and losses of
solutes during the flow of water from meteoric
inputs to stream outflow at a specified point
(Bormann and Likens, 1967, Likens et al., 1977).
Paces (1983, 1984) called this the integral mass-
balance approach:

[Mass rate;, — mass rate,,;] & mass rate;,.ma

= rate of accumulation/depletion (1)
In difference form
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where Amy,n /At is the difference in rate of mass
(of some component) transported into and out of
the system via fluid flow, Am;, /At is the rate of
mass produced or removed from the fluid by
internal chemical reaction, and Am/At is the
total rate of change in mass for a component in
the fluid. Steady-state conditions are often
assumed so that the accumulation/depletion rate
becomes zero and the difference between input
and output for a component becomes equal to
the internal processes that produce or remove
that component. These mass rates of change
are usually obtained as integral mass fluxes
(computed as discharge times concentration).

For catchments in which input from precipi-
tation and dry deposition can be measured and
the output through a weir or similar confining
outflow can be measured, the difference in solute
flow averaged over an appropriate period of time
provides an accounting of solutes gained or lost.
Overviews and summaries of essential concepts
of catchment mass balances have been presented
by Drever (1997a,b), Bassett (1997), and Bricker
et al. (Chapter 5.04). The input—output mass
balance treats the catchment as a black box, but
knowledge of biogeochemical processes, use of
lab experiments, additional field data, and well-
controlled small-scale field-plot studies can help
to identify the dominant processes causing the
gain or loss of a particular solute. Load (or mass
flux) calculations for a river or stream use the
same type of accounting procedure.

A second type of mass-balance approach is
quantitative incorporation of mass balances within
a reactive-transport model and could be applied to
groundwaters, surface waters, and surface-water-
groundwater interactions. Paces (1983, 1984)
calls this the local mass-balance approach. There
are numerous examples and explanations of this
approach (e.g., Freeze and Cherry, 1979;
Domenico and Schwartz, 1990).
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A third type of mass-balance approach is to
leave the physical flow conditions implicit,
assume steady-state flow along a flow line in an
aquifer, and account for observed chemical
changes that occur as the groundwater flows
from recharge to discharge (Plummer and Back,
1980). This approach was introduced formally
by the classic paper of Garrels and Mackenzie
(1967), who calculated mass balances derived
from springwater data in the Sierra Nevada
Mountains of California. The modeler begins
with aqueous chemical data along a flow path in
an aquifer (or catchment) of known mineralogy
and accounts for changes in solute concentrations
by specified reaction sources and sinks. The
analytical solution is achieved by solving a set
of simultaneous linear equations known as
mole balancing:

J
Z b0y, = Am; = Mygnay — Mignigay (3
=

in which m; is the number of moles of element/
component i per kilogram of water, a), is the
stoichiometric coefficient of element i in phase p,
b, is the mass transfer coefficient of the pth phase,
and j is the number of phases (Plummer et al.,
1983). Because groundwaters are frequently
mixtures of different water quality types, mixing
fractions can also be employed in the matrix array.
Redox chemistry can be included through con-
servation of electrons and water balance can be
used to simulate evaporation. Plummer (1984) has
called this type of modeling the inverse method,
because it proceeds in a reverse manner to that of
forward modeling, i.e., it backs out the probable
reactions from known data on water chemistry,
isotopes, and mineralogy. Parkhurst (1997) simply
refers to it as mole balancing. Semantics aside,
this model is developed for water—rock inter-
actions from “a set of mixing fractions of initial
aqueous solutions and mole transfers of minerals
and gases that quantitatively account for the
chemical composition of the final solution”
(Parkhurst, 1997).

Two papers point out the fundamental nature of
mole balancing for interpreting groundwater
chemistry. Plummer (1984) describes attempts to
model the Madison Limestone aquifer by both
forward and inverse methods. Two valuable
conclusions from this paper were that information
gained from mole balancing was needed to
provide relativistic reaction rates for forward
modeling and that even with these rates, the
well-water compositions could not be closely
matched, whereas they can be exactly matched
with inverse modeling. Furthermore forward
modeling required much more effort and con-
tained more uncertainty. Similar conclusions were
reached by Glynn and Brown (1996) in their

detailed study of the acidic plume moving in the
Pinal Creek Basin. They found that the best
approach was to pursue a series of mole-balance
calculations, improving their modeling with each
re-examination of the phases and reactions
considered. Then they took their refined mole-
balance results and made further improvements by
forward modeling. Inverse modeling, however,
was a key to their successful interpretation. The
complex nature of interpreting a dispersed con-
taminant plume and the associated mineral
dissolution front required the use of reactive-
transport modeling. The reactive-transport model-
ing, however, would have been much more
uncertain without the inverse modeling at the
front end.

It has been pointed out that inverse modeling
assumes advective, steady-state flow and that
“reaction inversion” does not occur (Steefel and
Van Cappellen, 1998). Although these are
important issues, they are often not serious
limitations. These assumptions are not a firm
requirement for the system being studied, it is
only essential that the consequences of assuming
them for non-steady-state flow (with or without
dispersion) do not have a significant effect on the
results of the calculation. For example, it can be
argued that over a long enough period of time or
for a large enough aquifer, steady-state con-
ditions never truly apply. Indeed, steady state is
an approximation of the physical and chemical
state of an aquifer system that works well for
many, if not most, aquifers. As Zhu and
Anderson (2002) pointed out, the most important
criterion is that the same parcel of water has
traveled from point A to point B. They also state
that chemical steady state is sufficient but not
necessary “because the underlying mathematical
equations to be solved... are the integrated forms
of mass conservation (Lichtner, 1996).” At the
Iron Mountain mines (Alpers et al., 1992), high
concentrations of sulfate (tens of grams per liter)
and metals (grams per liter) discharge from two
major portals. The groundwater has advective
and nonadvective (dispersive and convective)
properties, and the variable effluent flows would
indicate transient state. The chemistry, however,
is still dominated by oxidation of sulfide minerals
and acid dissolution of aluminosilicate minerals,
and a mass-balance calculation will still reflect
these geochemical processes. A mass balance
going from rainwater to portal effluent will
delineate the key minerals that dissolve and
precipitate along the flow path. Steefel and
Van Cappellen (1998) correctly state that inverse
modeling cannot be applied to contaminant
plumes or reaction fronts unless the spatial
delineation of the reaction front is clearly
defined. “Reaction inversion,” such as the
dissolution of a particular mineral changing to
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precipitation between two points along a flow
path such that no overall reaction appears to have
taken place, is an interesting problem. Without
additional information it would not be possible
to distinguish between no reaction and reaction
inversion. In such instances, it makes no
difference to the modeling or the conclusions,
because the net result is the same. It is as if the
element of concern was conserved in the solid
phase during that increment of fluid flow, a safe
assumption for silica in quartz but not for silica in
weathering feldspars. It might only matter if these
small-scale processes affect other processes such
as the unidirectional release or attenuation of
trace elements (released upon mineral dissolution
but not co-precipitated or adsorbed upon mineral
precipitation or vice versa) or similar irreversible
processes involving nutrients. Further discussion
of inverse modeling is found in Sections 5.02.7.1
and 5.02.8.3.

5.02.3 SOLVING THE CHEMICAL
EQUILIBRIUM PROBLEM

Although both kinetic and equilibrium
expressions can be used in geochemical modeling
computations, the “equilibrium problem” is the
foundation of most calculations of this type.
Simply stated, the chemical equilibrium problem
is the determination of the most stable state of a
system for a given set of pressure (P), temperature
(T), and compositional constraints (X;). These
variables, P, T, and X;, need not be fixed, but they
must be defined for the given system. The chemical
state of a system is given by the total Gibbs free
energy, G, and its differential change with the
progress variable, & denotes the state of the system
in mathematical terms. For a system at equilibrium

oG
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and any perturbation from equilibrium will cause
this differential to be other than 0. The progress
variable is a singular quantity that expresses the
extent to which a reaction has taken place. It is
equal to the change in the number of moles, n;, of a
reactant (or product) normalized to the stoichio-
metric coefficient, v;, for that component, element,
or species. In differential form,
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Solving the equilibrium problem means finding
the minimum in the free energy curve for the
defined system. Two general approaches have
been used: the equilibrium constant approach and
the free-energy minimization approach. As the
names suggest they primarily use equilibrium

constants to solve the problem or they use free
energies. Of course, the approaches are considered
the same because they are related by AG° =
RT In K, where R is the universal gas constant, T
is the absolute temperature in kelvin, and K is the
equilibrium constant, but the logarithmic conver-
sion leads to different numerical techniques. Both
approaches have to employ mass-balance and
mass-action equations. Upon substitution of mass-
action into mass-balance expressions (or vice
versa), a set of nonlinear equations is derived that
are readily solved by a numerical method coded
for a computer. The mathematical formulation of
the chemical equilibrium problem is explained
in Zeleznik and Gordon (1968), Van Zeggeren
and Storey (1970), Wolery (1979), and Smith and
Missen (1982). Harvie and Weare (1980) and
Harvie et al. (1987) have improved the free-
energy minimization algorithm for solving the
general chemical equilibrium problem and applied
it to finding parameters for the Pitzer method.
Rubin (1983, 1990) provides more formalism for
dealing with reactive transport and nonequili-
brium conditions. Further discussion of the
numerical techniques can be found in the books
by Smith and Missen (1982), Nordstrom and
Munoz (1994), and many other textbooks and
papers. A simple problem involving speciation of
an aqueous solution at equilibrium with gypsum is
solved by both the Newton—Raphson method and
the “continued fraction” method in Nordstrom
and Munoz (1994).

5.02.4 HISTORICAL BACKGROUND TO
GEOCHEMICAL MODELING

The founders of geochemistry, F. W. Clarke,
G. M. Goldschmidt, V. I. Vernadsky, and A. E.
Fersman, clearly made major contributions to our
“models” of geochemical processes. Today,
however, we think of geochemical models in
terms of high-speed quantitative computations of
water—rock interactions made possible with fast
processors and disks with large memories. This
direction of research began with the principles of
physical chemistry adapted for solving aqueous
low-temperature geochemical problems by Hem
(1959), Garrels (1960), Sillén (1961), Garrels and
Christ (1965), and Krauskopf (1967). The scho-
larly structures that these authors built would not
have been possible without the foundations laid by
those who came before and developed the science
of physical chemistry: Wilhelm Ostwald, Jacobius
Henricus van’t Hoff, and Svante Arrhenius
(Servos, 1990). These chemists, along with
numerous others they influenced, established the
principles upon which aqueous low-temperature
geochemistry and geochemical modeling is based.
Van’t Hoff himself was an early developer of
geochemical models in his efforts to apply
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physical chemistry to the interpretation of the
equilibrium factors determining the stability of
gypsum and anhydrite (van’t Hoff et al., 1903) and
the equilibrium interpretation of the Permian
Zechstein evaporite deposits (van’t Hoff (1905,
1909), 1912; Eugster, 1971).

Probably the earliest paper to apply a specia-
tion calculation to natural water was Goldberg’s
(1954) estimate of the ionic species form of
copper in seawater based on Niels Bjerrum’s
theory of ion-pair formation and Jannik
Bjerrum’s data (see Bjerrum, 1950). He found
that 65% was in the free ion (Cu®") form and
another 33% was present as either a cation or
neutral species form (copper-chloride com-
plexes). This calculation, however, did not take
into account simultaneous competitive complex-
ing from all the other ions in seawater. Speciation
was central to Krauskopf’s (1951) study on gold
solubility, his discussion of trace-metal enrich-
ment in sedimentary deposits (Krauskopf, 1955),
and his examination of the factors control-
ling trace-metal concentrations in seawater
(Krauskopf, 1956). In the US Geological Survey
(USGS), Hem and Cropper (1959) and Hem
(1961) were estimating distribution of ionic
species and activities of ions at chemical
equilibrium in natural waters. Sillén’s (1961)
first paper on seawater considered hydrolysis and
complex formation. At this time he and his
colleagues were pioneering the application of
computers to solve complex aqueous solution
equilibria (Sillén, 1962; Ingri and Sillén, 1962;
Ingri et al., 1967; Dyrssen et al., 1968). The next
paper to apply aqueous speciation to natural
water was that of Garrels and Thompson (1962)
in their “Chemical Model of Seawater,” which
contained unique features such as the mean-salt
method for estimating activity coefficients.

The adaptation of water—rock geochemical
modeling to computers was pioneered by Helgeson
and his colleagues, who focused on ore deposits
and high-temperature, high-pressure reactions
(Helgeson, 1964, 1967, 1969) but also considered
low-temperature processes (Helgeson et al., 1969,
1970). Helgeson’s (1971) research continued with
the application of computers to the calculation
of geochemical kinetics. Theoretical approaches
were developed for geochemical kinetics
(Aagard and Helgeson, 1982; Helgeson and
Murphy, 1983) and computations compared to
measured reaction rates (Helgeson et al., 1984;
Murphy and Helgeson, 1987) and coupled with
diffusion (Murphy et al., 1989). These approaches
provide insight to the mechanisms of controlled
laboratory studies on mineral dissolution rates, but
difficulties are encountered when applications are
made to the complex conditions of the natural
environment. Experimental and theoretical
approaches to mineral dissolution fail to predict

the actual dissolution rates in catchments, because
experiments do not reproduce the composition and
structure of natural mineral surfaces, they do not
account for adsorbed inhibitors, they do not
consider the effect of variable climate and hydro-
logic flow rates, and they do not account for
biological activity. These factors may have taken
anywhere from decades to millenia to develop and
they can change over short periods of time.
Computer codes that incorporate reaction kinetics
into groundwater or catchment codes usually do so
with some type of generalized first-order rate law.

Beginning in the 1960s and expanding con-
siderably during the 1970s, a series of computer
codes were developed that could perform a wide
variety of aqueous geochemical calculations
(Bassett and Melchior, 1990; Mangold and Tsang,
1991) and these evolved considerably during the
1980s and 1990s to include simulation of more
processes, coupling of processes (especially reac-
tion with transport), and the availability of more
options (Alpers and Nordstrom, 1999). The
advances in geochemical modeling are apparent
in the evolution of Barnes’ “Geochemistry of
Hydrothermal Ore Deposits” from first edition
(Barnes, 1967) to third edition (Barnes, 1997), in
the American Chemical Society (ACS) books
Chemical Modeling in Aqueous Systems that have
shown significant advances from the first (Jenne,
1979) to the second (Melchior and Bassett, 1990),
and in the plethora of papers on this subject since
the 1980s. Nevertheless, advanced sophistication
for geochemical codes does not imply a parallel
advance in our understanding of geochemical
processes. The sophistication of software has
outdistanced our capacity to evaluate the software
over a range of conditions and it has outdistanced
our ability to obtain the field data to constrain and
test the software.

5.02.5 THE PROBLEM OF ACTIVITY
COEFFICIENTS

5.02.5.1 Activity Coefficients

Aqueous electrolytes and the equilibrium con-
stants that define various reactions in low-
temperature geochemistry are inexorably linked
with the problem of activity coefficients, or the
problem of nonideality for aqueous electrolyte
solutions. Thermodynamic equilibrium constants,
defined by an extrapolation to infinite dilution for
the standard state condition (not the only standard
state), require the use of activity coefficients.
Unfortunately, there is neither a simple nor
universal nonideality method that works for all
electrolytes under all conditions. This section
provides a brief overview of a major subject still
undergoing research and development but for
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which several satisfactory
available.

If the activity of a solute or ion were ideal, it
could be taken as equivalent to the molal
concentration, m;, of the i ion or solute. However,
interactions with other ions and with the solvent
water are strong enough to cause nonideal
behavior and the characteristic property relating
concentration to chemical potential is the activity
coefficient, vy;:

approaches are

a; = y; m; (6)

With the accumulation of activity coefficient
measurements and the search for a theoretical
expression ensued, it was discovered that in dilute
solutions the logarithm of the activity coefficient
was an approximate function of the square root
of the molality:

log v, = aym;” @)

where «; was simply a constant. Brgnsted (1922)
introduced a linear term to Equation (7) in which
the coefficient, B, is a “specific-ion interaction
parameter,”
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log v; = aym;"” + Bm; (8

Later modifications of this general approach
became known as the specific-ion interaction
theory (SIT) because of the explicit dependence
on the solute or ions being considered.

An important concept that aided in the devel-
opment of electrolyte theory was the ionic strength,
I, introduced by Lewis and Randall (1921):
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where z; is the ionic charge. Thereafter, the ionic
strength was used as a parameter in activity
coefficient equations. Debye and Hiickel (1923)
derived an equation from electrostatic theory
which, in the limit of infinite dilution (hence, the
Debye—Hiickel limiting law), becomes

log vy, = —Az 1" (10)

where A is a Debye—Hiickel solvent parameter
(dependent on the properties of the solvent).
The extended Debye—Hiickel equation is
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log v; =
where B is another Debye—Hiickel solvent para-
meter and @; is an ion-size diameter derived by
empirical fit but approximates the hydrated ion
diameter.

The use of the extended Debye-—Hiickel
equation with the appropriate equilibrium con-
stants for mass action expressions to solve a
complex chemical equilibrium problem is known
as the ion-association (IA) method.

Several modifications of these equations were
tried over the next several decades. Contributions
by Guggenheim (1935) and Scatchard (1936) and
the KTH or Swedish group (Grenthe et al., 1992,
1997) became the Brgnsted—Guggenheim—
Scatchard or SIT method:
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in which the linear term is a function of molality
summed for all the other ions in solutions, k, and
(i, k) tends to be constant at higher molalities but
solute or ion specific. The last term in Equation
(12) represents the deviation of the experimentally
measured activity coefficient from the prediction
of the Debye—Hiickel equation. Other groups,
such as Truesdell and Jones (1974), kept the ionic
strength dependence throughout the equation, and
the coefficient, b, became the difference factor but
still a constant for a given solute or ion:
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The IA method using Equation (13) for major ions
in natural water compares well with other more
precise methods (see below) up to an ionic
strength of seawater (0.7) but not much higher.

The next better approximation is to allow the
linear coefficient to be a function of the ionic
strength (Pitzer and Brewer, 1961) and was
utilized by Helgeson and Kirkham (1974a,b,
1976), Helgeson et al. (1981), and Tanger and
Helgeson (1988) in the development of the
Helgeson—Kirkham—Flowers (HKF) equations,
which include consideration of the Born function
and ion hydration.

Pitzer (1973) re-examined the statistical mech-
anics of aqueous electrolytes in water and derived
a different but semi-empirical method for
activity coefficients, commonly termed the Pitzer
specific-ion-interaction model. He fitted a slightly
different function for behavior at low concen-
trations and used a virial coefficient formulation for
high concentrations. The results have proved
extremely fruitful for modeling activity coefficients
over a very large range of molality. The general
equation is

Iny. = —%|Z+z_ 1f(D) + 2”1 = B(hym
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and

B(I) = 28°
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and where B8° and B’ are specific-ion parameters,
« is a constant for a similarly charged class of
electrolytes and C is a specific-ion parameter
independent of ionic strength. The B and C
parameters are second and third virial coefficients.
The parameter v = v, 4+ v_, is the sum of the
stoichiometric coefficients for the cation, v, and
the anion, v_, of the solute. The Pitzer parameters
have been fitted for a wide range of solutes and
have been used for mixed electrolyte solutions to
model the mineral solubility behavior in brines
(Harvie and Weare, 1980; Harvie et al., 1980).
Grenthe ef al. (1997) have compared the SIT
method and the Pitzer method in detail and came
to the following conclusions: (i) the more
extensively parametrized Pitzer model allows the
most precise modeling of activity coefficients and
equilibrium constants provided that all the inter-
action coefficients are known; (ii) when Pitzer
parameters are missing (not available from
experimental data), they must be estimated and
the precision and accuracy of the activity
coefficients can be significantly compromised;
(iii) the parameters in the SIT model can be related
to those in the Pitzer model and provide another
means of estimating Pitzer parameters; (iv) the
SIT model is in good agreement with the Pitzer
model for the range m = 0.1-4 mol kg~ '; and (v)
the Pitzer model is the preferred formalism for
solutions or brines of high ionic strength. An
extensive discussion of the development of the
Pitzer model and several hybrid approaches can be
found in Pitzer (1991a) and Millero (2001). It
appears that hybrid approaches provide the best
promise in the future, because they combine the
extensive data available on equilibrium constants
with a better formulation of activity coefficients.

The difference between the extended Debye—
Hiickel equation and the Pitzer equations has to do
with how much of the nonideality of electrostatic
interactions is incorporated into mass action
expressions and how much into the activity
coefficient expression. It is important to remember
that the expression for activity coefficients is
inexorably bound up with equilibrium constants
and they must be consistent with each other in a
chemical model. lon-pair interactions can be
quantified in two ways, explicitly through stability
constants (IA method) or implicitly through
empirical fits with activity coefficient parameters
(Pitzer method). Both approaches can be success-
ful with enough effort to achieve consistency. At
the present, the Pitzer method works much better
for brines, and the IA method works better for

dilute waters because of the greater number of
components and species for which basic data
exist. When the effort is made to compare both
approaches for the same set of high-quality data,
they appear to be comparable (Felmy ez al., 1990).
The primary challenge for the future will be to
insure that consistency is maintained between the
thermodynamic data, the expressions for non-
ideality, and the mass-action expressions in
geochemical modeling codes and to incorporate
trace elements and redox species within the same
formulation.

5.02.5.2 Saturation Indices

After speciation and activities have been
calculated for all the free ions, ion pairs, triplets,
etc., a mineral saturation index can be computed.
The saturation index, SI, is defined as the
logarithm of the ratio of the ion-activity product,
IAP, to the solubility product constant, K,

SI = logI:II?P] (15)
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If the solution is at equilibrium, the IAP = K, and
the SI=0. If the SI > 0, then the solution is
supersaturated and the mineral would tend to
precipitate; if the SI < 0, the solution is under-
saturated and the mineral would tend to dissolve,
if present. Because the Sl is affected by the stoichi-
ometry of the mineral formula, it is best to
normalize the SI to the total mineral stoichiometry
as pointed out by Zhang and Nancollas (1990):

IAP ]l/v

SI = log[ — (16)
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where v=1v" 4+ 17, the sum of the stoichio-
metries of the positive and negative components
in the mineral formula.

These computations describe the “tendency” of
a water sample to be saturated, but they do not
necessarily demonstrate whether mineral dissolu-
tion or precipitation is taking place. For dissolu-
tion to take place, the mineral must be present and
it must dissolve at a rate that is fast enough
relative to the flow rate of the water to affect the
water chemistry (Berner, 1978). Likewise for a
mineral to precipitate it must do so at a fast
enough rate. The kinetics of precipitation and
dissolution reactions must be applied to get a
realistic interpretation of water—rock interactions.

5.02.6 GEOCHEMICAL DATABASES

Input for aqueous geochemical codes consists
of field data (geology, petrology, mineralogy, and
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water analyses), thermodynamic and aqueous
electrolyte data, and possibly kinetic and sorption
data. Thermodynamic data are fundamental
to most geochemical computations and several
major compilations are available. Although
the guidelines and necessary relations for
thermodynamic consistency are well established
(Rossini et al., 1952; Helgeson, 1968, 1969; Haas
and Fisher, 1976; Nordstrom et al., 1990;
Nordstrom and Munoz, 1994), it has been difficult
to employ them in the development of databases.
Two general approaches have been recognized,
serial networks and simultaneous regression. With
serial networks, an evaluator begins with a single
starting point, such as the standard state properties
for an element (or all elements) and gradually
builds in compound properties through the appro-
priate reaction combinations. Serial networks,
such as the National Burean of Standards (NBS)
database (Wagman et al., 1982), achieve con-
tinuity for a large data set but lose thermodynamic
constraints, whereas simultaneous regression,
which preserves thermodynamic relationships,
can only be done on a limited subset of data,
and the weighting of the regression fit depends on
the judgment of the evaluator (Archer and
Nordstrom, 2003). Computer codes have been
developed for the purpose of correlating and
evaluating a diversity of thermodynamic data
(Haas, 1974; Ball et al., 1988), but they have not
been widely used. Serious discrepancies in
thermodynamic properties do appear among
these compilations and some of these discrepan-
cies have been incorporated into the databases of
geochemical codes. Many users of these codes are
not familiar with these databases and the possible
uncertainties propagated through the compu-
tations from thermodynamic errors. Such error
propagation may or may not be important,
depending on the specific objectives of the
geochemical problem being addressed.

5.02.6.1 Thermodynamic Databases

Since the early compilations of thermodynamic
data (e.g., Lewis and Randall, 1923), numerous
measurements were made during the twentieth
century leading to the well-known compilations of
Latimer (1952) and Rossini et al. (1952). Measure-
ments and compilations continued to expand
through the latter part of the twentieth century,
and comprehensive inventories such as Sillén and
Martell (1964), Martell and Smith (1974-1976),
Wagman et al. (1982), Chase (1998), Robie and
Hemingway (1995), and Gurvich et al. (1993)
summarized and organized a considerable amount
of data. Unfortunately, the methods used to
evaluate the data are not always transparent and
occasionally the source references are not known.

Notable exceptions were the publication of the
CODATA tables (Garvin et al., 1987; Cox et al.,
1989), the Organization Economic Co-Operation
and Development/Nuclear Energy Agency Ther-
mochemical Data Base (OECD/NEA TDB) publi-
cations (Grenthe et al., 1992; Silva et al., 1995;
Rard et al., 1999; Lemire, 2001), and the
International Union of Pure and Applied Chemistry
(IUPAC) compilations (e.g., Lambert and Clever,
1992; Scharlin, 1996). The OECD/NEA TDB,
although focusing on radionuclides of most con-
cern to safe disposal of high-level radioactive
wastes and military wastes, contains a considerable
amount of auxiliary data on other common aqueous
and solid species that had to be evaluated along
with the actinides. For aqueous geochemical
modeling the equilibrium constant tables of
Nordstrom et al. (1990) have proven useful and
are found in USGS and US Environmental
Protection Agency (USEPA) codes described
below and in popular water-chemistry/aqueous-
geochemistry textbooks (Appelo and Postma,
1993; Stumm and Morgan, 1996; Langmuir,
1997; Drever, 1997a). These tables have been
recompiled, expanded, and tabulated in terms of
thermodynamic properties (G, H, S, Cp, and log K
for reaction and individual species (Nordstrom and
Munoz, 1994)). The tabulation of Nordstrom and
Munoz (1994) was organized in such a way that
individual species can be compared with reactions
measured independently. Consequently, it is easy
to check thermodynamic relations to see if the
properties for individual species are consistent
with tabulated reaction equilibria. Only values that
agreed within a close range of the stated uncertain-
ties were included in the tables.

These tabulations represent a portion of the data
needed for geochemical model computations and
there have been some obvious inconsistencies. By
the mid-1990s critical evaluations of thermo-
dynamic data were tapering off and many errors
and inconsistencies had not been resolved. As
recently as 1994, serious inconsistencies still
existed between calorimetrically derived and
solubility-derived properties for such common
minerals as celestine and barite, and a less
common but important phase such as radium
sulfate (Nordstrom and Munoz, 1994). This set of
discrepancies has been resolved for celestine
and barite by new measurements using high-
temperature oxide-melt and differential-scanning
calorimetries (Majzlan et al., 2002). Listing of
sources of thermodynamic data compilations can
be found in Nordstrom and Munoz (1994) and in
Grenthe and Puigdomenech (1997).

5.02.6.2 Electrolyte Databases

The classic books by Harned and Owen (1958)
and Robinson and Stokes (1959) put electrolyte
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theory on a firm basis and provided important
tabulations of electrolyte data for calculations of
activity coefficients and related properties.
Advances in electrolyte theory, especially the
use of the Pitzer method (Pitzer, 1973, 1979), led
to alternate methods of calculating activities and
speciation. The books edited first by Pytkowicz
(1979) and later by Pitzer (1991b) provided a
general overview of the different approaches and
hybrid approaches to these computations. The
more recent reference providing a thorough over-
view of the subject with tables of molal properties,
activity coefficients and parameters, and dis-
sociation/association constants is Millero (2001).
These references explain the general use of the IA
method with extended forms of Debye—Hiickel
equations, the Pitzer specific-ion interaction
method, and hybrid approaches that take
advantage of the best aspects of both approaches.

5.02.7 GEOCHEMICAL CODES

This listing and description of geochemical
codes is not meant to be either exhaustive or
complete. It is meant to be a brief overview of
several codes in current and common use.
Reviews by Yeh and Tripathi (1989a), Mangold
and Tsang (1991), Parkhurst and Plummer (1993),
and Alpers and Nordstrom (1999) provide infor-
mation on more codes, their evolution, and
references to earlier reviews on codes and
geochemical modeling. Loeppert er al. (1995)
also contains useful information on geochemical
codes and modeling, especially for soil inter-
actions. It is important to remember that most
codes in active use often undergo enhancements,
database updates, and other improvements. The
descriptions given in this section may not apply to
some of these same codes five years from now.

5.02.7.1 USGS Codes

The USGS has developed several codes that are
useful for the interpretation of water chemistry
data and for simulating water—rock interactions.
Two similar aqueous speciation codes were
developed in parallel, WATEQ (Truesdell and
Jones, 1974) and SOLMNEQ (Kharaka and
Barnes, 1973). The primary aim of these programs
was to aid in the interpretation of water quality
data. SOLMNEQ, however, had a different
subroutine for calculating temperature and press-
ure dependence and could calculate reaction
equilibria above 100 °C. WATEQ was intended
for temperatures of 0-100 °C. Both of these
programs have been updated. WATEQ4F v.2
(Ball and Nordstrom, 1991, with database updates
to 2002) uses the IA method with an expanded

form of the extended Debye—Hiickel equation
for major ions (the Truesdell-Jones formulation
or hybrid activity coefficient; Truesdell and
Jones (1974) and Nordstrom and Munoz
(1994)), includes independent redox speciation
computations that assume redox disequilibrium,
and has database updates for uranium (Grenthe
et al., 1992), chromium (Ball and Nordstrom,
1998), and arsenic redox species (Archer and
Nordstrom, 2003; Nordstrom and Archer, 2003).
SOLMINEQ.88 (Kharaka et al., 1988; Perkins
et al., 1990) covers the temperature range of
0-350°C and 1-1,000 bar pressure, includes
both the IA method and the Pitzer method, and
has mass-transfer options such as boiling, fluid
mixing, gas partitioning, mineral precipitation,
mineral dissolution, ion exchange, and sorption.
It has been found to be particularly applicable to
deep sedimentary basins, especially those con-
taining oil and gas deposits. The latest
version, SOLMINEQ.GW is explained in an
introductory text on groundwater geochemistry
(Hitchon et al., 1996).

Parkhurst ez al. (1980) developed the PHREEQE
code to compute, in addition to aqueous specia-
tion, mass transfer, and reaction paths. A separate
but similar code, PHRQPITZ, uses the Pitzer
method for brine calculations (Plummer et al.,
1988; Plummer and Parkhurst, 1990). The
PHREEQE code has been regularly enhanced
and the recent version, PHREEQC v. 2, includes
ion exchange, evaporation, fluid mixing,
sorption, solid-solution equilibria, kinetics, one-
dimensional transport (advection, dispersion, and
diffusion into stagnant zones or dual porosity), and
inverse modeling (Parkhurst and Appelo, 1999).
An interface (PHREEQCI) was developed for
interactive modification of the input files by
Charlton et al. (1997). The latest development
(B-test version) is PHAST, which includes three-
dimensional transport. The program PHAST uses
the solute-transport simulator HST3D (Kipp,
1987, 1998) and iterates at every time step with
PHREEQC. Thorstenson and Parkhurst (2002)
have developed the theory needed to calculate
individual isotope equilibrium constants for use
in geochemical models and utilized them in
PHREEQC to calculate carbon-isotope compo-
sitions in unsaturated zone with seasonally
varying CO, production (Parkhurst et al., 2001).

Geochemical modeling of reactants in flowing
mountainous stream systems can be done with
the USGS codes OTIS (Runkel, 1998) and OTEQ
(Runkel et al., 1996, 1999) that model solute
transport and reactive transport, respectively.
OTIS, or one-dimensional transport with inflow
and storage, is based on the earlier work of
Bencala (1983) and Bencala and Walters (1983).
The OTEQ code combines the OTIS code
with MINTEQAZ2 for chemical reaction at each
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incremental step of transport. These codes are
calibrated with constant-flow tracer injection
studies and testable assumptions regarding the
solubility product constant of the precipitating
phases (Kimball et al., 2003). They have been
tested in numerous settings, primarily with the
objective of quantifying and predicting the
sources, transport, and fate of acid drainage from
mined environments in the western US.

Codes for inverse modeling began with the
program BALANCE (Parkhurst et al., 1982) from
which the interactive code NETPATH (Plummer
et al., 1991) evolved. NETPATH, in addition to
mass balances, does database management for a
suite of wells and can compute speciation and
saturation indices with WATEQ. NETPATH
has now been incorporated into PHREEQC
along with uncertainty propagation (Parkhurst,
1997). Bowser and Jones (1990, 2002) have
incorporated the mass-balance approach into a
spreadsheet format that allows graphical output
and a quick reconnaissance of ranges of mineral
compositions that are permissible models for
silicate solid-solution series (see Chapter 5.04).

USGS codes and manuals can be downloaded
free of charge at http://water.usgs.gov/nrp/
gwsoftware/. The more current version and addi-
tional bibliographic and information files for
PHREEQC are available at http://wwwbrr.cr.
usgs.gov/projects/GWC_coupled/. Updates on
revised thermodynamic data and WATEQ4F
can be found at http://wwwbrr.cr.usgs.gov/
projects/GWC_chemtherm/ with links to software
and thermodynamic property evaluation. The
OTIS code can be accessed at http://co.water.
usgs.gov/otis (see Chapter 5.04).

5.02.7.2  LLNL Codes

A set of computer codes known as EQ3/6 was
originally developed by Wolery (1979) to model
rock—water interactions in hydrothermal systems
for the temperature range of 0-300 °C. Software
development was later sponsored by the US
Department of Energy at Lawrence Livermore
National Laboratories (LLNL) to model geochem-
ical processes anticipated in high-level nuclear
waste repositories. This geochemical code has
become one of the most sophisticated and most
applicable for a wide range of conditions and
processes. In addition to speciation and mass
transfer computations, it allows for equilibrium
and nonequilibrium reactions, solid-solution reac-
tions, kinetics, IA and Pitzer methods, and both
inorganic and organic species. The program has
been used for several municipal and industrial
waste situations and has been used to assess
natural and engineered remediation processes. It
has five supporting thermodynamic data files

and the thermodynamic data are evaluated and
updated with the SUPCRT92 software (Johnson
et al., 1992), based on Helgeson’s formulation for
activity coefficients and aqueous thermodynamic
properties over a wide range of temperature and
pressure (Helgeson and Kirkham, 1974a,b, 1976;
Helgeson et al., 1981) and solid-phase thermo-
dynamic properties (Helgeson et al., 1978).
Thermodynamic data are updated with the avail-
ability of published research (e.g., Shock and
Helgeson, 1988, 1990; Shock et al., 1989).
Several manuals for operation and general infor-
mation are available at http://geosciences.lInl.gov/
esd/geochem/eq36.html (last accessed February
17, 2003).

5.02.7.3 Miami Codes

It would be difficult to find more comprehensive
or more detailed studies on the physical chemistry
of seawater than those done at the University of
Miami (Millero, 2001). Several programs were
developed for calculation of activity coefficients
and speciation of both major ions and trace
elements in seawater. The activity coefficient
models have been influenced strongly by the
Pitzer method but are best described as hybrid
because of the need to use ion-pair formation
constants (Millero and Schreiber, 1982). The
current model is based on Quick Basic; computes
activity coefficients for 12 major cations and
anions, 7 neutral solutes, and more than 36 minor
or trace ions. At 25 °C the ionic strength range is
0-6 m. For major components, the temperature
range has been extended to 0—50 °C, and in many
cases the temperature dependence is reasonably
estimated to 75 °C. Details of the model and the
parameters and their sources can be found in
Millero and Roy (1997) and Millero and Pierrot
(1998). Comparison of some individual-ion
activity coefficients and some speciation for
seawater computed with the Miami model is
shown in Section 5.02.8.6 on model reliability.

5.02.7.4 The Geochemist’s Workbench™

A set of five programs known as The
Geochemist’s Workbench™ or GWB was devel-
oped by Bethke (1994) with a wide range of
capabilities similar to EQ3/6 and PHREEQC v. 2.
GWB performs speciation, mass transfer,
reaction-path calculations, isotopic calculations,
temperature dependence for 0—300 °C, indepen-
dent redox calculations, and sorption calculations.
Several electrolyte databases are available includ-
ing ion association with Debye—Hiickel
activity coefficients, the Pitzer formulation,
the Harvie—Mgller—Weare formulation, and a
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PHRQPITZ-compatible formulation. The pro-
gram X2t allows the coupling of two-dimensional
transport with geochemical reaction. Basin3 is a
basin-modeling program that can be linked to
GWB. Another advantageous feature is the
plotting capability that can produce pe—pH or
activity—activity or fugacity—fugacity diagrams
from GWB output. Bethke (1996) has published a
textbook on Geochemical Reaction Modeling that
guides the reader through a variety of geochemical
computations using GWB and provides the basis
for a course in modeling. The GWB is a registered
code and must be obtained from Dr. Bethke and
the University of Illinois.

5.02.7.5 REDEQL-MINTEQ Codes

One of the first speciation programs that
included mass transfer reactions at equilibrium
was REDEQL (Morel and Morgan, 1972). The
primary aim of this set of codes was to compute
the equilibrium chemistry of dilute aqueous
solutions in the laboratory and was among the
first to include sorption. It also has been widely
used to interpret water quality in environmental
systems. This FORTRAN code has evolved
through several versions, parallel with advances
in computer hardware and software. Incorporation
of the WATEQ?3 database (Ball et al., 1981) with
the MINEQL program (Westall er al., 1976)
produced MINTEQ (Felmy et al., 1984) which
became the USEPA-supported code, MINTEQA2
(Allison et al., 1991). The more recent upgrade
is MINTEQA2/PRODEFA?2 v. 4 (USEPA, 1998,
1999 (revised)), and contains code revisions,
updates in thermodynamic data, and modifications
to minimize nonconvergence problems, to
improve titration modeling, to minimize phase
rule violations, to enhance execution speed, and to
allow output of selected results to spreadsheets.
PRODEFAZ2 is an ancillary program that produces
MINTEQA2 input files using an interactive
preprocessor. Thermodynamic data and compu-
tational abilities for Be, Co(II/III), Mo(IV), and Sn
(II, TV) species have been added to the program.
Unfortunately, the numerous inconsistencies, lack
of regular upgrades, and tendency for numerous
independent researchers to make their own
modifications to the program have led to several
versions that differ in reliability. Examples of test
cases to demonstrate the input setup, capabilities
of the code, and comparisons of standard test cases
have not been included in the documentation as
has been done for other programs. The more
recent upgrade information can be obtained at
http://epa.gov/ceampubl/mmedia/minteq/supplei.
pdf (last accessed February 17, 2003).

Perhaps the most noteworthy aspect of the
upgraded MINTEQAZ2 code is the Gaussian model

for interactions of dissolved organic matter with
cations. The model formulation is based on the
statistical treatment of proton binding (Posner,
1964) that was developed by Perdue and
Lytle (1983), Perdue et al. (1984), and Dobbs
et al. (1989). This approach uses a continuous
distribution of sites as opposed to discrete site
binding. It is equivalent to a collection of
monoprotic ligands, each able to bind protons
and metal cations, with the variations in log K
described by a single Gaussian distribution for
each class of sites. Another code, MODELmM
(Huber et al., 2002), uses a linear differential
equilibrium function to account for trace-metal
complexation with natural organic matter. Com-
putations were compared to those done by
MINTEQA2. MODELm predicted greater
amounts of metal-organic complexing than
MINTEQAZ2, but no conclusions were drawn as
to the cause of this difference. MODELm can be
used in MINTEQA2 instead of the Gaussian
distribution model. Although cation-organic bind-
ing in natural waters is a highly complex and
challenging subject to quantify for modeling
purposes, advances since the early 1990s are
leading us much closer to practical approaches
that can be incorporated into computerized
equilibrium and nonequilibrium chemical codes.
Geochemistry will benefit from continued
research in this area because organic matter exerts
such a strong control on the behavior of trace
elements in most aquatic systems. More testing
and evaluation of a range of natural waters with
different trace-element concentration and organic
matter types is needed in the future. This can be
accomplished by comparing analytical speciation
with computed speciation.

A Windows version of MINTEQA2 v. 4.0,
known as Visual MINTEQ, is available at no cost
from http://www.lwr.kth.se/English/OurSoftware/
vminteq/ at The Royal Institute of Technology,
Sweden (last accessed February 17, 2003). It is
supported by two Swedish research councils, VR
and MISTRA. The code includes the National
Institute of Standards and Technology (NIST)
database, adsorption with five surface complexa-
tion models, ion-exchange, and metal-humate
complexation with either the Gaussian DOM
Model or the Stockholm Humic Model. Input
data are accepted from Excel spreadsheets and
output is exported to Excel. A major update was
completed in January 2003. The Royal Institute of
Technology also has produced HYDRA and
MEDUSA for creating a database for a given
system and creating activity—activity and pe—pH
diagrams. Links to other similar programs can be
found online.

A Windows version of MINTEQAZ2, known as
MINEQL + v. 4.5, has several enhancements that
make it an attractive alternative to other versions.
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The user interface with a relational database
technique for scanning thermodynamic data, a
utility for creating a personal database, a relational
spreadsheet editor for modifying chemical
species, a multi-run manager, special reports for
convenient data extraction or additional calcu-
lations, and a tutorial with several examples
provide a much more flexible and practical code
for modelers. It also provides graphic output for
log C—pH plots, ion-fraction diagrams, solubility
plots, titration curves, and sensitivity plots. It is
limited in temperature to 0-50°C and ionic
strength <0.5 M. The program is available
through Environmental Research Software,
http://www.mineql.com/ (last accessed February
21, 2003).

5.02.7.6 Waterloo Codes

A considerable history of hydrogeochemical
modeling and its application has evolved at the
University of Waterloo, Ontario, Canada, and a
series of reactive-transport codes have evolved
with it. These codes have been primarily applied
to mine tailings piles. A finite element transport
module, PLUME2D, was utilized with the
MINTEQA2 module in an efficient two-step
sequential solution algorithm to produce
MINTRAN (Walter et al., 1994). Leachates
from heterogeneous mine overburden spoil piles
that made a contaminant front were modeled with
MINTRAN and other codes at open-pit lignite
mines in Germany (Gerke et al., 1998). When a
numerical model that coupled oxygen diffusion
and sulfide-mineral oxidation, PYROX, was added
to MINTRAN, it became MINTOX (Wunderly
et al., 1996). MINTOX proved to be capable of
simulating 35 yr of contaminant transport at the
Nickel Rim mine tailings impoundment (Bain
et al., 2000). The more recent version is MIN3P
(Mayer et al., 1999), which is a general reactive
transport code for variably saturated media. It has
been applied to the Nickel Rim impoundment and
to the contaminated groundwater downgradient of
the Konigstein uranium mine in Saxony, Germany
(Bain et al., 2001). At Konigstein, reactions
involving iron, uranium, sulfate, cadmium, chro-
mium, nickel, lead, and zinc were all modeled. A
short review of similar codes and an update on
those codes can be found in Mayer et al., (2003).

5.02.7.7 Harvie-Mgller-Weare Code

With the arrival of the Pitzer method for
calculating activity coefficients at high ionic
strengths (=1 m), research by Harvie and Weare
(1980) led to computations of equilibrium mineral
solubilities for brines. They could calculate

solubility data from gypsum (/ < 0.06 m) to
bischofite saturation (>20 m). This capability
made it possible to more accurately calculate
the mineral sequences during seawater evapora-
tion and quantitatively solve a problem that
had puzzled van’t Hoff (Harvie et al., 1980).
The original model included the components
Na, K, Mg, Ca, Cl, SO4, and H,O and was applied
to the simpler salt systems and to mineral
equilibria in seawater (Eugster er al., 1980).
With further revision of the parameters the
model was expanded to include more complex
electrolyte mixtures and their salts for seawater
evaporation (Harvie et al., 1982). Later the
number of components was expanded to include
H, OH, HCO3, CO3, and CO, (Harvie et al., 1984).
Incorporating the temperature dependence to
allow calculations from 25-250 °C was achieved
by Mgller (1988) and for lower temperatures
(0—250 °C) by Greenberg and Mgller (1989) and
Spencer et al. (1990). Marion and Farren (1999)
extended the model of Spencer et al. (1990) for
more sulfate minerals during evaporation and
freezing of seawater down to temperatures of
—37 °C. Pressure dependence for aqueous solutes
and minerals in the Na-Ca-CI-SO,-H,0
system to 200 °C and 1 kbar were obtained by
Monnin (1990) and applied to deep Red Sea brines
and sediment pore waters (Monnin and Ramboz,
1996). Mgller et al. (1998) developed the
TEQUIL code for geothermal brines. Ptacek and
Blowes (2000) have reviewed the status of the
Pitzer method applications for sulfate mineral
solubilities and demonstrated the applicability of
a modified Harvie—Mgller—Weare (HMW) to
mineral solubilities in mine tailings piles.

5.02.7.8 WHAM Models

Tipping (1994) has proposed an alternative and
practical model for humic acid—metal binding
embodied in the speciation code Windemere
Humic Aqueous Model (WHAM) that has two
versions, one for water and one for soils (Tipping,
1998). This aqueous metal-organic model is based
on the concept of electrostatic interactions at
discrete sites. Hence, it is readily amenable to use
with inorganic chemical speciation programs for
aqueous solutions and includes ionic strength and
temperature effects. Tipping et al. (2002) provide
a thorough evaluation of humic substance binding
with aluminum and iron in freshwaters. They
demonstrate that 60—70% of the dissolved organic
carbon (DOC) in their samples was humic
substances involved in metal complexation: after
accounting for organic complexing, the inorganic
speciation is consistent with control of dissolved
aluminum and iron concentration by their hydrous
oxides. A full explanation of the developments
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that led up to the WHAM model and descriptions
of many other models (multiple versus single
discrete models, continuous models, competitive
versus noncompetitive models, empirical models,
site heterogeneity/polyelectrolyte models, and
Gaussian distribution models) can be found in
Tipping (2002). The latest WHAM code,
version 6, is available at http://www.ife.ac.uk/
aquatic_processes/wham/WHAMtitlebar.htm
(last accessed February 16, 2003). An example of
a continuous distribution for binding sites can be
found in the development of the Natural Organic
Anion Equilibrium Model, or NOAEM (Gryzb,
1995) which also can be used in conjunction with
ionic components and electrostatic theory.

5.02.7.9 Additional Codes

The coupled code developed by Steefel and
Lasaga (1994) for multicomponent reactive trans-
port with kinetics of precipitation and dissolution
of minerals has been developed further into the
OS3D/GIMRT code (Steefel and Yabusaki,
1996). This model has been applied to reaction
fronts in fracture-dominated flow systems (Steefel
and Lichtner, 1998). Further developments
for nonuniform velocity fields by Yabusaki et al.
(1998) required the use of massively parallel
processing computers, although ... the accuracy
of the numerical formulation coupling the
nonlinear processes becomes difficult to verify.”

The model BIOKEMOD has been developed
to simulate geochemical and microbiological
reactions in batch aqueous solutions (Salvage
and Yeh, 1998). It has been tested and found to
simulate a range of processes that include comple-
xation, adsorption, ion-exchange, precipitation/
dissolution, biomass growth, degradation of
chemicals by metabolism of substrates, meta-
bolism of nutrients, and redox. The code has been
coupled to HYDROGEOCHEM (Yeh and
Tripathi, 1989b) for simulation of reactive trans-
port modeling with biogeochemical transforma-
tion of pollutants in groundwaters. FEREACT was
developed for two-dimensional steady-state flow
with equilibrium and kinetically controlled reac-
tions (Tebes-Stevens et al., 1998). Another
code, that was developed for biogeochemical
transport and interactions of oxidative decay of
organics with oxygen, iron, manganese, and
sulfur redox species, has been introduced by
Hunter et al. (1998).

Lichtner (2001) developed the computer code
FLOTRAN, with coupled thermal-hydrologic—
chemical (THC) processes in variably saturated,
nonisothermal, porous media in 1, 2, or 3 spatial
dimensions. Chemical reactions included in FLO-
TRAN consist of homogeneous gaseous reactions,
mineral precipitation/dissolution, ion exchange,
and adsorption. Kinetic rate laws and redox

disequilibrium are allowed with this code.
Debye—Hiickel and Pitzer options are both
available for computing activity coefficients, and
thermodynamic data are based on the EQ3/6
database or user defined databases.

Several options are available in FLOTRAN for
representing fractured media. The equivalent
continuum model (ECM) formulation represents
fracture and matrix continua as an equivalent
single continuum. Two distinct forms of dual
continuum models also are available, defined in
terms of connectivity of the matrix. These models
are the dual continuum connected matrix (DCCM)
and the dual continuum disconnected matrix
(DCDM) options. A parallel version of the code,
PFLOTRAN, has been developed based on the
PETSC parallel library at Argonne National
Laboratory.

Park and Ortoleva (2003) have developed
WRIS.TEQ, a comprehensive reaction-transport-
mechanical simulator that includes kinetic and
thermodynamic properties with mass transport
(advection and diffusion). A unique property of
this code is a dynamic compositional and textural
model specifically designed for sediment
alteration during diagenesis.

Further research on reactive transport theory,
modeling, and codes can be found in the Reviews
in Mineralogy volume edited by Lichtner et al.
(1996) and the special issue of Journal of
Hydrology, vol. 209 (1998).

5.02.8 WATER-ROCK INTERACTIONS

About a dozen or so major hydrogeochemical
processes dominate the compositions of most
surface and groundwaters. These processes
include calcite dissolution and precipitation,
gypsum dissolution and precipitation, pyrite
oxidation and formation of hydrous ferric oxide,
silicate mineral dissolution (feldspars, micas,
chlorites, amphiboles, olivines, and pyroxenes)
and clay mineral formation (kaolinitization, lateri-
zation, and illitization), dolomite dissolution and
calcite precipitation (dedolomitization), dolomite
formation (dolomitization), sulfate reduction and
pyrite formation, silica precipitation, evaporation,
and cation exchange. They are explained in
several available textbooks (e.g., Appelo and
Postma, 1993; Langmuir, 1997; Drever, 1997a),
and only a few examples are given here to
demonstrate how complex geochemistry can be
easily computed with available codes. Aqueous
speciation is discussed first, because it is required
for more complex computations. For geochemical
modeling, aqueous speciation occurs so quickly
that it can safely be assumed to be at equilibrium.
This assumption is valid for the vast majority
of aqueous reactions but not for redox reactions.
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5.02.8.1 Aqueous Speciation

Some brief examples of aqueous speciation are
given here to demonstrate the large decreases in
free ion concentration or activity that occur as a
result of ion-pair formation or complexing.
Polyvalent ions have a greater tendency to
associate with other ions of opposite charge and
among polyvalent cations that are found com-
monly in waters, iron and aluminum are prime
examples. Alpers and Nordstrom (1999) tabulate
analyses of four acid mine waters with pH in the
range 4.9-0.48 and show the effects of speciation
for copper, sulfate, aluminum, and iron using
the WATEQA4F code. Table 1 shows the total
dissolved concentrations and the main species for
aluminum and sulfate. Several conclusions are
readily apparent. First, to approximate the free ion
concentrations by the total dissolved concen-
trations is fair, as for sulfate in AMD-A (83%), to
poor, as for aluminum in AMD-D (4.1%).
Furthermore, for a wide range of total dissolved
sulfate concentration, the AISO ion pair is always
important (50-70% of the dissolved aluminum)
but with increasing sulfate concentration and
decreasing pH, the AI(SO,), ion triplet becomes
increasingly important. This ion triplet has an
association constant that is not well established and
some codes might not include it in their database.

Another example of aqueous speciation that
includes redox can be shown with the arsenic
pe—pH diagram shown in Figure 1. Arsenic can
exist in several oxidation states including As(-I1I)
as in arsine gas (AsHj), As(0) as in elemental
arsenic, As(Il) as in realgar (AsS), As(IIl) as in
orpiment (As,S3) and dissolved arsenite, and
As(V) as in dissolved arsenate. Figure 1 shows
the dominant dissolved species, arsenate and
arsenite, and their hydrolysis products as a
function of redox potential and pH based on the
thermodynamic evaluation of Nordstrom and
Archer (2003). These results show the dominance
of hydrolysis for arsenate species, but it is of
minor consequence for the arsenite species.

Hydrolysis is of major importance in under-
standing mineral reactions, kinetics of reactions,
and sorption behavior. At neutral to high pH, the
adsorption of arsenate onto hydrous ferric oxides
is weak to nonexistent, and the high anionic
charge on the dissolved arsenate developed
through hydrolysis combined with negatively
charged surfaces helps to account for this lack of
adsorption. The lack of significant arsenite
hydrolysis helps explain the more competitive
adsorption of arsenate relative to arsenite.

5.02.8.2 Modeling Sorption Reactions

Although sorption modeling should be included
in our discussion, this extensively researched area
warrants an entirely separate chapter. Several
books cover the subject well, including Dzombak
and Morel (1990), Davis and Hayes (1986),
Stumm (1987), and Hochella and White (1990).

5.02.8.3 Model Simulations of Mineral
Reactions

One of the most ubiquitous geochemical
processes is the dissolution of calcite. Dissolution
of calcite in the environment can be the dominant
source of dissolved calcium in many waters, but
dissolved inorganic carbon (DIC) can have at least
two sources: calcite and CO, produced from
organic decay. Calcite dissolution has been
modeled with PHREEQCI for a range of carbon
dioxide partial pressure, Pco,. Figure 2(a) is a plot
of calcite dissolution in terms of calcium and
DIC concentrations at Pco, values ranging
from atmospheric (10 >*) to 10~". Computation-
ally, increments of calcite were dissolved in
water at fixed partial pressure until solubility
equilibrium was reached. The solid line represents
the equilibrium solubility of calcite for this
range of carbon dioxide partial pressure and the

Table 1 Example of aqueous aluminum and sulfate speciation for acid mine waters covering a range of pH and

composition.
Sample AMD-A AMD-B AMD-C AMD-D
Temperature (°C) 16.0 19.5 24.0 34.8
pH 4.9 3.25 1.10 0.48
Total dissolved Al (mg L 5.06 19.8 1,410 2,210
% as AI*T 29 26 10 4.1
% as AISOF 51 66 57 61
% as Al(SOy)> 2 4.5 32 32
Total dissolved SO, (mg L) 206 483 50,000 118,000
% as SO;~ 83 71 18 8
% as HSO4 0 2 32 53
% as AISOF and AI(SO.,); 4.5 11 12 8
% as Fe(Il/II)-SO, ions 0 2 29 26




Water—Rock Interactions 53

24 T T T T T T T T I T T =
20 \ -

16 — 0
H3AsO4 7]
12 — E
H,AsOy i

8 x \ 0.5

8 HAsO}~ ]
=% 4 804 |
i H,As0) AsOz™ 1

Eh (V)

pH

Figure 1 Species predominance diagram for dissolved arsenic at 25°C and 1 bar (source Nordstrom and
Archer, 2003).

equilibrium pH values at each Pco, from 8.3 10 6.7
are shown in parentheses.

Many shallow groundwaters reflect calcite
dissolution as the dominant control on water
quality. Groundwaters incorporate higher Pco,
than that of the atmosphere because of carbon
dioxide production in the soil zone and organic
matter decomposition in the groundwater. A range
of Pco, from 10 2to 10 " and pH values from 7
to 8 are common for most groundwaters. Water
analyses in a carbonate terrain of Pennsylvania
(Langmuir, 1971) are compared in Figure 2(b) to
the predictions in Figure 2(a). Although this plot
simplifies the water chemistry and does not take
into account dissolution of other minerals, it does
show the dominant control by a relatively simple
reaction. The Pco, fall within the expected range
and calcite solubility equilibrium provides an
upper boundary. The saturation index plot in
Figure 3 for the same samples takes into account
temperature and ionic strength effects on the
activities and also shows that saturation with
respect to calcite is reached and provides an upper
limit to calcium and DIC concentrations. As the
pH increases, there is a greater proportion of
carbonate ions relative to bicarbonate that
increases the saturation with respect to calcite.

At pH values below ~7, waters are nearly always
undersaturated with respect to calcite (and most
other carbonate minerals).

Pyrite oxidation is a complex hydrobiogeo-
chemical processes that accounts for 11% of the
sulfate found in river drainages (E. K. Berner and
R. A. Berner, 1996). Mining activities have
increased the rate of pyrite oxidation and caused
severe contamination of many waterways with
acid and metals. When pyrite oxidizes, the sulfur
rapidly converts to sulfate but the oxidation of the
iron proceeds more slowly, depending on pH.
Simulating the oxidation of pyrite is instructive
in summarizing the chemistry of this com-
plex process (Nordstrom, 2000). In Figure 4,
PHREEQCI was used to simulate pyrite oxidation
by adding increments of oxygen to pyrite in water.
The reaction also could be simulated by adding
increments of pyrite to an excess of oxygen. The
results vary with the amount of oxidation allowed
and are represented in the figure by a solution
pH as a function of the amount of pyrite oxidized.
First, pyrite oxidation to an acid ferrous sulfate
solution only, is shown by the solid line. Second,
the same reaction occurs but the ferrous iron is
allowed to oxidize without forming a precipitate,
shown by the dashed line with a crossover
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Figure 4 Change in pH as a function of the amount of pyrite oxidized under four scenarios: (i) pyrite oxidizes to an

acid ferrous sulfate solution without any further oxidation (solid line); (ii) pyrite oxidizes and the resultant ferrous

sulfate solution is allowed to oxidize, but no precipitation is allowed (upper dashed line); (iii) pyrite oxidizes, the

ferrous sulfate solution oxidizes and precipitates ferrihydrite (pKy, = 4.89, lower dashed line); and (iv) pyrite

oxidizes, ferrous sulfate solution oxidizes, and goethite precipitates (dotted line). Computed with PHREEQCI at
25 °C and 1 bar, thermodynamic data from Nordstrom ef al. (1990).

pH of 3.26. Third, a precipitate such as ferri-
hydrite is allowed to form, which lowers the
crossover pH to 2.39. If the K, of the precipitating
phase is lower, such as that for crystalline
goethite, the crossover pH is much lower as
shown by the dotted line. However, crystalline
goethite is not stable at pH values below 2 and
jarosite would precipitate instead. The reason for
showing the goethite curve is to demonstrate the
effect of lowering the K, for a precipitating phase
of the same stoichiometry. The dashed lines cross
over the original line, because the oxidation of
ferrous iron involves both proton-consuming and
proton-producing reactions. The oxidation of Fe**
to Fe3* consumes protons:

Fe’t + 10, + Hf - Fe’* + 1H,0 (17
which happens at all pH values. The hydrolysis
and precipitation of a ferric hydroxide phase
produces protons:

Fe*t + H,0 — Fe(OH)’* +H™  (18)

Fe’t + 3H,0 — Fe(OH); | +3H" (19)

which only happens if the pH has reached the
point of hydrolysis, i.e., near or above a
pH = pK, =22 for Fe’" hydrolysis. Conseq-
uently, at lower pH values there is no hydrolysis
and the pH can only increase on oxidation. The
crossover pH reflects the balance between the
proton-consuming and the proton-producing

reactions, a small buffering process represented
by the small plateau in the curves. This diagram,
although explaining some of the complexities of
the chemistry of acid rock drainage, does not
include the consequences of acid dissolution
involving calcite and aluminosilicate minerals.
Nevertheless, some water analyses are available
from mine sites that are predominantly affected by
pyrite oxidation and little else. These samples,
collected from the Leviathan mine area,
California, and Iron Mountain, California (Ball
and Nordstrom, 1989; Nordstrom, 1977), include
a pH measured in situ and a pH measured
some weeks later after the ferrous iron had
oxidized and precipitated. Figure 5 reproduces
Figure 4 with only the two lines shown for
pyrite oxidation but no ferrous iron oxidation
(solid line) and pyrite oxidation with precipitation
of ferrihydrite (or the most soluble hydrous ferric
oxide, as a dashed line). Because there are low
concentrations of cations in these samples, the
initial pH values (open circles) can be assumed to
be caused by pyrite oxidation. The final pH after
oxidation and precipitation is shown by the closed
circles. The final pH can be seen to closely
approximate the dashed line in agreement with
the simulation. In this comparison of a simulation
with actual field data, two aspects are noteworthy.
First is the good agreement but since this
simulation is sensitive to the chosen K, of the
precipitating phase, the agreement indicates that
the solubility product constant for freshly
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the amount of pyrite oxidized is derived from stoichiometry assuming that all the dissolved sulfate is from pyrite

oxidation. Final pH was measured after the sample had been allowed to oxidize for at least two weeks in an unfiltered,
unpreserved bottle.

precipitating hydrous ferric oxide is a reasonable
model choice.

Waters not only undergo geochemical reactions
but they commonly mix. One of the classic
examples of mixing is seawater intrusion into
coastal aquifers, often enhanced because of
groundwater withdrawal. When seawater and
fresh groundwater mix, both at saturation with
respect to calcite, the result can lead to under-
saturation with respect to calcite, i.e. calcite
dissolution. The possibility of this scenario and
other combinations (some leading to mineral
precipitation from the mixing of waters that are
both initially undersaturated) was outlined by
Runnells (1969). Computations made by Plummer
(1975) showed the proportion of mixing over
which the undersaturation effect, and consequent
dissolution of coastal limestone, was operative.
Figures 6(a)—(d) are examples from Plummer
(1975) and demonstrate that for a large range of
seawater in the mixture, calcite undersaturation
can occur, depending on carbon dioxide partial
pressure and temperature. These calculations were
done over a range of temperatures, partial press-
ures, and pH values. They also were conducted
with actual carbonate groundwater compositions
and coastal seawater for several locations along the
Florida coast.

The inverse or mass-balance modeling
approach provides additional constraints on reac-
tant and product mineral phases when the mineral
mass transfers are plotted as a function of the
range of solid solution compositions. Bowser and

Jones (2002) discovered this application when
investigating the effect of compositional ranges of
feldspars, phyllosilicates, and amphiboles on mass
balances for catchments and groundwaters domi-
nated by silicate hydrolysis. They investigated
nine drainages in six areas of widely varying
lithology and climatic settings in the US. One
of these is shown below in Figure 7 for the
Wyman Creek drainage in the Inyo Mountains,
California. Mineral mass transfers for dissolution
(positive values in mol kg™ ') and precipitation
(negative values in mol kg™ ') are plotted as a
function of the percent montmorillonite solid
solution. The gray band shows the restricted
range of solid solution composition (27-45%)
determined by the crossover points for K-feldspar
and goethite, respectively. These restrictions
apply, because K-feldspar cannot precipitate in
these dilute waters and goethite is a weathering
product being formed, not dissolved. Similar
arguments show that there are restrictions on the
range of plagioclase subject to weathering.
Indeed, it is surprising to find how closely tied
the fluid compositions for major cations are to the
Na/Ca ratios of plagioclase, the Ca/Mg ratio of
ferromagnesian silicates, and to the Fe/Mg ratio of
ferromagnesian silicates.

The final example in this set is from the
Madison regional aquifer study by Plummer et al.
(1990). The Madison Limestone aquifer occurs in
Wyoming, Montana, and South Dakota. Plummer
et al. (1990) utilized a combination of saturation
index constraints, inverse modeling, and carbon
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Figure 6 Calcite saturation indices plotted as a function of percent seawater mixing with a carbonate aquifer water
with contours representing different levels of Pco, (source Plummer, 1975).

and sulfur isotopes to delineate geochemical
reaction models for the flow paths. The models
indicated that the major reaction is dedolomitiza-
tion, i.e., dolomite dissolution and calcite precipi-
tation driven by anhydrite dissolution, sulfate
reduction, [Ca®*+ Mg®"]/ Natcation exchange,
with some local halite dissolution. Sulfur isotopes
were treated as an isotope dilution problem and
carbon isotopes were treated as Rayleigh distilla-
tions (see Chapter 5.11). Corroboration of

the isotopic modeling was achieved by predicting
the isotopic compositions of the dolomite and the
anhydrite. Actual 8°*S values for anhydrite fit the
values assumed in the model calculations. Further
consistency was found when the adjusted '*C ages
combined with Darcy’s law resulted in ground-
water flow velocities that agreed within a factor of
five of those calculated by a digital flow model.
Figure 8 portrays the saturation indices of calcite,
dolomite, and gypsum (surrogate for anhydrite)
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Figure 7 Mineral mass transfer coefficients versus smectite solid solution composition for Wyman Creek mass
balances, Inyo Mountains (Bowser and Jones, 2002). Upper and lower bounds on possible smectite compositions are
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for waters from the Madison aquifer. Calcite
reaches saturation quickly and tends to be super-
saturated. This supersaturation may reflect the
pressure effect on the ion activities and the
solubility product constant (pressure corrections
were not modeled), it may be caused by pH
changes on pumping pressurized water to the
surface, it may result from calcite that has some
substituted elements displacing the SI values, it
may be caused by an inhibition on calcite
precipitation kinetics by magnesium, or it may
be caused by gypsum dissolving faster than
calcite can precipitate.

A subset of the mass-balance results for the
Madison aquifer study is shown in Table 2
covering the range of parameters encountered
from recharge to discharge although these
selected samples are not along the same flow
path. The general trend in chemistry is indicated
here. Samples near recharge are low in sulfate
and the amount of mass transfer is low. As the
water moves down gradient and evolves chemi-
cally, it increases in sulfate from anhydrite
dissolution. Increased anhydrite dissolution
leads to increased dissolution of dolomite and
increased calcite precipitation. With increasing
age there is more organic matter (represented by
CH,O in Table 2) available for decomposition
which results in greater amounts of hydrous ferric

oxides dissolving (reducing) and pyrite being
formed. Cation exhange in Table 2 refers to
(Ca + Mg)/Na, i.e., exchange of calcium and
magnesium for sodium. The measured sulfur
isotopic compositions of the H,S and of the
anhydrite match nicely with the model simulation
and the stable carbon isotopes.

Mazor et al. (1993) pointed out that some of the
samples from the Madison aquifer had high
tritium contents when the '*C results indicated
dates too old for tritium and suggested that
significant mixing of younger and older waters
may have occurred. Mixing and dilution trends
can have similar chemical appearances to hydro-
chemical evolution, and caution must be used to
distinguish evolutionary trends from mixing
trends by age-dating techniques.

5.02.8.4 Reactive-Transport Modeling
in Streams

Although biological reactions, mostly dissolved
oxygen degradation or nutrient uptake, have been
modeled in flowing streams and rivers for a long
time, trace-metal reactions have not been modeled
until relatively recently. Bencala (1983) con-
sidered solute transport in pool-and-riffle streams
using a kinetic term for sorption; Bencala and
Walters (1983) introduced transient storage into
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Figure 8 Saturation indices for calcite, dolomite, and gypsum for groundwaters from the Madison limestone aquifer
(source Plummer et al., 1990).

their modeling of trace-metal transport. One of the
most obvious inputs of trace metals to surface
waters is from mining and mineral-processing
wastes. Techniques for modeling these acid mine

water reactions continued to develop during the
1990s from empirical rate constants and partition
coefficients to mechanistic sorption models
such as surface complexation and equilibrium
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Table 2 Selected mass transfer results from Plummer er al. (1990) for the Madison Limestone aquifer, units in
millimoles per kilogram water.

Well no. F6-19 F6-17 F6-13 F7-10 F8-25 F8-21 F3-20
SO, 0.18 0.52 2.19 5.73 8.97 13.56 19.86
Dolomite 0.14 0.14 0.60 0.74 1.87 2.90 3.54
Calcite —0.18 —0.41 —1.62 —2.64 —4.70 =7.15 —5.33
Anhydrite 0.15 0.51 2.27 5.93 9.19 13.56 20.15
CH,O 0.01 0.02 0.20 0.44 0.71 0.30 0.87
FeOOH 0.00 0.01 0.05 0.12 0.21 0.11 0.09
Pyrite —0.00 —0.01 —0.05 —0.12 —0.19 —0.06 —0.09
Ion exch. 0.01 0.03 0.04 0.44 0.19 0.14 8.28
NaCl —0.01 —0.02 0.03 2.83 1.38 0.97 15.31
KCl 0.01 0.02 0.02 0.27 0.28 0.33 2.52
CO, —0.07 0.17 -0.21 —0.42 —1.18 —0.40 —0.04
8"3C (%o) calculated —8.86 —9.33 =7.79 —9.67 —5.52 —3.59 —2.21
8"3C (%0) measured —7.82 —10.0 —6.80 —9.70 —5.50 —3.50 —2.34
Apparent age (yr) Modern Modern Modern 2,386 14,461 13,310 22,588

Positive values signify dissolution, negative values precipitation. Samples, although not along the same flow path, are in the general direction

of recharge to discharge from left to right.

precipitation of mineral phases (Brown and
Hosseinipour, 1991; Kimball et al., 1994, 1995;
Runkel et al., 1996, 1999). Reaction—transport
models such as these require more accurate stream
discharge measurements than can be obtained
from current-meter measurements. These are
obtained from constant-flow tracer injection
studies along with synoptic sampling, including
all possible inflows, so that the transport model
can be reliably calibrated. Not only has this
approach been used to define sources and sinks of
trace metals in mountainous streams but it also has
been helpful in predicting remediation scenarios
for mine sites (Runkel and Kimball, 2002).

An example of modeling reactive transport of
acid mine waters with OTEQ is shown in Figure 9
(Ball et al., 2003) for the drainage released from
the Summitville mine in the San Juan Mountains
of southwestern Colorado into the Alamosa River.
The model was calibrated with tracer injection and
synoptic sampling techniques including measure-
ments of Fe(II/III) that helped constrain precipi-
tation of hydrous ferric oxides in the model.
Sodium chloride was used as the tracer. Figure 9(a)
shows measured pH and simulated pH with
reaction. The main in-stream reactive chemistry
in this system is the oxidation of iron, the
precipitation of hydrous ferric oxides, the precipi-
tation of hydrous aluminum oxides, the adsorption
of trace metals, and pH changes (controlled by the
oxidation, hydrolysis, and precipitation reactions
and by the neutralization of inflows). Simulated
and measured dissolved and total aluminum and
iron concentrations are shown in Figures 9(b) and
(c), respectively. Iron and aluminum concen-
trations decrease rapidly because of precipitation
during downstream transport. Figure 9(d) shows
the copper concentrations; when adsorption is
invoked in the model the agreement between

measured and simulated copper concentrations is
within analytical error.

5.02.8.5 Geochemical Modeling of Catchments

Attempts to model chemical weathering of
catchments have used a variety of approaches
and were originally designed to understand
acidification processes. The BIRKENES code
(Christophersen et al., 1982) was one of the first
developed to model catchment stream chemistry. It
used cation—anion charge balance, a gibbsite
equilibrium solubility control for aluminum
concentrations, a Gapon ion exchange for
metals sorption, and rates for sulfate adsorption/
desorption in a two-reservoir model. The model
was calibrated by input mass fluxes and output
mass fluxes for the Birkenes catchment in Norway
to provide the water flux information and to
fit empirical parameters.

The ILWAS code (Integrated Lake-Watershed
Acidification Study; Chen et al., 1983; Gherini
et al., 1985) also contains a semi-empirical model
but is much more detailed than the BIRKENES
code with respect to its hydrologic and geochem-
ical compartments. Alkalinity was one of the key
chemical components in the model. Because the
code was originally calibrated on three watersheds
receiving acid rain in upstate New York, it was
programmed with mineral rate dissolution data,
gibbsite solubility equilibrium, and other para-
meters pertinent to those environments. The
considerable quantity of detailed data needed to
calibrate the ILWAS code limits its general
usefulness.

The MAGIC code (Model of Acidification of
Groundwater In Catchments; Cosby et al.,
1985a,b) is similar in many respects to the
BIRKENES code, but parameters for soil-water
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and stream-water chemistry are “lumped” or
averaged over the spatial scale that can include
many heterogeneities. MAGIC was designed to
simulate long-term (annual) averages, whereas
BIRKENES was designed to simulate short-term
(hours to days) responses. Equilibrium reactions
include soil cation-exchange reactions, solubility
control by gibbsite, CO,—H,0O hydrolysis reac-
tions, aqueous speciation of aluminum among
sulfate and fluoride complexes, water dissociation,
ion balance, and temperature dependence.
Activity coefficients appear not to have been
used and the sensitivity of the model to this factor
has not been addressed. Wright and Cosby (1987)
found good agreement between simulated and
measured alkalinities for two manipulated catch-
ments in Norway using the MAGIC code. Organic
acids have been included with the code and the
simulations of the Norway catchments revisited
with improved results (Cosby et al., 1995). An
alternative to ILWAS and MAGIC is the code
Enhanced Trickle Down (ETD; Nikolaidis et al.,
1989, 1991). Geochemical processes include
cation exchange, chemical weathering, sulfate
adsorption, and sulfate reduction. Comparisons
of the three codes, ILWAS, MAGIC, and ETD,
were made by Rose et al. (1991a,b). The codes
were found to provide similar forecasts on a
relative scale but substantial differences with
respect to specific concentrations (absolute
scale). Codes that contain more detailed conside-
ration of chemistry, especially reaction kinetics,
include PROFILE (Sverdrup, 1990; Warfvinge and
Sverdrup, 1992) and UNSATCHEM (for the
unsaturated zone, Suarez and Simunek (1996)).

The main problem with any of these models is
that they are calibrated with data that are too short-
term for the long-term processes they are trying
to predict on the catchment scale (Drever, 1997b;
Hornberger, 2002).

5.02.8.6 Reliability of Geochemical Model
Simulations

One approach to determine the reliability of
geochemical codes is to take well-defined input
data and compare the output from several dif-
ferent codes. For comparison of speciation
results, Nordstrom et al. (1979) compiled a
seawater test case and a river-water test case,
i.e., seawater and river-water analyses that were
used as input to 14 different codes. The results were
compared and contrasted, demonstrating that the
thermodynamic databases, the number of ion pairs
and complexes, the form of the activity coeffi-
cients, the assumptions made for redox species, and
the assumptions made for equilibrium solubilities
of mineral phases were prominent factors in the
results. Additional arsenic, selenium, and uranium
redox test cases were designed for testing of

the WATEQ4F code (Ball and Nordstrom, 1991).
Broyd et al. (1985) used a groundwater test case
and compared the results from 10 different codes.
Such test cases could be expanded to include
examples of heterogeneous reactions, mixing with
reaction, sorption, temperture dependence, reac-
tive transport, and inverse modeling. The current
version of PHREEQC includes 18 examples of
code testing. Some of these are true “tests” in that
they can be compared with measurements or
independent computations, while others are just
examples of the code capability. The EQ3/6 code
also shows several examples of code capability
in addition to comparative tests.

In another example, five test cases were
computed by PHREEQE and EQ3/6 and the
same thermodynamic database was run for each
program (INTERA, 1983) to test for any code
differences. The five examples were speciation of
seawater with major ions, speciation of seawater
with complete analysis, dissolution of microcline
in dilute HCI, reduction of hematite and calcite by
titration with methane, and dedolomitization with
gypsum dissolution and increasing temperature.
The results were nearly identical for each test
case. Test cases need to become standard practice
when using geochemical codes so that the results
will have better credibility. A comparison of code
computations with experimental data on activity
coefficients and mineral solubilities over a range
of conditions also will improve credibility
(Nordstrom, 1994).

Bruno et al. (2002) compared the results of
blind-prediction modeling for geochemical
modeling of several trace elements of concern to
radioactive waste disposal for six natural analog
sites. Blind-prediction modeling was an exercise
developed in radioactive research on repository
analog sites whereby actual water analyses for
major ions were given to different groups of
geochemical modelers who were asked to simu-
late dissolved trace-element concentrations based
on assumed solubility equilibria; the results were
compared with actual trace-element concen-
trations determined on the groundwaters but kept
secret from the modelers until the modeling was
completed. They found that thorium and uranium
seem to be controlled by mineral solubilities,
whereas strontium, zinc, and rare-earth element
(REE) mobilities seem to be related to the major
ions and complex formation. Other elements such
as nickel suffer from insufficient thermodynamic
data. Sorption reactions were not examined in
sufficient detail to draw conclusions.

Another approach to determining model
reliability is to perform sensitivity or uncertainty
analyses. One of the first examples is the
examination of equilibrium aluminum compu-
tations for surface waters using the Monte
Carlo method of randomizing sources of error
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in the water analysis and thermodynamic data
(Schecher and Driscoll, 1987, 1988). The results
showed that uncertainties in the input data did not
contribute significantly to computational specia-
tion errors. Nordstrom and Ball (1989) used two
different sets of water analyses, groundwater
analyses from a granite in Sweden, and surface-
water analyses from a creek receiving AMD in
California, to evaluate uncertainties in the water
analyses and uncertainties in the thermodynamic
data as possible sources of consistent super-
saturation effects for calcite, fluorite, barite, ferric
oxyhydroxide, and aluminum hydroxide. Instead
of Monte Carlo methods, they used a brute force
approach and recomputed the speciation assum-
ing reasonable errors in the input analytical data
and in the thermodynamic data. The conclusion
was that supersaturation for these minerals could
not be accounted for by errors in the water
analyses nor in the thermodynamic data. For
ferric oxyhydroxide, iron colloids were probably
getting through the filter and contributing to the
apparent dissolved Fe(IlI) concentrations and the
supersaturation effect. For aluminum hydroxide,
the saturation indices did not indicate super-
saturation with respect to amorphous aluminum
hydroxide and hence they were probably reason-
able. For the remaining minerals it was concluded
that the supersaturation may have been realistic,
because it could not be accounted for by
propagation of these errors. Other causes of
supersaturation include impure mineral phases
(solid substitution or defects), disordered or fine-
grained nature, inhibition of precipitation rates,
and possible unaccounted for pressure effects on
equilibria.

Criscenti et al. (1996) determined overall
uncertainty from geochemical computations by a
combination of propagating Monte-Carlo-
generated analytical and thermodynamic uncer-
tainties through a geochemical code and applying
the “generalized sensitivity analysis” (Spear and
Hornberger, 1980) to the output. One of the results
of this study is that the aqueous speciation scheme
used in many geochemical codes is not necessarily
consistent with the speciation scheme used to
define standard pH buffers by the National Bureau
of Standards. This conclusion raises the possibility
that geochemical computations introduce an error
when speciating a natural water based on a field
pH measurement calibrated with one of these
buffers. Cabaniss (1999) investigated methods of
uncertainty propagation, comparing the deriva-
tive-based method (assumes a linear approxi-
mation) with the Monte Carlo technique for
solubility equilibria computations of gibbsite,
calcite, and jarosite. He found that derivative
methods and the assumption of Gaussian
uncertainty can misrepresent the propagated
uncertainty.

Computational speciation can be compared to
analytical speciation for some species. There is
always the problem that analytical methods also
suffer from operational definitions, interferences,
limits of detection, and associated assumptions.
Nevertheless, there is no better method of
determining accuracy of speciation than by
comparing analytical results with computational
results (Nordstrom, 1996). In the few instances
where this has been done, the comparison ranges
from excellent to poor. Examples of studies of this
type can be found in Leppard (1983), Batley
(1989), and Nordstrom (1996, 2001). Sometimes
comparison of two analytical methods for the
same speciation can give spurious results. In
Table 3, measured and calculated ionic activity
coefficients for seawater at 25 °C and 35%o salinity
are compared, after adjusting to a reference value
of o = 0.666 (Millero, 2001). These values
would indicate that for a complex saline solution
such as seawater, the activity coefficients can be

Table3 Comparison of measured and calculated ion
activity coefficients in seawater at 25 °C and 35 %o
salinity, referenced to yc = 0.666 (Millero, 2001).

lon Measured Calculated

HT 0.590
Na*t 0.668
0.670
0.678
K" 0.625
0.616
0.592
0.242
0.22
0.203
0.180
F~ 0.296
clr 0.666
0.242
0.254
0.254
HS™ 0.681
0.673
0.550
0.576
0.592
0.528
0.419
0.398
0.351
0.104
0.112
0.121
0.121
0.040
0.041
0.035
0.035

0.592
0.674

0.619
0.624
0.211
0.205
0.297

0.666
0.263

0.688
HCO; 0.574
B(OH);

0.384

SOy 0.110

CO35 0.041
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calculated with a high degree of confidence. Much
more effort along these lines is needed to better
determine the errors and uncertainties for specia-
tion calculations and to identify reaction equilibria
and species for which thermodynamic data need to
be measured.

Iron redox speciation was evaluated by compar-
ing the Eh values computed from a speciation
code that accepts Fe(II) and Fe(IIT) concentrations
determined analytically with Eh values measured
electrometrically with a platinum electrode. An
example of this comparison is shown in Figure 10
(Nordstrom, 2000). For iron concentrations
greater than 10~ ® m, the comparison is generally
excellent (usually to within 30 mV), indicating
that the analytical data, speciation calculations,
and redox measurements are all consistent with
equilibrium as predicted by the Nernst equation.
This comparison is one of two redox speciation
computations that can be tested electrometrically.
Deviations from equilibrium are apparent at low
iron concentrations, because the electroactivity of
iron is low enough that other electron acceptors,
such as dissolved oxygen, begin to interfere. The
other redox condition that permits testing with the
Nernst equation is sulfide. Berner (1963) showed
that the platinum electrode gives Nernstian
behavior in anoxic marine sediments in response
to dissolved sulfide activities. All other redox
species in natural waters are not sufficiently
electroactive to establish Nernstian equilibrium.

Nordstrom (2001) demonstrated that if one
compares computed free-fluoride ion activities or
concentrations (in this example, with WATEQ4F)
with measured values obtained with a fluoride
ion-selective electrode, the results are in good
agreement down to ~10"®m. This agreement
between measurement and calculation corrobo-
rates the fluoride speciation by the IA method.

Modeling Low-temperature Geochemical Processes

5.02.9 FINAL COMMENTS

Numerous models and codes have been devel-
oped over the last century for interpreting and
portraying low-temperature geochemical pro-
cesses. They have been applied to a great variety
of conditions and processes and have enhanced our
ability to understand how low-temperature earth
systems work. However, many of these models
have a dangerous sophistication for computing
almost any type of possibility without adequately
constraining what is probable. Perhaps this affair is
little different from many centuries ago when we
had fewer scientific tools and more imagination to
play with. The danger in greater model sophisti-
cation is the difficulty in testing and refuting it. If
we cannot test a model, then we have no means of
determining its reliability. And yet if we do not
strive for greater sophistication, then the model
lacks representativeness (Oreskes, 2000).

What we must remember is that modeling is a
tool—a useful tool to be sure, but not something
that can ever replace the experience gained from
directly working on a hydrogeochemical problem
for several years. Expert judgment, developed
over long time periods and involving many
mistakes, along with carefully acquired empirical
observations in the field and in the laboratory, will
ultimately guide our models from possibility to
probability. ... even the most mathematically and
computationallly sophisticated model will not
absolve us of the need for judgment, nor of the
need to justify our judgment in human terms”
(Oreskes, 2000). Expert judgment is parti-
cularly important in identifying the appropriate-
ness of assumptions in applying a model and
constitutes a bigger problem than that of model
formulation.

Model reliability is a very important aspect
of communicating computational results to

Figure 10 Eh measured with a Pt electrode on site compared to Eh calculated from Fe(II/IIl) determinations and

Eh calculated from Fe (II/IIT) (V)

speciated with WATEQA4F (source Nordstrom, 2000).
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managers, risk assessors, stakeholders, politicians,
and the public. Unfortunately, sophisticated model
computations are not easy to interpret, model
results are often nonunique, and modeling is often
state-of-the-art science whose reliability has not
been adequately tested. Because reliability has
often been couched in terms of “verification” and
“validation” for the convenience of regulatory
requirements (Jenne and Krupka, 1984; Mattigod,
1995; OECD/NEA, 1994; Kirchner et al., 1996;
Huguet, 2001; Freedman and Ibaraki, 2003; Celia
et al., 1992), confusion about the limitations of
models and even misunderstandings about how
science works have been propagated. Words such
as verification and validation might make sense in
a regulatory or legal setting but are inappropriate
and even incompatible with scientific research and
the scientific method (Konikow and Bredehoeft,
1994; Oreskes et al., 1994). Validation is a matter
of legitimacy and has a different context and
meaning than what is sought in science. Science
progresses by testing hypotheses. Success is
measured by consistency between observations
and calculations (which is not proof of validity),
logical structure, simplicity combined with wide
applicability, and consensus through independent
peer review (also not proof of validity). Oreskes
(2000) quotes Richard Feynman, “Doubt is the
essence of understanding.” Yet doubt is exactly
what regulatory agencies are trying to minimize or
eliminate. Oreskes (2000) quotes Richard
Feynman, “Doubt is the essence of understand-
ing”. Yet doubt is exactly what regulatory
agencies are trying to minimize or eliminate.
Oreskes (2000) offers a solution that seems
obvious the earth scientists: our computational
process has far exceeded our observational data on
natural systems. More field data and related
empirical observations are needed. Field data
will provide the necessary constraints to achieve
the legitimacy that is being sought by the public.
Sophisticated computations, especially in the
hands of the unskilled, have the possibility of
achieving any pre-conceived result unless
adequately constrained by empirical data.

Future efforts should be directed toward devel-
oping standardized test cases for a wide variety of
processes against which code performance can be
compared and tested, incorporation of reliable
methods of accounting for metal-organic complex-
ing involving humic substances, recognition of
artifacts of sample collection in the determination
of trace elements in natural waters, more
comparisons of analytical versus computed specia-
tion to obtain accuracy estimates of aqueous
speciation, development of routine techniques
for estimating uncertainties in model calculations,
and more detailed studies of fine-grained miner-
alogy that are reactive phases in geochemical
systems.
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NOMENCLATURE

a;
/
a, d

Aads
Ageo

T
Ageo
Aint

kSiOH
kSiO*

ksolv

kla k2a k3

k57 kﬁ
ki

activity of species i in solution
geometric constant (Equations (26)
and (27))

specific surface area (surface area
per unit mass)

ith aqueous species in reaction
(22)

pre-exponential factor in
Arrhenius equation

constant in dissolution rate law
(Equation (64))

total surface area

specific surface area measured by
gas adsorption

specific geometric surface area
total geometric surface area
specific surface area of internal
surface

constant for prediction of surface
area (Equation (29))

constant in dissolution rate law
(Equation (64))

concentration

inlet concentration

outlet concentration
connectedness

dimensional constant

grain diameter

affinity function in Equation (65)
activation energy

apparent  activation  energy
measured at a given pH value
COxzaq) + H2CO3aq)
concentration of species i

rate constant for dissolution

rate constant at 25 °C

rate constant for proton-promoted
dissolution

rate constant for dissolution in
neutral pH

rate constant measured far from
equilibrium for Equation (63)

rate constant for hydroxyl-
promoted dissolution

rate constant for ligand-promoted
dissolution

rate constant for reaction at
=SiOH

rate constant for reaction at
=SiO and =SiONa

rate constant for exchange of
water molecules around a cation
in solution

rate constants in the mechanism of
dissolution of calcite

rate constants in Equation (62)
rate constant for

reaction (11)

k4
ki
K]e_l]ds

ads
K[ll1

KAI

my, mp

=xx

ny

qi, 92, 43

qa> 9B
Q
Ql

rate constant for precipitation of
calcite

forward rate constant

equilibrium constant for adsorption
of proton onto a mineral surface
(Equation (52))

equilibrium constant for adsorption
of cation M; onto a mineral
surface

equilibrium constant for exchange
of A" and H' at the mineral
surface (Equation (24))
equilibrium constant for exchange
of four protons for two magnesium
atoms on forsterite surface
(Equation (52))

dissociation constant for bicarbonate
solubility product constant for
calcite

equilibrium constant for exchange
of cation M; and a proton at mineral
surface (Equation (25))
equilibrium constant for formation
of precursor species by surface
protonation (Equation (24))
dimension of a geometric solid used
to model a powder grain for surface
area (Equations (26) and (27))
ligand i

order with respect to hydroxyl in
hydroxyl-promoted dissolution
equation

constants used in a rate equation
with an affinity term

order with respect to species
appearing in the rate limiting step
of a reaction (Equation (57))

mass

cation

order with respect to a reactant in
Equations (9) or (42); elsewhere,
order with respect to H*' in
Equations (17) and (32)

constant in a rate equation using
an affinity term

order with respect to HT in
Equation (17) as measured at the
reference temperature

order with respect to OH

pH of pristine point of zero charge
precursor species (Equation (22))
release rate of component to
solution

order with respect to surface
species in Equations (20) and (54)
charge on a species

flow rate

a tetrahedrally coordinated atom
surrounded by i bridging oxygens
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X/Si
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X/Si

G)SiOH

®Si0

tot

AG
AGcrit
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surface-area normalized rate of
reaction

net rate of reaction (forward
rate—backward rate)

gas constant

number of AI’" jons exchanged
to create a precursor species in
reaction (22)

metal cation at a surface site on a
mineral

surface metal—ligand complex
deprotonated surface hydroxyl
surface hydroxyl species
protonated surface hydroxyl
bridging oxygen linkage

between Si and Al cations
bridging oxygen linkage

between two Si cations

surface silanol with adsorbed Na
ion

time

temperature

reference temperature

rate of interface advance during
dissolution or growth (m s_l)
number of cations in nontetra-
hedral sites in a structure

ratio of number of cations in
nontetrahedral sites to cations in
tetrahedral sites in a structure
volume

pore volume of a PFR or total
volume of a CST reactor

molar volume of a mineral

ratio of the number of non-
tetrahedrally coordinated to tetra-
hedrally coordinated cations in a
silicate

rate of change of pH dependence
with temperature (Equation (48))
# of precursors formed during
adsorption of 3 protons (Equation
(24))

fraction of the silica surface
covered by silanol groups

sum of the fractions of total sites
existing as deprotonated surface
hydroxyls and as sites with
adsorbed Na™ on a silica surface
surface roughness

external surface roughness
stoichiometric coefficient for
species i

density

ratio of reaction quotient to equili-
brium constant for a reaction
Gibbs free energy of reaction
critical Gibbs free energy for
spontaneous nucleation of etch
pits at dislocations

5.03.1 INTRODUCTION

Mineral dissolution kinetics influence such
phenomena as development of soil fertility,
amelioration of the effects of acid rain, formation
of karst, acid mine drainage, transport and
sequestration of contaminants, sequestration of
carbon dioxide at depth in the earth, ore
deposition, and metamorphism. On a global
basis, mineral weathering kinetics are also
involved in the long-term sink for CO, in the
atmosphere:

CaSiO; + CO, = CaCO; + Si0, (1)
MgSiO; + CO, = MgCO; + Si0,  (2)

These reactions (Urey, 1952) describe the pro-
cesses that balance the volcanic and metamorphic
CO, production to maintain relatively constant
levels of atmospheric CO, over 10°~10° yr time-
scales. In these equations, Ca- and MgSiO;
represent all calcium- and magnesium-containing
silicates. Calcium- and magnesium-silicates at the
Earth’s surface are predominantly plagioclase
feldspars, Ca—Mg-pyroxenes, amphiboles, and
phyllosilicates, Ca—Mg orthosilicates. Although
dissolution of the other main rock—forming
mineral class, carbonate minerals, does not draw
down CO, from the atmosphere over geologic
timescales, carbonate dissolution is globally
important in controlling river and ground water
chemistry.

Despite the importance of mineral dissolution,
field weathering rates are generally observed to
be up to five orders of magnitude slower than
laboratory dissolution rates (White, 1995), and
the reason for this discrepancy remains a puzzle.
For example, mean lifetimes of 1 mm spheres of
rock-forming minerals calculated from measured
rate data following Lasaga (1984) are much
smaller than the mean half-life of sedimentary
rocks (600 My, Garrels and Mackenzie, 1971).
As pointed out by others (Velbel, 1993a), the
order of stability of minerals calculated from
measured dissolution kinetics (Table 1) generally
follow weathering trends observed in the field
(e.g., Goldich, 1938) with some exceptions.
Some have suggested that quantitative prediction
of field rates will be near-impossible, although
such rate trends may be predictable (Casey et al.,
1993a). For studies with mineral substrates
identical between laboratory and field, however,
the discrepancy between field and laboratory
rate estimate is generally on the order of one to
two orders of magnitude (e.g., Schnoor, 1990;
Swoboda-Colberg and Drever, 1993; White and
Brantley, in press). Some of the discrepancy
may be related to factors in the field that have
not been well mimicked in laboratory systems



76 Reaction Kinetics of Primary Rock-forming Minerals

Table 1 Mean lifetime (¢) of a 1 mm crystal at pH 5.

Mineral Log Dissolution rate t References
(dissolution rate) (molm 2s™ 1 (yr)
(molm™2s™ 1

Quartz 41x 1074 34,000,000 Rimstidt and Barnes, 1980
K-feldspar —12.4 50x 107" 740,000 Table 2
Muscovite -12.5 32x1078 720,000 Table 3
Phlogopite —12.5 32%x10°18 670,000 Table 3
Albite -122 63x1071 500,000 Table 2
Diopside -11.4 3.6x 1072 140,000 Table 3
Anorthite —114 40%x 10712 80,000 Table 2
Enstatite -10.5 32x 107" 16,000 Table 3
Tremolite -11.0 1.1x 1071 10,000 Table 3
Forsterite -94 3.6x1071° 2,000 Table 3
Fayalite —9.4 3.6x 1071 1,900 Table 3

Revised from Lasaga (1984).

(White (in press) see Chapter 5.05). For example,
to extrapolate mineral reaction rates from one
system to another, the following variables
must be understood: (i) mechanism of dis-
solution, (ii) reactive surface area, (iii) mineral
composition, (iv) temperature of dissolution,
(v) chemistry of dissolving solutions, (vi) chem-
ical affinity of dissolving solutions, (vii) duration
of dissolution, (viii) hydrologic parameters, and
(ix) biological factors. In this chapter, general
techniques of measurement of dissolution and
precipitation rates of rock-forming silicates and
carbonates are discussed, and then, seven of these
nine factors are discussed sequentially. A full dis-
cussion of the biological effects (discussed by
Berner et al. in Chapter 5.06) and hydrological
parameters are outside the scope of this chapter.

Empirical models predicting the rates of
mineral-specific dissolution as a function of pH
are summarized within the section on mineral
composition in an attempt to provide a useful
database for predicting dissolution rates for both
laboratory and field systems. Equations describing
near-equilibrium mineral dissolution and precipi-
tation rates are summarized in the section on
chemical affinity.

5.03.2 EXPERIMENTAL TECHNIQUES
FOR MINERAL DISSOLUTION

5.03.2.1 Chemical Reactors

In general for a dissolution reaction such as,

AVAB - VAAqA + VBBqB (3)

vp(s) (aq) (aq)

the rate of reaction, r, is expressed as

dA,B,] 1 dlA“] 1 dlB%] @
r = — = — = —
dr vy dr vg dt

where [i] refers to the concentration of species i,
v; is the stoichiometric coefficient of the
reaction, and ¢; is the charge of the aqueous
species. Because most dissolution rates are
expressed on an ML >T ™! basis, and because
the rate of disappearance of a mineral is more
difficult to monitor than the rate of increase of
solute in solution, the rate is usually defined by
an expression such as

V, dlB%]
"TOAM i )

where V, is the volume of water, A is the
specific surface area of the mineral (Lszl,
discussed below), and M is the mass of the
mineral.

To determine r, investigators have dissolved
mineral separates under controlled temperature,
pH, and solution composition conditions. Batch,
continuously stirred flow-through, plug flow,
and fluidized bed reactors have all been used
(e.g., Hill, 1977; van Grinsven and van Riemsdijk,
1992). Typically, batch reactors are stirred tank
reactors run without flow. Simple to use, these
reactors allow estimation of the progress of
reaction for systems from the change in solution
chemistry with time. Batch reactors may be open
or closed to the atmosphere and may be run in
constant (pH-stat) or changing pH mode. By
monitoring the concentration of dissolution pro-
ducts as a function of time, and correcting for
removal of sample during monitoring, the reaction
rate can be calculated from an equation such as
(5) (Posey-Dowty et al., 1986; Laidler, 1987).
The reaction rate is expressed as either the
release rate of a given component, or as the rate
of dissolution of moles of the phase per surface
area per unit time. Interpretation of reaction rates
for a batch reactor is complicated by changing
solution chemistry over time and the effects
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of back-reactions including precipitation of
secondary phases (see, e.g., Oelkers et al., 2001).

Interpretation of reaction rates using stirred
flow-through reactors is more straightforward than
for batch reactors because solution chemistry
remains constant during dissolution. In a continu-
ously stirred tank reactor (CSTR) or a mixed flow
reactor (Rimstidt and Dove, 1986) a mineral
sample is placed in a reactor of volume V,, and
fluid is pumped through at flow rate Q (LT ").
Fluid is stirred by a propeller or by agitation. The
rate of reaction, r (mol m~2s71), is calculated
from the inlet (¢;) and outlet concentrations (c,) of
a component released during dissolution of the
mineral:

_ O, — ) ©)
Vl‘AM

During dissolution, mass of the mineral
decreases and specific surface area generally
increases. Most researchers use the initial mineral
mass and surface area to normalize reaction rate,
but for experiments where the extent of reaction is
large, the final surface area may be used to
normalize the rate (Stillings and Brantley, 1995).
Reactors are run until outlet concentration reaches
a constant steady-state value. Dissolution rates are
then reported with respect to solution chemistry as
measured in the effluent. For example, measured
rate is reported with respect to the outlet rather
than inlet pH.

The fluidized bed reactor (FBR) is a stirred tank
reactor that utilizes a slow single-pass flow and a
second faster recirculating flow that stirs the
mineral powder by suspending the particles in the
reactor. The values of ¢; and ¢, are analyzed in
the single pass flow to determine the chemical
reaction rate (e.g., Chou and Wollast, 1985).

Some researchers use plug-flow reactors
(PFRs), also known as packed bed reactors or
column reactors (if run vertically) to model natural
systems. In an ideal plug-flow or column reactor,
fluid is pumped or drained through a packed bed of
mineral grains and every fluid packet is assumed
to have the same residence or contact time
(Hill, 1977). The residence time equals the ratio
of the pore volume of the reactor (V,) divided
by flow rate Q. With no volume change in the
reaction, radial flow, or pooling of fluid in the
reactor (Laidler, 1987), the outlet concentration
varies from the inlet concentration according to:

1 1 1 kKAM
[n_l— n_l]: o O

®)

for n = 1. Here we assume that v; = 1 and that
the reaction rate » can be described by an nth
order reaction:

r=kc" 9)

For such a rate equation, n represents the order
of the reaction with respect to the component
whose concentration is depicted by c¢. PFRs mimic
geologic systems more closely than CSTRs;
however, because the chemical conditions change
along the length of the reactor, determination of
the dependence of rate on affinity or on individual
solute species can become numerically complex
(e.g., Taylor et al., 2000). In addition, a packed
bed reactor may become transport-controlled (see
Section 5.03.2.1), and measured kinetics may
represent kinetics of transport instead of interface-
limited dissolution. For example, van Grinsven
and van Riemsdijk (1992) have observed that
weathering rates of soils in column reactors
increase with the square root of the percolation
rate. In contrast, a fluidized bed reactor suspends
particles to accelerate transport to and from the
mineral surface maintaining constant chemistry
throughout the reactor.

A few researchers have investigated the rate of
dissolution through microscopic examination of
mineral surfaces (e.g., Hellmann er al, 1992;
Maclnnis and Brantley, 1992, 1993; Dove and
Platt, 1996; Mellott et al., 2002). For such studies,
the dissolution rate (molm *s” ') is generally
obtained from the expression

v=rV (10)

where V is the molar volume (m® mol™!) of the
dissolving mineral and v is the rate of advance of
the mineral surface (ms~'). Early on, geoche-
mists discovered that by shielding the dissolving
mineral surface from dissolution, the overall
surface retreat could be measured as the difference
between dissolution of shielded and unshielded
areas on the mineral surface (Maclnnis and
Brantley, 1992). On unshielded areas, etch pit
nucleation and growth was investigated and a
dissolution model based upon the distribution of
etch pit sizes was developed (Maclnnis and
Brantley, 1993). Use of Equation (10) implicitly
assumes a geometric surface area estimated at the
scale of the microscopic technique utilized
(Brantley et al., 1999), despite arguments to the
contrary (Luttge er al., 1999). Comparisons of
dissolution rates derived from microscopic
measurements to powder dissolution measure-
ments by many of these authors have been found
to be useful in determining the relative contri-
butions of surface sites to dissolution (Figure 1(a)).
Figure 1(a) shows that at the scale of observation
of the vertical scanning interferometer, dissolution
can be conceptualized as occurring uniformly
across broad planes of the surface (surface retreat)
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Figure 1 (a) Vertical scanning interferometric (VSI)
image of a dolomite cleavage plane documenting
dissolution during 1 h of dissolution at pH 3 and 25 °C
(reproduced by permission of E. Schweizerbart’sche
Verlagsbuchhandlung from Euro. J. Mineral., in press;
© E. Schweizerbart’sche Verlagsbuchhandlung)
collected from experiments in Luttge et al. (2003)).
Glue was used to block dissolution of the reference
surface, shown here after glue removal as point (1).
The extent of retreat of the overall surface is shown
as the difference in levels at point (2), and dissolution
at etch pits is documented as shown at (3). (b) Fluid
Cell Atomic Force Microscope (AFM) image depict-
ing growth mechanisms on a 15 um X 15 pm area of
the (1014) face of calcite. Growth in this image
occurred at In ) = 0.4 within minutes at spiral
dislocations (three large features) and on mono-
molecular layers. (c) Similar 15 wm X 15 pm image

and more intensively at high surface free energy
sites (etch pits). Generally, these microscopic
techniques are easiest to implement for faster
dissolving phases (Dove and Platt, 1996).

5.03.2.2 Interpreting Dissolution Rates

When a reaction rate is measured in a chemical
reactor, the reaction is generally a composite
reaction comprised of a sequence of elementary
reactions. An elementary reaction is a reaction
that occurs at the molecular level exactly as
written (Laidler, 1987). The mechanism of the
reaction is the sequence of elementary reactions
that comprise the overall or composite reaction.
For example, mineral dissolution reactions
generally include transport of reactant to the
surface, adsorption of reactant, surface diffusion
of the adsorbate, reaction of the surface complex
and release into solution, and transport of
product species away from the surface. These
reactions occur as sequential steps. Reaction of
surface complexes and release to solution may
happen simultaneously at many sites on a surface,
and each site can react at a different rate
depending upon its free energy (e.g., Schott
et al., 1989). Simultaneous reactions occurring
at different rates are known as parallel reactions.
In a series of sequential reactions, the rate-
determining step is the step which occurs most
slowly at the onset of the reaction, whereas for
parallel steps, the rate-determining step is the
fastest reaction.

Some investigators have used a rotating disk of
dissolving substrate to investigate the dissolution
rate of fast-dissolving phases and to elucidate
transport versus surface reaction control (Sjoberg,
1976; Sjoberg and Rickard, 1983; Maclnnis and
Brantley, 1992; Alkattan et al., 1998; Gautelier
et al., 1999). The stirring rate of the dissolving
disk or powder can be varied to determine whether
transport limits dissolution (e.g., Shiraki and
Brantley, 1995). However, several researchers
have criticized stirring of reactors containing
powders for causing continuous abrasion and
surface area changes during dissolution. In effect,
one chooses either the problem of changing
solution chemistry and possible transport control

as in (b), except growth occurred at In{ = 1.6
within tens of seconds of growth. In contrast to (b),
dominant growth under these conditions occured by
randomly distributed two-dimensional nucleation of
~100 nm scale nuclei on the surface. Some of the
imaged nuclei have coalesced into larger nuclei.
Continuous surface nucleation has also been imaged
in several locations. Images (b) and (c) after
Teng et al. (2000).
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(PFR) or abrasion of particles and continuous
production of new surface area (CSTRs, FBRs).
Such problems inherent in each technique con-
tribute to differences in rates when measured in
different types of reactors (van Grinsven and van
Riemsdijk, 1992; Clow and Drever, 1996). For
example, van Grinsven and van Riemsdijk
observed that dissolution rates measured with
stirred batch reactors yielded higher rates than
column experiments. Furthermore, where pH
changes within the reactor are substantial, some
investigators have used buffer solutions to main-
tain constant pH; however, the presence of cations
and anions other than H" or OH™ influence the
rate and mechanism of dissolution (e.g., Dove
and Crerar, 1990; Wogelius and Walther, 1991;
Stillings and Brantley, 1995).

Many silicates are observed to dissolve non-
stoichiometrically either due to precipitation of
secondary minerals or to preferential leaching of
elements (see Section 5.03.3.3.1). To distinguish
these possibilities, more than one element must be
analyzed during dissolution, precipitates must
be investigated, and chemical affinity must be
calculated for reacting solutions. Furthermore,
surface chemistry measurements can be com-
pleted (e.g., Farquhar et al., 1999a). Apparent
nonstoichiometric dissolution due to dissolution
of impurity minerals, even in hand-picked and
carefully cleaned samples, also complicates the
analysis of laboratory rates (Zhang et al., 1996;
Kalinowski et al., 1998; Brantley et al., 1998;
Rosso and Rimstidt, 2000) and field rates
(White et al., 1999). Preferential dissolution of
exsolved phases can also cause apparent non-
stoichiometric dissolution in experiments with
natural materials (e.g., Inskeep et al., 1991;
Stillings and Brantley, 1995; Chen and Brantley,
1998). One promising method to avoid proble-
matic inhomogeneities in starting materials is to
dissolve glasses of composition similar to the
minerals of interest: Hamilton et al. (2000) have
observed similar rates of dissolution for albite
crystal and glass.

For minerals that dissolve incongruently, the
determination of reaction rate depends upon
which component released to solution is used in
Equation (5). Due to preferential release of cations
such as calcium and magnesium during inosilicate
dissolution, for example, dissolution rates for
these phases are usually calculated from observed
silicon release (Brantley and Chen, 1995). Here,
we report silicate dissolution rates based upon
silicon release, but we normalize by the stoichio-
metry of the mineral and report as mol mineral per
unit surface area per unit time. It is important to
note that dissolution rates reported on this basis
depend upon both the formula unit and the
monitored solute.

5.03.3 MECHANISMS OF DISSOLUTION

5.03.3.1 Rate-limiting Step and the Effect of
Dislocations

To extrapolate a rate confidently from one
system to another, the rate of an elementary
reaction must be known and the same reaction
must control the rate in the new system. Perhaps
the most important end-member cases for rate
control are transport and interface limitation.
Where the interface reaction is rate-limiting, an
increase in fluid flow or diffusion across a
boundary layer will not change the rate of reaction
because no concentration gradients exist within
the solution or at the mineral—water interface and
the rate of reaction is therefore entirely deter-
mined by the dissolution rate of the mineral.
In contrast, where diffusion in solution is rate-
limiting, an increase in fluid flow will generally
enhance dissolution because a concentration
gradient exists at the mineral-water interface
and the flow rate can change this gradient. For the
transport-limited case, the dissolution rate con-
stant no longer controls the net rate of reaction:
instead, the rate is controlled either by rate of
diffusion or advection. For dissolution or precipi-
tation of silicates under ambient conditions, many
authors assume that the interface reaction is rate-
limiting in both the laboratory and in the field (see
discussion in Kump et al., 2000). However, others
have suggested that transport control related to
differences in hydrology may explain slower rates
observed in the field (Swoboda-Colberg and
Drever, 1993; Velbel, 1993a). For many fast-
dissolving phases in natural systems or for
high-temperature reactions, either diffusive or
advective transport is probably rate limiting
(Murphy et al., 1989; Steefel and Lasaga, 1992).

One distinguishing difference (Lasaga, 1984)
between transport and interface control of dis-
solution is the activation energy of reaction (see
Section 5.03.6.1), E,. For transport in solution, E,
(~5 keal mol ") << E, for the interface reaction
(~15 kecal mol ™ '). In addition, where a reaction is
rate-limited by the interface reaction, ion detach-
ment is slow, and portions of the mineral surface
may selectively dissolve (Berner, 1978). The
resulting etch pits (e.g., Figure 1(a)) are con-
sidered by some to document an interface-
controlled reaction (Berner et al., 1980). For
such a condition, it is suggested that the
concentration of solution at the mineral—solution
interface is equal to that in the bulk solution
because transport is fast compared to the interface
reaction. In contrast, where reactions are rate-
controlled by diffusion, mineral surfaces are
expected to be rounded and devoid of etch pits,
because the concentration at the mineral—solution
interface is expected to approach equilibrium
and only the most highly energetic sites
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(e.g., corners, edges) should dissolve. Although
many authors have inferred interface control from
the presence of etch pits, etch pits can form on
minerals even when dissolved under conditions
where rates of diffusion affect the rate of
dissolution (see, e.g., Alkattan et al., 1998). The
presence or absence of etch pits may therefore not
prove the rate-limiting step of dissolution.

Far from equilibrium, etch pits can nucleate
everywhere on a mineral surface, while close to
equilibrium etch pits may not form extensively
(Brantley et al., 1986; Blum and Lasaga, 1987;
Schott et al., 1989; Lasaga and Luttge, 2001). For
most situations, the change from dissolution far
from equilibrium to dissolution close to equili-
brium may coincide with a change in rate limitation
from the interface reaction to transport. The critical
saturation index above which spontaneous opening
of dislocation etch pits does not occur thus may
mark a change in mechanism for dissolution of
minerals from nucleation and growth of etch pits at
dislocations (far from equilibrium) to dissolution
only at more energetic defects such as edges and
corners (close to equilibrium). Such a mechanism
change, causing a uniform rounding of the surface
for dissolution near equilibrium, may in turn be
marked by a change in slope of the rate versus AG
curve (Burch er al., 1993; Lasaga and Luttge,
2001), contributing to the existence of a dissolution
plateau (see Section 5.03.8).

Despite the importance of etching at dislocation
outcrops, increases in dislocation density gener-
ally have relatively minor effects on dissolution of
a variety of minerals far from equilibrium. Rates
are observed to increase by factors less than 14,
and generally by factors less than 3, for increases
in dislocation density up to four orders of
magnitude (Casey, 1988a,b; Schott et al., 1989;
Murphy, 1989; Blum et al., 1990; Maclnnis and
Brantley, 1992). Lee er al. (1998) point out,
however, that in comparison to laboratory dis-
solution, etching at dislocation outcrops will be
extremely important early in natural weathering
due to the fact that natural solutions are generally
closer to saturation than laboratory solutions.
Mechanical breakage of heavily etched minerals
may also expose new surface area to solution in
natural systems, enhancing dissolution in late
stages of weathering (Lee ef al., 1998).

5.03.3.2 Carbonate Dissolution Mechanism

The kinetics of calcite dissolution have gener-
ally been studied more than those of any other
mineral except perhaps quartz (for more extensive
reference lists see Alkattan et al. (1998) and
Wollast (1990)). Here we summarize the classic
work of Plummer ef al. (1978) who suggested that
dissolution occurred by the following reactions

that occur simultaneously at the calcite surface:
CaCOj + Hyy = Cayy) + HCO3,  (11)

CaCOy + HyCOY(,q) = Cagy + 2HCO3,, (12)

CaCO3(S) + H2O(aq)
= Caj) + HCO3,) + OHyyy  (13)

Rates of these reactions were posited to be
described by the following equations:

r = kay+ (14)
r = kzaHZCO; (15)
r = kzay,o (16)

In each case, a surface site is thought to react with
an aqueous ion at the mineral surface. Plummer
et al. (1978) observed three regions of dissolution:
region 1 was transport-controlled while the rates of
dissolution in regions 2 and 3 were slower than
rates controlled by transport. While the boundaries
of these regions depended upon solution chemistry
and Pco,, the demarcation between region 1 and
region 2 occurred generally below pH 3.5. Rate
equations and models that explicitly incorporate
the concentration of complexes at the carbonate
surface yield more mechanistic rate equations, and
workers have recently been suggesting such
models for carbonates (e.g., Pokrovsky et al.,
1999a,b, 2000; Pokrovsky and Schott, 1999).

5.03.3.3 Silicate and Oxide Dissolution
Mechanisms

5.03.3.3.1 Nonstoichiometric dissolution

Early investigators of silicate dissolution ident-
ified parabolic kinetics (r = k™) for solute
release rates (Luce er al., 1972; Paces, 1973). Such
parabolic kinetics have been identified for many
reacting phases and were generally attributed to
diffusion through a surface layer (e.g., Doremus,
1983). However, leached layers on dissolving
mineral surfaces were observed by X-ray photo-
electron spectroscopy (XPS) to be only a few
angstroms thick (Petrovic et al., 1976; Berner and
Holdren, 1979; Holdren and Berner, 1979);
parabolic kinetics for minerals were soon attri-
buted to sample preparation artifacts (Holdren
and Berner, 1979). Thorough reviews of this early
work have been presented by Lasaga (1984) and
by Velbel (1986).

Although silicate dissolution is now not gener-
ally thought to be rate limited by diffusion through
an armoring alteration layer, much evidence has
accumulated documenting the development of
silicon-rich cation-depleted layers of varying
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thickness on many dissolving silicates, especially
at low pH. After long duration dissolution in acid
solutions, it is generally thought (see, however,
Nesbitt e al., 1991) that the rate of diffusion of
leaching cations through an altered surface layer
equals the rate of release of silicon to solution
from the exterior of the altered layer, and that
dissolution rates of minerals such as feldspar
become stoichiometric (Schweda, 1990; Stillings
and Brantley, 1995). The early transient period of
dissolution of many silicates may thus document
the formation of a steady-state altered layer,
including proton exchange and diffusion of alkalis
and alkaline earths out of the leached layer,
hydrolysis and release to solution of aluminum
and silicon, and condensation of silanols to
siloxanes in the layer (e.g., Schweda et al.,
1997). Diffusion rates in alteration layers of
feldspars have been quantified in some cases
(Chou and Wollast, 1984; Nesbitt et al., 1991;
Blum, 1994; Hellmann, 1997a; Chen et al., 2000).
Where samples do not dissolve stoichiometrically,
even after long durations of reaction, exsolution
lamellae or impurity phases may explain the
incongruent dissolution (e.g., Inskeep et al., 1991;
Oxburgh et al, 1994; Stillings and Brantley,
1995). It has also been suggested that the
alteration layers on some phases may not be
spatially homogeneous in composition, structure,
or thickness, and may be spatially related to etch
pits on the surface (e.g., Gout et al., 1997).
In contrast, others have suggested that leached
layers are uniform over the mineral surface
(e.g., Schweda et al., 1997).

Altered surfaces have been inferred from
solution chemistry measurements (e.g., Chou
and Wollast, 1984, 1985) and from spectroscopic
measurements of altered surfaces, using such
techniques as secondary ion mass spectro-
metry (for altered layers that are several tens of
nm thick (e.g., Schweda et al, 1997), Auger
electron spectroscopy (layers <10 nm thick (e.g.,
Hochella, 1988), XPS (layers <10 nm thick
(e.g., Hochella, 1988; Muir et al., 1990), trans-
mission electron microscopy (TEM, e.g., Casey
et al., 1989b), Raman spectroscopy (e.g., Gout
et al., 1997), Fourier transform infrared spec-
troscopy (e.g., Hamilton et al., 2001), in situ high-
resolution X-ray reflectivity (Farquhar et al.,
1999b; Fenter et al., 2003), nuclear magnetic
resonance (Tsomaia et al., 2003), and other
spectroscopies (e.g., Hellmann et al., 1997).

Alteration layers have been described for
feldspars dissolved at subneutral pH (Chou
and Wollast, 1984, 1985; Casey et al., 1988,
1989a; Nesbitt and Muir, 1988; Muir et al., 1989,
1990; Hellmann et al., 1989, 1990a,b, 1991;
Shotyk et al., 1990; Hochella, 1990; Nesbitt et al.,
1991; Hellmann, 1994, 1995, 1997a,b; Stillings
and Brantley, 1995, 1996; Gout et al., 1997),

for glasses (Guy and Schott, 1989; Doremus,
1994; Hamilton et al., 2000, 2001), for inosilicates
(Brantley and Chen, 1995), and for some phyllo-
silicates (Nagy, 1995; Kalinowski and Schweda,
1996). For example, preferential leaching of
cations in the M2, and to a lesser extent, M1
sites in pyroxenes have been reported and
attributed to differences in Madelung site energy
(e.g., Schott and Berner, 1983, Schott and Berner,
1985; Sverdrup, 1990). Preferential leaching of
the M4 as compared to the M1, M2, and M3 sites
in amphiboles has been reported (Schott and
Berner, 1983, 1985; Brantley and Chen, 1995;
Chen and Brantley, 1998). In fact, some of the
deepest leaching of cations (several thousand
angstroms) has been reported for the inosilicate
mineral wollastonite dissolved at pH 2 (Casey
et al., 1993c). Extensive leaching of sodium and
aluminum has also been reported for a glass of
inosilicate composition (jadeite; Hamilton et al.
(2001)). Thick alteration layers on dissolved
feldspars or glasses (see Figure 2) often demon-
strate characteristics of amorphous silica (Casey
et al., 1989b; Hamilton et al., 2000, 2001;
Hellmann et al. 2003).

Thickness of altered layers on feldspars
generally decreases with increasing dissolved
cation content of the leaching solution (Nesbitt
et al., 1991) and increases with decreasing pH

Figure 2 A high-resolution TEM photomicrograph of
the amorphous altered layer (lower left) developed on
crystalline labradorite (bulk material, upper right) after
dissolution at pH 1. The blurry lattice fringes at the
interface reflect the varying boundary orientation with
respect to the ultrathin section. Interface thickness is
~0.5-2 nm. Energy filtered (EF) TEM was also used to
chemically characterize the alteration zone, which was
found to be depleted in Ca, Na, K, and Al, and enriched
in H, O, and Si. The sharp structural interface shown
here and the sharp chemical interface observed with
EFTEM are interpreted by the authors to indicate
that the alteration layer is formed by dissolution-
precipitation. Such amorphous altered layers are often
high in porosity and yield high BET surface areas
(reproduced by permission of Springer from Phys.
Chem. Min., 2003, 30, 192—-197).
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(Schweda, 1990). In fact, above pH 3, the presence
of a true leached layer on dissolving feldspars is not
well documented (Blum, 1994). The thickness of
the altered layer on plagioclase feldspars dissolved
at pH 3.5 also varies as a function of the Al/Si ratio
of the feldspar (Muir et al., 1990; Stillings and
Brantley, 1995). Labradorite (Al/Si = 0.66-0.8)
and bytownite (Al/Si = 0.8-0.9) crystals show
much thicker altered layers than albite
(Al/Si < 0.4), oligoclase (Al/Si = 0.4-0.5) and
andesine (Al/Si = 0.5-0.66) crystals. In contrast,
dissolution of anorthite (Al/Si = 1.0) is almost
stoichiometric with respect to aluminum at low pH
(Amrhein and Suarez, 1988). Similarly, aluminum
depletion is observed after acid leaching of albite
and jadeite glasses (Al/Si < 1), but not on nephe-
line glass (Al/Si = 1) (Hamilton et al., 2001).
Within the alteration layer of feldspars,
hydrolysis of bridging oxygens has been pre-
sumed to reduce the connectedness of network
atoms from 4 (Q*) to 3 (Q%) to 2 (Q%) to 1 (QY)
before hydrolysis releases the atom to solution
(Hellmann et al., 1990a, 2001; Brantley and
Stillings, 1997; Tsomaia et al., 2003). Here,
connectedness refers to the number of bridging
oxygens around the tetrahedrally coordinated
atom (Liebau, 1985). However, alteration layers
on silicates also contain high proton concen-
trations, as alteration layers form during proton-
cation exchange at the surface. Because fewer
protons are generally observed in leached layers
than would be predicted based on 1:1 cation
exchange (Petit et al., 1987; Schott and Petit,
1987; Casey et al., 1988, 1989a; Casey et al.,
1989b), condensation of silanols to siloxanes in
the alteration layer of phases such as feldspars
(e.g., Casey and Bunker 1990; Hellmann et al.,
1990a,b; Stillings and Brantley, 1995) and chain
silicates (Casey et al., 1993c; Weissbart and
Rimstidt, 2000) has been inferred. Furthermore,
it has been suggested that connectedness of silicon
may not be reduced to zero at the altered surface
during dissolution of many silicates at subneutral
pH, because silica polymers rather than silica
monomers may be released directly to solution
(Dietzel, 2000; Weissbart and Rimstidt, 2000).
Reconstruction of alteration layers may also lead
to formation of clays and amorphous phases
directly at the surface, without a solution step
(Casey et al., 1993c). In fact, six-coordinate
aluminum has been observed on the albite surface
dissolved under acid conditions, whereas bulk
albite exhibits only four-coordinate aluminum
(Tsomaia et al., 2003). This six-coordinate
aluminum may result from reconstruction within
the altered layer, as suggested by Tsomaia et al.,
or may represent precipitation or adsorption of
aqueous aluminum onto the surface.
Distinguishing the difference between these
two mechanisms of formation of altered layers

(reconstruction/leaching versus back-reactions) is
not trivial. A few workers have suggested that
alteration layers on some feldspars formed at
low pH (Figure 2) may result from solution—
precipitation reactions rather than leaching
reactions per se. Interestingly, these reactions
are proposed to occur well below solubility limits
for secondary phases; and if they occur, they do so
only at the dissolving mineral surface. For
example, in situ atomic force microscopy and
high-resolution X-ray reflectivity have documen-
ted that under acidic conditions the altered layer
on dissolving orthoclase has a thickness of only
one unit cell (Teng et al., 2001; Fenter et al.,
2003). The observation of formation of coatings
on dissolving orthoclase on terraces under some
conditions (under slow flow rates but not at faster
flow rates) (Teng et al., 2001) has been cited as
evidence for precipitation or polymerization of
silica at the alteration layer. Very fast dissolution
and altered-layer formation at the dissolving
feldspar interface observed by atomic force
microscopy at low pH and high temperature
(Hellmann et al., 1992; Jordan et al., 1999) may
also be related to such fast reconstruction or
reprecipitation processes instead of leaching of
cations. The chemical and structural sharpness
of the boundary between leached surface and bulk
mineral on labradorite crystals dissolved at low
pH and low temperature has been interpreted to
reflect a solution—precipitation process rather than
a diffusional leaching process (Figure 2; Hellmann
et al., 2003). Clearly, back-reactions of aqueous
silicon and aluminum with the dissolving feldspar
surface occur, and determination of the relative
contributions from hydrolysis, diffusion, and back-
reactions remains to be elucidated. Distinguishing
differences between back-reactions occurring at or
within the altered layer from reconstruction reac-
tions within a gel-like alteration layer may be
difficult.

Development of alteration layers on minerals
dissolved under neutral and alkaline conditions
has not been thoroughly investigated, but some
work has been completed, especially on feldspar
compositions (Chou and Wollast, 1984;
Hellmann et al., 1989, 1990a; Muir et al., 1990;
Nesbitt et al., 1991; Hellmann, 1995, Hamilton
et al., 2000). Under neutral conditions, the
leached layer thickness (tens of angstroms to a
few hundred angstroms) is generally less than
that observed for more acid dissolution, with
variability reported in the composition and
thickness of the layer; i.e., sodium depletion is
generally observed, but both aluminum depletion
and enrichment (with respect to silicon) have
been reported. Variations in solution chemistry
(see Section 5.03.7) and feldspar composition
may explain some of these differences for
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chemistry and thickness of leached layers
reported in the literature.

Release of trace elements such as strontium
from feldspar is also observed to be nonstoichio-
metric (Brantley ez al., 1998). At pH 3, bytownite,
microcline, and albite all release strontium at an
initially fast rate that slows to near stoichiometric
values at steady state. In addition, aqueous
strontium is enriched in ®’Sr compared to the
bulk mineral early in dissolution. All feldspars
studied eventually released strontium in isotopic
abundance roughly equal to that of the bulk
mineral. Nonstoichiometric release of strontium
was explained by the presence of defects or
accessory phases in the minerals. Taylor et al.
(2000) also reported that the initial dissolution
of labradorite was nonstoichiometric during
dissolution in column reactors with inlet solution
pH 3, but that the mineral dissolved and released
strontium stoichiometrically at steady state. In
contrast to the earlier work, however, 87St/%°Sr in
solution did not differ from that of the bulk
labradorite during dissolution in the column
experiments.

5.03.3.3.2 Surface complexation model

Despite the complications of layer formation on
many silicates, dissolution is generally assumed to
be interface-limited and to be accelerated by the
presence of protons or hydroxyl ions. Rates are
thus often described by the following empirical
equation:

r = kyay+ + konaou- (17)

where ki and koy are the rate constants for proton-
and hydroxyl-promoted dissolution, respectively,
a; is the activity of species i in solution, and n
and m are the reaction orders. Values of n and
m vary as a function of mineral composition
(Tables 2 and 3). Some authors include a third rate
constant, kHzo, to describe dissolution at neutral
pH. Values of m have not been as well
documented for most minerals. Brady and
Walther (1992) suggested that m equals 0.3 for
all aluminosilicates. Several models have been

proposed to explain the pH-dependence of mineral
dissolution and the value of the exponent, n.

In the surface complexation model, Stumm
and co-workers (Furrer and Stumm, 1983, 1986;
Stumm and Furrer, 1987; Stumm and Wieland,
1990) suggested that adsorption or desorption of
protons on an oxide surface polarizes the metal—
oxygen bonds, weakening the bonding between
the cation and the underlying lattice and explain-
ing the pH-dependence of rates. Surface com-
plexation reactions for an oxide mineral can be
written as follows (Schindler, 1981):

=S0~ + H" & =SOH (18)

=SOH + H' & =SOHJ (19)

where =SOH;, =SOH, and =SO represent the
positively charged, neutral, and negatively
charged surface complexes, respectively. Accord-
ing to this model, the dissolution rate, r, in
solutions without reactive ligands is related to
surface speciation:

r = ky[=SOH; 1% + kou[=SO 1%  (20)

Here, [=SOHJ] or [=SO] represents the
concentration of protonated or deprotonated sur-
face sites, respectively, on the mineral surface,
and the exponents are constants for each mineral.
According to this model, the rate of dissolution of
most oxides is slowest in solutions where pH =
pHpp.c, the pH of the pristine point of zero charge
where the surface charge of the mineral of interest
equals zero (Figures 3 and 4). Some authors
include a separate rate term describing dissolution
at near-neutral pH (= ky,o[=SOH]). Above and
below the pHpp,c. oxides are predicted to show
enhanced dissolution due to protonated and
deprotonated surface sites, respectively.

The proton-promoted surface complexation
model was applied to silicates by several
research groups in the late 1980s (e.g., Blum and
Lasaga, 1988, 1991; Brady and Walther, 1989,
1992; Schott, 1990). For example, Blum and
Lasaga (1988, 1991) performed dissolution
and titration experiments for albite and found
that the surface charge under acid conditions,

Table 2 Feldspar rate parameters at 25 °C for r = ky(ag+)" + kn,o + kon(aon-)".

log kon n m
(mol m—2s—1)

a

pprzc

lOg kH lOg kHzo
(mol m—2s—1) (mol m—2s~1)
Microcline —99to 9.4
Albite —97t0 —9.5° —12210 —11.8"
Labradorite  —9.3 to —8.3"
Anorthite —5.9to —4.5°

—104t0 —9.2°  04-05° 03 —0.7° 6.1

—9.9% 0.5° 0.3° 52
0.4—0.5°

09—1.1° 5.6

* Values of the pristine point of zero charge are from calculations summarized by Sverjensky (1994). Values of pH,,. for feldspars
may be significantly lower than these quoted values, depending upon the model used for calculation (e.g. Parks (1967) and upon the
degree of proton-exchange of the surface. ° Blum and Stillings (1995). Note that where a range of values is presented, the slowest rate

constant is most likely to represent the steady state rate of dissolution.



Table 3 Summary of dissolution rates for selected silicates (Equation (17)).

Phase log ky n pH range Data used Formula used
Forsterite™® -7.0 0.49 <5.7 Blum and Lasaga, 1988; Wogelius and Walther, 1991; O,

as compiled by Chen and Brantley, 2000
Forsterite™” 0.5 I1<pH=38 Pokrovsky and Schott, 2000b
Forsterite™” 0.1 9=pH=12 Pokrovsky and Schott, 2000b
Fayalite —6.0 0.69 Wogelius and Walther, 1992 Oy
Epidote -10.7 0.26 2-4 Kalinowski et al., 1998 04, (OH),
Enstatite” —8.6 0.11 2-7 Ferruzzi, 1993 Og¢
Enstatite® -9.3 0.24 1-13 Oelkers and Schott, 2001 Og
Bronzite™® -9.5 0.36 =5 Grandstaff, 1977; Schott and Berner, 1983 Og¢
Diopside® —94 0.15 2-10 Knauss et al., 1993 O
Diopside® —9.0 0.12 2-6 Knauss et al., 1993 O
Diopside® —10.5 0.19 1-4 Chen and Brantley, 1998 O
Augite*® —6.7 0.85 =6 Siegel and Pfannkuch, 1984; Sverdrup, 1990 O
Wollastonite™? —-7.8 0.2 =72 Xie, 1994; Xie and Walther, 1994 Og
Wollastonite™” —11 0.27 =7 Xie, 1994; Xie and Walther, 1994 Og¢
Wollastonite™® -9 0 2-6 Weissbart and Rimstidt, 2000 Og
Rhodonite” -9 0.27 2.1-7.1 Banfield et al., 1995 (05
Spodumene™® —4.2 0.64 3-7 Sverdrup, 1990 O
Jadeite™® =7 0.18 3-6 Sverdrup, 1990 Og
Anthophylliteb —11.85 —0.05 2-5 Mast and Drever, 1987 0,,(0OH),
Anthophyllite® —12.5 0.24 1-4 Chen and Brantley, 1998 0,,(OH),
Tremolite®® —11.5 —0.11 1,6 Schott et al., 1981 0,,(0OH),
Hornblende” —-11.2 0.33 1-5 Frogner and Schweda, 1998 0,,(OH),
Hornblende® —-10.4 0.53 3-5 Frogner and Schweda, 1998 0,,(0OH),
Hornblende® —10.4 0.36 1-5.7 Brantley et al., unpublished data 0,,(0OH),
Hornblende® —10.9 0.34 1-5.7 Frogner and Schweda, 1998; 0,,(0OH),

as reviewed by Brantley et al., in prep.
Glaucophane“‘b —6.1 0.64 3-7 Sverdrup, 1990 0,,(0OH),
Muscovite” —11.8 0.14 1-4 Kalinowski and Schweda, 1996 0O,0(OH)4
Phlogopite“’b —10.5 0.40 1-4 Kalinowski and Schweda, 1996 0,0(OH)4
Biotite® -9.49 0.61 1-4 Kalinowski and Schweda, 1996 0O,0(OH)4
Chrysotile® —12.2 0.24 Bales and Morgan, 1985 O5(OH),
Talc —12.5 0 Lin and Clemency, 1981 0,9(OH),

All rates expressed as mol mineral m > s~', where formula units are given and where rates derive from Si release.

? Indicates dissolution measured for less than 1000 h. ° Indicates normalized by initial surface area. © Indicates normalized by final surface area.
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Figure 3 Log (dissolution rate) versus pH for (a) albite, and (b) K-feldspar. Data for (a) from published sources

Busenberg and Clemency (1976), Holdren and Berner (1979), Chou and Wollast (1984), Knauss and Wolery (1986),

Manley and Evans (1986), Casey et al. (1991), Rose (1991), and Stillings et al. (1996), and for (b) McClelland (1950),

Wollast (1967), Tan (1980), Manley and Evans (1986), Schweda (1989), Stillings and Brantley (1995) (after Blum
and Stillings, 1995).
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Figure4 Log (dissolution rate) versus pH for quartz at
25 °C measured in various pH buffers in agitated batch
reactors. The slope of the log rate — pH curve equals 0.3

above the pristine point of zero charge (Brady and
Walther, 1992) (source Brady and Walther, 1990).

attributed to [=SOH; ], is proportional to a%f.

Given that Chou and Wollast (1984) measured the
rate of albite dissolution and showed that n
(Equation (17)) equals ~0.5, Blum and Lasaga
proposed that the dissolution rate for albite at
25°C was directly proportional to [=SOH7]
(g1 = 1 for Equation (20)). On the basis of these
and other observations at low pH, Schott (1990),
Blum and Lasaga (1991), Brady and Walther
(1992), and Walther (1996) suggested that proto-
nation of terminal aluminum hydroxyl sites on
feldspars controls dissolution. At high pH, Brady
and Walther (1992) and Blum and Lasaga (1991)
hypothesized that deprotonation of terminal sili-
con or aluminum sites, respectively controls
dissolution. For many minerals, however, the
value of the exponents in Equation (20) is not
unity. Several workers have suggested that ¢
corresponds to the number of protonation steps
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required to release a cation from the surface,
which corresponds to the oxidation number of
the central metal ion in the crystalline lattice
(Furrer and Stumm, 1986; Zinder et al., 1986;
Guy and Schott, 1989; Schott, 1990): e.g., g; =
2(BeO), =3(5-A1203), = 3(01—F6203), and =
4(S10,).

Despite these attempts to predict the order with
respect to protons, g; cannot be easily related to an
activated complex for mixed oxides (Casey and
Ludwig, 1996). Researchers have thus attempted
to use proton-promoted models developed specifi-
cally for mixed oxides (Hiemstra et al., 1989a;
Hiemstra et al., 1989b; Hiemstra and van
Riemsdijk, 1990). However, the proton-promoted
surface complexation model suffers from many
limitations when applied to some silicates
(Brantley and Stillings, 1996, Brantley and
Stillings, 1997). First, the high surface charge
accumulation on feldspars is most likely related to
penetration of protons into the altered surface
layer, and not due to simple protonation at the
water-mineral interface, as assumed in the proton-
promoted surface complexation model. Second,
for many mixed oxides such as feldspars, the
theoretical value of the pH where dissolution
should be at a minimum is not well-defined (see
e.g., Walther, 1996; Mukhopadhyay and Walther,
2001), and for some minerals, values of the pH .
do not correspond to the pH of minimum
dissolution (e.g., enstatite, Oelkers and Schott,
2001). Third, application of the proton-promoted
model relies upon a comparison of the slope of the
log (dissolution rate) versus pH curve to the slope
of the log (protonated surface site density) versus
pH curve for a given mineral. The slopes derived
from titration-based plots (Blum and Lasaga,
1988, 1991; Wollast and Chou, 1992) are strongly
dependent upon the value of the pH,,,. chosen,
and the pH range over which the slope is
determined. Of related interest is the problem
that no value for the pHpp,. for feldspars is
generally accepted (Parks, 1967; Sverjensky,
1994; Stumm and Morgan, 1996; Brantley and
Stillings, 1996, 1997; Walther, 1996; Hellmann,
1999; Mukhopadhyay and Walther, 2001). Fourth,
below the pH,,. of a mineral, proton-promoted
dissolution should be enhanced by increasing
dissolved salts because of the compression of the
diffuse layer and subsequent increase in surface
protonation: instead, feldspar dissolution rates
decrease with increasing salt concentration
(Stillings and Brantley, 1995). Fifth, ab initio
calculations suggest that protonation of the
Al-0O-Si bridging oxygen during acid dissolution
may explain the increase in dissolution rate with
decreasing pH (Brand et al., 1993; Xiao
and Lasaga, 1995); the proton-promoted model
can only be consistent with this inference if the
number of protons adsorbed to the mineral surface

at subneutral pH is a constant function of the
number adsorbed to bridging oxygens. Further-
more, ab initio calculations also document that
protonation of terminal =SiOH and =AIOH
groups strengthens rather than weakens the bonds
connecting these groups to the underlying mineral
(Kubicki et al., 1996), suggesting that protonation
of terminal hydroxyl groups should inhibit rather
than accelerate dissolution. The ab initio results
do suggest, however, that deprotonation of these
groups weakens the bonds, suggesting that, in
contrast to low pH, the surface complexation
model may be useful for high pH dissolution.

5.03.3.3.3 Cation exchange mechanism

To overcome these shortcomings, researchers
have suggested surface exchange models that
explicitly incorporate proton-metal exchange
reactions into the model for acid dissolution
(see Oelkers et al., 1994; Oelkers and Schott,
1995a; Hellmann, 1995, Hellmann, 1997b;
Brantley and Stillings, 1996, 1997; Pokrovsky
and Schott, 2000b; Oelkers, 2001b). In effect, these
models now attempt to incorporate both leached
layer development and surface reaction. For
example, Brantley and Stillings (1996, 1997)
proposed that protonation of Al-O-Si bridging
oxygens after alkali or alkaline earth cation
removal throughout the leached layer promotes
dissolution of feldspar at low pH. The importance
of the Al-O-Si bond had been emphasized by
previous workers (Hellmann et al., 1990b;
Oxburgh et al., 1994; Xiao and Lasaga, 1995). Of
the cation exchange models, the model developed
by Oelkers and co-workers is discussed more
extensively here because that model has been
applied to a wide range of minerals (Oelkers,
2001b).

Oelkers (2001b) suggests that, for mixed oxides,
metal-proton exchange reactions occur for each
component metal at different rates, comprising a
series of steps, the slowest of which control
dissolution. For silicates, the slow step is generally
hydrolysis of Si—O network bonds. Acceleration
of network hydrolysis occurs when metals bonded
to the Si—O bridging bonds are hydrolyzed and
leached from the mineral surface. For minerals
requiring removal of these metals to form rate-
controlling precursors, dissolution rate will depend
on the activity of the metal in solution. Examples of
such minerals include alkali feldspars, plagioclase
feldspars with An < 80%, and inosilicates.
Minerals such as anorthite and forsterite, wherein
removal of the first metals (e.g., calcium, alumi-
num, and magnesium, respectively) leaves behind
silicon tetrahedra without any bridging oxygens,
dissolve according to a proton-promoted
mechanism.
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The model of Oelkers (2001b) was originally
developed and applied to alkali feldspar
dissolution at 150 °C and pH 9 (Gautier et al.,
1994; Oelkers et al., 1994):

3s /8 Vi
(aH+/aA13+)I IiaA,»

3s Y Vi

1+ KAI(aHJaZIH)l [

Here, k is the effective dissolution rate constant.
K, is the equilibrium constant for the exchange of
AI3* and HY at the mineral surface and formation
of P°®, the precursor species:

r=k 1)

M —sAl+3sH' + Y 1A, & P* + AT (22)

The activities, a;, of the species i in Equation
(21) are raised to the powers v;, the stoichio-
metric coefficient of the species in Equation
(22). Here, M — sAl, is an aluminum-filled Si—
O-Si-linked surface site, s equals the number of
aluminum ions exchanged to create a surface
precursor site, and A; stands for the ith aqueous
species involved in the formation of the pre-
cursor. The rate model described in Equation (21)
predicts two types of behavior (Oelkers and
Schott, 1995a): at low aluminum activity, rates
are at a maximum and are independent of
aqueous aluminum activity (or concentration),
and at higher aluminum activity, fewer precur-
sors are found on the mineral surface and the
rate is slower and dependent on dissolved
aluminum activity (or concentrations). As dis-
cussed later, these authors further argue that a
region exists in which the rate is dependent also
on an affinity term (Equation (66)).

If the activity of M — sAl >> activity of P°,
and if v; = 0 for all species other than H,O in
reaction (22), Equation (21) can be simplified to

3s
;= k( i ) (23)
aA13+

Equation (23) suggests that feldspars that dis-
solve according to this mechanism should show a
dependence upon aqueous AI*" activity. How-
ever, not all feldspars dissolve according to such
a mechanism. For example, the increase in
dissolution rate observed above a threshold
concentration of Anyq_go for plagioclase compo-
sitions has been attributed by Blum and Stillings
(1995) to the lack of Si—O-Si linkages in
compositions with high aluminum content.
A mineral with a value of Al/Si approaching 1
is therefore hypothesized to dissolve by a
different mechanism because aluminum is com-
pletely removed from the dissolving surface
during dissolution, leaving only silicon atoms
surrounded by nonbridging oxygens (Oelkers and
Schott, 1995b). Oelkers and Schott (1995b)
suggest that reaction at the anorthite surface

forms a precursor, (Hf‘/BAl]/BSil/BOj{/gB)' as
protons adsorb to the mineral surface. Here,
refers to the number of precursors formed as
three hydrogens adsorb, and (H;,3Al;5S11,504/8)
designates a surface site. K*° is defined to be the
equilibrium constant for adsorption of these
hydrogens. Oelkers and Schott (1995b) derive
the rate law:

aP

r=k—7"—5 (24)
1+ K*a?
Here, if K 'ai{f << 1, then the rate dependence
simplifies such that rocaf_l/fg . For such a con-
dition, the dissolution rate far from equilibrium is
dependent only on pH. The value of g,
determined from measurement of the pH depen-
dence of anorthite dissolution rates, used by
Oelkers and Schott (1995b) was 2 (note that
other values could be inferred based on data of
Amrhein and Suarez (1988) (B=1), and

Sverdrup (1990) (8 = 3).

The alkali feldspar model of Equation (21)
(Oelkers et al., 1994) differs from the anorthite
model of Equation (24) (Oelkers and Schott,
1995b) in the assumed chemistry of the precursor:
for alkali feldspars, the precursor contains no
aluminum (and thus dissolution depends on
aluminum activity in solution) while for anorthite,
the precursor contains aluminum (and therefore
exhibits no dependence on aluminum activity in
solution). In the first model, Al-H* exchange
occurs at the mineral surface, while in the second
model H adsorption is the precursor to dissolu-
tion. These models have also been compared to
glass dissolution for compositions ranging from
albite to nepheline (Hamilton et al., 2001).

Building upon these exchange models for
feldspars, Oelkers (2001b) proposed a general
kinetic mechanism for multioxides. His general
rate equation is expressed as

s
” v,
i K ,»<aH’+ / "M,-)

r=k l_[ 5
I (enfaa)

Here k is the rate constant, and K; is the
equilibrium constant for an exchange reaction
between protons and the metal M; at the surface.
Oelkers argues that when the term K;(ay;, /ay; )* is
small, significant M; remains in the surface
leached layer, and the rate equation simplifies in
that the denominator becomes unity. For such a
case, the logarithm of the far-from-equilibrium
rate becomes linearly related to the logarithm of
the activity of the aqueous species M; and is
dependent only upon pH and activity of M,
Oelkers (2001b) has used this simplified rate
equation to describe dissolution of basalt glass

(25)
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(25 °C, pH 3), kaolinite (pH 2, 150 °C), enstatite
(70 °C, pH 2), and muscovite (150 °C, pH 2). In
contrast, for forsterite (25°C, pH 2), and for
anorthite (60 °C, pH 2.5), Ki(al’fl‘;/a}&_)x, is large,
exchange of Mg>" or A3+ goes to completion,
and dissolution rates become independent of
Mg>" and AI*" aqueous activities, respectively.

While the preceding model focused upon the
pH-dependence of dissolution, the value of k for
Equation (17) has also been observed to vary
smoothly as a function of the An content of
plagioclase (Table 2). The mechanism for such
changes has been investigated using ab initio
techniques (Hamilton et al., 2001). The average
bond length of Si—O bonds within Al-O-Si
linkages increase from 1.58 A to 1.60 A to 1.62 A
as the Al/Si ratio increases in the tetrahedral unit,
suggesting that hydrolysis of Al-O-Si bonds
across the plagioclase join becomes easier as the
Al/Si ratio increases. This observation is consist-
ent with the increase in dissolution rate of
plagioclase minerals as An content increases
(Blum and Stillings, 1995).

5.03.3.3.4 Mechanism of dissolution of
redox-sensitive silicates

The presence of metals of variable redox state
in many silicates allows a complex set of
oxidation-reduction reactions to occur in parallel
with dissolution. Siever and Woodford (1979)
investigated the effects of oxygen on the rate of
weathering of hypersthene and other iron-
containing minerals. They concluded that the
dissolution rate of hypersthene at pH 4.5
decreased in the presence of oxygen, perhaps
because of precipitation of iron oxyhydroxides
onto the dissolving mineral grains. Schott and
Berner (1983, 1985) similarly reported several
lines of evidence that the increased Fe/Si ratio of
the bronzite surface after dissolution at pH 6 under
oxic conditions is due to a hydrous ferric oxide
precipitate. They argued that this ferric silicate
surface should be less reactive than the original
ferrous silicate and that the increase in thickness
of the ferric layer with time could explain the
observed parabolic dissolution behavior of
bronzite. Rates of dissolution for oxidized mineral
surfaces dominated by ferric ions are predicted to
be slower than dissolution rates of comparable
ferrous minerals according to the ligand exchange
model (Casey et al., 1993a). In contrast to these
observations and predictions Zhang (1990)
suggested that oxidation of Fe(Il) to Fe(Ill) in
hornblende might increase dissolution rates, and
Hoch et al. (1996) concluded that the dissolution
rate of augite was about three times faster in
oxygenated compared to sealed experiments.

At least one other study concluded that the
presence of oxygen might enhance the weathering

rates of iron-containing silicates. White and Yee
(1985) investigated oxidation and dissolution
reactions of augite and hornblende at ambient
temperature in aqueous solutions between pH 1 and
pH 9. As observed previously by Schott and Berner
(1983, 1985) for bronzite, they concluded that
surface iron on these two minerals was dominated
by ferric ions. While they reported seeing linear
release rates of silicon, potassium, calcium, and
magnesium over month-long periods, they
observed that release rates of ferrous iron to
solution were rapid at first and then decreased as
iron oxides precipitated (>pH 3.5).

They also reported ample evidence for a coupled
surface-solution oxidation—reduction mechanism
whereby aqueous ferric iron can be reduced by
ferrous iron on the mineral surface. The oxidation
of the surface iron is accompanied by release of a
lattice cation to maintain charge balance. Ferrous
iron from several angstroms to tens of angstroms
depth can be oxidized by these reactions. Hydro-
lysis of the silicate is thought to occur either
simultaneously or subsequent to oxidation. There-
fore, cations can be released from the hornblende
or augite surface either during hydrolysis reactions
(with uptake of protons), or coupled with oxidation
of the iron at the surface with no pH change. When
Fe** is released during hydrolysis, it is reduced in
solution by ferrous ions deep in the mineral,
regenerating the oxidized iron surface layer.
Oxidation of ferrous iron in biotite by ferric ions
in solution has also been observed by other workers
(Kalinowski and Schweda, 1996). For pre-
weathered augite, White and Yee (1985) noticed
that surface oxidation preceded silicate hydrolysis,
but for freshly ground augite the two reactions
occurred in parallel. The rate of oxidation of
surface ferrous ions by dissolved oxygen in both
augite and hornblende was observed to increase
with decreasing pH.

5.03.4 SURFACE AREA
5.03.4.1 BET and Geometric Surface Area

To report dissolution rates, elemental release
rates are generally normalized either by geom-
etric or BET mineral surface area (Brantley and
Mellott, 2000). The total geometric surface area,
Ageo, of a dissolving particle can be calculated
from

Ageo = al’ (26)

For a cube, a equals 6 and [ is the side dimension
of the cube. For Euclidean geometries, the term,
a is a constant (e.g., for spheres of radius /,
a =4m), and d = 2. The geometric surface area
per gram of solid, A, (the specific surface area)
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can be expressed as
Ageo = dp 1977 27)

Here the density of the solid is p and @' is another
geometric constant. Geometric surface areas have
often been used to estimate rates of weathering
in field systems (White and Peterson, 1990). In
addition, when volumetric rates of dissolution
are estimated from rates of interface advance
by Equation (10), these rates are implicitly
normalized by geometric surface area (e.g.,
Brantley et al., 1993; Brantley and Chen, 1995).

Surface areas of naturally weathered minerals
deviate from Ag., due to surface roughness and
porosity (Figures 1 and 2). Adsorption of gas is
generally used to measure mineral powder surface
area (Brantley et al., 1999; Brantley and Mellott,
2000). One complication of such measurements
arises because the surface areas measured using
different adsorbates differ (for example, N, sur-
face areas are generally larger than areas
measured with krypton). Reproducibility of values
of specific surface area measured by BET on
laboratory-ground silicate powders range from
poor (*70% for specific surface areas
<1,000 cm” g~ ') to excellent (+5% for specific
surface areas >4,000 cm? g_l) (Brantley and
Mellott, 2000). Several researchers have also
tried to estimate surface area using atomic force
microscopy (e.g., Brantley et al., 1999; Mellott
et al., 2002); these surface area estimates
generally differ from those based on BET or on
geometric calculation.

The ratio of specific surface area measured by
adsorption, A,4, to the geometric surface area
defines the surface roughness (Helgeson er al.,
1984), A:

A= Aads/Ageo (28)

The roughness of some minerals correlates with
microtexture: for example, A correlates with
microtexture for some alkali feldspars (Hodson
et al., 1997).

The measured surface area consists of both
external and internal area where internal surface
area includes all cracks or connected pores that are
deeper than they are wide, varying from sub-
atomic defects to pores of extreme size (Gregg and
Sing, 1982). For example, micropores are defined
as pores with radius <2 nm, mesopores as pores
with radius from 2 nm to 50 nm, and macropores
as those with pores of diameter >50 nm. The main
distinction between internal and external surface
is that advection can control transport to and
away from external surface while diffusion
must control transport for internal pore space
(Hochella and Banfield, 1995). Porosity may be
related to crystallization or replacement processes
(Putnis, 2002).

The BET specific surface area for a given
particle size of laboratory-ground monomineralic
samples generally follows the trend of quartz =
olivine = albite < oligoclase = bytownite <
hornblende = diopside (Brantley and Mellott,
2000). For good examples of nonporous silicates
with insignificant internal surface area such as
laboratory-ground Amelia albite and San Carlos
olivine, the log (A,gs, m’ gfl) can be calculated
from

log(A,4s) = b + d log(D) (29)

where D = grain diameter (pum), b =12 *£0.2
and d = —1.0 = 0.1 (Brantley and Mellott, 2000).
In cases where mineral powders show specific sur-
face areas greater than predicted by Equation (29),
these high values may be attributed to the presence
of second phase particulates or to the presence of
meso- or micropores. Porosity that contributes
significantly to BET surface area has been inferred
for examples of laboratory-ground diopside,
hornblende, potassium feldspar, and all compo-
sitions of plagioclase except albite and for
naturally weathered quartz, plagioclase, potassium
feldspar, and hornblende. However, researchers
have suggested that micropores observed on some
laboratory-ground alkali feldspars may be related
to cracks in the mineral surface generated during
grinding rather than due to grain-crosscutting
pores (Hodson, 1999).

5.03.4.2 Reactive Surface Area

The reactive surface area (Helgeson et al.,
1984), estimated from the dissolution rate of a
solid powder, can also differ from the BET surface
area (Avnir et al., 1985; Holdren and Speyer,
1985, 1986, 1987; White and Peterson, 1990;
Adamson, 1992; Gautier et al., 2001). For
example, the adsorption surface area does not
equal the reactive surface area for some inosili-
cates (Xie and Walther, 1994) and for some
phyllosilicates (Turpault and Trotignon, 1994;
Kalinowski and Schweda, 1996). The latter case
may be generally true for phyllosilicates due to
differences in reactivity of edge sites and sites on
the basal planes. The discrepancy between
reactive and adsorption surface area can thus be
related to differences in free energy of surface
sites (Lee and Parsons, 1995). Spectacular
examples of etching due to differences in surface
energy have been documented by Lee and Parsons
(1995) and others for alkali feldspars: the most
reactive sites on some alkali feldspars consist of
the surface outcrops of edge dislocations along
semi-coherent exsolution lamellae.

Holdren and Speyer (1985, 1986, 1987)
observed that dissolution rates of feldspars ground
to different grain sizes did not scale with surface
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area, suggesting that the predominant reactive
sites for dissolution are not uniformly distributed
within the mineral at the scale of tens of microns.
Such differences among grain sizes may be related
to the microtextural controls on fracturing of
feldspars (e.g., Hodson et al., 1997). Similarly,
Acker and Bricker (1992) observed different rates
for dissolution of biotite as a function of grain
size. Dissolution rates of the mineral component
of the B horizon of a granitic podzol were also
observed to differ as a function of grain size after
removal of organic matter and precipitates,
despite similar mineralogy and composition
(Hodson, 2002).

Reactive surface area may also change with
time due to aging, possibly related to condensation
of surface silanols to form siloxanes (Eggleston
et al., 1989; Stillings et al., 1995). During
dissolution, etching of reactive surface sites may
also change reactive surface area. As an example
of the latter phenomenon, several researchers have
emphasized that naturally weathered feldspars
may lose much of their highly reactive surface
area, possibly to the formation of etch pits,
while laboratory samples may still retain these
highly reactive sites (Velbel, 1990; Anbeek,
1992a,b, 1993; Anbeek er al., 1994a,b; Lee and
Parsons, 1995).

Discrepancies between reactive and adsorption
surface area may also be related to the presence of
deep etch pits or pore outcrops which can
constitute transport-limited micro-environments
for dissolution (Jeschke and Dreybrodt, 2002).
Much of the BET surface area for some alkali
feldspars used for dissolution in the laboratory has
been attributed to grinding-induced microporosity
(Hodson et al., 1999), and such pore outcrops are
candidates for transport limitation. If such induced
surfaces react differently than surfaces of weath-
ered samples, then the BET surface area may be an
inappropriate parameter to use for extrapolating
interface-limited kinetics from laboratory to field
(Lee et al., 1998; Brantley and Mellott, 2000;
Jeschke and Dreybrodt, 2002) and consideration
may need to be given to length and extent of
grinding for laboratory samples (Hodson, 1999). It
may be more appropriate to use geometric rather
than BET surface area to extrapolate kinetics for
samples where etch pits or pore outcrops are
important contributors to BET surface area
(Gautier et al., 2001; Jeschke and Dreybrodt,
2002; Mellott et al., 2002).

While some researchers have used the initial
surface area to normalize dissolution rates, others,
recognizing that natural weathering rates are
generally normalized by the final rather than initial
surface area, have used final surface areas of
laboratory-dissolved samples (Brantley and Chen,
1995). For example, Stillings and Brantley (1995)
noticed that elemental release rates increased for

some dissolving feldspars at pH 3 at the same time
that surface area of the grains increased. They
concluded that steady-state dissolution rates could
only be inferred from rates normalized by final
rather than initial surface areas (see also, Schweda,
1990). However, others have observed that dis-
solution rates decrease or remain constant with
time while surface area increases, and have noticed
that final surfaces of dissolved feldspars, glasses,
and wollastonite are dominated by pores of spalled,
altered layers (Casey et al., 1989a; Hamilton et al.,
2000; Weissbart and Rimstidt, 2000). Mass-
normalized dissolution rates of quartz dissolved
at high temperature have also been observed to
remain constant while the BET surface area of the
quartz increased, mainly due to growth of etch pit
walls (Gautier et al., 2001). Observations such as
these have led many to suggest that final surface
area is not all reactive. For such cases, initial
surface area is thought best for use in normalizing
dissolution.

One approach to quantifying the reactive sur-
face area is to define the reactive site density on
the mineral surface. Site densities, ranging up to
~4( sites nm > (Davis and Kent, 1990; Koretsky
et al., 1998), have been summarized by several
workers for representative phases. Such site
densities generally must be multiplied by BET
surface area to predict the quantity of sites
dissolving in any experimental system.

An additional problem in defining reactive
surface area on natural samples is the observation
that coatings containing organic material, iron,
aluminum, and/or silicon on natural mineral
surfaces may dominate some surface properties
(Davis, 1982; Dove, 1995). Nugent et al. (1998)
has shown that development of surface coatings
on silicates happens very quickly in temperate
soils, and that the coatings are often impossible to
image using standard techniques of secondary
electron or optical microscopy. Protective mineral
coatings may form especially on iron-containing
minerals in oxidized environments (Velbel,
1993b) and may serve to increase specific sur-
face area of naturally weathered phases (Hodson
et al., 1998). If such coatings decrease the
reactivity of the surface, then quantification of
the chemistry and coverage of such coatings is
necessary to predict natural rates of mineral
weathering (Dove, 1995).

5.03.5 RATE CONSTANTS AS A FUNCTION
OF MINERAL COMPOSITION

Dissolution rates for silicates are generally only
reproducible to within £0.25 log units within one
laboratory, and to within two orders of magnitude
among different laboratories (see figures 2 and 3 in
Brantley and Chen, 1995). However, the database
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of rate constants for dissolution of primary silicate
minerals (White and Brantley, 1995) has led to
general models to predict kinetic parameters (e.g.,
Sverjensky, 1992), and these models should yield
better tools toward the assessment of published
rate data. Because the magnitudes of dissolution
rates, surface areas and surface site densities are
not constrained precisely, empirical rate equations
have been commonly used for rock-forming
minerals. Here, we review empirical rate
equations for silicates, and we generate a general
rate equation for ortho- and inosilicates. Dissol-
ution kinetics of carbonates are also reviewed.
The reader is referred to other discussions of
dissolution kinetics of secondary silicates, oxides,
and sulfides for rates of those processes (e.g.,
Nordstrom, 1982; Stumm and Wieland, 1990;
Sverjensky, 1992; Rimstidt and Newcomb, 1993;
Rimstidt et al., 1994; Nagy, 1995).

5.03.5.1 Silica

The most comprehensive dataset for a silicate
has been compiled for quartz dissolution over a
range of temperature and pressure (e.g., Rimstidt
and Barnes, 1980; Knauss and Wolery, 1988;
Wollast and Chou, 1988; Brady and Walther,
1990; Dove and Crerar, 1990; Hiemstra and
van Riemsdijk, 1990; Dove and Elston, 1992;
Dove and Rimstidt, 1994; Tester et al., 1994,
Dove, 1995). Dove (1994, 1995) has modelled the
rate of dissolution of quartz as a function of
temperature by the rate equation,

r = ksion(T)b=sion + ksio- (1) 0=sio;,  (30)

where each rate constant describes the reaction at
the respective surface sites, O—g;op is the fraction
of total surface sites with a proton, and 6—g;o is
the sum of the fractions of total sites existing as
deprotonated surface hydroxyls and as sites with
adsorbed Na* (=SiONa™). Dove argues that this
equation describes quartz dissolution over a span
of a factor of 10!, from 25 °C to 300 °C for pH
2—12 in variable ionic strength and sodium
concentrations to 0.5 m (Figure 5). The first term
in the rate equation describes dissolution under
acidic conditions near pH = pH,,,. while the
second term describes dissolution at higher
pH and NaCl concentration. She points out
that both rate constants follow an Arrhenius
temperature dependence, with an activation
energy of 15.8 kcal mol™' and 19.8 kcal mol ',
respectively (see Section 5.03.6).

Rates of dissolution for amorphous silica into
solutions with and without NaCl are compiled by
Icenhower and Dove (2000) for the rate model,

r = ki (50, )(@50) (1 — Q) BD)
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Figure 5 Log (dissolution rate) of quartz
(mol m~2 s~ ") plotted as a function of solution pH and

dissolved sodium concentration at 25°C and 200 °C
as predicted by Equation (30) (reproduced by
permission of Am. J. Sci. 1994, 294, 665-712).

as a function of temperature. Here, k. is the
forward rate constant and () (=exp(AG/RT)) is a
measure of the departure from equilibrium. Rates
were observed to be ~10 times faster than com-
parable dissolution rates measured for quartz, but
two types of amorphous silica (fused purified
quartz and pyrolyzed SiCl;) dissolved at
equivalent rates.

5.03.5.2 Feldspars

The most commonly used rate equation for
feldspar dissolution under ambient conditions can
be written as

r= kHa"H+ + kHZO + kOHagH— (32)

Here, kpy,o is the rate constant for dissolution
under neutral pH, and the rate constant kg can be
conceptualized as the rate extrapolated to pH 0,
while koy is the rate extrapolated to pOH O.

As discussed earlier, Equation (32) generally
predicts that log dissolution rate versus pH has a
V shape (Figure 3), where the trough of low
dissolution rate occurs approximately at pH =
pHpp,c (however, see discussion in Brantley and
Stillings, 1996; Walther, 1996; Mukhopadhyay
and Walther, 2001; Oelkers, 2001b). Parameters
for Equation (32) for feldspar minerals are
summarized in Table 2; however, the value of
the rate constants appropriate at neutral and basic
pH (ku,0, kon) have generally not been well-
constrained. Under neutral pH, dissolution is so
slow that rates may be unmeasurable in laboratory
timeframes, and many workers have set the
second term equal to zero in Equation (32).
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As reviewed by Blum and Stillings (1995), at
pH 2-3 at ambient temperature, the log (dissolu-
tion rate) for plagioclase feldspar increases
linearly with increasing anorthite content from
AnO to An80. The rate of dissolution of An100 is
significantly faster, and lies off these trends (Fleer,
1982; Chou and Wollast, 1985; Holdren and
Speyer, 1987; Mast and Drever, 1987; Amrhein
and Suarez, 1988; Sjoberg, 1989; Sverdrup, 1990;
Casey et al., 1991; Amrhein and Suarez, 1992;
Oxburgh et al, 1994; Stillings and Brantley,
1995). At pH 5, reproducibility of rates in the
literature is poor, but a similar dependence on
aluminum content may be observed. According to
Blum and Stillings (using data from papers cited
above), the value of n equals 0.5 from AnO to
An70, but increases to ~0.75 at An76 and ~1.0
at Anl00, suggesting that a threshold aluminum
content exists such that dissolution behavior
changes drastically. Several workers have
suggested that log kg (or n) in Equation (32)
can be expressed as an empirical function of the
Al/(Al + Si) ratio in the feldspar (Casey et al.,
1991; Welch and Ullman, 1996).

5.03.5.3 Nonframework Silicates

Dissolution rates for silicates other than feld-
spars are summarized in Table 3, based upon the
first term of rate Equation (32). Except for a few
studies, only rates under acid conditions for longer
durations are summarized, and, where multiple
researchers have published rates, only those rates
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are summarized that were measured under
controlled conditions (usually flow reactors).

Although correlations between these compiled
data have not always been successful due to
factors such as differences in solution chemistry or
reactor characteristics, Casey and Westrich (1992)
and Westrich et al. (1993) found that the
dissolution rates of orthosilicates at pH 2 and
25 °C measured in their laboratory are correlated
to the rate constants of solvent exchange (kqy, the
rate constant of exchange of H,O molecules
complexed to a metal ion in solution) around the
corresponding hydrated, divalent cations. Using
data and predictions from those workers and
summarized in other references (Blum and
Lasaga, 1988; Wogelius and Walther, 1991,
1992; Casey and Westrich, 1992; Casey et al.,
1993b; Westrich et al., 1993; Chen and Brantley,
2000; Pokrovsky and Schott, 2000b; Rosso
and Rimstidt, 2000) the correlation can be
expressed as

log r(pH 2) = 1.22(%0.08)log k.,

— 14.7(+0.5) (33)

where r is rate in mol silicate m 2s~! (formula
unit M,SiOy4). It is expected that a similar
correlation exists between the rate constant of
solvent exchange (ky,,) and the value of the rate
constant ky for orthosilicate dissolution. Using
data from the above mentioned sources, the rate
constants for the orthosilicates are plotted as
log kg and log(rate, pH 2) versus log kv
(Figure 6). As expected, the correlation between
log ky and log ky,, is not as strong as that
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Figure 6 Log (rate constant for dissolution) plotted versus log (solvation constant). Dissolution rates at pH 2 or rate
constants at pH 0 are plotted for different compositions of orthosilicate as indicated. References cited in text.
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expressed in Equation (33). Assuming an identical
slope for the two plots, however, the correlation
between ky and ko, is expressed as:
log ky = 1.22 log kg, — 13.6(*0.18) (34)
Using the same approach, the relationship
between dissolution rates of the inosilicates and
the rate constants of solvent exchange for the
corresponding divalent cations was also investi-
gated (Banfield et al., 1995). Their results show
that the log (rate) for inosilicates may also
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Figure 7 Log (rate constant for dissolution) versus the

connectedness, or average number of bridging oxygens

per tetrahedrally coordinated atom. A connectedness of

0 reflects an orthosilicate, 2 reflects a pyroxene, 2.5

reflects an amphibole, and 3 reflects a phyllosilicate.
Data are reviewed in the text.

1

correlate with log kv, although the correlation
is not as strong as for orthosilicates.

In general, values of ky measured for an end-
member inosilicate are slower than ky; measured
for the end-member orthosilicate, documenting
that dissolution rate decreases with increasing
polymerization. Brantley and Chen (1995) plotted
the log rate constant (mol Si cm™? s_l) of ortho-,
single-chain, and double-chain silicates against
the number of bridging oxygens per tetrahedron
(or connectedness, Liebau, 1985) of each mineral
(Figure 7). A similar plot is introduced here,
wherein the log rate (mol Si cm™%s™ ") is plotted
versus the ratio of nontetrahedral to tetrahedrally
coordinated cations, X/Si, in Figure 8. X/Si
equals 2 for orthosilicates, 1 for pyroxenes and
pyroxenoids, 0.875 for amphiboles, 1.5 for
chrysotile, and 0.75 for talc. The linear correlation
here also shows that the rate constant
(mol Si m 2 s_l) increases with increasing X/Si,
following this expression:

log ki = —5.18 + 13.51 log(0.5 X/Si)  (35)

Using Equation (32) and the relations shown in
Figures 6 and 8, the rate constants for dissolution
of the ortho-, ino-, and phyllosilicates can be
estimated in terms of the X/Si ratio:

) 5 X/Si)+1. 13,
iy = 101351 10g(0.5 X/Siy+1.22 log kg, 1 6/VSi (36)

where ky is the rate constant at 25°C for
the rate model expressed in Equation (32)
(in mol silicate m 2s™ '), and ws; is the number
of silicon in the mineral formula, for example,
vs; = 2 for pyroxene and 8 for amphibole.
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Figure 8 Log (rate of release of Si) versus X/Si for the dissolving mineral. X/Si equals 2 for orthosilicates,
1 for pyroxenes and pyroxenoids, 0.875 for amphiboles, 1.5 for chrysotile, and 0.75 for talc. Data sources are
discussed in text.
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Table 4 Values of &, and predicted dissolution rate constants for selected ortho-, ino-, and phyllosilicates using
Equation (36).%

M l()g k.vol vb

log ky©

(s7h (mol silicate m ™2 s~ 1)
ortho-4 single-chain® double-chain® phyllosilicates
Predicted Measured Predicted Measured Predicted Measured Predicted Measured
Ca 12.5 33 -3.5 =7.7 -7.8 —6.0
—6.0
Mn 7.6 —4.4 —4.2 —8.7 -9.0 —-10.1
Zn 7.5 —4.5 -8.9 —-10.2
Fe 6.5 —=5.7 —6.0 —-10.1 —-114
Co 6.4 —5.8 —6.4 —10.2 —11.5
Mg 5.2 -7.2 =7.0 —11.6 —8.6 —-13.0 —11.8 -9.2 —9.98
5.2 —7.7 —11.6 —-9.3 —-13.0 —-12.2 —-13.6 —12.5"
Ni 4.4 —8.2 —-12.6 —-14.0
Be 3.5 -9.3 —-13.6 —-15.1
CaMg 6.85 53 —4.8 -9.6 -94 —-11.0
-10.0

# Values listed are log rates of ortho- and inosilicate hypothetical end-members. Some end-members may not exist in nature. Rate constants for mixed
composition silicates can be calculated as weighted averages of log rate constants of the end members. Rate equation is expressed:

ky = 101351 102005 XISD+1.22 log ke =136/ vs; . ® Data from Hewkin and Prince (1970). ¢ Log rate constant at 25 °C at pH 0 for rate Equation (17).

4 Orthosilicates of composition M,SiO,. Data for measured rates from Blum and Lasaga (1988), Wogelius and Walther (1991, 1992), Westrich ez al. (1993),

Casey et al. (1993b), Chen and Brantley (2000), and Rosso and Rimstidt (2000).

¢ Single-chain inosilicates of composition M,Si,Og. Data for measured

rates from Ferruzzi (1993), Knauss ez al. (1993), Xie (1994), Banfield et al. (1995), Chen and Brantley (1998), Weissbart and Rimstidt (2000), and

Oelkers and Schott (2001).
and Mast and Drever (1987).

" Double-chain inosilicates of composition M5SigO,,(OH),. Data for measured rates from Chen and Brantley (1998),
€ Chrysotile of composition Mg3Si,Os(OH),. Rate was assumed to be constant with pH (Bales and Morgan, 1985).

" Talc of composition Mg;Si4O,0(OH),. Rate was assumed to be constant with pH (Lin and Clemency, 1981, and Nagy, 1995).

This general rate equation predicts orthosilicate
dissolution accurately (Table 4). In addition,
dissolution rates for diopside, measured by two
independent research groups, are also predicted
well. In contrast, based on Figure 6, we expect
ky(enstatite) < ky(diopside), contradicting the
data compiled in Table 4. Equation (36) is thus
consistent with the conclusion that published
values of enstatite dissolution rates may have
been measured before steady-state dissolution was
achieved. Similarly, measured dissolution rates
for talc are also more than an order of magnitude
faster than predicted by Equation (36). Other
researchers have also tried to predict dissolution
rates as a function of composition and structure,
and such correlations should become increasingly
useful in terms of culling experimental data for
artifacts (Sverjensky, 1992).

5.03.5.4 Carbonates

Carbonate dissolution has been well-investi-
gated and models based upon elementary reactions
are summarized here, while other models for
carbonate dissolution based on affinity are sum-
marized in Section 5.03.8. The rates of forward
reaction for the three reactions summarized earlier
(Equations (11)—(13)), occurring in parallel,
suggested the following equation describing rpe,
the net rate of dissolution minus precipitation, for

calcite dissolution (Plummer et al., 1978):
Tnet = kiag+ + kaay,co; + ksan,o

— kyacy+auco; (37
Here ki, k-, k3 are rate constants for reactions 11,
12, and 13, and k4 represents the rate constant for
the precipitation of calcite. The values for these
rate constants (mmol cm 2 sfl) are summarized
as a function of temperature, 7 (K), in the following
reactions:

log k; = 0.198 — 444/T (38)
log k, =2.84 — 2177/T (39)
log k3 = —1.10 — 1737/T (40)

Equations (38) and (39) were found to describe
dissolution over the temperature range 5-48 °C,
while Equation (40) only described dissolution
from 25°C to 48 °C. The rate constant for
the precipitation reaction is described by

c

K , 1
k=2 <k1 + ;@) )(kZaHZCO;S) + k3aH20)

(41)

Here, K, is the dissociation constant for bicarbon-
ate, K. is the solubility product constant for calcite,
ki is the rate constant for reaction (11), and the
subscript (s) refers to concentrations in the surface
adsorption layer. Chou et al. (1989) suggested a
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similar set of equations to describe calcite
dissolution over a range of conditions at ambient
temperature.

Busenberg and Plummer (1982) have similarly
described the dissolution of dolomite using the
equation

Tnet = Kidy + kadly co: + kaaw,o — ksanco;
(42)

The value of the rate constants (mmol cm 25~ ')
are given by

log k; = 2.12 — 1880/ (43)
log ky = —0.07 — 1800/T (44)
log k3 = 0.53 — 2700/T (45)

log k, = 3.16 — 2300/T (46)

for low iron, sedimentary dolomites. Significant
differences in rates of dissolution were observed for
sedimentary and hydrothermal dolomites. The value
of the exponent n in Equation (42) has been
observed to equal 0.5 (Busenberg and Plummer,
1982) or 0.75 (Chou et al., 1989). This rate
mechanism has been related to surface speciation
for dolomite (Pokrovsky et al., 1999a; Pokrovsky
et al., 2000) wherein, under acid conditions,
dissolution was controlled by protonated carbonate
surface species, and under neutral to alkaline
conditions, dissolution was controlled by surface
alkaline earth hydroxyl groups. The importance of
transport control for dolomite dissolution has also
been investigated (Gautelier et al., 1999).

5.03.6 TEMPERATURE DEPENDENCE
5.03.6.1 Activation Energy

The literature data for ortho-, soro-, ino-, and
phyllosilicate dissolution at 25 °C derived from
long duration dissolution experiments (> a month
except for wollastonite and forsterite, Tables 3
and 5) bracket the value of the order with respect
to H™, n (see Equation (17)), between 0 and 0.85
at 25 °C. The higher values of n from the literature
tend to be for silicates containing iron. Extra-
polating the rate constant for the proton-promoted
dissolution rate constant to other temperatures,
ky(T), can be accomplished with the Arrhenius
equation:

ky(T) = ky(To)e "/*" (47)

where ky(Ty) (mol silicate cm 2 sfl) is the
temperature-independent pre-exponential factor,

E, is the apparent activation energy, R is the
gas constant, and 7T is absolute temperature
(Laidler, 1987).

Measured values of E, are reported in Table 6
for a range of mineral compositions for dissolution
far from equilibrium using Equation (17). Also
included are activation energies for the rate
constant, k, for dissolution of quartz and amor-
phous silica in pure water assuming rate Equation
(31) (Icenhower and Dove, 2000). Significantly,
the measured activation energies do not show a
discernible pattern as a function of the connected-
ness of the mineral (Figure 9). Indeed, Wood and
Walther (1983) predicted that all mineral dissolu-
tion reactions could be modeled over a large
temperature range satisfactorily by an activation
energy of 13 kcal mol ™~ '. For comparison, ab initio
calculations have shown that the activation energy
of hydrolysis of an Si—O,, bond (where the
subscript refers to a bridging bond) decreases with
the connectedness of the silicon atom from
49 kcal mol ! (connectedness of 4) to 33 (3) to
22 (2) to 17 (1) (Pelmenschikov et al., 2000,
2001). The Pelmenschikov et al. approach
assumes no relaxation of the molecular geometry
at the mineral surface and thus presumably
overestimates the activation energy of hydrolysis.
A comparison of these calculated values to the
measured values summarized in Table 6 or the
predicted value of Wood and Walther suggests
that the connectedness of the silicon atom of the
precursor molecule for silicate dissolution may be
equal to or less than 2, even for feldspars and
quartz. Such a conclusion may thus be in
agreement with predictions made for silicates
and aluminosilicates (Kubicki et al., 1996; Fenter
et al., 2003). If Q%, Q% and Q' sites (where Q'
refers to tetrahedrally coordinated atoms
surrounded by i bridging oxygens) are equivalent
to edge, layer, and adatom sites, respectively
(Hellmann et al., 1990a), then this suggests that
the rate-limiting step of dissolution might relate to
layer retreat on the mineral surface. Such concepts
may not be fully useful, however, when applied to
leached layer surfaces where the coordination of
atoms could vary throughout the layer. Further-
more, interpretation of activation energies may be
complex because apparent activation energies of
dissolution controlled by surface complexation
may include heats of adsorption (Casey and
Sposito, 1992).

5.03.6.2 Effect of Solution Chemistry

Some of the discrepancies among activation
energies in the literature may be related to the fact
that the apparent activation energy of dissolution
may change as solution chemistry changes. For
example, apparent activation energies for dissolu-
tion of silicates have been observed to decrease in



Table 5 pH dependence for selected silicates as a function of temperature (pH < 7).

Phase n Run duration Solution References
Orthosilicates 0.5%
Forsterite 0.48 (25°C) 5,000-25,000 min HNO; + H,O Rosso and Rimstidt (2000)
0.47 (35°C)
0.53 (45°C)
Forsterite 0.49 (25 °C) Blum and Lasaga (1988), Wogelius and
0.70 (65 °C) Walther (1991), Chen and Brantley (2000)
Sorosilicates 0.2%
Epidote 0.20 (90 °C) Rose (1991)
Epidote 0.15 to 0.62 (25 °C) 1,000-4,700 h H,0 = H,SO,4 = HCl Kalinowski et al. (1998)
Single chain silicates 0.2*
Enstatite 0.25 1,500-2,000 h 0.1 M buffer solutions Ferruzzi (1993)
Enstatite 0.24 (25 °C) 0.0001 m Mg, 0.01 m ionic strength Oelkers and Schott (2001)
0.24 (50 °C)
0.23 (150 °C)
Diopsideb 0.2 (25, 70, 90 °C) 40-60d buffer solutions pH 2-10 Knauss et al. (1993)
Diopside® 0.19 (25°C) 3,400 h HC1-H,0 Chen and Brantley (1998)
0.76 (90 °C)
Wollastonite 0.24 80-220 h HCI = H,O £ KCI Xie (1994)
Rhodonite/pyroxmangite and 0.27 2,000-3,500 h buffer solutions Banfield er al. (1995)
synthetic rhodonite
Double chain silicates 0.2 (w/o Fe)*
0.4 (w/ Fe)®
Arlthophylliteb 0 1,000-2,000 h HCI + H,O Mast and Drever (1987)
Anthophyllite® 0.24 (25°C) 3,400 h HCI1 4+ H,0O Chen and Brantley (1998)
0.63 (90 °C)
Hornblende 0.47 (25 °C) Frogner and Schweda (1998)
Hornblende 0.4 (25°C) lyr HCI-H,O Brantley et al. unpublished data
Phyllosilicates 0.14%
Muscovite 0.14 (25 °C) 3,000 h H,SO,4 + HCI1 4+ H,O Kalinowski and Schweda (1996)
Muscovite 0.37 (70 °C) buffer solutions Knauss and Wolery (1989)

2 Suggested value for groups of silicates at 25 °C. ° Indicates normalized by initial surface area. © Indicates normalized by final surface area.
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Table 6 pH-independent E, for dissolution of selected silicates far from equilibrium.

Phase E, Temperatures References
(kcal mol ™)
Carbonates
Calcite 2 5-48 °C Equation (11), Plummer et al. (1978)
10 5-48 °C Equation (12), Plummer et al. (1978)
8 25-48 °C Equation (13), Plummer et al. (1978)
Orthosilicates
Tephroite 22 25-45°C Casey et al. (1993a)
Monticellite 17 25-45°C Westrich et al. (1993)
Forsterite 19 25-65°C Wogelius and Walther (1991, 1992)
Forsterite 30 25-65°C Chen and Brantley (2000), with data from literature
Forsterite 10 26-45 °C Rosso and Rimstidt (2000)
Forsterite 15 26-65 °C Oelkers (2001a), measured at pH 2
Pyroxenes
Enstatite 12 28—-168 °C Oelkers and Schott (2001), measured at pH 2
Diopside 11-15 35-65°C Sanemasa and Kataura (1973)
Diopside 10 25-70°C Knauss et al. (1993)
Diopside 23 25-90 °C Chen and Brantley (1998)
Amphiboles
Anthophyllite 19 25-90 °C Chen and Brantley (1998)
Phyllosilicates
Kaolinite 16 25-80°C Carroll and Walther (1990)
Kaolinite 13 0-50°C Kline and Fogler (1981)
Illite 13 0-45°C Kline and Fogler (1981)
Pyrophyllite 13 25-70°C Kline and Fogler (1981)
Muscovite 13 38-70°C Kline and Fogler (1981)
Talc, Phlogopite 10 25-60 °C Kline and Fogler (1981)
Tectosilicates
Am. Silica 18 25-250°C Rimstidt and Barnes (1980), Mazer and Walther
(1994), Icenhower and Dove (2000)
Quartz® 16-18 25-300 °C Rimstidt and Barnes (1980)
Quartz® 21 25-625°C Tester et al. (1994)
Quartza 19 100-300 °C Polster (1994)
Quartz® 17 175-290 °C Dove (1999)
Microcline 12 5-100°C Blum and Stillings (1995) (E, for basic
pH = 14 kcal mol 1)
Albite 14 5-300°C Blum and Stillings (1995) (E, for neutral and basic
pH = 16 and 12 kcal mol ', respectively)
Albite 16 5-300 °C Chen and Brantley (1997)
Labradorite 14 8-70°C Blum and Stillings (1995)
Anorthite 19 25-95°C Blum and Stillings (1995)

“ Data only compiled for dissolution in distilled deionized water.

the presence of organic anions (Welch and
Ullman, 2000), and in the presence of metaboliz-
ing bacteria (Welch and Ullman, 1999). Further-
more, the temperature-dependence of the order of
dissolution with respect to H"(n) and OH ™ (m)
must also be known for accurate extrapolation, as
these values can change with temperature
(Table 5). According to model predictions
(Brady and Walther, 1992; Casey and Sposito,
1992), for pH < pHpp,c, an increase in tempera-
ture will result in an increase in n in Equation (17).
The increased value of n at higher temperature has
been observed by experiments for some of the
silicate minerals (e.g., kaolinite (Carroll and
Walther, 1990) and inosilicates (Chen and
Brantley, 1998). However, for other minerals,
controversy exists as to whether n varies or

remains constant with temperature (e.g., albite
(Hellmann, 1994; Chen and Brantley, 1997) and
olivine (Casey et al., 1993b; Chen and Brantley,
2000; Rosso and Rimstidt, 2000)).

Where n varies with temperature, the apparent
activation energy of dissolution will vary with pH
of the system. As a consequence, in the literature,
two kinds of E, are discussed: a pH-dependent and
a pH-independent activation energy (Chen and
Brantley, 1998). The pH-dependent (apparent)
activation energy, E,, is reported by investigators
who plot In (rate) versus 1/7, and is valid only at
the pH of measurement. The pH-independent E, is
determined from a plot of In(ky) versus 1/7. Where
n is independent of temperature, E, = E,. For
phases where n increases with temperature,
activation energies reported in Table 6 are larger
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Figure 9 Estimates of the pH-independent activation energy for dissolution at low pH for selected minerals plotted

versus connectedness for the dissolving phase. The maximum and minimum values of the E, are plotted for quartz,

alkali feldspars, and forsterite. Connectedness of anorthite is assumed during dissolution to equal 0 because Al is

leached first, leaving Si tetrahedra without any bridging oxygens. Similarly, alkali feldspars are plotted at a

connectedness of 3. Estimates of activation energy calculated by Pelmenschikov et al. (2000, 2001) are included
(see text). Experimental data are summarized in Table 6.

than the apparent values that would describe
temperature dependence for systems at near-
neutral pH. In fact, Arrhenius activation energies
for mineral dissolution are theoretically predicted
to be lowest at pH values near the pH,,,. (Casey
and Cheney, 1993). Table 6 summarizes estimates
of the pH-independent activation energy for
selected silicates. Values of E, even for low pH
dissolution are still relatively poorly defined, and
little is known about E, for pH > neutral.

For those silicates where n varies with
temperature, the rate of change in n with respect
to temperature (Table 7) has been modeled with a
linear dependence on temperature (Kump ef al.,
2000):

a=(n—n)(T —T) (48)

where n, is n at temperature 7T, Combining
Equations (17), (47), and (48) and setting
T, = 298.15K, a general rate equation for
silicates can be obtained:

r=k e(Eﬂ/R)(l/298.1571/T)( aH+)a(T—29&15)+n0 (49)

or
log r = log ko + [E,/(2.303R)](1/298.15

— UT) — [T — 298.15 H
) — [ >+%m(m)

where kg is the rate constant at 25 °C and n,, is the
reaction order with respect to H" at 25 °C. This rate

equation, where we have assumed that contri-
butions due to kg0 and koy are absent, is valid for
values of pH < pHy,p, for silicate minerals.

Accepting the theoretical prediction that n
increases with temperature (Brady and Walther,
1992; Casey and Sposito, 1992), and using the
data compiled for orthosilicates (Casey et al.,
1993b; Westrich et al., 1993; Chen and Brantley,
2000) and inosilicates (Chen and Brantley, 1998),
the values of 0.0062 K™', 0.0088 K~ !, and
0.0060 K~ ' were chosen as representative values
of a (Equations (49) and (50)) for orthosilicate,
pyroxene, and amphibole dissolution, respectively
(Kump et al., 2000). For such low values of «,
changes in pH dependence will only be impor-
tant for large changes in temperature, and
setting « = 0 will generally be appropriate for
temperatures near ambient.

5.03.7 CHEMISTRY OF DISSOLVING
SOLUTIONS

5.03.7.1 Cationic Species

Groundwater or soil pore-water chemistry gen-
erally differs from the chemistry of laboratory
solutions due to both inorganic and organic solutes
which can act as catalysts or inhibitors to
dissolution (e.g., Ganor and Lasaga, 1998).
For example, much effort has been expended to
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Table 7 pH-dependence as a function of temperature.

Phase a (1/K) Temperatures References
Orthosilicates
Monticellite 0.0055 25-45°C Westrich et al. (1993)
Tephroite 0.0075 25-45°C Casey et al. (1993b)
Forsterite 0 25-65°C Wogelius and Walther (1991, 1992)
Forsterite 0.0055 25-65°C Chen and Brantley (2000)
Forsterite 0 25-45°C Rosso and Rimstidt (2000)
Pyroxenes
Diopside 0 25-70°C Knauss et al. (1993)
Diopside 0.0088 25-90 °C Chen and Brantley (1998)
Amphiboles
Anthophyllite 0.0060 25-90 °C Chen and Brantley (1998)

understand the inhibitory effect of both dissolved
magnesium and phosphate on calcite dissolution
(see brief review by Alkattan et al., 1998 and
references therein). Similarly, much research has
focused upon the catalytic effects of cations on
quartz dissolution. The presence of alkali or
alkaline earth cations at low concentrations in
solution has been observed to increase the dissolu-
tion rate of quartz and amorphous silica by factors
of up to 100 in low and high-temperature solutions
(Dove and Crerar, 1990; Bennett, 1991; Gratz and
Bird, 1993; Dove, 1994, 1995; Dove and Nix, 1997;
Icenhower and Dove, 2000). Near neutral pH, the
trend of rate enhancement follows the order,
water < Mg?" < Ca’t = Lit = Na™ = K" <
Ba?" (Dove and Nix, 1997). Rate enhancements in
single salt solutions can be predicted by equations
that follow the form of Langmuir-type isotherms,
whereas in mixed salt solutions, behavior follows a
competitive cation-surface interaction model
(Dove, 1999). Dove and co-workers argue that
the alkali and alkaline earth cations enhance
dissolution by modifying characteristics of the
solvent at the mineral —solution interface.

In contrast, the presence of these cations has
been observed to decrease the rate of dissolution
of several feldspars (Sjoberg, 1989; Nesbitt et al.,
1991; Stillings and Brantley, 1995) and to
decrease the thickness of the leached layers
formed on the feldspar surface. Schweda
(1990), Nesbitt et al. (1991), and Brantley and
Stillings (1996) proposed that feldspar dissolution
in acidic solution far from equilibrium is related
to competitive adsorption of H' and other cations
on the surface of feldspar. Brantley and Stillings
derived a rate equation based on a leached layer
and Langmuir adsorption model:

0.5
Kads
r=k L S (51)
1 + Kﬁdsa}p + Z K;}isaM’,
i

where k is the apparent rate constant, M; refers to
adsorbing cations, and K& and K,?,,dis refer to the

equilibrium constants for adsorption of H* and
M; on the =SiOAI= surface site, respectively.
Here, =SiOAl= denotes a surface bridging
oxygen between silicon and aluminum (Brantley
and Stillings, 1996, 1997).

Dove (1995) further summarizes evidence
suggesting that adsorption of both AIP™ and
Fe3* onto quartz surfaces inhibits reactivity of
that phase. Inhibition of feldspar dissolution also
occurs when A’ is present in solution (Chou
and Wollast, 1985; Nesbitt et al., 1991; Chen and
Brantley, 1997). For example, Nesbitt et al.
(1991) argued that adsorption of AP retarded
the rate of dissolution of labradorite more than
other cations. Furthermore, the effect of aqueous
AI’" on dissolution of albite may increase with
increasing temperature due to the enhanced
adsorption of cations with temperature
(Machesky, 1989; Chen and Brantley, 1997;
note however that Oelkers (2001b) disputes this
trend). In contrast, the addition of aqueous
aluminum was not observed to affect the rate
of forsterite dissolution at pH 3 and 65°C
(Chen and Brantley, 2000). It may be that
aqueous aluminum becomes incorporated into
surfaces and affects dissolution wherever the
connectedness of surface silicon atoms is >0.
Brantley and Stillings (1996, 1997) and Chen and
Brantley (1997) suggest that Equation (51) can be
used to model aluminum inhibition on feldspars.
Sverdrup (1990) has reviewed the effects of
aqueous AI’* on many minerals and incorporated
these effects into rate equations.

Equation (51) represents a competitive
Langmuir model for cation adsorption to the
mineral surface. A similar competitive Langmuir
model has been proposed to describe the effect of
magnesium on forsterite dissolution (Pokrovsky
and Schott, 2000b):

kKﬁdsagi

r =
ki (e ()

(52)
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where K& represents the equilibrium constant for
adsorption of a proton and K., represents the
equilibrium constant for exchange of four protons
for two magnesium atoms at the forsterite surface.
Pokrovsky and Schott (2000b) have suggested that
such a rate equation may apply to any silicate
whose dissolution is promoted by ion-exchange
followed by rate-controlling proton adsorption on
exchange sites.

In general, the effect of differences in
solution chemistry other than pH on rates of
dissolution of ino- and orthosilicates has been
reported to be small (see Brantley and Chen, 1995,
Chen and Brantley, 2000, and references therein).
For example, the effect of dissolved magnesium
on forsterite dissolution at pH 3 to pH 6 is
insignificant (Pokrovsky and Schott, 2000a,b),
presumably because the equilibrium constant for
Mg—H exchange reaction (K. in Equation (52)) is
very large. In contrast, forsterite dissolution
decreases by factors up to 5 at pH > 8.8 and
25°C with the addition of silica in solution
(Pokrovsky and Schott, 2000a,b). This effect has
been attributed to surface complexation reactions
at the magnesium-rich surface layer formed in
alkaline solutions. In contrast, Oelkers (2001a)
reports that forsterite dissolution is independent of
both dissolved magnesium and silicon at pH 2
from 25 °C to 65 °C.

As summarized earlier, Oelkers (2001b) has
proposed that the effect of dissolved cations
derived from the dissolving silicate can be
modeled using equations such as (25). For
example, Oelkers and Schott (2001) reported
that the rate of enstatite dissolution at pH 2 was
independent of silica activity but decreased with
increasing magnesium activity according to the
following equation:

18
—E 2 .
r=A exp( RTa )( I ) (53)
aMg2+

where A’ is the pre-exponential factor and
E, = 12.0 kcal mol ™~ '. Most of the data supporting
this rate equation were measured at above ambient
temperature.

5.03.7.2 Dissolved Carbon Dioxide

As a consequence of the realization that dis-
solution of magnesium- and calcium-containing
silicates controls carbon dioxide concentrations
in the atmosphere over geologic time (e.g.,
Equations (1)—(2)) and that such reactions may
be important for subsurface carbon sequestration
over human timescales, researchers have also
become interested in the effect of dissolved
inorganic carbon on dissolution. The indirect
effect of CO, species on dissolution of

rock-forming minerals can be predicted based
upon the effect of this dissolved gas on pH.
However, adsorption of carbon dioxide to
surfaces is also known to occur for iron oxides
(e.g., goethite (Russell et al., 1975; Zeltner and
Anderson, 1988; Van Geen et al., 1994), and
such surface complexation may also affect
dissolution rates. Sverdrup (1990) models the
effect of Pco, on dissolution rates of several
minerals. Carbonate complexation at the surface
may explain the effect of Pco, on hematite
dissolution (Bruno et al., 1992). Similarly, a two
orders of magnitude decrease in release rate of
silica from wollastonite, observed in the presence
of ambient CO, as compared to CO,-free NaOH
solution at high pH, has been related to formation
of surface calcium carbonate complexes (Xie,
1994; Xie and Walther, 1994). The rate of
dissolution of forsterite has also been observed
to decrease with increasing Pco, under alkaline
conditions (Wogelius and Walther, 1991;
Pokrovsky and Schott, 2000b). Surface com-
plexation reactions have also been used to
explain the observation that the rate of aluminum
release from anorthite varies as a function of
[CO§_]0'24 for 5.5 <pH < 8.5 under ambient
conditions (Berg and Banwart, 2000). In contrast,
under alkaline conditions, the release of calcium
and magnesium from diopside during dissolution
decreased slightly or not at all for Pco, >
atmospheric (Knauss er al, 1993). Similarly,
the dissolution rates of augite and anorthite at pH
4 do not vary measurably as a function of Pco, in
organic-rich solutions (Brady and Carroll, 1994).
Malmstrom and Banwart (1997) report that
release of iron, magnesium, and aluminum during
dissolution of biotite is similar between CO,-
containing and CO,-free experiments, but that
silicon release is lower in the former system.
Despite some interesting observations such as
the reaction of carbon dioxide at the fresh albite
surface (Wollast and Chou, 1992), the importance
of carbonate complexation at the surface of
silicate minerals remains to be investigated.

5.03.7.3 Anionic Species

5.03.7.3.1 Models of ligand-promoted
dissolution

The effect of other inorganic anions on
dissolution of silicates is generally considered
to be minimal (Sjoberg, 1989; Nesbitt er al.,
1991). Incorporation of such anions into the
leached layer of feldspar has been observed
(Hellmann et al., 1989, 1990a). However, few
workers have investigated the effects of inorganic
anions on dissolution of minerals. In contrast,
many workers have investigated the effects of
organic compounds. Results from much of the
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research investigating the effects of organic
anions on silicate dissolution show small but
often contradictory effects (Drever and Stillings,
1997). For example, citrate and oxalate have been
observed to increase the solubility and rate of
dissolution of quartz at 25 °C between pH 5.5 and
pH 7 (Bennett et al., 1988; Bennett, 1991) or at
other pH values (Welch and Ullman, 1996) even
though little evidence for oxalate complexation
with aqueous silicon nor adsorption at the quartz
surface has been established under ambient
conditions (Iler, 1979; Poulson et al., 1997,
Pokrovski and Schott, 1998; Kubicki et al.,
1999). Increased dissolution of quartz in organic
compound-containing solutions may be related to
the presence of Na™ or other aqueous cations in
organic salt solutions (Poulson et al., 1997).
Some of the disagreement in the literature may
also be related to the fact that generally, the rate
effects of organic anions are relatively small,
only becoming significant at millimolar organic
concentrations (Drever, 1994). For example, the
effect of inorganic and organic anions on
dissolution rates is generally less than a factor
of 10 for ortho- and inosilicates in millimolar
solutions of organic ligands (Wogelius and
Walther, 1991; Brantley and Chen, 1995), and
the increase in dissolution rate of feldspar by
millimolar concentrations of oxalic acid is less
than a factor of 15 (Drever and Stillings, 1997).
Such effects are generally pH- and ligand-
dependent (Wogelius and Walther, 1991; Welch
and Ullman, 1996), and differences in pH and
ligand content of experimental solutions may
contribute to discrepancies in published rate values.

Given the lack of agreement in experimental
data for dissolution in the presence of anions,
no model predicting the effect of anions on silicate
dissolution has been generally accepted (Drever
and Stillings, 1997). Many have suggested that
organic ligands have a direct effect on dissolution
through surface complexation reactions (Zinder
et al., 1986; Amrhein and Suarez, 1988; Chin and
Mills, 1991; Wogelius and Walther, 1991;
Wieland and Stumm, 1992; Welch and Ullman,
1996; Stillings et al., 1998) where the strength of
the ligand-cation interaction is thought to polarize
and weaken the bonds between the cation and
mineral lattice (Furrer and Stumm, 1986). It has
been proposed that ligand-promoted dissolution
occurs in parallel with proton promoted dissolu-
tion and that the rates of each are additive (Furrer
and Stumm, 1986):

r = ky[=SOH; |" + kou[=SO™ 1%
+ >k [=SLi]" (54)

Here L; refers to a ligand, ki refers to the rate
constant for ligand-promoted dissolution, and

=SL, represents a metal—ligand surface complex.
Values of ki, for a given mineral may follow
predictable trends. For example, the rate of
dissolution of Al,O5; was observed to decrease in
the presence of organic ligands (at constant
concentration and pH) in the order oxalate >
malonate > succinate for dicarboxylic acids, and
salicylate > phthalate > benzoate for aromatic
acids (Furrer and Stumm, 1986). Dicarboxylic
ligands were observed to promote dissolution to a
greater extent than monocarboxylates. Ludwig
et al. (1995) suggested that rate constants for
ligand-promoted dissolution can be predicted
from the equilibrium constants for aqueous
metal-organic complexes, and they attribute this
to the similarity of activated surface complexes
and the corresponding aqueous complexes. Others
have concluded that there is no unique stability
sequence of the silicate minerals in different
organic acids (Barman et al., 1992).

Other researchers argue that the effect of organic
ligands on aluminosilicate dissolution is indirect,
i.e., due to complexation of ions such as aluminum
in solution (Oelkers and Schott, 1998). Complexa-
tion is thought to either decrease inhibition or to
change the affinity of dissolution (Drever and
Stillings, 1997). Oelkers and Schott (1998) use
Equation (21) to predict that the log of the
dissolution rate of feldspar (composition of An,
where x = 80% or less) should vary linearly with
10g(a13_1+/ail+), yielding a slope of 0.33. According
to their calculated values of the slope (0.33 for
bytownite and labradorite (Welch and Ullman,
1993) and 0.2 for labradorite and andesine
(Stillings et al., 1996) dissolved in the presence
of organic acids, observations agree with model
predictions within error. Oelkers and Schott (1998)
argue that the effect of organic ligands on
dissolution of feldspars at low pH cannot be related
to aluminum surface complexation since most
aluminum is leached from the feldspar surface
under acid conditions (Brantley and Stillings,
1996). They point out that aluminum complexation
will also change the affinity of dissolution,
indirectly changing the dissolution rate (Drever
etal., 1996).

In agreement with an indirect effect for organic
ligands, Kubicki et al. (1999) report the formation
of inner-sphere monodentate or bidentate bridging
surface complexes for oxalic acid on albite, illite,
and kaolinite, but ab initio calculations of such
model molecules indicate that the strengths of
these interactions are not enough to enhance the
release of the cation to solution. They also report
little strong inner-sphere adsorption for acetic,
citric, benzoic, salicylic, and phthalic acids at pH
3 and pH 6 on quartz and albite, especially in
comparison to adsorption onto iron hydroxide-
containing illite. Kubicki ef al. (1999) argue
that enhancement of feldspar and phyllosilicate
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dissolution in the presence of organic ligands may
be related to changes in the AG of dissolution due
to aqueous complexation of aluminum or to
complexation of charge-balancing alkali or alka-
line earth cations opening up sites for proton
attack.

5.03.7.3.2 Ligand-promoted dissolution
of individual minerals

The effect of organic ligands on dissolution of
feldspar at ambient temperature has been observed
by several groups to follow the same order as that
observed by Furrer and Stumm (1986) for
alumina: citrate, oxalate > salicylate, tartrate >
aspartate, acetate (Drever and Stillings, 1997).
High-temperature studies of aluminosilicate dis-
solution in the presence of organic acids have also
been completed, but are not reviewed here (see,
however the review by Oelkers and Schott, 1998).

Stillings et al. (1996) reported experiments with
a range of feldspar compositions, pH, and
concentrations of oxalic acid. In the presence of
1 mM oxalic acid, the dissolution rate of feldspar
increased by a factor of 2—15 over rates in
inorganic solutions at the same pH. The compo-
sition of the feldspar did not affect the magnitude
of the enhancement of dissolution rate in the
presence of oxalic acid over that in an inorganic
solution at pH 3, but the relative enhancement
may increase with increasing An content for
dissolution at higher pH (Mast and Drever, 1987;
Amrhein and Suarez, 1988; Drever and Stillings,
1997). Welch and Ullman (1996) also report
dissolution rates for a range of feldspars and for
quartz from pH 3 to pH 10, with and without
oxalate and catechol. The organic compounds
enhanced dissolution rates compared to inorganic
solutions by up to a factor of 10, and the effect
increased with increasing aluminum content.

Rate equations for the dissolution of feldspar in
the presence of organic ligands have been proposed
and have been related to surface complexation
at the feldspar surface (Stillings ez al., 1996; Welch
and Ullman, 2000). These latter workers also report
that the apparent activation energy of silica release
from bytownite decreases from ~10 kcal mol '
to ~7 kcal mol™' in the presence of oxalate
and gluconate in neutral solutions (Welch and
Ullman, 2000).

The effect of organic anions on silicates other
than quartz and feldspar has also been investi-
gated. Dissolution rates of kaolinite are enhanced
more by oxalate than salicylate, while malonate
and phthalate show little effect (Carroll-Webb and
Walther, 1988; Chin and Mills, 1991; Wieland
and Stumm, 1992). Dissolution of hornblende is
accelerated at pH 4 in the presence of organic
acids at 2.5 mM: rate enhancement was observed

to follow the trend oxalic > citric > tannic >
polygalacturonic acids (Zhang and Bloom, 1999).
The effect of other organic acids on inosilicates
was reviewed by Brantley and Chen (1995).

5.03.7.3.3 Complex ligands

Only a few investigators have dissolved mine-
rals in the presence of fulvic and humic acids
(reviewed by Drever and Stillings, 1997; van Hees
et al., 2002; Zhang and Bloom, 1999). Most
interestingly, both inhibition and acceleration of
dissolution have been reported for naturally
occurring high molecular weight organic acids
(Lundstrom and Ohman, 1990; Ochs et al., 1993).
For example, adsorbed humic molecules were
observed to both inhibit dissolution (pH 4, 4.5) and
accelerate dissolution (pH 3; Ochs et al., 1993), a
contradictory observation that has been attributed
to the difference in protonation and nature of
complexation of the organic molecule at the
mineral surface (Ochs, 1996). Lundstrom and
Ohman (1990) demonstrated that the reactivity of
organic acids diminished after incubation with live
bacteria. The presence of extracellular polysac-
charides has also been observed to both accelerate
and inhibit dissolution of minerals (Welch et al.,
1999).

In recent years, progress has also been made
quantifying the effects of bacteria on mineral
dissolution (Banfield and Hamers, 1997; Maurice
etal.,2001a,b), and interest has grown in the effect
of siderophores, low molecular weight iron che-
lates secreted by bacteria and fungi, on dissolution
of iron-containing minerals in terrestrial and
marine systems (Hersman, 2000; Kalinowski et al.,
2000b; Yoshida et al., 2002). Experiments utilizing
purified siderophores or siderophore analogues
show enhanced iron release and dissolution of
goethite (Watteau and Berthelin, 1994; Holmen
and Casey, 1996; Kraemer et al., 1999), hematite
(Hersman et al., 1995) and hornblende (Kali-
nowski et al., 2000a; Kalinowski et al., 2000b;
Liermann et al., 2000). Reduction of iron minerals
by siderophore-producing bacteria has also been
documented (Hersman er al., 2000). Most of these
authors have attributed enhanced dissolution to
adsorption of siderophores at the mineral surface
(Holmen et al., 1997; Kalinowski et al., 2000a).
However, differences in dissolution caused by a
hydroxamate siderophore and its derivative at
temperatures =40 °C were found to disappear at
55 °C, while temperature was found to have no
effect on adsorption to the mineral surface
(Holmen et al., 1997). More recently, Cheah et al.
(2003) found that oxalate decreased adsorption of
the hydroxamate desferrioxamine B onto goethite,
but the hydroxamate did not affect adsorption of
oxalate. These workers also observed that the
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dissolution rate of goethite in the presence of
desferrioxamine B alone increased with ligand
concentration much faster than in the presence of
oxalate alone. Furthermore, it was observed that
dissolution of the mineral in the presence of
desferrioxamine B is doubled by the addition
of oxalate, whereas dissolution in the presence of
oxalate is increased by an order of magnitude when
the hydroxamate is added, suggesting that the
siderophore removes Fe(IIl) from the oxalate
complex such that the oxalate is free to react
with the goethite repeatedly. Maurice et al. (1996)
have observed heterogeneous surface features
on hematite and goethite incubated with Pseudo-
monas sp., and Buss et al. (2002, 2003) have used
atomic force microscope (AFM), XPS, and vertical
scanning interferometry to document etch pits on
hornblende glass surfaces incubated with Bacillus
sp. and the commercially available hydroxamate
siderophore salt, desferrioxamine mesylate. The
importance of high affinity ligands in affecting
mineral dissolution in nature remains to be
documented.

5.03.8 CHEMICAL AFFINITY
5.03.8.1 Linear Rate Laws

The net rate of dissolution and precipitation of a
given phase is a function of AG, the driving force
for reaction. For example, for albite dissolution,
AG is defined for the reaction

NaAlSi;Og + 4H" + 4H,0
—Na't + APT +3H,8i0,  (55)
as
AG = RT In(Q)) (56)

where () is the ratio of the reaction activity
quotient and the equilibrium constant for the
reaction at the specified temperature and pressure.
The chemical affinity of the reaction, defined as
-AG, equals 0 at equilibrium. Few researchers
have measured the rates of dissolution of rock-
forming silicates under near-equilibrium con-
ditions and ambient temperatures because of
the slow kinetics of reaction; however, many
researchers have investigated such equations for
carbonates. Examples from both carbonates and
silicates are described below.

A general definition for the net rate of
precipitation minus dissolution, r,e, derived
from transition state theory (Lasaga, 1981;
Aagaard and Helgeson, 1982; Helgeson et al.,
1984; Lasaga, 1984), yields a rate law that is linear
with respect to AG near equilibrium:

. AG
Foo = —k+]_[ajf(1 - exp( "}QT )) (57)

Here k. is the forward rate constant, a; is the
activity of species j in the rate-determining
reaction, m; and n; are constants, and R and T
are the gas constant and absolute temperature,
respectively. The sign of the rate indicates
whether the reaction goes forward or backward.
The relationship of this equation to transition
state theory and irreversible kinetics has been
discussed in the literature (Lasaga, 1995;
Alekseyev et al., 1997; Lichtner, 1998; Oelkers,
2001b). The use of this equation with n; = 1 is
generally associated with a composite reaction in
which all the elementary reactions are near
equilibrium except for one step which is rate-
determining. This step must be shared by both
dissolution and precipitation.

Rate expressions of this form were derived for
calcite precipitation with n; = 1 (Nancollas and
Reddy, 1971; Reddy and Nancollas, 1971), and
with m; =0 and n; =0.5 (Sjoberg, 1976;
Kazmierczak et al., 1982; Rickard and Sjoberg,
1983; Sjoberg and Rickard, 1983). Rate equations
such as (57) wherein rates are linearly pro-
portional to AG close to equilibrium have been
attributed to adsorption-controlled growth
(Nielsen, 1983; Shiraki and Brantley, 1995).
Such rate models have been used by some
researchers to model dissolution and precipitation
of quartz over a wide range in temperature and
pressure (Rimstidt and Barnes, 1980); however, it
has been pointed out that this has only been
confirmed with experiments at high temperature
(Dove, 1995).

5.03.8.2 Nonlinear Rate Laws

Many rate data for growth and dissolution of
minerals cannot be fit by equations that are linear
in AG near equilibrium (Nagy and Lasaga, 1990,
1992, 1993; Nagy et al., 1991; Devidal et al., 1992;
Murphy et al., 1992; Burch et al., 1993; Alekseyev
etal., 1997; Berger et al., 1994; Cama et al., 1994;
Gautier et al., 1994; Schott and Oelkers, 1995;
Taylor et al., 2000; Oelkers, 2001b). For example,
a rate model nonlinear in AG was derived for
calcite dissolution (Morse, 1978):

Tnet = k(1 — Q)nl (58)

In this equation, the rate constant k and the
exponent n; were observed to vary for different
samples of natural calcite. Here, () = exp(AG/RT)
and the equation can be rewritten as

Foet = k(l - exp(%)) ] 59)

Equations (58)—(59) are often used to describe
dissolution and precipitation rates controlled by
crystal defects (Lasaga, 1981). These equations
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yield nonlinear relationships between r, and AG
for all values of n; # 1. It has been shown that
spiral growth at screw dislocations may be well-
described by such a rate law with n; =2 (e.g.,
Burton et al., 1951; Blum and Lasaga, 1987; Teng
et al., 2000). Such a nonlinear rate law has also
been used to model dissolution and growth of
kaolinite (Nagy et al., 1990, 1991), gibbsite (Nagy
and Lasaga, 1992), quartz (Berger et al., 1994), and
analcime (Murphy et al., 1992) over limited ranges
of chemical affinity.

Validation of the mechanisms controlling dis-
solution or precipitation described by such rate
laws is difficult. Teng et al. (2000) used in situ
atomic force microscopy to point out that
interpretation of the value of the exponent in an
equation such as (58) or (59) in terms of
mechanism of precipitation is problematic: for
example, the value depends on the supersaturation
range and the sample itself (Figures 1(b) and (c)).
The presence of ions such as Mg also inhibit and
affect the mechanism of crystal growth as imaged
by AFM (Davis et al., 2000). However, Teng et al.
demonstrated that a rate order of 2 is obtained
when growth occurs on calcite very close to
equilibrium at simple, single-sourced dislocation
spirals (Figure 1(b)). At higher supersaturation,
overall growth is controlled by a different
mechanism (the sum of spiral growth and two-
dimensional nucleation controlled growth) and is
described by a different rate law. Two-dimension
nucleation controlled growth (Figure 1(c)) yields
an exponential dependence on supersaturation
and dominates growth at very high supersatura-
tion (Nielsen, 1983; Shiraki and Brantley, 1995;
Teng et al., 2000). Teng et al. (2000) point out
that rate laws such as those described in
Equations (57)—(59) represent composites of
multiple mechanisms and that no single rate-
determining step may control reaction. Similarly,
Shiraki and Brantley (1995) documented that no
one rate equation could fit all of the available
data over the full range of AG and rather
suggested a family of curves to describe dissolu-
tion and precipitation of calcite at 100 °C as a
function of pH, Pco,, and total inorganic carbon.

A good example of a composite equation that
has been successfully used for several minerals
including for precipitation of calcite (Inskeep and
Bloom, 1985) can be written as

Pt = k(exp( ";{ATG ) - 1) (60)

which is equivalent to
Fpet = K(Q™M —1)™ (61)

In this case, the equation is used to describe
precipitation, so it is written so that the rate will be
positive for the precipitation reaction. Inskeep and
Bloom suggested n; = 0.5 and m; = 2 to describe

calcite precipitation under ambient conditions.
This rate equation, with different values of the
exponents, has been incorporated by many
researchers (e.g., Alekseyev et al., 1997) to
model dissolution and growth of earth materials,
and is used in many geochemical reactive
transport codes (as written, r, > 0 refers to
precipitation and 7, < O refers to dissolution).

Equations (58)—(61) predict that net reaction
occurs as a nonlinear function of AG. As m,
increases, the reaction rate becomes a more
sigmoidal function of AG, defining three beha-
viors during dissolution (Figure 10): the “dissolu-
tion plateau” where rate is constant and is far from
equilibrium (Burch et al., 1993), an intermediate
region where rate changes rapidly as a function of
AG, and a region of very slow rate found very
close to equilibrium (see review by Alekseyev
et al., 1997). Alekseyev et al. use rate Equation
(61) to describe sanidine dissolution at 300 °C at
pH 9. These workers also discuss the complexities
of predicting primary mineral dissolution when
secondary phases also precipitate.

In some cases, even a single equation such as
(60) or (61) is inadequate to describe dissolution
over a range of chemical affinity. For example,
Burch et al. (1993) suggested that the rate of albite
dissolution at 80 °C near pH 8.8 (Figure 10) can be
written as a sum of parallel rates:

ool (1))
s i-en(-(%51) )] @

where k5 and kg are rate constants, and n;, m;, and
my are fitting parameters. Burch er al. (1993)
suggested that if the AG for albite dissolution was
greater than ~—25kJ mol™ " (closer to equili-
brium) at 80 °C, then albite dissolution showed a
measurable decrease in dissolution rate. Burch
et al. suggest that dissolution where AG is less than
—25 kJ mol ! (farther from equilibrium) occurs on
the “dissolution plateau” where the rate is constant
as a function of affinity (Figure 10). Burch et al.
argued that the transition from the dissolution
plateau to the affinity-dependent region may be
related to the critical saturation index for etch pit
nucleation at dislocations. For values of the
saturation index representing solutions closer to
equilibrium than the critical saturation
index (Brantley ef al., 1986; Blum and Lasaga,
1987; Lasaga and Luttge, 2001), theory predicts
that etch pits will not open at either perfect surface
or dislocation outcrops.

Far-from-equilibrium dissolution on the dis-
solution plateau (AG < —42kJ molfl) was also
attributed to etch pit formation at defects for
labradorite dissolved in column reactors under
ambient conditions with inlet solution pH ~ 3
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Figure 10 Fits of Equation (64) to data for (a) albite dissolving at pH 8.8, 80 °C (Burch er al., 1993), (b) gibbsite
dissolving at pH 3, 80 °C (Mogollon et al., 1996; Nagy and Lasaga, 1992), (c) labradorite dissolving at pH 3, 25 °C
(Taylor et al., 2000), and (d) smectite dissolving at pH 3, 80 °C (Cama et al., 2000). In all cases, dissolution rate
(plotted for convenience as a negative value) is plotted versus Gibbs free energy of reaction. Far from equilibrium, the
rates increase until they approach a dissolution plateau (Lasaga and Luttge, 2001) (Reprinted (abstracted excerpted)
with permission from American Association for the Advancement of Science from Science 2001, 291, 2400-2404).

(Taylor et al., 2000). As equilibrium was
approached for labradorite  dissolution
(Figure 10), etch pit formation was interpreted
to be less significant. Taylor et al. (2000)
calculated the critical value of AG for etch pit
nucleation on labradorite to be between
—26kJmol™' and —11kJmol !, roughly in
agreement with the transition between the
dissolution plateau and the affinity-dependent
region. Taylor et al. used an inverse model to
calculate AG in their column reactor, and sug-
gested the following dependence for labradorite
dissolution rate on AG:

C_(AG\¥
r=—knin 0.76[1—6XP(_1'3X10 17<ﬁ) )]

—0.35|A
- 0.24[ 1 —exp(%) ]

(63)
where k,;, is the far-from-equilibrium rate con-
stant. The two terms in each of the rate models of
Burch et al. and Taylor et al. represent parallel
reactions at etch pits and uniform reaction over the
mineral surface (see Figure 1(a), where a similar

pattern of etch pits and surface retreat is imaged
for dissolving dolomite).

A generalized model for dissolution incorpora-
ting dissolution stepwaves generated by etch pits
has been applied to several minerals to explain
nonlinearities as a function of chemical affinity
(Figure 10) (Lasaga and Luttge, 2001):

F= A”(l — exp(AG/RT))tanhI:f(ABl;) ]f(AG)
(64)
where fIAG) is defined as

1 — exp(AG.;/RT) ) 65)

fae =1 ( 1 — exp(AG/RT)

Here, the parameters A” and B are determined
from dissolution far from and near equilibrium,
respectively, and AG,;, is the critical value for the
driving force for dissolution (AG) such that
when IAG| > |AG;| etch pits spontaneously
nucleate at dislocations. Fits of Equation (64) to
several mineral dissolution datasets are shown in
Figure 10.
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A decrease in chemical affinity in the presence of
high dissolved aluminum concentrations may
decelerate dissolution of aluminosilicates (Chou
and Wollast, 1984, 1985; Sverdrup, 1990; Gautier
et al., 1994; Oelkers et al., 1994; Chen and
Brantley, 1997); however, authors disagree as to
whether this effect should be attributed