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The Reluctant Economist
Perspectives on Economics, Economic History, and Demography

Where is rapid economic growth taking us? Why has its spread throughout
the world been so limited? What are the causes of the great twentieth-
century advance in life expectancy and of the revolution in childbearing
that is bringing fertility worldwide to near replacement levels? Have free
markets been the source of human improvement?

Economics provides a start on these questions, but only a start, argues
economist Richard A. Easterlin. To answer them calls for merging eco-
nomics with concepts and data from other social sciences and with quantita-
tive and qualitative history. Easterlin demonstrates this approach in seeking
answers to these and other questions about world or American experience
in the last two centuries, drawing on economics, demography, sociology,
history, and psychology. The opening chapter gives an autobiographical ac-
count of the evolution of this approach and why Easterlin is a “reluctant
economist.”

Richard A. Easterlin is University Professor and Professor of Economics
in the Department of Economics at the University of Southern California.
He is a member of the National Academy of Sciences, past president of
the Population Association of America and Economic History Association,
a Fellow of the American Academy of Arts and Sciences, and a former
Guggenheim Fellow. He is editor of Happiness in Economics (2002) and
author or coauthor of Growth Triumphant: The 21st Century in Historical
Perspective (1996), The Fertility Revolution (1985), Birth and Fortune: The
Impact of Numbers on Personal Welfare (1980, 2nd ed. 1987), and Popula-
tion, Labor Force, and Long Swings in Economic Growth: The American
Experience (1968).
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Preface

Everyday life for most Europeans and Americans today is a world apart
from human experience throughout most of history. Our predecessors
worried about having enough food to get through winter; we lose sleep
over putting children through college. In the past, scarcely one child in
two lived to be an adult; today almost all do. Families formerly had as
many children as they could; now they intentionally limit their child-
bearing. At one time people lived almost entirely in the countryside;
these days they are mainly concentrated in cities and their environs.

This book is my attempt to make sense of these and other striking
changes in human experience – some of them worldwide in scope, others
largely or wholly American. The first substantive chapter (Chapter 3)
reviews the recent history of modern economic growth, which is a phe-
nomenon that in the past two centuries has totally transformed material
living levels in such areas as food, clothing, and shelter. The unabated
rate of advance raises the question of where economic growth is taking
us. Some would answer in terms of a happy postmaterialistic society;
others would stress presumed adverse effects such as environmental de-
terioration or globalization. I suggest that there is no movement toward
higher nonmaterialistic ends, nor are the “bads” commonly attributed to
economic growth the principal concern. Rather, the fundamental prob-
lem is systemic: that we are caught up in a process of unending economic
growth. This process drives us onward toward ends that are not ratio-
nally considered, but instilled by economic growth itself.

The improvement in our material lives is the result of potent new
production technologies that have been developed and adopted over
the last two centuries. The limited spread of the new technologies in

xiii
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the world before 1950 leads to the problem addressed next, Why Isn’t
the Whole World Developed? (Chapter 4). The answer, I suggest, is the
enormous diversity in the capabilities of societies worldwide to master
the new production methods when they first came into use – a diversity
in cultural heritage that is proxied in the chapter by international dis-
parities in schooling. The root of such differences must be sought in the
markedly different histories of the various cultural areas of the world in
the centuries preceding the appearance of the new techniques.

Where they were adopted, the new techniques transformed mate-
rial living levels, the work people did, and where they lived. The forces
underlying the new concentration of population in and around cities,
and the tendency for urbanization in free market economies to occur in
wavelike movements is the subject of Chapter 5. Though the possible
relevance of these wavelike movements to contemporary experience is
frequently overlooked or dismissed, I suggest that today’s developing
world may replicate the longer-term fluctuations common to the histor-
ical experience of the developed countries.

What of the modern improvement in survival prospects that has
so greatly lengthened life expectancy? Is it simply a byproduct of eco-
nomic growth? My answer is no, that this “Mortality Revolution” was
a development analogous to, but largely independent from, the “Indus-
trial Revolution,” building on an evolving technology of disease con-
trol due to advancing biomedical knowledge. This growth in biomedical
knowledge lagged the breakthroughs in physical knowledge underlying
the onset of modern economic growth; hence, the Mortality Revolution
occurred later than the Industrial Revolution (Chapter 6). Free mar-
ket institutions, which are much credited these days for promoting eco-
nomic growth, were of dubious help in fostering the marked advance in
life expectancy. Instead, governmental intervention was essential. Such
intervention has successfully raised life expectancy noticeably even in
the absence of economic growth. A view of human improvement that
weights life expectancy equally with economic advance leads to a more
noncommittal view of the benevolence of free markets than currently
prevails among economists and economic historians (Chapter 7). The
free market bias of these disciplines, I believe, reflects their preoccu-
pation with “industrial” revolutions and ignorance of the “mortality”
revolutions whose significance for human improvement deserves much
greater recognition.
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Preface xv

There has been a “fertility revolution,” too. In the past most parents
throughout the world had as many children as they could. Now in many
places the number of offspring per household is approaching two or
less as parents deliberately limit family size. To understand the radical
change in childbearing behavior requires more than the version of the
“economics of fertility” that has become standard in the economics lit-
erature. In Chapter 8, I try to expand this theory to encompass a much
broader range of fertility behavior in time and space. Chapter 9 applies
this expanded version specifically to two less developed areas to find
out why, after centuries of unregulated fertility, parents began to control
family size deliberately. The single most important reason suggested by
the analysis is the unprecedented improvement in the survival prospects
of infants and children brought about by the Mortality Revolution.

In the remainder of the book, the geographic scope narrows to Amer-
ican experience. Two centuries ago, Thomas Malthus speculated that the
rapid population growth engendered by America’s plentiful supply of
land would eventually be brought to an end by higher mortality as di-
minishing returns to labor set in. Malthus was wrong; the adjustment
of population to farming opportunities in the United States was largely
accomplished by farm parents’ voluntarily reducing childbearing. This
was brought about by their concern for giving their children a “proper”
start in life. The adjustment of family fertility to the environment, and
the interplay between economic and population change in the settle-
ment of farming areas of the United States, are the subjects of Chap-
ter 10.

Chapter 11 turns to the most vivid feature of America’s post–World
War II demographic history: the remarkable baby boom and subsequent
baby bust characterized by economist Bert Hickman as “perhaps the
most unexpected and remarkable social feature of the time” (Hickman
1960, 161–2). This fertility swing was the result of a sharp break after
1940 with the labor supply and demand conditions that had prevailed
throughout most of U.S. history. The pronounced twists in age structure
caused by the fertility swing have had widespread ramifications affecting
women’s labor market entry; divorce, crime, and suicide rates among the
young; and political alienation (Chapter 11).

College enrollments in business rose dramatically in the 1970s
and 1980s. Why? The usual explanation offered by economists of ca-
reer decisions, changes in relative wages, does not fit. Rather, young
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people’s preferences changed. They started to place greater importance
on money as a life goal and saw business training as a means to that
end. The relation between prices and preferences in choice of career
and the causes of preference change are taken up in Chapter 12. This
essay illustrates especially the possibilities of using subjective data on
motives, attitudes, and expectations in economic research.

Chapters 3 through 12 exemplify my approach to research. A com-
mon element of these chapters is an attempt to understand historical
experience, whether in the large, or more narrowly focused in time and
place. Quantitative time series help define the problem and test hypothe-
ses. In the absence of such data, the historical record is prone to loose
and dubious interpretation. But quantitative time series must be sup-
plemented by qualitative history. The analyses here turn most often to
economic history and demographic history, my particular areas of spe-
cialization, but, according to the dictates of the topic, they draw also on
the literatures of the history of education, history of science, social his-
tory, history of public health, and American colonial history. Such work
provides qualitative facts, insights into cause and effect, and suggestions
as to motives and feelings of the agents. As indicated in Chapter 2, I
deplore the mainstream economics paradigm that rejects subjective tes-
timony, whether qualitative, as in historical documents, or quantitative,
as in social science surveys. It seems to me that an economics model is
fundamentally flawed if its presumed cause–effect relations are belied
by the subjective testimony of the agents. Psychologists listen carefully
to what people say about their motives, feelings, and expectations and
learn from such information. Perhaps it is time for economists to do the
same.

I stress here the importance of an historical approach because it is
so rare in economics these days. Prodigious efforts by national and in-
ternational agencies have generated an enormous and valuable body of
quantitative data in recent decades that provides a basis for international
point-of-time (cross-sectional) comparisons on topics such as those ex-
amined here. But to my mind, such cross-sectional work can be used as
a basis for inferring historical change if, and only if, the cross-sectional
relationships among countries are consistent with individual countries’
historical experience. I am puzzled by the lack of a disciplinary stricture
to this effect. On many of the topics studied here, the simple cross-
sectional relations currently observed among countries – for example,
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Preface xvii

between economic growth, on the one hand, and life expectancy, fertil-
ity, and school enrollment, on the other – are not replicated in historical
experience (Easterlin 2000).

The evolution of my approach to research is described in the autobi-
ographical essay of Chapter 1. I have already mentioned as elements the
use of history, quantitative measurement, and subjective testimony. Ref-
erence by an economist to the central role of economic theory is perhaps
superfluous. Economic theory is important in providing basic concepts
and a framework suggesting possible cause–effect relations. Economic
theory often needs to be supplemented, however, by conceptual and
empirical work in other disciplines, and several of the present chapters
draw substantially on work in demography, sociology, and psychology –
disciplines I have found especially relevant to the subjects covered here.

Chapters 2 and 3 are previously unpublished. Chapter 7 has been
expanded to include material on less developed countries deleted as
irrelevant by the editors of the economic history journal in which it
first appeared. The other published articles were originally prepared for
specialized audiences and appeared in journals in economics, economic
development, economic history, and demography – half since 1995; the
rest, in the 1970s and 1980s. I have shortened and reworked many of
them to focus on the substantive analysis and results and to make them
more accessible to the nonspecialist. Those interested in technical details
should consult the originals. The chapters are grouped into three parts –
economics, economic history, and demography – but the reader will find
that there is considerable overlap among the divisions.

Research is much like solving a mystery, that is, assembling and sifting
through various clues and speculating on how they might fit together
to explain the problem posed. I have enjoyed working on the mysteries
investigated here and learned something along the way. I hope the reader
shares some of my enjoyment and learns a little, too.

Richard A. Easterlin
Pasadena, California

May 2002
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1

The Reluctant Economist

At the start, I was not a reluctant economist. In the beginning, eco-
nomics opened up a new and exciting world. The Keynesian Revolution
was in full swing, and, like other graduate students, I was caught up in
it. The message of the revolution was new and straightforward: major
depressions and staggering unemployment were not an inevitable evil
of industrialization. Societies had the power, through public policy, to
prevent and correct serious depressions.

Today, disillusionment with this message prevails among economists.
But it is not the supposed failures of the Keynesian Revolution that
have made me into a reluctant economist. As a teacher of introduc-
tory macroeconomics, I am still more Keynesian than many of my col-
leagues. Rather, my reluctance stems at bottom from a research philos-
ophy forged at the hands of my mentor, Simon Kuznets, the third Nobel
laureate in economics. In a field in which theory was and is the be-all and
end-all of intellectual accomplishment, Kuznets taught that the touch-
stone of achievement is insight into empirical reality. Moreover, other
social sciences might, along with economic theory, contribute to one’s
understanding. But it was some years before firsthand experience was
to make me a true believer in this philosophy.

stumbling into economics

Most young people today have a good idea of their prospective work, for
only about 6 percent of high school seniors respond “don’t know” when

Reprinted with permission in revised form from “The Story of a Reluctant Economist,”
The American Economist 41, 2 (1997): 1–11. C© 1997 by the Lubin School of Business.

3
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4 The Reluctant Economist

asked about the kind of work they think they will be doing at age 30
(Bachman, Johnston, and O’Malley 1988). My problem was that I liked
almost everything I studied – English, math, history, foreign languages –
perhaps natural sciences least, but even that was not bad. I loved to
read. Throughout my high school years, I was one of today’s 6 percent
“don’t knows.” What followed was a trial-and-error period that led me
eventually to economics. The path to economics was shaped partly by
my own choices but even more by factors beyond my control.

The economist’s simple model of occupational choice puts the ex-
pected rate of return in the forefront of job choice. To my generation,
reared in the shadow of the Great Depression, income, along with job
security, was certainly very important. In my personal experience, how-
ever, this factor operated largely to rule out certain choices – most no-
tably, a youthful ambition to be a writer. But it left open a wide array of
options that appeared to my limited knowledge to have quite acceptable
returns.

In fact, it was events beyond my control, along with personal pref-
erences, that led me eventually to economics. The external events were
World War II and the veterans’ policies associated therewith plus an
extremely strong post–World War II labor market for young adults.
Eventually, I was to realize that these forces had greatly influenced not
only my personal experience but also that of my entire generation. This
revelation provided powerful confirmation for me of the insights that
economics could provide into the forces shaping our lives and led even-
tually to a research monograph on population and labor force that put
the post–World War II boom in the perspective of past long-term swings
in the economy (Easterlin 1968b).

In retrospect, these exogenous forces provided a succession of op-
portunities for me to explore my interests, and personal preferences
determined where I ended up. I tried engineering and didn’t like it. I
served as a deck officer on a U.S. Navy cruiser and didn’t like it – although
such a career had, in fact, been a serious aspiration when I was young.
I tried farming and didn’t like it. I studied for an M.B.A. degree (the
combination of business and engineering was said to reap a rich mate-
rial harvest) and didn’t like it. But, incidental to the M.B.A. program, I
was required to take economics. Finally, I discovered what I liked.

Why did economics appeal? The analytical requirements suited my
abilities, but this also was true of engineering and business. In the case of
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economics, however, these analytical abilities were being applied to the
solution of urgent social problems. My interest in these problems had
been nurtured by outstanding history and English teachers in a large
New York City public high school. Though I didn’t realize it at the time,
these teachers were forming interests that would help shape my future.

Should economic models of occupational choice give more attention
to preferences? Some may say no, that individual differences in tastes
are irrelevant or tend to cancel out and economics is interested only
in group behavior. But this argument ignores factors that systematically
affect group preferences as a whole. It seems likely that more systematic
attention to the study of preference formation might enhance the eco-
nomic modeling of occupational choice – a point to which I will return
later.

One lesson from my own job search process may be noted, namely,
failed choices sometimes turn out well. The romantic aspirations of my
youth to go to the Naval Academy were frustrated by my having failed
a physical exam. A subsequent opportunity to experience Navy life,
thanks to participation in the Naval Reserve Officers Training Program,
demonstrated that it was not for me. Moreover, if I had had my way, when
I did go into the Navy, I would have been an aircraft carrier pilot. My
father, however, forced me to opt for engineering. If I’d had free choice, I
probably wouldn’t be writing this now. Similarly, when I decided to study
for an M.B.A. degree, my first choice was Harvard. Had I gone there
instead of being turned down, I would probably never have made it into
economics. At the University of Pennsylvania, where the economics
department was in the business school, the switch from an M.B.A. to
economics was easy. I’m not sure what this means for the theory of
revealed preference, but it certainly seems that ex post outcomes can be
much different from those envisaged ex ante. On the basis of my personal
labor market experience, the knowledge on which choices are based is
highly imperfect, and much “learning-by-doing” goes into finding the
niche where one’s abilities and interests match job requirements.

socialization in economics

Economic theory, as taught to undergraduate and graduate students,
starts from the assumption that preferences are given and unchanging.
Yet a little reflection by economists on their graduate school experience
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should disabuse them of this notion. Graduate school not only teaches
subject matter but also the values of the economics profession – what are
the important subjects of economic research, what is the status hierarchy
of the profession, which individuals are the proper role models. Gradu-
ate training is indoctrination (Klamer and Colander 1990; Reder 1999).

But I will consider subject matter first because that is what sold
me on economics. I have already noted the heady atmosphere when
I was a graduate student at Penn. There were the superb theoretical
synopses and extensions of Keynes in Lawrence Klein’s Keynesian Rev-
olution, J.R. Hicks’s LM-IS analysis, and Paul Samuelson’s multiplier–
accelerator interactions. There were the insights into the Great Depres-
sion in Alvin Hansen’s Fiscal Policy and Business Cycles, the classic
statement of the secular stagnation thesis. Moreover, as an economics
instructor, I had the opportunity to choose and use Paul Samuelson’s
brilliant introductory text when it first appeared. By comparison with
the other texts then available, it was a quantum advance. It brought the
Keynesian Revolution into the classroom. And it was written in a way
that conveyed persuasively to students the new power of economics to
work for human betterment.

I was much taken with economic theory – micro as well as macro –
partly by the pure pleasure of theory for theory’s sake and partly by
the new conception it provided of the world about me. I was lucky to
be taught by two excellent microeconomic theorists of the time, Sidney
Weintraub and Melvin Reder (the latter regrettably moved on from
Penn after only one year).

Two major methodological innovations in economics were under
way at this time: the development of mathematical economics and
econometrics. Penn, however, was then a backwater of graduate eco-
nomics study, and my exposure to these subjects was limited. Moreover,
I had had a full dose of math in undergraduate engineering, and though
I liked it and did well, its novelty had worn off. So the mathematical
feature of these developments did not appeal to me as it did to some
from nonengineering backgrounds.

Penn’s graduate program included some courses not usually offered
in graduate economics. One such course, of which I was a beneficiary, was
in central banking and was offered by a gifted teacher and practitioner,
Karl Bopp. This course helped teach me respect for historical perspective
(it traced the evolution of central banking in Western Europe and the
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United States). Bopp was a vice president at the Federal Reserve Bank
of Philadelphia, and the course also provided his insider’s knowledge
of contemporary monetary policy, complementing my understanding of
fiscal policy developed in Keynesian analysis.

And then there was my education in the values of the economics
profession. I learned that economics is the queen of the social sciences. I
learned that theory is the capstone of the status hierarchy in economics.
I learned the brand names whose research I was to revere and respect.
I learned that tastes are unobservable and never change. I learned that
subjective testimony and survey research responses are not admissible
evidence in economic research. I learned that what was then called “in-
stitutional economics” (Commons, Veblen, etc.) was beyond the pale,
as were other social sciences more generally. I learned that there is a
mere handful of economics journals really worth publishing in, and that
articles in inter- or extradisciplinary journals count for naught. I learned
that economic measurement as then practiced by the National Bureau
of Economic Research (NBER) was to be denigrated as “measurement
without theory.”

It was years before I could shake off some of the tastes that graduate
economics education had inculcated and begin to think for myself. Some
I have never overcome; thus, I still pay disproportionate attention to
economists’ judgments of my work.

schooling beyond economics

At Penn, Simon Kuznets was a remote figure. He came in one afternoon
a week to teach a graduate class and meet with his few thesis students.
The courses he offered were in economic development, business cycles,
and statistics; curiously, there were none that related to his pioneering
research on national income. Kuznets’s appointment was not in the eco-
nomics department but in the even weaker statistics department, and he
participated hardly at all in the affairs of either or in those of the uni-
versity. Most of his time was spent on research off-campus at his home
with occasional visits to the NBER in New York.

I took two courses from Kuznets, one in statistics, which chiefly con-
veyed a strong skepticism toward the field and urged the use of sim-
ple, understandable methods, and one in economic development, which
was essentially a course in general economic history. This development
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course, too, transmitted a strong sense of skepticism, not, however, to-
ward economic history but toward economic theory. Kuznets’s basic
point was simple: the “givens” of economics – technology, tastes, and
institutions – are the key actors in historical change, and hence most
economic theory has, at best, only limited relevance to understanding
long-term change. In Kuznets’s view, what was then called “development
theory” – even the widely hailed work of Schumpeter – lacked concrete
empirical reference.

I was impressed by Kuznets’s intellect, as were graduate economics
students generally, but these courses did not make me into a Kuznet-
sian. Rather, it was chiefly what Kuznets wrote. As a graduate student,
I collaborated on several studies of national income with Raymond T.
Bowman, the economics department chairman and a great admirer of
Kuznets. Thanks largely to Bowman’s urging, I also did a thesis un-
der Kuznets’s direction on conceptual aspects of the measurement of
economic growth. As a result of these two lines of work, I read virtu-
ally everything Kuznets had written on national income and economic
growth. It was this reading that demonstrated for me the scope, depth,
and brilliance of Kuznets’s mind.

Kuznets believed that insight into other times and places started
not from economic theory but from knowledge of the facts – especially
quantitative facts. It is typical of Kuznets that one of his rare speculative
pieces, “Towards a Theory of Economic Growth,” is mostly devoted to
summarizing the facts that growth theory must explain. In the present
age of endogenous technical change and the “new” growth theory, this
article remains well worth reading (Kuznets 1955, see also Kuznets 1966).

Kuznets also believed that it is important to know the scholarly lit-
erature of specialists in the study of other times and places. As work
on my dissertation led to a growing interest in economic development
and away from macroeconomic policy, Kuznets channeled me into an
interdisciplinary seminar on South Asia, where I came into contact with
scholars doing humanistic and social science research on India and came
to know some leading Indian scholars such as N. V. Sovani. Kuznets
also encouraged my tutelage in the literature of economic history by
Daniel Thorner, who was himself an eminent scholar of Indian economic
history.

It was my good fortune that Kuznets and sociology professor
Dorothy S. Thomas, a renowned demographer and the first woman
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president of the American Sociological Association, were starting a
collaborative research project just as I was finishing graduate school.
Thomas’s period of graduate work in sociology at Columbia Univer-
sity had overlapped Kuznets’s in economics, and like Kuznets she had
been strongly influenced by Wesley C. Mitchell. Mitchell, an institutional
economist at Columbia, was head of the recently founded, privately fi-
nanced NBER. The Kuznets–Thomas project reflected this heritage. It
aimed to use the U.S. decennial censuses from 1870 to 1950 to develop es-
timates of internal migration, labor force, and income by state (Kuznets
and Thomas 1957, 1960, 1964). I was invited by Kuznets to do the income
estimates as well as estimates of manufacturing activity.

This three-year project affected my development in two ways. For
one thing, it gave me my first practical experience in economic measure-
ment. I learned firsthand what had already been clear from Kuznets’s
writings: that there is no measurement without theory (Kuznets
1948a,b). I also came to respect the mission of the NBER as originally
conceived by Mitchell. This was to build a broad quantitative base of
economic measures that would further the “cumulation of economic
knowledge” (Burns 1948; Kuznets 1947, 33–4). In my personal experi-
ence, the value of this philosophy is demonstrated by the fact that, in
economic history, the most often cited work of mine is still my estimates
of state income done in the 1950s as part of the Kuznets–Thomas project.

But these notions about the importance of economic measurement
ran strongly against the tide of mainstream economics. I can still re-
member the shock and sense of betrayal I felt one day when economic
theorist George Stigler, himself an NBER staff member and eventual
Nobel laureate, opined that a doctoral dissertation providing historical
estimates of the U.S. balance of payments was not appropriate for a
Columbia University Ph.D. in economics.

The other effect of the Kuznets–Thomas project was to introduce me
to the field of demography. My mentor here (with Kuznets’s encourage-
ment) was Dorothy Thomas, who in numerous coffee klatches during
the project expounded on the field of demography and its practition-
ers and forced me to attend meetings of the Population Association of
America and observe and meet real demographers. Thanks largely to
her influence, I acquired an education in a field outside of economics –
one with quite different values. In demography, careful measurement is
extolled, and those who develop techniques for making something out of
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fragmentary data are highly regarded. In graduate study in demography,
a course in techniques of measurement is the core of the requirements.
In economics, there has never been a methodology of measurement, and
it is doubtful that a course in measurement could even make it into the
graduate economics curriculum as an elective if there were anyone with
the temerity to propose it.

Demographers also place high value on establishing the factual
record, which was exemplified for me at the time by several now clas-
sic studies associated with Princeton’s Office of Population Research
(Davis 1951; Durand 1948; Kirk 1946; Taeuber 1958). Such work is cus-
tomarily dismissed by economists as purely descriptive. To me, however,
the demographer’s respect for facts resonated with the goals of Wesley
Mitchell’s NBER.

I do not wish to imply that my appreciation of demography was an
overnight thing. The first draft of my paper analyzing the causes of the
American baby boom (Easterlin 1968b, Chap. 4; see also Chapter 11
herein) was replete with the usual arrogant economist’s jibes at demo-
graphic research. On reading this, Dorothy Thomas took me aside and
said, “Look, Dick, this paper would not have been possible without all
the prior demographic research that it builds on – why not be more char-
itable?” I was shamed into remembering a characteristically pertinent
maxim of J. M. Keynes’: “If economists could manage to get themselves
thought of as humble, competent people, on a level with dentists, that
would be splendid” (Keynes 1932, 373). The outcome was that I changed
the tone completely. One benefit, beyond my personal training, was that
the paper, when published, attracted favorable attention from demog-
raphers and established my credentials in the field.

In addition to demography, I became increasingly involved in the
discipline of economic history, a field that at the time was dominated
by historians. The welcome extended by historians and demographers
to the incursion of economists in their fields has always been a source
of wonder to me because my own discipline of economics has hardly
reciprocated.

The situation in economic history, however, was different from that
in demography. The field was astir with the potentials of the “new” eco-
nomic history whereby economists aspired to rewrite history through
the application of economic theory and econometrics to historical prob-
lems. I am regarded as a member of this school, and I do feel that these
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tools contribute to historical study. But I also believe that the traditional
approach of historians was of great value, and I regret very much that
they have now largely been driven from the field. Indeed, I have long felt
that my early work on state income estimates would have been better
if I had known more traditional American economic history. It some-
times seems these days as if the new economic history is more interested
in using historical data to test economic hypotheses than in using eco-
nomics to understand history. To my mind, the field would have been
richer if it had followed Kuznets’s agenda for a comparative worldwide
study of the economic growth of nations based on measurement and
multidisciplinary theory (Kuznets 1949).

In any event, my experiences in both demography and economic
history did much to further my education beyond economics. Training
in economics has always been chock-full of requirements that leave little
time to gain an appreciation of other disciplines. This is bad enough, but
most aspiring economists are indoctrinated in the view, as I was, that
such knowledge is not even necessary and are taught to look on other
disciplines with contempt. I was lucky that the period of my dissertation
training and my early postgraduate years provided a serious counter
to this. I wish that such opportunities were more generally available to
young economists today.

the making of a research philosophy

Several years ago I was the chair at the University of Southern Cali-
fornia of the economics department’s recruitment committee for newly
minted Ph.D.s. In this capacity, I had the opportunity to read abstracts
of dissertations from many students from the nation’s leading graduate
economics departments, which was an experience that revealed a great
deal about the discipline.

Model building is the name of the game. Empirical reality enters, if at
all, chiefly in the form of “stylized facts.” Econometrics, though a formal
course requirement everywhere, plays a surprisingly small part in eco-
nomic research – showing up in perhaps one dissertation in five. There is
no such thing as descriptive dissertations or theses devoted to the mea-
surement of economic magnitudes. Although topics in disciplines other
than economics are not uncommon, there is little use or knowledge of
the work done in other disciplines.
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From what has gone before, it will be clear that this is a philosophy
that makes me uncomfortable. I see the point of departure of research
as some empirical problem such as the post–World War II American
baby boom and bust. One is likely to have some theoretical precon-
ceptions about causation, but the first step is to establish facts, both
quantitative and qualitative, drawing, as needed, on relevant work not
only in economics but in other social sciences as well. These facts will
inform the investigator more fully about what needs to be explained and
may also suggest new possibilities regarding causation. Economic the-
ory enters by providing a systematic framework for theorizing, but other
disciplines may suggest relevant causal factors that need to be brought
into the theoretical analysis and also supply pertinent facts. Simple em-
pirical methods provide an initial check on the consistency of theory
and data; more rigorous methods are used subsequently to formally
test one’s conclusions. Qualitative evidence, such as subjective state-
ments of the actors as found in social science surveys or the materials of
historical research (diaries, letters, etc.), should be consistent with the
model.

This is not the usual approach to economic research, nor do I have any
illusions that it will become more common. And it was not the approach
that I started with. But it is one that has helped me to understand a little
about the world in which I live.

There is hypothesis testing in this approach, but a finding of support
for a hypothesis is not the end of research. The goal is to explain reality,
and typically this involves more than one hypothesized causal factor.
For example, I referred earlier to the substantial economics literature
hypothesizing that occupational choice is determined by prospective re-
turns. The goal of this literature is largely to establish the validity of this
hypothesis. If, however, one’s research goal is to explain observed job
choices in a particular place in a particular period of time, it is likely
that expected returns will prove to be only one factor at work and
not necessarily the most important. Thus, although expected returns
have demonstrably played a part in the changing occupational choices
of American college students, one of the most dramatic occupational de-
velopments – the shift toward business careers in the 1970s and 1980s –
was driven chiefly by a marked change in preferences as evidenced by
life goals of the young (see Chapter 12).
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I have already emphasized the importance of instruction by data and
the interaction between empirical study and hypothesis formulation and
testing. Let me illustrate from my early experience in the study of long
swings or “Kuznets cycles” in population and the economy. Then, as
now, there was the issue of whether such fluctuations were real or sim-
ply a statistical artifact. To study these swings, I assembled a vast number
of time series from widely differing sources: population and its compo-
nents, commodity output of various types, capital stock, labor force and
employment, building permits, patents, land sales and prices, financial
series, new incorporations, and international trade and payments. Some
series were annual, and many were confined to the intermittent dates of
the population and industrial censuses. The time spans differed widely. I
also knew (or learned about) possible causal relationships among vari-
ous subsets of these series from work by others, not only on long swings,
but also on building cycles, urban growth, immigration, and the like.
Ultimately it was the consistency in movements among a wide vari-
ety of series, many of which were fragmentary, and the consistency of
these movements with theoretical expectations that convinced me of
the reality of long swings and led to the formulation of a broad model
of economic–demographic interactions during long swings (Easterlin
1968b; see also Chapter 5 herein). Perhaps someone else might have
more quickly conceived such a model a priori and tested it with the
few, long annual time series available. For me, it took several years of
working through data and exploring various causal speculations before
I arrived at what seemed a satisfactory understanding of this empirical
problem.

The notion of “instruction by the data” has its pitfalls. The biggest is
that the pursuit of data becomes an end in itself and an excuse for post-
poning theoretical analysis. To avoid this, data collection and analysis
must proceed in tandem, not sequentially.

letting go of economic theory (mainstream version)

It is hard to overcome the preconceptions indoctrinated by graduate
economics training. In the early years of my career, I sought faithfully
to explain childbearing behavior on the basis of income and prices and
to eschew appeal to preferences. I was also a devoted follower of the
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doctrine that behavior is always the result of deliberate choice. Reality
led me to retreat from both views.

Fixed preferences went first. The empirical problem was the Ameri-
can baby boom and bust from the end of World War II through the 1970s.
If children are a “normal good,” how does one explain the marked rise
and subsequent fall in childbearing in a period when income moves
sharply upward? “Prices” won’t do it, for the opportunity cost of young
women, the factor stressed most in current economic literature, was
demonstrably higher during the baby boom than the subsequent baby
bust.

The answer came ultimately from sociology via the concept of eco-
nomic socialization. One’s notions of a desirable living level are initially
formed from one’s personal experience while growing up. The parents
of the baby boom came from the economically deprived environment
of the Great Depression and World War II; the parents of the baby bust
came from the economically affluent post–World War II period. Even
with incomes and prices the same for the two sets of parents, one would
expect them to differ in their willingness to have children because of
disparities in the material aspirations they had formed as they grew up.
The parents of the baby boom with low material aspirations and good
income prospects felt relatively affluent; their children, the parents of
the baby bust, with much higher material aspirations relative to income,
felt poorer and less able to have children. By recognizing the role of
changing material aspirations (preferences) along with growth of in-
come, I was able to arrive at a plausible interpretation of the baby boom
and bust – one consistent with the evidence (Easterlin 1980; Chapter 11
herein).

Another empirical problem undermined my conviction that behav-
ior could always be explained as being deliberate choice. In this case, the
problem was the shift from large to small family size that occurs in the
course of what demographers call the “demographic transition.” Like
most economic demographers today, I had assumed that, throughout
history, fertility behavior was the result of conscious choice (cf. Schultz
1981). I had already been made uncomfortable when chided by my col-
league and friend at the University of Pennsylvania, demographer John
Durand, about the irrelevance of a deliberate choice model to the ob-
served fertility of permanently or partially sterile women, but I thought
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I could get by on the grounds that this was not very important quanti-
tatively. Matters became much worse, however, when I encountered a
large body of survey research data in the demographic literature indicat-
ing that, before the demographic transition, most couples in developing
countries said that they did not deliberately limit family size. This im-
plied that observed fertility behavior in these societies was what demog-
raphers call “natural” or unregulated fertility. Moreover, demographers
Ansley Coale and James Trussell (1974a, 1975), by the use of an inge-
nious and innovative technique, had made a persuasive case that natural
fertility was also the common condition in the historical experience of
the developed countries before the shift to low fertility. Eventually, in
collaboration with others, I arrived at an explanation of natural fertility
consistent with economic theory and rational behavior (Easterlin 1978;
Easterlin, Pollak, and Wachter 1980; Easterlin and Crimmins 1985). The
result led me to recognize that the mechanisms underlying the observed
relation of fertility to income in pretransition societies might have little
to do with deliberate household decisions about family size and might
reflect, instead, social norms or physiological relationships. Variations
in fertility in pretransition societies might result, for example, from vari-
ations in breastfeeding behavior that arose not from interest in, or even
awareness of the effect of breastfeeding on family size, but simply from
different societal conceptions of the link between breastfeeding and the
health of mother and child. In such circumstances, fertility was being
influenced not by conscious choice but inadvertently by household de-
cisions directed toward other objectives (see Chapters 8 and 9).

In recent decades, some economists have sought to bring the sub-
ject of mortality as well as fertility under the dominion of the theory of
household choice [see, for example, Schultz (1981) and the survey by
Behrman and Deolalikar (1988)]. The leading empirical problem with
regard to mortality is the amazing decline that has occurred in both de-
veloped and developing areas over the past century (this decline is the
other component of the demographers’ demographic transition). The
suggested explanation is straightforward: health is the product of con-
scious household decisions. Growth in income associated with economic
development induces an improvement in the quantity and quality con-
sumed of food, clothing, shelter, medical care, and so on, and this, in
time, improves health and reduces mortality.
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I cannot plead innocence of this view; at one time, I used it explic-
itly to infer, in the absence of direct measures of mortality, the probable
course of American mortality in the nineteenth century (Easterlin 1977).
As in the case of fertility, however, the more I studied the literature out-
side of economics, the more I was led to question such a simple economic
model. Before the latter part of the nineteenth century, households, gov-
ernments, and those in the healing arts had little knowledge of how to
prevent or treat disease, which is a situation that prevails even today in
parts of the Third World (Caldwell et al. 1988, 1990). In such circum-
stances, actions by households or others to prevent or treat disease –
however well-intentioned – were largely ineffective or even counter-
productive, as in the case of bloodletting. It was not until the growth
of epidemiological knowledge and then validation of the germ theory
of disease in the middle and latter part of the nineteenth century that
truly effective action started to become possible (see Chapters 6 and
7). The leadership in implementing this knowledge was provided not by
households but by public entrepreneurs, the leaders of the new public
health movement. Initially, in the middle and latter part of the nine-
teenth century, the focus of the public health movement was on water
and sanitation measures to clean up the environment. These actions sig-
nificantly reduced mortality independently of household decisions. As
time went on and knowledge continued to grow, the emphasis of public
health officials shifted toward measures to ensure a purer food supply
and education of the public in personal hygiene, maternal and childcare
practices, good nutrition, and the importance of immunization. This new
knowledge made it possible for the first time for households generally
to make informed decisions to prevent disease. Eventually, as the con-
tinuing advance in knowledge led to the development of chemotherapy
in the 1930s and thereafter, the medical profession became equipped
with antimicrobial drugs that made possible for the first time an effective
response to household demands for the cure of disease.

Thus, as knowledge has advanced, the determination of health and
mortality has been brought increasingly within the province of human
control. Today, in developed societies, deliberate household decisions,
along with those of medical practitioners and governments, can improve
health and reduce mortality. Viewed in historical perspective, however,
this is a very new development and has not yet reached parts of the Third
World even today.
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Letting go of the preconceptions of economic theory did not come
easily. It was brought about chiefly by two fundamental beliefs instilled
in me by Kuznets. One was taking an empirical problem as the point of
departure for research. The other was respect for the evidence accumu-
lated by specialists on the subject. In the case of fertility and mortality,
this evidence came chiefly from demographers, public health specialists,
historians, and anthropologists. Survey evidence that demonstrated the
widespread absence in time and space of deliberate control of family size
had to be accepted as reflecting empirical reality, and a plausible model
had to explain such behavior. Regrettably, many economists define such
observations away by dismissing subjective testimony as inadmissible
(Easterlin 1986 and Chapter 2 herein). Had I not had the benefit of
schooling in demography, I would have missed out on an opportunity to
better understand observed behavior. Similarly, in regard to mortality,
evidence had to be recognized of the immense breakthrough in knowl-
edge of the control of communicable disease and the key role of pub-
lic entrepreneurship in implementing this new knowledge. Economists’
insistence on starting with household choice put the cart before the
horse.

One reason why most economists start with the theory of household
choice is that its relevance to behavior in contemporary developed soci-
eties has been well demonstrated. As mentioned at the beginning of this
section, my own model of the American baby boom and bust employs
the theory of household choice expanded to allow for systematic varia-
tion in preferences. Similarly, in the low-mortality regime of the United
States today, understanding household choices regarding lifestyle and
health care utilization helps provide insights into differentials and trends
in American health and mortality. In recent decades, a substantial eco-
nomic literature has amassed on fertility and mortality in the developed
countries, especially the United States, in which the theory of household
choice plays a central role. Unfortunately, this literature has become the
point of departure for economic research on fertility and mortality in
other times and places, and a theoretical model applicable to developed
countries has become the starting point of research on less developed
nations rather than empirical study of those societies. Such empirical
work is readily available in social sciences other than economics, as
well as by geographic area specialists, but economists have been taught
to dismiss such work and trust in the wisdom of economic theory. As a
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result, economics approaches the study of other times and places through
glasses tinted by preoccupation with the study of contemporary devel-
oped countries – especially the United States. This is not the way Simon
Kuznets would have had it. By word and example, Kuznets taught a
respect for facts and for research in other social sciences and by area
specialists.

As I have indicated, making the break with the assumption of given
preferences wasn’t easy. But once it was made, the effects ramified. The
model I used to explain the baby boom and bust was based on the recog-
nition that one’s material aspirations are shaped in important part by
one’s material upbringing. Previously, I had confidently assumed that
higher income and greater subjective welfare go hand in hand. But the
relative income model implied that a generation raised under more afflu-
ent circumstances would, as a result, have higher material aspirations –
in short, that as society’s income increases, people’s views of the goods
they “need” increase correspondingly. Thus, the positive effect of higher
income on well-being predicted by the economist’s model of household
choice could be negated by the adverse effect of increased material as-
pirations. Subjective testimony on personal happiness provides striking
confirmation of this expectation: as per capita income increases, subjec-
tive welfare remains unchanged despite a marked growth in material
living levels (Easterlin 1974, 2002 and Chapters 2 and 3 herein). Again,
mainstream economics has spared itself confrontation with the evidence
by its dogmatic rejection of subjective testimony on well-being – this, de-
spite a large research literature in psychology and sociology pointing to
the meaningfulness of such measures.

In the study of subjective well-being, as in my work on demographic
topics, I again learned the value of research in disciplines outside of eco-
nomics. My work on subjective well-being was initiated in 1970–1 while
I was a Fellow at the Center for Advanced Study in the Behavioral
Sciences. This fellowship provided an opportunity for extended contact
with scholars in psychology and sociology who introduced me to rele-
vant work in these fields. I was especially fortunate to enjoy the friendly
and patient tutelage in social psychology of Elliot Aronson. Thus, dur-
ing my career, I have been fortunate to have had the opportunity for
serious contact with scholars and work outside of economics – first in
demography and history and then in sociology and psychology – that
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taught me firsthand the value of Kuznets’s stress on the relevance to
reality of social science generally, not just economic theory.

a historical perspective

We live today in the midst of two great revolutions that are sweeping
the world and have changed human life forever (see Chapter 6). The
Industrial Revolution of the late eighteenth century marked the onset
of modern economic growth, a phenomenon that has raised material
living levels by tenfold or more among the leaders in the process. The
Mortality Revolution that started in the late nineteenth century has
already more than doubled life expectancy at birth in many parts of the
world. Together, these revolutions portend, perhaps as early as a half-
century hence, a world largely freed from hunger and starvation and
from the enormously high rates of infant and child mortality that have
plagued humankind throughout history (Easterlin 1996).

The origins of these revolutions lie in the development and growth of
natural science since the late seventeenth century. Scientific knowledge
grew earliest in the fields of mechanics, astronomy, chemistry, and elec-
tricity and had its payoff in widespread and continuing improvements in
methods of production that raised productivity and per capita income.
Scientific knowledge came later in the biological and medical fields, and
because of this, the Mortality Revolution, based on new methods of
disease control, started later than modern economic growth. The factor
input and institutional requirements of the Mortality Revolution are
less than those for modern economic growth, and because of this the
Mortality Revolution has spread more rapidly.

Thus, a new world is being erected on the advances in natural sci-
ence. This world is richer and healthier, but it is also much more complex
and highly interdependent. It is a world of staggering new problems –
abrupt shifts in political power as modern technology spreads, new en-
vironmental concerns arising from the side effects of this technology,
and conflict within and among nations between gainers and losers in
economic growth.

Ultimately, the solution to such problems depends on the social sci-
ences. I am an economist because I believe that economics is essential
to understanding the world and that the framework of economic theory
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enables one to think systematically about many interrelationships. In-
deed, the first major payoff to the advance of social science knowledge
was, as I have noted, the insights of the Keynesian Revolution into one
of the major new problems of economic growth: mass unemployment. It
is unfortunate that the profession of economics has retreated from this
belief in the ability of economic science to help us control our destiny
because the need for policy-relevant research is greater today than ever
before.

But economics alone is not enough, and this is why I am a reluc-
tant economist. We cannot comprehend the world around us without
knowledge of the facts and insights provided by the other social sci-
ences. Economics is a valuable starting point, but only a starting point,
in the application of social science to the world’s problems. As I reflect
on my own philosophy, instilled by Kuznets and molded by experience,
it boils down to a few words: it is good to be an economist; it is better to
be a social scientist.



P1: JPJ

0521829747c02 CB626-Eeasterlin-v1 November 17, 2003 10:40

2

Economics and the Use of Subjective Testimony

There is a long and respected history in the social sciences of survey
research that elicits subjective testimony (i.e., self-reports) on feelings,
beliefs, values, expectations, plans, attitudes, and behavior, including
intensive inquiry into possible shortcomings of such data. This exten-
sive body of evidence is unfortunately largely excluded from economic
analysis even though economic theory almost invariably includes refer-
ence to motivations, expectations, well-being, and the like. The typical
economist’s view, encapsulated in the concept “behaviorism,” was put
succinctly as follows by Victor Fuchs, president of the American Eco-
nomic Association in 1995: “Economists, as a rule, are not concerned
with the internal thought processes of the decision maker or in the ratio-
nalizations that the decision maker offers to explain his or her behavior.
Economists believe that what people do is more relevant than what
they say” (Fuchs 1983, 14, italics in original). As this statement sug-
gests, economists are not apologetic about this dismissal of subjective
testimony (note the use of the perjorative “rationalizations” rather than
“reasons” in the quotation). On the contrary, they consider it a feather
in the discipline’s methodological cap (Reder 1999, 294–6). Economic
historian Deirdre McCloskey puts the attitude of economists in the fol-
lowing way:

Unlike other social scientists, economists are extremely hostile toward ques-
tionnaires and other self-descriptions. . . . One can literally get an audience of
economists to laugh out loud by proposing ironically to send out a questionnaire
on some disputed economic point. Economists . . . are unthinkingly committed
to the notion that only the externally observable behavior of actors is admissible
evidence in arguments concerning economics. (McCloskey 1983, 514)

21
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This disciplinary stricture against listening to what people say is un-
fortunate, I believe, because it excludes from study by economists a large
body of evidence that provides insight into economic behavior and per-
sonal well-being.1 In what follows, three cases are noted from my own
research in which I’ve found that subjective testimony contributes to
better understanding of a problem than a methodological approach that
excludes such data.

income and subjective well-being

In welfare economics and among economists generally, it is commonly
assumed that higher real income increases individual well-being; that is,
with more goods at their disposal, people will feel better off. Indeed, it is
this assumption that drives economists’ advocacy of economic growth as
a public goal (Abramovitz 1959). Of course, economists recognize that
well-being does not depend on income alone, but where a very large
increase in income occurs of the magnitude brought about by economic
growth, one would expect, as A. C. Pigou (1932) argued many years
ago, that overall well-being would increase, though not necessarily to
the same extent.

Before the 1940s there were no data to test the proposition that feel-
ings of well-being increase when real income grows substantially. True,
in developed countries the measured per capita amounts of food, cloth-
ing, shelter, and other goods had been rising for a century or more. But
these “objective” indicators provide no test of the proposition because
any welfare inference based on them depends on an outside observer’s
personal judgment that when people have more, then they must feel
better off. Such an inference does not tell us whether people actually do
feel better off. This is a question that, in the end, only they themselves
can answer.

Fortunately, after World War II, surveys began to be conducted
that asked people about their feelings of well-being, that is, how happy
they are or how satisfied they are with their lives. The simplest Gallup

1 There are exceptions. In the United States, the Institute for Social Research of the
University of Michigan has the longest record of the use of subjective data in economic
research. Cf. Juster and Stafford (1985); Katona (1960); Strumpel, Morgan, and Zahn
(1972).
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poll–type question offers the respondent three options for an answer
(e.g., “very happy,” “pretty happy,” “not very happy”), but some survey
instruments go as high as eleven categories (Cantril 1965). Whether the
survey question is simple or elaborate, the results are highly consistent.

These surveys have been accumulating steadily in the past half-
century and have been a gold mine to scholars in disciplines other than
economics; a research bibliography compiled by Veenhoven (1993) re-
ports nearly 2,500 contributions. Indeed, in psychology, a new subfield of
“hedonic psychology” has started to emerge (Kahneman, Diener, and
Schwarz 1999). As with any data – subjective or objective – there are
shortcomings, but these have been carefully studied for several decades
now, and there is a substantial consensus that these self-reports of hap-
piness or life satisfaction are meaningful and reasonably comparable
among sizable groups in the population (Easterlin 2002; Frey and Stutzer
2002; Kahneman et al. 1999).

What, then, do these surveys tell us about how well-being changes
when real income increases greatly? The answer is startling. In the
United States, since the 1940s there has been, on average, no signifi-
cant change in subjective well-being despite a more than doubling of
real per capita income.

True, the United States is a rich country, and maybe what we are
finding is that well-being does not increase once a country passes some
minimum real income threshold. Perhaps in a poorer country, one below
that threshold, well-being does rise as economic growth substantially
raises the amount of goods consumed by the average person.

Consider, then, the case of Japan in the period from the late 1950s
to the late 1980s. In 1958, Japan’s real per capita income was below
that of many of today’s developing countries (Easterlin 1995). From
1958 to 1987, real per capita income in Japan increased a staggering
fivefold. Consumer durables such as electric washing machines, electric
refrigerators, and television sets, which were found in few homes at the
start of the period, became well-nigh universal, and car ownership soared
from 1 to about 60 percent of households. What happened to subjective
well-being? The answer is, no change (Easterlin 1995).

As it turns out, there is a plausible explanation for the constancy of
subjective well-being as real income rises. This explanation turns on a
type of “deflation” mechanism similar to that by which economists adjust
income in the prices current in each year to obtain “real” income. In this
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case, however, the deflator is not the level of prices but people’s material
aspirations – how much they feel they need to live comfortably. As
real income rises over time, material aspirations grow commensurately
with income (Easterlin 2001). Although people have more, they feel
they need more to live comfortably. In effect, in people’s minds the
positive effect on well-being of having more goods is being “deflated”
by a corresponding increase in what they perceive as their “needs.” The
result is a constant level of subjective well-being over the long term. A
specific indicator of this growth in “needs” comes from a survey question
that asks respondents how much income is needed by a family of four to
get along. An analysis of how “get along” income changes with actual
income yields an “elasticity” of one; that is, a 1-percent change in actual
income generates, on average, a 1-percent change in what people think
is needed to “get along” (Rainwater 1994; see also Chapter 3 herein).

the switch to business careers

Let me shift to the subject of occupational choice. Most economists are
aware that, between 1972 and 1987, American college business school
enrollments soared as a proportion of total undergraduate enrollment
with profound consequences for the labor market not to mention the
relative position within academia of business schools. Why? Although
one can readily find numerous articles on occupational choice in the
economics literature, there is virtual silence on the shift to business
even though it is the most striking occupational change of the period.
The reason is clear: the favorite explanatory variable in economics, the
relative rate of return (price), cannot adequately explain this trend.

If subjective testimony were admitted, however, one would find that
the biggest part of the explanation is that a major redirection in life
goals of the young occurred, a shift toward making money, and that this
altered their occupational preferences significantly in favor of business.
Evidence of the change in life goals comes from two surveys, one of high
school seniors and one of college freshmen. The data on high school se-
niors are from Monitoring the Future, a nationally representative survey
conducted annually since 1975 by the University of Michigan’s Survey
Research Center (see, e.g., Bachman, Johnston, and O’Malley 1987).
This survey has been the leading source of knowledge about attitudes
toward, and use of, drugs among American youth, but it includes as well
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many questions about the values, expectations, and experiences of high
school seniors. The data on college freshmen are from a survey of around
200,000 entering college students conducted annually since 1965. This
survey is under the auspices of the Higher Education Research Institute
of the University of California, Los Angeles (Astin, Green, and Korn
1987). The survey responses are weighted to provide a nationally repre-
sentative sample of all first-time, full-time college students entering in
the fall of each year. Both the high school senior and college freshmen
surveys include, among other things, quite similar questions about the
importance to respondents of various life goals ranging from material
well-being (making money) and marriage and family formation to the
“public interest” (helping others, contributing to society) and personal
self-fulfillment. The principal finding on life goals in the period since
the mid-1970s (when the two surveys overlap) is the same: there is a big
increase in the importance of making money. This occurs among both
those who plan to go to college and those who do not and is about equal
in magnitude for the two groups (Easterlin and Crimmins 1991).

Some economists may assume that the increased importance of mak-
ing money is simply a reflection of an adverse change in macroeconomic
conditions during the period that created increased economic insecurity
among the young and led them to put more emphasis on money as a
goal. Again, subjective testimony enables one to test this proposition.
If data on youth expectations from the Monitoring the Future survey
are examined, one finds that they do not fit this hypothesis. When asked
about job expectations at age 30, young adults in 1987, compared with
those in 1972, not only expected to hold better jobs but felt more cer-
tain of getting such jobs. Other self-report data from the Monitoring the
Future survey show that, in general, young people at the end of the
period were more confident about themselves and their future than
were young people at the beginning of the period. Thus, young people
were becoming more, not less, positive about their future prospects at
the same time that the switch to business occurred. The idea that adverse
market conditions created economic insecurity among the young, and
thus caused the shift in their life goals, is belied by self-reports.

What is consistent with the evidence is that adverse macroeconomic
conditions led older adults to place greater emphasis on making money.
The evidence on older adults’ attitudes comes from yet another survey
source: Roper surveys that probe individuals’ conceptions of “the good



P1: JPJ

0521829747c02 CB626-Eeasterlin-v1 November 17, 2003 10:40

26 The Reluctant Economist

life” (Roper Organization 1989). In this case respondents are offered
a list of twenty-four items relating to material living levels, family con-
cerns, and job circumstances and asked whether they consider each to be
part of “the good life,” “the life you’d like to have.” The responses reveal
a strong shift among adults of all ages in the direction of private material-
ism toward things like “a lot of money” as part of the good life. This shift
in adults’ attitudes occurs in conjunction with a general deterioration in
macroeconomic conditions and precedes by several years the shift in
life goals of the young. Thus, subjective data on older adults’ attitudes
and young persons’ life goals, together with “objective” macroeconomic
indicators, suggest a complex but plausible scenario – that deteriorating
macroeconomic conditions led older adults to place more emphasis on
money making, and this increased emphasis on money was gradually
transmitted to the young as they were raised. Hence, macroeconomic
conditions did affect the values of the young, but indirectly rather than
directly, and with a lag via their socialization experience. Subjective ev-
idence of several types thus yields new insight into the mechanisms un-
derlying an important area of economic behavior, occupational choice,
and also helps reject alternative hypotheses about the mechanisms un-
derlying this behavior such as increased insecurity among the young.
(For more on this, see Chapter 12.)

childbearing and contraceptive use

Let me turn to my third example of how subjective testimony provides
insights into behavior. In economics the prevailing model of fertility de-
termination assumes that in all times and places households have con-
sciously decided about the size of their families based on income, prices,
and tastes. But because children are the product of sexual intercourse –
an activity pursued for the pleasure it yields in its own right – decisions
about family size typically require conscious action to limit fertility
such as the use of abstinence, contraception, or induced abortion. If the
prevailing model based on deliberate choice is correct, then one would
expect a fair proportion of households of reproductive age to report the
use of such practices.

To determine the actual extent of deliberate family size limitation
there is, again, a large body of self-report data. Since the 1930s, de-
mographers have been asking people about their reproductive attitudes
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and behavior. Of relevance here are surveys, commonly called “KAP
surveys,” that ask people about their knowledge of, attitudes toward,
and practice of fertility control. In these surveys, individuals are asked,
among other things, whether they know about each of a lengthy list
of family size limitation practices, both “traditional” practices (e.g., ab-
stinence, withdrawal, condom) and, in surveys from the 1960s onward,
“modern” practices (e.g., oral pill, IUD, sterilization). Then respondents
are asked, first, a general question about whether they have ever tried to
limit their family size, and, following this, whether they have ever used
any of the specific practices previously mentioned or any others. These
KAP surveys were initially conducted in the United States and other
developed countries, but since World War II a large number have been
done in developing countries worldwide.

In developed countries, households do, indeed, report widespread
use of such family size limitation practices and have done so since these
surveys were instituted (Easterlin, Pollak, and Wachter 1980, 107).2 But
in developing countries the picture – up through the 1960s and 1970s –
is much different. Despite the large number of practices named by the
interviewer, and even though some respondents know of some of these
practices, a large proportion of the reproductive age population – often
as much as 90 percent or more – report never having attempted to limit
family size (Easterlin et al. 1980, 107).

What, then, is one to make of the standard economic model of fer-
tility determination implying a type of household behavior that is con-
tradicted by subjective testimony? If one accepts the evidence I have
mentioned, then a model is needed explaining the absence of deliber-
ate control in many times and places. Here, again, the KAP surveys are
helpful – in this case via responses to questions on desired family size.
These data imply that, in developing countries, parents have typically
had difficulty having as many children as they desired, and, because of
this, have had as many as they could. In modern times, as infant and
child mortality has come down sharply, parents have come to realize
that unregulated fertility yields more children than they want and have,
in consequence, been pushed into limiting their fertility via the practices

2 There is, however, behavioral evidence that many households in developed countries
did not deliberately limit family size in the nineteenth century or earlier (Easterlin
et al. 1980, 108).
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cited earlier in this section (Bulatao and Lee 1983; Easterlin and Crim-
mins 1985; Chapters 8 and 9 herein).

Clearly, as long as economists reject subjective testimony, there is no
need to confront survey evidence that contradicts the standard economic
model. If, however, such self-report data are recognized as evidence
with which an economic model must be consistent, then we must either
assume that respondents in developing countries are untruthful while
those in developed countries are not – a most unlikely situation – or we
must expand our model so that it can explain the new evidence.

hard and soft data

Some economists may object that subjective data are “squishy” com-
pared with the “hard” numbers used in economics. But how many
economists, I wonder, are prepared to defend such “hard” numbers
as the inflation rate, about which there has been sufficient question to
set up governmental review committees? These hard numbers of eco-
nomics also include unemployment, which regularly generates critiques
of undercount and overcount. In response to such concerns, the Bu-
reau of Labor Statistics in 1994 revised its measurement procedures in a
way that raised the unemployment rate by about 0.6 percentage points.
When the profession marveled in 2000 as the annual unemployment rate
fell to 4 percent, no one mentioned that, if prior procedures had been
used (those in effect when the common assumption was that 6 percent
or higher was the nonaccelerating inflation rate of full unemployment),
the reported unemployment rate would have been below 3.5 percent.
To my knowledge, discussions of the “natural rate of unemployment”
have also totally ignored this measurement change.

In Chapter 7, an article by Lant Pritchett and Lawrence H. Summers
is cited that uses international cross-sectional data to generalize about
the relation of life expectancy to real gross domestic product (GDP).
Their article offers some appropriate cautions on the reliability of the
life expectancy data, but not a word is said about real GDP (Pritchett
and Summers 1996, 848–9). There are, however, serious issues about the
omission of home production in GDP, which is a problem especially
relevant when studying countries at widely disparate levels of income
such as those in the Pritchett–Summers article. There is also the diffi-
culty of adjusting nominal to real income. The contributions toward the
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solution of this problem by Allan Heston and Robert Summers, follow-
ing the pioneering work of Irving Kravis and Milton Gilbert, earned
them well-deserved recognition as Fellows of the American Economic
Association. But the great majority of real GDP estimates do not em-
ploy the sophisticated Summers–Heston procedures, which are by no
means infallible. Need one mention too that, in regard to U.S. GDP it-
self, there are serious reservations about the output estimates for service
industries that comprise substantial parts of the total – the government
sector, finance, health, education, and so on?

Or, take the “full income” concept that is generally recognized as
a preferable income measure for analyzing a variety of behaviors (see,
e.g., Chapter 8). Are years of schooling (husband’s? wife’s? some com-
bination? adjusted for quality?) an accurate empirical counterpart of
this concept?

In the discipline of economics we have for so long come to live with
imperfect data that we disregard the possible biases in these data or
even forget about them. But when less familiar data such as subjective
testimony are presented, we are quick to note the shortcomings and
dismiss the data as meaningless. A recent article by two economists on
subjective survey data, for example, states as its “primary objective” to
turn economists’ “vague implicit distrust” of subjective testimony “into
an explicit position grounded in facts” (Bertrand and Mullainathan 2001,
67). Aside from the staggering hubris that such a sweeping objective
can be accomplished in a mere six pages, this strikes me as a rearguard
action. The use of subjective testimony in economics is growing.3 Its use
outside of economics has expanded to the point that serious challenges
are being made to the efficacy of economic policy (see the discussion

3 See, for example, Darity and Goldsmith (1996); Frey and Stutzer (2002). Contempo-
rary research at the National Bureau of Economic Research makes considerable use of
subjective testimony (see the research summaries published regularly in National Bu-
reau of Economic Research, various dates). Dominitz and Manski (1999) advocate the
use of subjective testimony on expectations, particularly the “probalistic elicitation of
expectations,” that they feel “might improve on the traditional qualitative approaches
of attitudinal research” (p. 23). This work is a good example of more open-mindedness
about a certain type of subjective testimony and of how economists may contribute
to the conceptual refinement of survey questions. However, in arguing for their spe-
cific approach, the authors implicitly downplay the potential usefulness of traditional
categorical survey questions and thus tend to discourage the use by economists of a
substantial body of data that has accumulated over the years such as the categorical
questions in the General Social Survey.
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in Easterlin 2002, Introduction). When asked by nonspecialists about
such challenges, economists will not be able to hide for long behind the
defense that subjective testimony is no good.

The fact is that no data conform to the conceptual ideal. The op-
erative research question is whether the biases in the data at hand are
likely to distort the conclusions seriously. We do not know what the un-
employment rate is, but numerous variants rise in recession and fall in
expansion, and the movement over time is what interests many analysts.
The Bureau of Labor Statistics has identified several poverty measures.
Although they signify different levels of poverty at a point in time, they
all move in quite similar fashion from year to year. In my own work, I
have used the reports on personal happiness in the General Social Sur-
vey since 1972. The question wording and placement have been constant
over time. I do not know whether happiness is correctly measured at a
point in time, but I have confidence in what the answers tell us about
change over time.

No large body of data, hard or soft, I believe, should be dismissed
out of hand. It is the task of specialists in a given area, such as labor
economics or economic history, to study and evaluate each piece of data
potentially relevant to the problem at hand. The parent disciplines res-
ponsible for subjective testimony – demography, sociology, psychology –
have produced a substantial methodological literature on data problems
and their solutions. This literature can be read either with a view to
finding excuses to dismiss these data (Bertrand and Mullainathan 2001)
or for helpful guidance on how the data may be intelligently used. I hope
the more positive attitude will, in time, prevail.

conclusion

I have cited three cases in which self-report data contribute to under-
standing human behavior and feelings – cases that are not adequately
explained by standard economic models precluding the use of such data.
One body of data relates to self-reports on subjective well-being. An-
other is on life goals, expectations, and self-confidence of the young.
A third relates to self-reports on deliberate family size limitation and
desired family size. In each case, underlying mechanisms are suggested
that are not envisaged in the usual economic models.
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The data I have used are but a sample of a broader range of subjec-
tive testimony compiled in other disciplines relating to motives, expec-
tations, plans, beliefs, feelings, and actions that could be used to make
economists’ models of behavior more complete. Unfortunately, for many
economists the use of these data is precluded not by uncertainty as to
their robustness but by the disciplinary paradigm of behaviorism. At
its most extreme, this doctrine takes the form that a scientific theory
is none the worse if its premises are unrealistic so long as the theory’s
predictions are usefully true.4 The cost of accepting this doctrine has
been cogently put by Nobel laureate Paul Samuelson (1992, 242): “Such
a dogma will be self-indulging, permitting its practitioners to ignore or
play down inconvenient departures of their theories from the observable
real world.” I believe the examples I have noted demonstrate Samuel-
son’s point. Currently, in mainstream economics it is accepted practice
to admit collateral data such as prices and wages in testing hypotheses.
One may, perhaps, hope that a time will come when subjective testimony
will be admitted to this charmed circle.

4 The genesis of this methodological stance in economics is discussed by Lewin (1996).
This article also notes recent signs that the discipline may be gradually turning away
from behaviorism.
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3

Is Economic Growth Creating a New
Postmaterialistic Society?

We are currently in the midst of a revolution in the human condition that
is sweeping the world. Most people today are better fed, clothed, and
housed than their predecessors two centuries ago. They are healthier,
live longer, and are better educated. Women’s lives are less centered on
reproduction, and political democracy has gained a foothold. Western
Europe and its offshoots have been the leaders of this advance, but in the
twentieth century most of the less developed countries have joined, in-
cluding most recently the newly emerging nations of sub-Saharan Africa.
The picture is not one of unmitigated universal progress, but it is unques-
tionably the greatest advance in the condition of the world’s population
ever achieved in such a brief span of time. Indeed, it is so great that some
analysts see today’s leaders in human development as on the verge of a
new postmaterialistic world.

Most people are only dimly aware of this transformation in the hu-
man condition because economic and social revolutions, unlike political
ones, are not abrupt upheavals and become apparent only over long
periods of often a half-century or more. Moreover, the popular media,
to which we are daily exposed, inevitably highlight short-term and neg-
ative changes such as famine, financial crisis, and epidemic rather than
dwelling on gradual, longer-term achievements, such as the worldwide
eradication of smallpox, the successful immunization of 80 percent of
the world’s children against the six major vaccine-preventable childhood
diseases, or the remarkable establishment and preservation of political
democracy in India – a nation accounting for a sixth of the world’s popu-
lation. Our perspective is additionally distorted by the disproportionate

32
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effect of our own experience and that of those around us in the West-
ern world. When we visit the less developed world we are struck by
the current disparity between living conditions there and in the West
and fail to appreciate how great the changes there have been in recent
decades.

In what follows I first review briefly the progress since 1950 in to-
day’s less developed countries (LDCs) and assess some of the principal
obstacles to further progress. The question posed in this chapter’s title is
then addressed: If one assumes the obstacles are successfully overcome,
is economic growth transporting us to a new postindustrial, postmateri-
alistic society?

accomplishments

Let me briefly cite a few of the changes that have taken place in the last
half-century in today’s LDCs, which collectively account for four-fifths
of the world’s population.

1. The material living level of the average person has multiplied since
the early 1950s by threefold. By material living level, I mean the
economic goods consumed per capita – food, shelter, clothing, ap-
pliances, transportation, educational, medical, recreational services,
and so forth. The rate at which improvement has been occurring in
today’s LDCs, as indexed by the annual growth rate of gross do-
mestic product (GDP) per capita from 1952 to 1995, is 2.5 percent,
which is about twice as large as that of the more developed countries
(MDCs) in the nineteenth century when they were at a similar early
stage of rapid economic growth.

2. Life expectancy at birth in the less developed world has risen by 21
years, from an average of 41 years in the early 1950s to over 62 today
(Table 3.1, line 1). In some LDCs, life expectancy currently is similar
to that in the developed world. As in the case of GDP per capita, the
rate of improvement in LDCs has been much more rapid than in the
historical experience of the West.

3. The high level of fertility that previously prevailed in the LDCs – so
widely deplored by many in the developed world – has been cut by
almost half from an average of over six births per woman in the early
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Table 3.1. Life expectancy, fertility, and literacy, less developed countries,
1950–5 to 1990–5

(3)
(1) (2) Change,

1950–5 1990–5 (2)–(1)

1. Life expectancy at birth, years 40.9 61.9 21.0
2. Total fertility rate, births per woman 6.2 3.3 −2.9
3. Adult literacy rate, percent 40 70 30

Note: The United Nations geographic classification of less developed countries is used
here and in subsequent tables. More developed areas comprise Europe, the United States,
Canada, Japan, Australia, and New Zealand; less developed, all others. In computing
averages for geographic areas, as in Table 3.2, countries are weighted by their shares in
the region’s population.
Source: Lines 1 and 2, United Nations Department of Economic and Social Affairs (1998),
pp. 12, 516, 518, 546–66. Line 3, UNESCO (1957), World Bank (1999).

1950s to close to three at the present time (Table 3.1, line 2). Again
the rapidity of change in LDCs far exceeds that of the MDCs at a
comparable stage.

4. With the rapid decline in fertility, the average rate of population
growth in developing areas has been cut by four-tenths in the last
four decades – from over 2.5 percent per year to about 1.5 percent –
confirming that the post–World War II “population explosion” was
a transient phenomenon as originally envisaged in the concept of the
demographic transition.

5. In 1950, about four adults out of ten in the less developed world
were literate; today the corresponding figure is over seven out of
ten (Table 3.1, line 3). This is a much more rapid rate of advance in
literacy than took place in the developed countries in the past.

Although there are exceptions, the typical pattern in LDCs is one of
improved living conditions throughout the population. The advances in
average condition just cited have been fairly evenly shared or are more
equally distributed than they were a half-century ago. The evidence on
income distribution in LDCs – for forty-five countries since the 1960s –
shows no trend in inequality either for better or worse. Poverty, mea-
sured as the proportion of persons living below some absolute level of
subsistence, has been considerably reduced. Differences within national
populations in both literacy and life expectancy have declined.
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Improvements such as these do not occur at a uniform rate from year
to year. This is especially true of economic growth, which historically
is marked by intermittent periods of slow growth or stagnation; the
Great Depression of the 1930s and the East Asia Crisis of the late 1990s
are cases in point. Too often, analysts seek to project the future on the
basis of ongoing or very recent experience and make unduly optimistic
or pessimistic predictions because shorter term rates of change may be
substantially higher or lower than the long-term average. To minimize
the effect of such shorter-term movements, the focus here is on time
spans of nearly a half-century or more.

The figures cited are averages for the world’s less developed coun-
tries as a whole. Although the picture varies from one place to another,
all major regions of the world have participated significantly in this ad-
vance. Asia, which accounts for about six-tenths of the world population,
has had the most notable rates of improvement (Table 3.2, lines 1–3).
Within Asia, India is something of a laggard relative to East Asia, but
India has nevertheless improved at about the LDC average on all mea-
sures used here. Only in sub-Saharan Africa, which accounts for about a
tenth of the world population, is the picture mixed. Economic advance
has been small, for average living levels in the 1990s were only about
one-fifth greater than in the 1950s. However, life expectancy has im-
proved by about twelve years since 1950, which is a substantial increase
(Table 3.2, line 6). This gain is projected by the United Nations to be
largely sustained, despite the serious problem of HIV in some countries
there, before a marked upward trend resumes around 2010. Important
strides have also been made in sub-Saharan Africa with regard to the re-
duction of illiteracy, and there are also signs of incipient fertility decline
(Table 3.2, line 6).

I have pointed out that the rate of advance in economic and social
conditions in today’s LDCs has, on average, been greater than in the
MDCs when they were at a comparable stage. If one compares LDCs’
with MDCs’ performance in the same time period – since the 1950s –
the picture is somewhat different. With regard to GDP per capita, the
MDCs’ annual growth rate of 2.7 percent since 1950 has slightly ex-
ceeded the 2.5 percent of the LDCs, and the income gap, the ratio of
MDC to LDC GDP per capita, has consequently grown from 5.1 to 5.5
(Table 3.3, line 1). In contrast, the gaps with regard to life expectancy,
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Table 3.3. Gap between more developed countries (MDCs) and less
developed countries (LDCs), various indicators of economic and social

conditions, ca. 1950 and ca. 1995

(1) (2)
ca. 1950 ca. 1995

1. Real GDP per capita: Ratio of MDCs to LDCs 5.1 5.5
2. Years of life expectancy at birth: MDCs minus LDCs 15.7 12.2
3. Total fertility rate: LDCs minus MDCs 3.4 1.6
4. Percentage of adults literate: MDCs minus LDCs 53 28

Source: See Tables 3.1 and 3.2.

fertility, and literacy have all narrowed (lines 2–4). Thus, although the
gap in economic conditions has widened a little, that in social conditions
has noticeably lessened.

The measures so far do not take account of political conditions, and
here the picture is less positive. The shift from colonial rule to indepen-
dence in several countries must be recognized as an important advance
in the political realm. But if one considers the prevalence of political
democracy in LDCs, there is little evidence of improvement over the last
half century (Table 3.4, line 2). Most striking, perhaps, is the achieve-
ment of sustained democracy in India (line 2c). Against the background
of limited political democracy in most of the less developed world today,
India stands out as a sharp exception. The contrast with China is notable.
When human rights are added to the human development comparison,
China’s relative success in economic growth, health, and fertility reduc-
tion (Table 3.2, lines 1 and 3) must be weighed against India’s remarkable
record of political democracy. India’s feat has been accomplished with a
population much more heterogeneous linguistically than in most coun-
tries and with income and literacy levels markedly lower than those
of the United Kingdom and the United States in the first half of the
nineteenth century, when those countries’ democratic attainments were
less than India’s today.

Although there is ambiguity regarding political conditions, the pieces
of evidence presented demonstrate that the world is embarked on a
sweeping transformation of economic and social conditions. This process
is irreversible because it is rooted in the application of unprecedented
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breakthroughs in human knowledge about the natural and social world,
and, short of global catastrophe, this knowledge will not be lost. As sub-
stantive evidence of this immense acceleration in the growth of knowl-
edge, let me note a few indicators:

1. Discoveries in West European physics from 1650 to 1700, the time
now hailed as the “Scientific Revolution,” were occurring at an av-
erage rate of less than two per year. Two centuries later the rate was
over thirty per year (see Chapter 6).

2. A medical historian writing in 1983 of the progress of biomedical
knowledge following the validation of the germ theory in the late
nineteenth century, says, “In a single century the understanding of
disease increased more than in the previous forty centuries com-
bined” (Hudson 1983, 121, italics added).

3. In the social realm, for dealing with the problem of unemployment –
once viewed as an “act of God” or as punishment for individual
failings – new governmental tools of monetary and fiscal policy exist
today that largely reflect the twentieth-century progress of economic
science. In addition, there are now institutions for international co-
operation on economic policy, which, though imperfect, were nonex-
istent a century ago.

obstacles

A look at experience over the past half-century demonstrates that the
world is embarked on an unprecedented transformation in living condi-
tions. This transformation can be projected to continue throughout the
twenty-first century as scientific and technological knowledge, natural
and social, continue to grow and diffuse throughout the world, bringing
the world’s population generally to a level of human development never
before known. But the lessons of the past also suggest that this future
will not easily be achieved, for there are serious obstacles along the way –
some more serious and some less.

A favorite obstacle for some is population growth, which is thought
to inhibit economic advance because of the pressures it creates on lim-
ited natural resources and capital formation. This reasoning, however,
overlooks major counterarguments. The most important is that reduced
mortality, the source of high population growth, has been brought about
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by a great reduction in the prevalence of infectious disease. This reduc-
tion in disease has not only lowered mortality but also increased health,
and an improvement in health means that workers are able to work
more hours per week and with greater vigor. This health effect has a
positive impact on economic productivity, tending to offset any nega-
tive effects due to increased population numbers. The post-1950 upsurge
in population growth rates in LDCs has typically been accompanied not
by a slowing of growth of per capita income but by an unprecedented
increase in growth rates of per capita income. These per capita income
growth rates substantially exceed those of the developed countries in
the nineteenth century even though the population growth rates of to-
day’s LDCs are also much greater than those of the developed countries
in the past. Moreover, it is now clear that the population explosion in
LDCs is a transient condition as historical research on the “demographic
transition” suggested over a half-century ago. As mentioned, rates of
childbearing in most LDCs have been falling sharply, and the rate of
population growth in LDCs since its late-1960s peak of 2.5 percent has
declined steadily to a current value of 1.5 percent. The LDCs’ popula-
tion growth rate is projected by 2025 to be less than 1 percent, which is
about the same as in the MDCs only three decades ago.

As the threat of excessive population growth has waned, warnings
of ecological disaster brought on by rapid economic growth have come
to the forefront. Some argue, for example, that energy resources are
insufficient to sustain rapid economic growth on a worldwide scale. Such
“expert” forecasts are not new; consider these excerpts from past U.S.
agency forecasts on the outlook for oil in this country (Simon 1996):

1885 U.S. Geological Survey: Little or no chance for oil in California.
1891 U.S. Geological Survey: Same prophecy for Texas and Kansas

as in 1885 for California.
1914 U.S. Bureau of Mines: Total future production limit of 5.7 billion

barrels, perhaps ten-year supply.
1939 Department of the Interior: Reserves to last only thirteen years.
1951 Department of the Interior, Oil and Gas Division: Reserves to

last thirteen years.

Similar forecasts about the rising real costs of energy and of total min-
eral resources have also proven to be mistaken. The basic reason these
forecasts have been wrong is that they failed to allow for the critical
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role that technological progress plays in enhancing the stock of en-
ergy and mineral resources via discovery and invention (Simon 1996,
Chap. 1).

Concern about environmental degradation has also increased as
recognition has grown that economic growth carries with it adverse con-
sequences in the form of air pollution, water pollution, and depletion of
soil and forest resources. It is not possible here to deal in detail with such
concerns, but, again, a look at historical experience is helpful. A descrip-
tion of the “Great Stench” arising from the accumulation of sewage in
London’s Thames River in the summer of 1858 is apropos:

For the first time in the history of man, the sewage of nearly three millions of
people had been brought to seethe and ferment under a burning sun, in one vast
open cloaca [sewer] lying in their midst. . . . Stench so foul, we may well believe,
had never before ascended to pollute this lower air. . . . The river steamers lost
their accustomed traffic, and travellers, pressed for time, often made a circuit
of many miles rather than cross one of the city bridges. (as quoted in Winslow
1943, 288)

Such conditions, common in the nineteenth-century experience of
MDCs, engendered concerns much like those voiced today about en-
vironmental pollution. These earlier concerns were in time successfully
addressed by advances in the technology of urban water supply and
sewage disposal and the establishment of a public health organization
(see Chapter 7 herein). Today’s new environmental problems are being
similarly addressed by the development of new technologies and insti-
tutions. An assessment only a few years ago of the future outlook by
the president of the nonprofit research organization, Resources for the
Future, is worth noting. It stated, first, that “it is virtually inconceivable
that ambient environmental conditions in the United States, as well as in
other Western democracies, will not continue to improve in the decades
to come,” and that “this favorable environmental experience in devel-
oped economies represents a triumph of technology – some required by
regulation, some the result of market forces” (Portney 2000, 203). The
assessment then suggests that conditions in today’s LDCs are following
the historical environmental pattern of the MDCs:

[E]nvironmental quality may deteriorate during a period in which developing
countries begin to industrialize, but at some point this deterioration is stopped
and reversed as incomes rise. . . . The principal environmental challenge for the
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developed world today is to help the developing countries increase their stan-
dards of living in ways that help them skirt, to as great an extent as possible,
the pollution-intensive period through which the developed countries passed.
(Portney 2000, 204)

Reasoning along similar lines, a 1992 World Bank study focusing on
environmental problems of the LDCs concluded that “continued, and
even accelerated, economic and human development is sustainable and
can be consistent with improving environmental conditions . . .” (World
Bank 1992, iii, italics in original).

The environmental problem for which projection is most difficult is
that of climate change due to the accumulation of greenhouse gases in
the atmosphere. It is difficult to assess the seriousness of this problem
and the urgency of the need for action because of many uncertainties
about cause and effect, but the general line of solution is clear: interna-
tional cooperation on policies to slow the growth rate of carbon dioxide
emissions (Portney 2000).

By far, the most worrisome obstacle to continued human improve-
ment is a quite different problem: the international political repercus-
sions of the further spread of modern economic growth. There is first the
problem of reactions against modern economic growth, such as that of
fundamentalist Islam today, spawned by the growing dominance every-
where of the materialist culture of modern economic growth itself. Such
reactions are not themselves new. The nineteenth century witnessed the
rise of a significant romantic movement in Western Europe, and China’s
twentieth-century Cultural Revolution may be seen as a similar type of
reaction. What is new is the recent transposition of this type of movement
to the international arena – with the leader in modern economic growth,
the United States, taken as the symbol of cultural decay – plus system-
atic resort to terrorist attack as the weapon of reaction. Historically,
such reactions have been unavailing against the rising material aspira-
tions engendered by economic growth. But today the danger is greatly
increased by the growing availability of means of mass destruction, and
the question remains open whether containment and elimination of such
threats via international cooperation will ultimately prevail.

The second concern is the disturbance to the balance of political
power brought about by the spread of modern economic growth itself.
Although economic growth is not the only source of political conflict,
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it has been the most pervasive and powerful factor in the last two cen-
turies (Kennedy 1987). This is because the rate of economic growth has
become so great, and the technology underlying such growth bestows
on a populous nation a vast increase in military potential and thus in
political power. Since 1800, the differential occurrence of modern eco-
nomic growth in a world of competing nation-states has created vast
disturbances in the international balance of power. It has led to a tem-
porary extension of political sovereignty by MDCs over LDCs and to
repeated challenges to the leaders in development by newcomers to the
scene, erupting in world wars. The leadership of Great Britain through-
out much of the nineteenth century and the subsequent appearance of
rivals such as Germany and the United States, followed by Japan and the
former Soviet Union, correspond to the timing and spread of modern
economic growth.

The foundation of the current world power structure, with the West
at the top, is the economic gap between rich and poor nations. As this
gap is narrowed – as more and more populous, LDCs become mem-
bers of the developed set – power must shift to the newer members as
it has in the past. The rise of Japan to membership is but a harbinger
of what is to come. The major countries of the East Asian “miracle” –
Indonesia, Thailand, Korea, Taiwan, and Malaysia – which collectively
number over 320 million people, are not far behind. Behind them are
China and India, which together account for more than one-third of
the world’s population. It is hard to see how the West can maintain
the political dominance of the world that it has enjoyed in the last
two centuries as economic strength once again becomes more evenly
distributed.

It is commonly assumed in the United States today that this country
can and should maintain its position as the world’s dominant political
power. But economic growth in the twenty-first century will inevitably
require, as it has in the past, continued redistribution of political power
to newly developing large nations. The further redistribution of political
power in the world in the twenty-first century can gradually be accom-
plished through the leadership of the United States and other developed
countries, but if a peaceable solution to this problem cannot be found,
there is the danger that it will erupt in disastrous military conflict much as
it did in the nineteenth and twentieth centuries. One can hardly be san-
guine that this redistribution of world political power will be successfully
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accomplished because the solution to this problem, in contrast to that
of environmental degradation, rests even more on social than natural
science and because both awareness of, and concern for, the problem
remain so limited.

are we entering a new postmaterialistic era?

Let us suppose, however, that catastrophic international upheaval is
averted and the transition to worldwide human development is success-
fully achieved. If this comes to pass, what will the world be like? Will
“the economic problem” have been put to rest and will humanity have
turned to more meaningful pursuits?

Ever since psychologist Abraham Maslow’s 1950s formulation of a
“hierarchy of needs,” it has been widely assumed that the satisfaction of
material wants is but one lower stage in human evolution and that eco-
nomic growth brings with it a movement toward higher nonmaterialistic
ends (Cox and Alm 1999, Chap. 9; Maslow 1954; van de Kaa 1999, 29 ff.).
According to Maslow, humans have a variety of needs, and they satisfy
them in a certain order. For a person on the margin of existence, food is
everything. Physical safety comes next; its priority is almost as high as
that of sustenance, but a starving man will risk his life to get food. Once an
individual has satisfied material needs – those for physical and economic
security – “at once other (and higher) needs emerge and these, rather than
physiological hungers, dominate the organism”(Maslow 1954, 83, ital-
ics in original). These higher needs are, first, needs for love, belonging,
and esteem. Later, intellectual and aesthetic goals, which Maslow calls
“self-actualization needs,” become important. Thus, he offers a vision
of human progress from a struggle for physical survival to total personal
fulfillment.

A similar refrain has been sounded in the economics literature. In
the mid-nineteenth century, political economist John Stuart Mill saw
England, by virtue of its recent progress, as being on the verge of a
stationary state, one in which growth of population and output would
come to a halt. Mill viewed this prospect with equanimity because, to him

a stationary condition implies no stationary state of human improvement. There
would be as much scope as ever for all kinds of mental culture, and moral and
social progress, as much room for improving the Art of Living, and much more
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likelihood of it being improved, when minds ceased to be engrossed by the art
of getting on. (Mill [1850] 1965, 756)

Writing in 1931, John Maynard Keynes, the most eminent economist
of the twentieth century, looked forward to

the day . . . not far off when the Economic Problem will take the back seat where
it belongs, and . . . the arena of the heart and head will be occupied . . . by our real
problems – the problems of life and of human relations, of creation and behavior
and religion. (Keynes 1932, vii)

Keynes once offered a toast that put it even more succinctly: “To eco-
nomists, who are the trustees, not of civilization, but of the possibility of
civilization” (Harrod 1982, 194).

More recently, in an article published in 1997, Nobel laureate Robert
W. Fogel asserted:

[I]n the future luxury will be defined increasingly in terms of spiritual rather than
material resources. The touchstone of well-being in the future for both young
and old will be measured increasingly in terms of the quality of health and the
opportunity for self-realization. (Fogel 1997, 1905)

In economics, such views, even today, have remained no more than
casual suppositions. But supposed empirical support for the emergence
of a postmaterialistic society in the last few decades has recently been
advanced by a prominent American political scientist, Ronald Ingle-
hart, based on the results of numerous surveys conducted here and in
Europe (Inglehart 1977, 1988, 1997). Since World War II, the West has
enjoyed a half-century of unprecedented peace and prosperity. With the
satisfaction of material needs in this period, Inglehart claims – as do
some American and European colleagues – that these surveys demon-
strate that a new generation of individuals has emerged characterized
by higher “postmaterialist” values: social and self-actualization goals.
To judge from Inglehart’s work, humankind is seemingly becoming less
engrossed with “the art of getting on” and is, at last, turning to “the Art
of Living.”

But is it? I think the facts are to the contrary. An instructive start-
ing point is the evidence on human happiness previously mentioned.
Since World War II, many representative national surveys have been
conducted in various countries in which respondents are asked a simple
question about how happy they are: very happy, fairly happy, or not very
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happy. In these surveys each person is free to define happiness in his or
her own terms. Hence, one might suppose that no useful comparisons
of persons could be made. As it turns out, however, the factors affect-
ing happiness are fairly similar for most persons. Happiness everywhere
is governed by the things that take up most of one’s personal every-
day life: making a living and raising and maintaining a healthy family.
Hence, scholars studying these data have concluded that meaningful
comparisons can be made at least among sizable groups of people.

The critical importance of economic conditions is indicated by the
fact that in every national survey ever conducted the rich are, on average,
happier than the poor. This does not mean, of course, that every rich
person is happy and every poor person unhappy – as I said, I am talking
here about comparisons among groups of people.

This finding of a positive point-of-time relation between happiness
and income would lead one to expect that the vastly higher levels of
real income that economic growth brings would lead to advances in
happiness in the same – positive – direction. And this is where the
“catch” comes – the paradox of happiness. Over time, happiness does
not rise with income, and this is true even with very large increases in
income. Let me cite a few examples, some of which were touched on in
Chapter 2:

1. In the United States since World War II, real per capita income has
more than doubled. The average level of happiness, however, is the
same today as it was in the late 1940s.

2. The story is similar for Europe. There are nine European countries
for which happiness-type measures go back at least two decades. Be-
tween the 1970s and 1990s, real income per capita rose substantially
in all of these countries by amounts ranging from 25 to 50 percent. In
five of the nine countries, happiness was unchanged; in two it went
up, and in two it went down. Net change in happiness for all nine
countries: zero.

3. The experience of Japan is of special interest because of its relevance
to today’s poor countries. The happiness data for Japan go back
to the late 1950s when it had an income level below that of many
of today’s LDCs. Between the 1950s and late 1980s, Japan had the
most phenomenal economic growth ever witnessed. Real income
per capita multiplied by an incredible fivefold. What happened to
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happiness during this period of unparalleled income growth? The
answer is, no change.

4. Finally, let me shift from the country as the unit of analysis to a birth
cohort, that is, a group of persons born in the same span of years such
as 1946 to 1950. In following an American birth cohort, or “genera-
tion,” over their adult life cycle, one finds that average income rises
steadily and substantially throughout the working years and then
levels off. Does this growth in income mean that people, on average,
get happier as they progress through the life cycle? The answer is no.
For the typical cohort, happiness is, on average, remarkably stable
throughout the entire adult life cycle (Easterlin 2001).

One may reasonably ask, What does all this have to do with Maslow’s
and Inglehart’s progression up the hierarchy of needs? The answer is,
a great deal. For in resolving the paradox of happiness, we are led to
understand the way that economic growth is preparing our future.

At a point in time happiness and income are positively related; yet,
over time there is no relation. Why this paradoxical pattern? A simple
thought experiment suggests the basic reason. Imagine that your income
increases substantially while everyone else’s stays the same. Would you
feel better off? The answer most people would give is yes. But now sup-
pose that your income stays the same, whereas everyone else’s increases
substantially. How would you feel? Most people would say that they feel
less well off even though no change has actually occurred in their real
income or living level.

Now what this thought experiment is demonstrating is that judg-
ments of personal well-being (“happiness”) are made by comparing
one’s objective situation with a subjective (or internalized) living level
norm, and this internal norm is significantly influenced by the average
level of living of the society as a whole. If the average living level in soci-
ety increases, a rise in subjective living level norms results – the measure
of how people feel they ought to live. In a situation in which incomes
increase generally, an individual whose income is unchanged will feel
poorer even though his or her objective circumstances are the same as
before. Karl Marx put it this way: “A house may be large or small; as
long as the surrounding houses are equally small it satisfies all social
demands for a dwelling. But if a palace rises beside the little house, the
little house shrinks into a hut” (as quoted by Lipset 1960, 63).
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Hence, although happiness, or subjective well-being, varies positively
with one’s own income, it also varies negatively with the incomes of
others. At any given time, the incomes of others are fixed, and those
who are more affluent feel happier, on average. This is the point-of-time
relationship. However, raising the incomes of all does not increase the
happiness of all because the positive effect on one’s well-being of higher
income for oneself is offset by the negative effect of a higher living level
norm brought about by the growth in incomes generally.

Stated simply, material aspirations – how we feel we ought to live –
depend on a society’s state of affluence. In times and places where in-
comes are lower, aspirations are lower. As incomes rise, aspirations rise.

Let me give some specific evidence that aspirations vary with the
level of real per capita income.

1. A point-of-time comparison of aspirations in rich and poor coun-
tries comes from a very comprehensive survey done by social psychol-
ogist Hadley Cantril several decades ago. Cantril’s interviewers asked
people an open-ended question on what they would need to be “per-
fectly happy.” Here are some answers from respondents in India (Cantril
1965, 205–6):

A 35-year-old agricultural laborer says:

I want a son and a piece of land . . . I would like to construct a house of
my own and have a cow for milk and ghee. I would also like to buy some
better clothing for my wife. If I could do this then I would be happy.

A 30-year-old sweeper says:

I wish for an increase in my wages because with my meager salary I cannot
afford to buy decent food for my family. If the food and clothing problems
were solved, then I would feel at home and be satisfied. Also if my wife
were able to work the two of us could then feed the family and I am sure
we would have a happy life and our worries would be over.

A 45-year-old housewife says:

I should like to have a water tap and a water supply in my house. It would
also be nice to have electricity. My husband’s wages must be increased if
our children are to get an education and our daughter is to be married.

Finally, here is the response of a 40-year-old skilled worker:
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I hope in the future I will not get any disease. Now I am coughing. I also
hope I can purchase a bicycle. I hope my children will study well and that
I can provide them with an education. I also would sometime like to own
a fan and maybe a radio.

Now compare what Americans at that time said they would need to
be perfectly happy (Cantril 1965, 222):

Here is a 27-year-old skilled worker:

If I could earn more money I would then be able to buy our own home
and have more luxury around us, like better furniture, a new car, and more
vacations.

A laboratory technician, 34-years-old, says:

I would like a reasonable enough income to maintain a house, have a new
car, have a boat, and send my four children to private schools.

Here is a 24-year-old bus driver:

I would like a new car. I wish all my bills were paid and I had more money
for myself. I would like to play more golf and to hunt more than I do. I
would like to have more time to do the things I want to and to entertain
my friends.

And, finally, a 28-year-old lawyer:

Materially speaking, I would like to provide my family with an income to
allow them to live well – to have the proper recreation, to go camping, to
have music and dancing lessons for the children, and to have family trips.
I wish we could belong to a country club and do more entertaining. We
just bought a new home and expect to be perfectly satisfied with it for a
number of years.

These responses illustrate that the aspirations one acquires are a
product of the society in which one lives and that, the more affluent the
society, the higher the material aspirations.

2. That is how material aspirations differ between a rich and poor
country at a point in time. Next, let me indicate how aspirations change
over time within the same country. Since 1975, Americans have been
asked the following question: “We often hear people talk about what
they want out of life. . . . When you think of the good life – the life you’d
like to have – which of the things on the [following] list [of 24 items], if
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any, are part of that good life as far as you personally are concerned?”
(Roper Starch Organization, 1979, 1995.)

Ten of the listed “good life” items relate specifically to “big ticket”
consumer goods: “a home you own,” “a car,” “a color TV,” and so forth.
For every one of the ten consumer goods listed, there is an increase be-
tween 1975 and 1994 in the percentage identifying it as “part of the
good life.” For consumer goods to which a high proportion of the pop-
ulation aspired at the start of the period, such as “a home you own,”
the increase is necessarily modest. But for items that were initially low
on the “good life” list, the increase is sizable. In 1975, the proportion
of Americans saying “a vacation home” was part of the good life was
19 percent; two decades later it was 44 percent. In 1975, the proportion
identifying a swimming pool as part of the good life was 14 percent; in
1994, 37 percent.

These data are at sharp variance with Ronald Inglehart’s claim that
since World War II postmaterialist values have emerged that have, in his
words, “tended to neutralize the emphasis on economic accumulation”
(Inglehart 1988, 1203). The basis for Inglehart’s claim is the responses to
survey questions about what the aims of a nation should be for the next
ten years. Such questions, however, do not tap the personal aspirations
of individuals, the goals that chiefly motivate their behavior; rather the
questions relate to what people want for their country. As Hadley Cantril
demonstrated over 40 years ago, there is a great difference between
people’s responses when asked about their concerns for their country
and those they give regarding their personal concerns (Cantril 1965; cf.
also Clark and Rempel 1997, Chaps. 1–4).

In contrast to Inglehart’s questions relating to national goals, the
good life data just cited ask specifically about one’s personal interests –
“the life you’d like to have,” “the things [that] are part of [the] good
life as far as you personally are concerned (Roper Starch Organization,
1979, 1995; emphasis added).” Let me cite two other of these “good life”
responses that bear on the purported emergence of “postmaterialist”
values. Besides specific consumer goods, the good life list includes items
relating to job characteristics that people view as forming part of the
good life. Two are of special interest here: one, “a job that pays much
more than the average” and the other, “a job that contributes to the
welfare of society.” We may, I think, take the former (pays much more
than the average) as relating chiefly to materialist values, and the latter
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(contributes to society), to postmaterialist values. Both in 1975 and 1994,
the percentage of people naming the materialist response as part of the
good life exceeded that of people giving the nonmaterialist response.
But even more important, if we look at the trend in responses reflect-
ing materialist concerns relative to those reflecting social concerns, the
excess of those with materialist concerns rose between 1975 and 1994
from 7 to 21 percentage points. This suggests a shift toward material-
ist values, not away from them, which is a development consistent with
the increased aspirations for big ticket consumer goods. This shift may
eventually prove to be a longer-term fluctuation, rather than a secular
trend, but it is clearly at variance with Inglehart’s assertion that there
has been a movement away from materialist values in the last several
decades.

where is economic growth taking us?

It is time now to consider the implications of this evidence for the future.
As I have noted, a common theme of Maslow and disciples of his such as
Inglehart is the liberating effect of economic progress – that as material
wants become satisfied, people will increasingly turn to higher-order
pursuits.

But suppose that material needs are never satisfied because each
step up on the ladder of material abundance brings with it a new set
of “necessaries” – a swimming pool, a tennis court, an exercise room,
a vacation home, a private security system, and so on – desires, we tell
ourselves, that would make us perfectly happy if only they were satisfied.

Indeed, the evidence is that this is the human condition. When asked,
people invariably say that higher income will increase their happiness.
Yet, when they actually do get more income, their happiness does not
increase, and they find themselves in the same state of still striving for
more. The explanation of this paradox is that, when people project into
the future the likely effect on their happiness of higher income, they
are basing the projection on their current subjective level of material
aspirations. What they do not realize is that, as incomes in society rise
generally, so too will their views on their own needs – the material con-
tent of the “good life” – and the effect of this increase on their subjective
needs will be to negate the expected growth in happiness due to having
more goods to enjoy.
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Thus, the evidence suggests that economic growth is not a mere stage
in human development that frees humankind from the burden of phys-
iological needs and thereby fosters the attainment of higher cultural
needs. Instead, economic growth is a carrier of a material culture of its
own that ensures that humankind is forever ensnared in the pursuit of
more and more economic goods.

The world today is in the midst of a great revolution brought about by
the spread of economic growth. Country after country, culture after cul-
ture, including the ancient cultures of Japan, China, India, and Persia,
are falling before the juggernaut of economic growth. A new univer-
sal religion is sweeping the world: the worship of economic goods. Just
consider today’s middle-class youth. Throughout the world they hail
the same music groups, follow the same sporting events, and aspire to
similar Nike-like lifestyles. Language is no barrier; historical culture is
no barrier. The mass media, the messengers of economic growth, have
brought the word to every corner of the earth that money is the key to
happiness – not a great deal of money, of course but just enough to live
“happily.” But what the public does not know is the elastic nature of
“just enough” – that its magnitude will always be rising from one gen-
eration to the next – the proverbial carrot on a stick. Americans today,
while building ever-bigger and better furnished homes, complain about
providing for others: the burden of decent schools for children, health
care for all, support of the elderly, and, more generally, of help for those
throughout the world who are disadvantaged. Europeans, richer than
ever before, are dismantling the welfare state. These Western societies
are the leaders in economic growth; their present is the future to which
economic growth is leading the world so long as we allow it to.

But is this the future to which we want the enormous productivity
of modern economic growth to be put? Is this the form the world’s
wealth must assume in the twenty-first century? It does not take much
imagination to think of alternatives. We could devote more resources
to caring for others at home and abroad or to creating a more aesthetic
environment with gardens, parks, and the like. We could take more of
the benefits of higher productivity in the form of increased leisure and
use that time to enjoy family, friends, and relatives; to get to know our
neighbors; to participate in community affairs; to engage in music and
the arts, philosophical contemplation, or religious pursuits; to pursue
athletic activities; to develop our learning through continuing education;
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or simply to commune with nature. Economists, the most influential of
the social scientists, under the illusion that they are value-free scientists,
take as sacrosanct the preferences of individuals. These preferences lie
behind the choices that currently determine the uses to which the fruits of
economic growth are put. But these preferences are themselves a direct
result of economic growth – of the immersion of young people as they
grow up in the materialistic and individualistic culture that economic
growth creates. Ultimately, we must face the issue of whether we take
individual preferences as inviolable and remain the servants of economic
growth or address openly and fully what we mean by the good life and
become the masters of growth.
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ECONOMIC HISTORY
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4

Why Isn’t the Whole World Developed?

It is now over two centuries since the coming of modern economic
growth was signaled by James Watt’s invention of the single-acting steam
engine. In this period, output per capita and per unit of labor input have
risen at long-term rates never seen before in human history – first in
northern and western Europe and North America; then, in the period
up to 1950, in Japan, southern and eastern Europe, Oceania, and parts
of Latin America; and, finally, since World War II, in much of the rest of
the world. The great disparity among regions in the timing of the onset
of modern economic growth has produced the current immense gap in
living levels between the more and less developed countries of the world
(Chapter 3, Table 3.3, line 1).

The primary task of the discipline of economic history is to describe
and explain economic change in the past. Given the unprecedented
geographic contrasts in economic growth over the last two centuries,
an objective look at historical experience would not, I think, place the
questions that have so long dominated the study of economic history in
the foreground. The preoccupation of Western scholars with American
and European – largely northwestern European – economic history can
only seem provincial, for the striking feature about these areas is the
fundamental similarity in their experience. Rather, the foremost issue
of modern economic history, the one that challenges explanation, is
why the spread of economic growth was so limited in the period up
to 1950; why isn’t the whole world developed today? No one can pre-
tend to know the answer to this question, but it is worth speculating
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about it if only to build a case for a redirection of research in economic
history.1

technological change and economic growth

Let us imagine, to start with, a world not unlike that of the late eigh-
teenth century – a world of low and roughly similar levels of economic
productivity everywhere and with fairly limited international contacts
through trade, migration, and investment. Suppose now that in one na-
tion economic productivity starts rising rapidly and steadily because of
an unprecedented rate of technological progress. Before long, a second
nation sets off on a similar course as technological change also accel-
erates dramatically, and, then, a third. After a century or so, the total
number of nations so embarked remains – on a worldwide scale – small,
though increasing.

Consider now a few implications of this development. Eventually,
large and growing disparities would emerge between income levels in
those nations enjoying the fruits of rapid technological progress and
those that are not. International trade and investment would expand
greatly as a result of sharp shifts in comparative advantage caused by
differential technological progress and also the unprecedented growth of
per capita income in some areas. Trade would also be promoted because
international transfer costs would fall substantially as those nations ben-
efiting from new technology applied it to problems of international as
well as domestic transport. The resulting increased flow of goods and
resources internationally would have some beneficial effect on world
income levels generally, but such effects would be relatively small com-
pared with the dominating effect on income levels of major differences
among countries in productivity growth due to technological change.

1 A beautifully written book by evolutionary biologist Jared Diamond (1998) proposes
a geographic explanation. Differential development of the various parts of the world
stems from differences among them in the availability of wild plants and animals adapt-
able to domestication and the east–west or north–south orientation of the continents’
axes (cf. p. 29, in Diamond’s book).

These factors seem relevant to explaining geographic differences in the transition
from hunter-gatherer societies to settled agriculture, although even in this regard, these
factors cannot explain the timing of this transition. Today’s great worldwide differences
in living levels, however, stem from the much later shift from settled agriculture to
industrial societies.
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This, I suggest, is the essence of what occurred in the century and a
half through 1950. During this period, international income differences
grew at unprecedented rates, as did foreign trade and investment. The
prime mover in this drama was the sharp acceleration in the rate of
technological change in a relatively small number of nations.

If this view is correct, then it follows that explaining why modern
economic growth has spread so slowly becomes a matter of explain-
ing why rapid technological change was limited for so long to so few
nations.

To answer this, one must first consider whether rapid technological
change, when it occurred in a country, was based on a new technol-
ogy that was indigenous or stemmed from a borrowed technology. The
widely accepted view is that a common technology basically diffused
from one country to the next (Henderson 1972; Landes 1969; Saxon-
house 1974; Strassman 1959; Tuge 1961). This is evidenced by the striking
likeness of modern industrial and transportation technology among the
various high-productivity nations. In the case of agriculture, in which
local environmental conditions play an important part in production,
perhaps one might hesitate to stress the borrowed over indigenous el-
ements in modern technological change. But even in agriculture, one
finds that many of the principles of modern technology (irrigation, seed
selection, livestock breeding, fertilizer, and, more recently, development
of hybrids and use of pesticides) exhibit quite similar features among
nations. Thus, it seems reasonable to conclude that the question of ex-
plaining differential technological change among nations in the modern
period is a matter chiefly of accounting for the limited diffusion of a
common technology.

A central conclusion of research on technological diffusion is that the
transfer of technology is primarily a person-to-person process (Rosen-
berg 1970; see also Teece 1976). As Nathan Rosenberg points out, “the
[economist’s] notion of a production function as a ‘set of blueprints’
comes off very badly . . . if it is taken to mean a body of techniques
which is available independently of the human inputs who utilize it”
(Rosenberg 1970, emphasis added). Ingvar Svennilson states, “much of
the detailed knowledge that is born in the course of industrial opera-
tions can more easily and in part exclusively be transferred by demon-
stration and training in actual operations” (Svennilson 1964, emphasis
added). To Kenneth Arrow, “it seems to be personal contact that is most
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relevant in leading to . . . adoption [of an innovation]” (Arrow 1969; see
also Spencer 1970).

This emphasis on the personal element in the diffusion of technology
suggests that understanding this transfer might usefully be approached
by viewing it as an educational process in which a new and difficult sub-
ject, “modern” technology, must be taught and learned. From this point
of view, explanation of the limited spread of modern economic growth
turns into a matter of identifying the factors that have constrained the
dissemination of a new type of knowledge – that of modern production
methods.

technological change and formal schooling

Viewing the transfer of technology as an educational process leads nat-
urally to questions about teachers and students. If new technological
knowledge spread slowly, did the fault lie on the teachers’ side or the
students’?

One reason for minimizing the teachers’ responsibility is that, when
entrepreneurs or governments in have-not nations wanted the new tech-
nology, they seem to have been able to beg, borrow, buy, or steal teachers
as well as to send their nationals to the technologically advanced nations
for instruction. After the Meiji Restoration, for example, Japan imported
numerous foreign scholars and technological experts and sent students
to study at Western universities and institutes (Henderson 1972; Schairer
1927; Tuge 1961).

The more important question thus lies on the side of the students.
What is it that makes for effective learning? The answer is that learning
is partly a matter of inherent intelligence, partly of aptitudes, and partly
of incentives. What all teachers seek are bright, well-trained, and highly
motivated students.

I think we can safely dismiss the view that the failure of modern tech-
nological knowledge to spread rapidly was due to significant differences
among nations in the native intelligence of their populations. A more
persuasive case might be made concerning incentives for learning; in-
stitutional differences among countries undoubtedly created variations
in the incentives for mastering the new technology. But it is important
to recognize that the new technology itself created incentives for learn-
ing via the competitive pressures exerted through international trade.
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Thus, the rapid response by producers in parts of Continental Europe
and the United States to the British Industrial Revolution was partly
induced by the growing flood of imported British manufactures into
their markets. The new technology also created pressures for its more
widespread adoption by endowing its possessors with superior military
capability. The threat to political sovereignty thus posed was a strong
incentive for governments in low-productivity countries to initiate and
promote programs of technological modernization, as in Japan. Even-
tually, such economic and political pressures were felt in many nations
throughout the world; yet often the new technology failed to be taken
up. The question is, Why?

The answer, I suggest, has to do in part with differences among
countries in the extent of their population’s formal schooling: the more
schooling of appropriate content that a nation’s population had, the eas-
ier it was to master the new technological knowledge becoming avail-
able. Moreover, substantial increases in formal schooling tend to be
accompanied by significant improvement in the incentive structure and
the opportunities open to the population. Hence, increased motivation
provided by new opportunities often accompanies increased aptitudes
for learning new technology.

Were there significant international differences in formal schooling
when modern technology first came on the scene in the late eighteenth
century? The answer is an emphatic yes. As a step toward establishing
the facts, Figure 4.1 presents historical data for twenty-five of the largest
countries of the world (in 1960 they accounted for over three-fourths
of the world’s population) on a very crude indicator of educational de-
velopment, the primary school enrollment rate, and the percentage of
a country’s total population enrolled in primary school.2 This measure
is subject to conceptual and measurement biases, most notably to vari-
ations in the proportion of school age population to the total, but it is a
reasonable indicator of significant differences among nations and trends
over time in their population’s exposure to formal schooling.3 If none

2 The countries chosen were those with 1960 populations greater than 18 million. Because
of insufficient historical data, Poland, Pakistan, and Vietnam are omitted.

3 Among other comparability problems are the occasional use of attendance rather than
enrollment data, variations in the time of year for which enrollment is reported, differ-
ences in the length of the school day and school year, and differences in schools included
in the “primary” category (e.g., kindergartens).
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Figure 4.1. Primary school enrollment rate, by country, 1830–1975 (percent of
total population).
Source: Table 4.1.
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of a country’s school age population were enrolled in school, the mea-
sure would be zero. If all of the school age population were enrolled, the
measure in the periods of concern would be in the vicinity of 15 to 20
percent, which is the typical share of those of school age in a country’s
total population. Roughly speaking, a school enrollment rate less than
4 percent signifies relatively little exposure of a nation’s population to
formal education. If, for example, the school age population accounted
for 16 percent of the country’s population, a 4-percent enrollment rate
implies that about one-fourth (4/16) of the school age population is en-
rolled in school. Values in the 4- to 8-percent range can be taken as
signifying a moderate exposure, and values greater than 8 percent indi-
cate substantial exposure. In the figure, to facilitate comparisons among
countries, a horizontal broken line is drawn at 4 percent to help identify
periods when school enrollment in a country was very low. Differences
among countries in peak values, and the trend in these peak values, are
of little analytical significance because they chiefly reflect variations in
the proportion of the school age population. For this reason, and to
reduce confusion in the figure, a country’s curve is not plotted after it
reaches a fairly high level.

The first impression that emerges from the graph is the very lim-
ited extent of formal schooling in most nations throughout much of the
period. In 1850, virtually the entire population of the world outside of
northwestern Europe and Northern America had little or no exposure
to formal schooling. Even by 1940 this was still largely the case in Africa,
most of Asia, and a substantial part of Latin America.

Does the graph offer support for the idea that spread of the technol-
ogy of modern economic growth depended on learning potentials and
incentives that were linked to the development of formal schooling?
The answer, I believe, is yes. Within Europe the most advanced nations
educationally, those in northern and western Europe, were the ones that
developed first. Not until the end of the nineteenth century did most of
southern and eastern Europe start to approach educational levels com-
parable to the initial levels in the north and west, and it was around
this time that these nations began to develop. Outside of Europe the
picture is the same: the leader in schooling is the leader in overseas de-
velopment, the United States. In Latin America, Argentina, the leader in
development there, was in the forefront of educational growth in the last
half of the nineteenth century. The leader in economic growth in Asia,
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Japan, was also ahead on the education front. Japan’s nineteenth-century
educational attainment is clearly distinctive in Asia, and this was true
even before the Meiji Restoration, though important schooling reforms
were introduced in 1872 (Ohkawa and Rosovsky 1965; Passin 1965;
Yasuba 1987). In contrast, note the persistently low educational levels
in Turkey well into the twentieth century. Throughout the nineteenth
century, Turkey was subject in many ways to external economic and po-
litical pressures greater than those experienced by Japan but failed to
modernize technologically.

There is, of course, the matter of cause and effect: Are we look-
ing here at the effect of education on economic growth, or vice versa?
Is the growth of schooling merely induced by the process of economic
growth itself? In theory, this could be the case: the higher income ac-
companying economic growth and increased returns to better educated
workers would stimulate the demand for education. But the evidence in
Figure 4.1 suggests that the growth of formal schooling often antedated
or occurred largely independently of economic growth. Note that in the
United States and Germany development of widespread formal school-
ing clearly preceded the onset of modern economic growth. Note, too,
that for several countries the schooling curves show abrupt upswings
that are not matched by concurrent surges in economic development;
examples are Rumania between 1880 and 1910, the Philippines between
1900 and 1920, and Mexico and Thailand between 1920 and 1940.

There is thus evidence consistent with the notion that formal school-
ing fosters attributes in a population that are conducive to the acquisition
of modern technology. There remains, however, important questions
about the type of schooling and attributes.4 Is it true, for example, that
“the spread of technological knowledge, narrowly considered, is not a
matter of mass education, but of the training of a small elite?” (Parker
1961). If mass education is important, does it have its effect via train-
ing in functional skills such as “the three Rs,” through “screening,” or
via political socialization, either of a broad sort, or more narrowly, in
instilling a discipline appropriate to factory work?5 Or is the function

4 For valuable discussion of some of the questions in this paragraph, see Anderson and
Bowman (1965, 1976); Bowman and Anderson (1977); Cameron (1975); Carnoy (1977);
Harbison and Myers (1964); Stone (1976); World Bank (1980).

5 Bowles and Gintis (1976); Carnoy (1974); Coleman (1965); Dreeben (1968); Foster
(1965); Graff (1979); Katz (1971).
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of education, as some sociological studies suggest, one chiefly of creating
a basic change in human personality – a “modern man” who acquires
aspirations and attitudes especially favorable to the adoption of new
technology? (Form 1979; Inkeles 1973; Inkeles and Smith 1974; McClel-
land 1966).

The present state of knowledge does not, I think, provide satisfac-
tory answers to the question of what types of education have what spe-
cific effects on economic growth, and clearly the answers to the preced-
ing questions need not be mutually exclusive. It seems likely, however,
that a substantial primary education system is essential for sustained
economic growth. The reason for this is clear if one contrasts the
process of achieving higher income levels with that of raising life ex-
pectancy. Thanks to modern public health and medical technology, it
has proven possible to improve life expectancy markedly even among
large populations through measures such as use of pesticides, water
purification, and establishment of sewage systems that require knowl-
edge and action by relatively few specialists (see Chapters 6 and 7).
In contrast, raising productivity levels involves active participation in
new production methods by large numbers of the population – by work-
ers in agriculture, industry, transportation, and so on. This is not to say
that secondary and higher education can be ignored; clearly, one needs
technologists as well as mass education. But increases at higher levels of
education typically go together with the expansion of primary education.
In contrast, education of the elite without mass education is unlikely to
foster economic growth.6

It also seems that the content of education conducive to economic
growth is secular and rationalistic. Although such content has usually
characterized an expansion in mass education, this has not always been
true. Among the countries in Figure 4.1, Spain stands out as a country
whose rate of educational development seemingly exceeded its eco-
nomic growth. A closer look at Spanish education, however, reveals
that, until the twentieth century, it remained closely controlled by the
Roman Catholic Church: “[T]he children of the masses received only

6 In the nineteenth century, educational modernization in the Ottoman Empire, to the
extent it occurred, stressed education of the elite; see Kazamias (1966). The 1950s data
for India presented by Harbison and Meyers (1964, 47) suggest a disproportion of
secondary and higher education relative to primary.
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oral instruction in the Creed, the catechism, and a few simple manual
skills. . . . [S]cience, mathematics, political economy, and secular history
were considered too controversial for anyone but trained theologians”
(Thut and Adams 1964, 62). One consequence of this is that literacy in
Spain fails to show an increase commensurate with what one might ex-
pect from the data on primary school enrollment; even by 1900 almost
two-thirds of the population remained illiterate.

determinants of formal education

In simplest terms, the argument to this point is that the spread of the
technology underlying modern economic growth depended in consider-
able part on the extent to which the populations of different countries
had acquired appropriate traits and motivation through formal school-
ing. But even if the plausibility of this view is tentatively granted, it only
leads to a more fundamental question: How can one explain the im-
mense differences among the countries of the world in the timing and
growth of formal education?

If, to answer this question, one follows the approach of the new
economic history, then the appropriate guidelines are those currently of-
fered by economic theory. This theory centers largely on decision making
in one social institution, the family, and sees the expansion of school-
ing as a voluntary response to growing payoffs to education generated
by economic growth. Government, if it comes into the picture at all, is
seen largely as implementing or ratifying private household decisions
through public action.

Economic incentives may be one of the causes of expansion of mass
education. But the sizable payoffs to child labor in many countries should
caution against placing primary reliance on this explanation because
such payoffs created an incentive to put children to work rather than
to send them to school. Hence, there is need to consider possible mo-
tives to promote education by social institutions other than the family.
Foremost among these other institutions is the government. Education
is a powerful instrument for influencing the minds of individuals in their
formative years. This elementary fact has hardly escaped the attention
of those in society interested in obtaining or maintaining political, social,
and economic power (Field 1979). The result has been that the establish-
ment and growth of mass education have often been the product chiefly
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not of market forces but of political conflicts in which major groups in
a society – groups that frequently vary from one country to the next –
are ranged against each other. At the risk of oversimplification, let me
try to illustrate this point in terms of Figure 4.1.

The most obvious shift in political power with which growth of
mass education has been linked is the establishment of independence
from a former colonial power. This is suggested by the histories of
several countries in southeastern Europe that freed themselves from
Turkish rule in the period before World War I (exemplified in Figure
4.1 by Rumania and Yugoslavia), in the Middle East in the 1920s and
1930s (as illustrated by Egypt), and in Asia and Africa after World
War II (see India, Indonesia, Burma, and Nigeria).7 This implies that
colonialism was a major deterrent to the growth of mass education and
lends support to the “imperialism” explanation for underdevelopment.
But the data in Figure 4.1 also suggest reasons against too hasty a general-
ization of this sort. First, there are cases, though not many, in which colo-
nial governments promoted mass education. The clearest illustration is
the American takeover of the Philippines from Spain; another example
is Japanese policy in Korea (Etō 1980; Grajdanzev 1944). Second, Latin
America’s decolonization in the nineteenth century, with country after
country becoming independent, was not followed by a great upsurge
in mass education; hence, colonialism cannot be the scapegoat there.
Third, there is the counterfactual issue: In the absence of colonial rule
would mass education have been promoted vigorously by independent
governments? It is noteworthy that the historical record for Iran and
Turkey in Figure 4.1 does not differ clearly from that for Egypt when it
was under colonial domination. The same is true of the record for China
compared with colonial India, and of Ethiopia vis-à-vis colonial Nigeria.
Even a casual glance at historical experience makes clear the need to
consider other factors that may have impeded mass education besides
colonialism.

One such impediment is absolute monarchy. The independent coun-
tries I have just mentioned – Turkey, Iran, China, and Ethiopia – were
all absolute monarchies, and in none of these did a substantial trend
toward mass education set in until after autocratic rule ended. To judge

7 Flora (1973) notes the close association in several countries between the date of inde-
pendence and the date when compulsory education was established.
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from Figure 4.1, one sees that the same is true of Russia and Thailand.
Absolute monarchs seem usually to have regarded mass education as
potentially subversive of their power. In contrast, communist govern-
ments have vigorously promoted mass education as an instrument of
political socialization (Azrael 1965; Hans 1964, 1965).

Another deterrent to mass education appears to have been a situ-
ation in which the Roman Catholic Church exercised substantial sec-
ular power. This has already been touched on in the case of Spain; in
Latin America, it was perhaps the dominant factor. The rapid rise of
mass education in Argentina after 1880 and in Mexico after 1920 both
occurred in conjunction with a substantial shift in power from church
to state. Speaking in 1934, Mexican general and ex-president Plutarco
Calles said, “it is absolutely necessary to drive the enemy out of that
entrenchment where the clergy has been, where the Conservatives have
been – I refer to Education.”8 In the Middle East, Islam too frequently
appears to have been a negative influence in the development of formal
schooling.9

For the countries where mass education was already fairly well es-
tablished by the early nineteenth century (represented in Figure 4.1
by Germany, England, France, and the United States), sufficient data
are not available for analyzing their prior historical patterns of educa-
tional growth. One can ask, however, about the factors that set these
countries apart from the rest of the world so early and contributed to
their relatively high levels of schooling. Three influences stand out in
the literature: Protestantism, humanism, and central government ef-
forts at national integration. One of the main tenets of early Protestant
thought, as shaped by leaders like Calvin and Luther, was that “the
eternal welfare of every individual depends upon the application of his
own reason to the revelation contained in the Scriptures.”10 In prac-
tice, this led to advocacy of formal schooling in the vernacular language

8 As quoted in Mecham (1934, 406). In Brazil, however, a shift in power from church to
state does not seem to have played as critical a role in the growth of mass education;
there a shift in political control from conservatives to liberals appears to have been
more important. See Burns (1970, 290, 302–03).

9 On Turkey, see Kazamias (1966, 73–74), and on Iran, see Farmayan (1968, 123). In Egypt,
Islam seems to have been less of an obstacle to educational change; see Vatikiotis (1969,
69–70).

10 Japan seems to have had its own version of the “Protestant ethic”; see Bellah (1957).



P1: FCH/SPH P2: FCH/SPH QC: FCH/SPH T1: FCH

0521829747c04 CB626-Eeasterlin-v1 November 17, 2003 20:18

Why Isn’t the Whole World Developed? 71

so that each individual would have personal access to the Bible. Hu-
manism, which reached fullest expression with the philosophers of the
eighteenth-century Enlightenment, preached the ultimate perfectibility
of humanity and thus also fostered a view favorable to mass education.
Finally, some governments saw mass education as a means of securing
allegiance to the central government at the expense of local authorities
or the church.

The weight of these influences differed from country to country,
and not all operated in each. The role of Protestantism was strongest
in Germany and the United States. It was weaker in England, where
the established Protestant religion was an Anglican version of Roman
Catholicism and the vigorous proponents of education were the non-
conformists. The influence of Protestantism was weaker still in France,
which was predominantly Roman Catholic, although the separation of
church and state was achieved fairly early. The role of humanism was
strongest in France11 and the United States, less so in England, and
least influential in Germany. Nationalism and national integration was
a potent force in Germany and perhaps France but largely absent in
England and the United States (in the latter, formal education systems
were established on a state-by-state basis).

England’s laissez-faire philosophy is thought by some to explain its
lag in educational growth relative to other countries in northwestern Eu-
rope such as Germany. The high educational attainment of the United
States, which also lacked a national education policy, clearly calls this
view into question. The factor that distinguishes the United States and
Germany most clearly from England is the different nature of Protes-
tantism – the much larger representation in Germany and the United
States of what in England would be called nonconformist religions, reli-
gions in the tradition of Calvin and Luther, with their emphasis on each
individual’s ability to be able to read the Bible on his or her own.12

Earlier, in touching on the question of incentives for learning, I sug-
gested that the expansion of formal schooling often signaled a positive

11 Cf. Thut and Adams (1964, 113): “In the end, Frenchmen committed themselves to
the ideas derived from humanism, rather than from Roman Catholic or Protestant
theologies, a development which had profound educational consequences.”

12 The leading role of nonconformists in the British industrial revolution is emphasized in
Hagen (1962, Chap. 13).
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shift in the incentive structure. This survey of the determinants of mass
schooling makes clear the reasoning underlying this statement. A major
commitment to mass education is frequently symptomatic of a major
shift in political power and associated ideology in a direction conducive
to greater opportunities and upward mobility for a wider segment of the
population. This is not to say that it signals complete democratization
of opportunity, but it often represents a sizable break with conditions of
the past. From this point of view the absence of mass education systems
for so long in so many countries of the world is indicative of a double
impediment to the spread of the technology underlying modern eco-
nomic growth: lack of opportunity as well as limited aptitudes to learn
and master new technology.

Major advances in mass education are thus likely to signal sizable
changes in both incentive structures and aptitudes favorable to modern
economic growth. At the same time they are symptomatic of powerful
new political and ideological forces at work in the cultures of the var-
ious countries. The educational system is therefore a key link between
modern economic growth, on the one hand, and a society’s culture, on
the other. Study of the evolution of mass education provides an impor-
tant clue as to when the net balance of the principal cultural forces in a
society shifts in a direction favorable to economic growth.

Some economic historians may object that the study of educational
systems and the forces that shape them leads away from the traditional
concerns of economic history. To this, one may reply that, if this is what
the problem demands, then traditional orientations have to go. In a
broader sense, however, it can be argued that such study is, in fact, a
return to traditional economic history, to economic history in the spirit
of scholars like Marx, Sombart, Weber, and Tawney.

conclusion

In sum, the worldwide spread of modern economic growth has depended
chiefly on the diffusion of a new body of knowledge concerning meth-
ods of production. The acquisition and application of this knowledge by
different countries have been governed largely by whether their pop-
ulations have acquired traits and opportunities associated with the es-
tablishment of mass schooling. From the historical experience of the
world’s twenty-five largest nations, it is evident that the establishment
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and expansion of formal schooling has depended in large part on po-
litical conditions and ideological influences. Thus, the limited spread of
modern economic growth before World War II has been due, at bottom,
to important political and ideological differences throughout the world
that affected the timing of the establishment and expansion of mass
schooling. Since World War II, modern education systems have been
established almost everywhere, the diffusion of modern technology has
noticeably accelerated, and the growing worldwide disparity in living
levels has slowed markedly.
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5

Kuznets Cycles and Modern Economic Growth

In the last two centuries modern economic growth has brought about an
unprecedented shift in the location of economic activity. Before 1800,
the vast majority of the population – more than nine out of ten – lived
and worked in rural areas on farms and in villages. Today, among the
countries leading in economic growth, the situation is virtually reversed,
for eight out of ten people are in urban areas.

This immense redistribution of population and economic activity
did not take place linearly. Rather, in the historical experience of the
leaders, urbanization proceeded at an irregular wavelike pace, erupt-
ing intermittently in a financial crisis and collapse. These long swings
in economic growth are commonly termed Kuznets cycles in recogni-
tion of Simon Kuznets’s pioneering work (Kuznets 1930, 1958).1 Recent
work has linked these Kuznets cycles to even longer-term Kondratieff
movements of around 50 years’ duration (Schön 1998).

In this chapter, I start with the long-term factors making for loca-
tional restructuring of the economy during modern economic growth
and then describe the mechanisms that caused this process to proceed
in wavelike fashion in market economies. The need for similar research
on the current experience of today’s less developed economies is then
noted.

Reprinted with permission in revised form from “Locational Restructuring and Financial
Crisis,” Structural Change and Economic Dynamics 11 (2000): 129–38. C© 2000 by Elsevier
Science.
1 Other early contributors include Burns (1934), Isard (1942a,b), and analyses of the

building cycle surveyed in Abramovitz (1964).
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Figure 5.1. Percentage of population in urban places, Europe and Asia, 1000–
2000.
Source: 1000–1925: United Nations 1977, p. 13; 1950–2000: United Nations 1988,
p. 90.

long-term causes of locational restructuring

The dramatic impact of modern economic growth on the location of
economic activity is illustrated in Figure 5.1, which presents remarkable
time series on urbanization in Europe and Asia spanning a millenium. In
Europe, in the eight centuries before 1800, the percentage of population
in urban places (those with 5,000 or more inhabitants) hovered around
7 percent; thereafter, with the onset of modern economic growth, this
figure rose in less than two centuries to an average for Europe as a whole
tenfold greater, or to 70 percent. For western and northern Europe, the
leading areas in economic growth, the urban proportion at the end of
the twentieth century exceeded 80 percent (United Nations 1998, 93).
In the twentieth century, as economic growth spread to Asia, a similar
shift began there – from less than 10 percent at the start of the century
to 30 percent at its end.

The basic cause of this locational restructuring of the economy was
the new technology underlying modern economic growth, especially
manufacturing and transportation technology. In preindustrial condi-
tions, manufacturing was done for small local markets by artisans work-
ing with hand tools in shops, at home, or as itinerant craftsmen. Hence,
manufacturing activity was widely distributed among towns and villages.
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Aside from commerce, the few cities that existed offered little in the way
of special locational advantages for economic activity.

The new manufacturing technology that came into being with the
era of modern economic growth has dramatically altered the locational
distribution of economic opportunities, producing sharp geographic cost
and revenue differentials that especially favor cities and towns with good
access to transportation or certain mineral resources. The underlying
market forces reflect changes both in supply and demand conditions
(Easterlin 1999b; Kelley and Williamson 1987).2

On the supply side, the key element has been the widespread imple-
mentation of mechanized production based on the new inventions of the
First and Second Industrial Revolutions – especially those in power and
industrial materials (Table 5.1). The new industrial technology shifts the
balance sharply in favor of urban locations partly because it involves
sizable economies of scale that have led a growing number of industries
to replace shops by factories as mechanization supplanted hand produc-
tion. Because of their larger scale of operation, factories, unlike shops,
require access to a major population, such as that of a town or city, for
their labor supply and product markets. Urban locations for manufactur-
ing have also been favored because the new technology requires natural
resource inputs, especially minerals, that are much less ubiquitous than
the agricultural and forest resources on which preindustrial manufactur-
ing is based. Hence, location is typically favored at or near the sources of
the new industrial inputs or at transport points that make these inputs
cheaply available and also provide access to high-population–density
product and labor markets.

As producers have responded to new opportunities, a corresponding
shift to urban areas has occurred in the geographic distribution of the
demand for labor. The supply of labor, however, remains disproportion-
ately concentrated in rural areas because rates of natural increase of the
population there have been as high or higher than that of urban pop-
ulation. The resulting demand–supply labor imbalance has caused an

2 It is encouraging to note an upsurge of interest among economists in the causes of city
growth (Glaeser 1998; Krugman 1998). Perhaps in the future this work will begin to ex-
plore the links between the substantive nature of technological change and city growth,
past and future, drawing on related work by demographers and economic historians.
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excess of urban over rural wages and induced migration to urban ar-
eas. City and town growth has been reinforced by several factors. First,
application of the new technology to internal transportation has led to
the emergence of a transport grid accentuating the cost advantage of
cities located at key junctions in the network. Second, “agglomeration”
economies have added to the opportunities in cities and towns. For ex-
ample, industries serving consumers, such as printing and publishing,
have been attracted to cities and towns by the concentration of work-
ers and consumers that have been induced to locate there by the new
manufacturing and transport technology.

The new technology also has an impact on location via consumer
demand because it gives rise to an unprecedented growth in real pro-
ductivity and thereby in real per capita income. With income rising,
consumer demand grows more rapidly for high-income-elasticity man-
ufactured products than for low-income-elasticity food products. Also,
the relatively higher price elasticity of demand for manufactures rein-
forces the favorable effect on the market for manufactured goods. Be-
cause production of manufactured products is becoming more heavily
concentrated in urban areas, the effect of the shift in demand toward
manufactures is to reinforce the centralizing tendency of the new tech-
nology. The result is to expand the job opportunities further in urban
areas and hence the attractiveness of these areas to rural job seekers,
adding to the flow of migrants to towns and cities.

causes of wavelike movements in
locational restructuring

Over the long term, the combined impact of the new technology and
rising incomes associated therewith has been a great impetus to geo-
graphic concentration of production, centering on cities and towns. But
the process of urbanization does not proceed monotonically. Rather,
under free-market conditions, the introduction of the new technology
and the associated rise in urbanization occurs in a succession of invest-
ment booms and busts. In the history of today’s free-market developed
countries, these investment fluctuations took the form of Kuznets cycles,
typically averaging about 15–25 years in duration. These movements
are clearly discernible in the early development of the United States
in the period from 1840 to World War I in series for major economic
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Figure 5.2. Residential construction and labor and capital inflows, United States,
1840–1913.
Source: Easterlin 1968b, p. 218.

magnitudes relating to output, such as residential construction, and
inputs, such as immigration and net capital imports (Figure 5.2). The
roughly synchronous movements in these magnitudes cannot be a sta-
tistical artifact; only raw annual data are plotted in the figure and each
series comes from a different statistical source.
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The key to understanding the mechanisms underlying a Kuznets cy-
cle is that real investment occurs in a two-stage sequence – investment
in a new production technology followed by investment in urban in-
frastructure, the latter brought on by a surge in new household for-
mation due chiefly to rural-to-urban migration (Easterlin 1968b). The
second stage of infrastructure investment reinforces and sustains the
growth of aggregate demand set off by the first-stage investment in new
technology and dampens the tendency toward shorter-term business cy-
cle recessions in the economy. It is particularly during the second stage
of the investment boom that the locational restructuring of the economy
takes place.

The sequence of events during a Kuznets cycle takes the following
stylized form (for specific evidence, see Easterlin 1968b). At the start,
an upsurge in investment in a new technology raises the growth rate of
aggregate demand. The demand for labor rises in the urban centers sit-
uated favorably for the development of the new technology. Initially,
the growing labor demand in urban centers is satisfied predominantly
from local sources by drawing on the pool of underemployed or unem-
ployed workers, by greater labor force participation of marginal workers
in urban centers, and by lengthening hours of work. Marriages by city
dwellers that had been postponed because of previously adverse labor
market conditions are now consummated, giving rise to an increase in
household formation and births.

There remains, however, a fundamental imbalance in the locational
distribution of labor demand and supply: the growth of demand is con-
centrated largely in urban areas, whereas the growth of population and
labor supply is more marked in rural areas. As the local reservoir of labor
in urban areas is depleted, this demand and supply imbalance heightens,
and the growth rate of real wages in urban areas rises. Younger workers
from nearby and, eventually, more distant rural areas are attracted to
the better-paying employment opportunities in the newly expanding ur-
ban centers. The result is an upsurge in rural–urban internal migration,
and, also, in the case of the United States, immigration from abroad.
The inflow of migrants raises the growth rate of urban population and
provides a major new impetus to urban household and family formation.

In turn, the upsurge in urban household and family formation in
urban areas further stimulates the growth of aggregate demand. New
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residential building booms. Municipal spending on roads, water sup-
ply, sewage disposal, and schools rises. Private investment in consumer-
oriented businesses is promoted such as retail trade, entertainment, and
personal services. There is a bunching of household spending on home
furnishings, appliances, and the like, as new homes and families are
established.

This induced growth of spending due to new household formation
and urban development sustains and reinforces the expansion set off
by the first-stage investment in new technology. A real estate boom
takes shape. Banks and other lenders are increasingly drawn to the new
profit opportunities, and short- and long-term funds from abroad are at-
tracted. As confidence soars with the protracted boom, lenders become
more lenient in assessing applications for new credit or credit renewal,
and speculative lending for real estate and other purposes mounts. At
the same time, however, the best opportunities from the first-stage in-
vestment in the new technology are becoming gradually exhausted, and
rising labor and capital costs are starting to cut into profit margins. Loan
defaults begin to rise. Banks start to call in loans, business bankruptcies
turn up, and some banks begin to fail. Foreign capital begins to pull out
as the threat of default mounts. A financial crisis erupts, and the boom
collapses.

In the resulting recession-depression, economic slack reemerges.
Factor input costs become lower, setting the stage for a new burst of
private investment. According to some analysts, a new Kuznets cycle is
born from the old one (Schön 1998, 2000). In the first Kuznets cycle –
a “transformation” phase – a new production technology, such as elec-
tricity generation and transmission, is refined to the point at which the
prices of the new capital embodying the technology eventually drop
sharply. The relatively cheap cost of the new technology, that is, elec-
tricity, starts to induce its widespread adoption in many industries – a
“rationalization” phase – in this case the electrification of manufacturing
production. Associated with the general adoption of the new technol-
ogy is a new pattern of central locations and rural–urban population
redistribution, leading to a new urban boom and a new Kuznets cycle
expansion. The two successive Kuznets cycles, the transformation cycle
followed by the rationalization cycle, produce in combination a roughly
50-year movement that has come to be called a Kondratieff.
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implications for today’s less developed economies

It is over three decades since Moses Abramovitz announced “The Pass-
ing of the Kuznets Cycle” in the United States (his 1968 paper is reprinted
in Abramovitz 1989, Chap. 9). The onset of modern economic growth in
many parts of the less developed world, however, raises the possibility
of a rebirth of Kuznets and Kondratieff cycles there as the demands of
modern technology induce an urban restructuring of the economy under
largely free market conditions.

The 1990s debacle in southeast Asia is widely interpreted as a purely
financial crisis (cf. Dow 1998 and references therein). Strangely lacking
in the extensive postmortems is reference to the nonfinancial side of
the economy. Yet clearly, capital flight was a product of financial sys-
tem weakness that, in turn, had its roots in the inability of nonfinancial
businesses to meet their loan obligations. What was the nature of the
problems leading to widespread loan default?

I do not know enough about southeast Asia to answer this question,
but it is possible that the real-economy origins of the crisis lay in the lo-
cational restructuring of the economy engendered by modern economic
growth. What immediately brings to mind the parallel of recent south-
east Asian experience to the earlier experience of the United States is
the marked upsurge in capital inflows followed by precipitous collapse
that occurred in both places (regarding the American experience, note
the bottom panel of Figure 5.2).

But there are several other parallels. Rapid urbanization has been
taking place in southeast Asia accompanied by substantial rural–urban
migration (Chen, Paolo, and Hania 1998; Pernia 1998; United Nations
1998). Also, in southeast Asia, as in the nineteenth-century United
States, government regulation of the banking system and of private for-
eign borrowing was weak or nonexistent. In both places, rapid economic
expansion led to surging imports and thereby a worsening balance of
payments (Parker 1998; Williamson 1964). Labor shortages induced ris-
ing immigration in the nineteenth-century United States as in parts of
southeast Asia at the close of the twentieth century (Mochizuki 1998).

A thorough exploration of the relevance of the Kuznets cycle hy-
pothesis to southeast Asia, or less developed economies more gener-
ally, requires the compilation and analysis of detailed time series on
magnitudes such as private investment, government expenditure, and
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household spending by type; urban labor force growth by industry, oc-
cupation, and component of change; urban household formation; mar-
riages and births; wage rates, unemployment rates, and average weekly
hours in urban labor markets; as well as a myriad of financial statistics.
But the foregoing may be enough to suggest that there are symptoms
in southeast Asia of real-side economic developments similar to those
that eventuated in major financial crises in the historical experience of
developed economies.

True, the world environment today is different from that of the past.
Capital markets are more highly integrated throughout the world. Ag-
gregate demand management via domestic and international macroeco-
nomic policy is a new force, and governments generally play a larger role
in the domestic and world economy. Perhaps most important, today’s
less developed economies have available a varied pool of accumulated
production technologies that were introduced sequentially in the his-
torical experience of the developed countries – technologies with some-
what different urbanization patterns (cf. Table 5.1, columns 2 and 3).
This technological pool makes it possible, in principle, to forestall the
exhaustion of profit opportunities specific to a given technology by tran-
sitioning seamlessly to another. Such a passage, however, calls for a high
degree of flexibility in the real stock of human and physical capital,
the existence of which seems doubtful. It is perhaps time to return to
the study of Kuznets cycles. The rapidly growing economies of the less
developed world offer a laboratory of vast potential.
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Industrial Revolution and Mortality Revolution:
Two of a Kind?

Ever since the establishment of economic history as an independent dis-
cipline, the causes of the Industrial Revolution have been its Holy Grail.
The reason for this quest is not hard to find, for the Industrial Revolu-
tion marks the onset of an epochal change in the material well-being
of humanity, the era of modern economic growth. In northwestern Eu-
rope, where the Industrial Revolution first occurred, the improvement
in the level of living of the average person over the past two centuries
has been tenfold or more, representing a rate of advance unprecedented
in human history.

In demographic history, however, a quite different revolution has
been the focus of attention, that in human life expectancy. Since 1870,
life expectancy at birth in many areas of the world has soared from
values around 40 years or less to 70 years or more. The reduction in
mortality has been accompanied by an associated improvement in health
as the incidence of contagious disease has dramatically lessened. This
lengthening of life and associated reduction in morbidity brought about
by the “Mortality Revolution” has meant at least as much for human
welfare as the improvement in living levels due to modern economic
growth. Certainly the Mortality Revolution has substantially affected a
much wider segment of the world’s population.

Surprisingly, the Mortality Revolution has gone largely unremarked
in the discipline of economic history. The indexes and tables of contents

Reprinted with permission in revised form from “Industrial Revolution and Mortality
Revolution: Two of a Kind?” Journal of Evolutionary Economics 5, 4 (1995): 393–408. C©
1995 by Springer-Verlag.
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of economic history textbooks and of scholarly overviews of modern eco-
nomic history reveal a startling absence of entries relating to mortality,
life expectancy, health, morbidity, public health, and the like. Economic
historians have, of course, made major contributions to demographic
history; one need only refer to the classic study of Wrigley and Schofield
(1981) and the large literature associated therewith. But almost all of
the attention of economic historians working on demographic topics has
focused on the period before the Mortality Revolution, when advances
in life expectancy, to the extent they occurred at all, were much smaller
in magnitude, irregular, and limited in geographic scope.

One might claim that economic historians’ emphasis on the Indus-
trial Revolution is justified because the Mortality Revolution is simply
an effect of the Industrial Revolution. In this view the improvement
in living levels, and particularly in nutrition brought about by modern
economic growth, led inevitably to improved health and mortality. This
argument is often attributed to the British scholar of medical science
Thomas McKeown (1976). Work on physical stature by Robert Fogel
and several of his collaborators has also been charged with this view
(Perrenoud 1991 and citations therein), although later work by Fogel
(1993) appears noncommittal. But even if the Mortality Revolution were
simply an effect of the Industrial Revolution, there is no reason for pass-
ing so lightly over a development of such unique significance for human
welfare. Moreover, the improvement in health associated with the Mor-
tality Revolution may itself have had a significant, independent impact
on productivity and thus on economic growth (Easterlin 1996, Chap. 7;
Over et al. 1992).

In the first serious attempt to deal quantitatively with the sources of
mortality improvement, Samuel Preston (1975) found, contrary to the
McKeown thesis, that economic growth played a very small role in the
improvement of life expectancy, although his focus was on a somewhat
later period, the 1930s to the 1960s. Critical assessments specifically of
McKeown’s analysis have raised important doubts about major parts
of his argument (Kunitz 1987; Szreter 1988). A wide-ranging synthesis
of work on European demographic history also reached a largely nega-
tive view of the McKeown position (Schofield, Reher, and Bideau 1991).

This chapter, though siding with the conclusions of the latter camp,
proposes a somewhat different conception: that the Industrial and
Mortality Revolutions should be seen as the result of technological
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breakthroughs in their respective areas. These breakthroughs should,
in turn, be viewed as resulting from a common source, the emergence
and growing dominance of a scientific approach to the quest for human
knowledge. Also, by noting parallels and contrasts between the Indus-
trial and Mortality Revolutions, this chapter aims to make the point that
comparative study of the two should prove fruitful.

The question of whether the Mortality Revolution has been due to
modern economic growth is addressed first, and the conclusion pre-
sented is that neither facts nor theory support this position. Next con-
sidered is how Preston’s analysis of the sources of mortality change has
a direct counterpart in Robert Solow’s earlier pioneering article on the
sources of economic growth and how qualitative evidence supports their
virtually identical conclusions that technological change in the relevant
area was the prime mover. Finally, the Industrial and Mortality Revo-
lutions are linked to the emergence of an empirically bound approach
to knowledge followed by a discussion of how the differences in timing
of the two revolutions are related to the evolution of different fields of
scientific knowledge.

economic growth and mortality

In assessing whether the Mortality Revolution is an effect of modern
economic growth, it is helpful to start with some of the principal facts.
Around the middle of the nineteenth century, life expectancy at birth
for both sexes combined in the major regions of the world fell in a band
extending from the low 20s to the low 40s. By 1990, the range for these
areas extended from the high 50s to the high 70s except for sub-Saharan
Africa. Even there, the last area in which the Mortality Revolution has
taken place, life expectancy had broken out of the lower band and by
1990 was almost 50 years.

Although the Mortality Revolution started later than modern eco-
nomic growth – in the latter part of the nineteenth century rather than the
late eighteenth – the geographic pattern of diffusion is similar. Broadly
speaking, the Mortality Revolution spread from northwestern Europe
and its overseas descendants to eastern and southern Europe and Japan,
then to Latin America, followed by the Middle East and Asia, and fi-
nally sub-Sahara Africa. But the spread of the Mortality Revolution has
been much more rapid than that of modern economic growth. Because
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of this, the widening in international differences in life expectancy that
occurred before World War II has been greatly reduced. In several Third
World areas today, life expectancy is not far from the developed areas
average of 74 years.

If the Mortality Revolution were simply an effect of modern eco-
nomic growth, it is hard to explain its later start and much more rapid
spread. Moreover, the international convergence in life expectancy that
has been occurring stands in marked contrast to the persisting large dif-
ferences between most leading and following areas in economic growth,
as measured by real GDP per capita (cf. Chapter 3, Table 3.3).

Historical demographers identify an earlier phase of improvement
in mortality from the late seventeenth to early nineteenth centuries.
But this improvement appears to have been confined to a few coun-
tries of northwestern Europe, and even in some of these areas, the
mid-nineteenth century witnessed stable or even worsening mortality
conditions (Schofield et al. 1991; Vallin 1991). Moreover, in the coun-
tries where life expectancy improved in the early period, the rate of
improvement was only about a third of that in the century after 1870
(United Nations 1973, 111). In Great Britain, the improvement was little
more than a return to the level of life expectancy prevailing in the Eliz-
abethan period (Wrigley and Schofield 1981). Thus, the evidence that
economic growth caused a concurrent improvement in life expectancy
in the areas where the Industrial Revolution first occurred is, at best,
mixed. This supposed association is also undermined by the contin-
ued occurrence of major advances in life expectancy between World
Wars I and II in several developed countries despite stagnant economic
growth.

Note also that, before World War II, the Mortality Revolution ap-
pears to have occurred in some areas of the Third World under condi-
tions of little or no economic growth. Survival rates of the Korean pop-
ulation improved before 1940 despite declining living levels (Kimura
1993). Similarly, in British Guiana, Cuba, the Philippines, Sri Lanka,
and Taiwan, life expectancy improved noticeably before 1940 with lit-
tle or no evidence of sustained economic progress (Balfour et al. 1950;
Barclay 1954; Diaz-Briquets 1981, 1983; Mandle 1973; Newman 1965;
Sarkar 1957). This occurrence of the Mortality Revolution in the ab-
sence of modern economic growth is true of parts of sub-Saharan Africa
in recent decades (see Chapter 7, Figures 7.3 and 7.4).
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Thus, the facts of historical experience do not fit well with the view
that the Mortality Revolution is largely an effect of modern economic
growth. There is the noticeably later onset of the Mortality Revolution
than modern economic growth and the mid-nineteenth-century stagna-
tion of mortality in the leading areas of economic growth. There is also
the much more rapid spread of the Mortality Revolution than modern
economic growth and the occurrence of the Mortality Revolution at
quite low and in some cases stagnant levels of economic development.

Nor is it clear analytically that modern economic growth would nec-
essarily lead to improved life expectancy. The argument for this linkage
stems from focus on only one feature of modern economic growth, the
increase in real per capita income. The resulting improvement in food
and nutrition, clothing, and shelter, it is argued, must have increased
resistance to disease and thus raised health and life expectancy.

But in the disease environment prevailing at the time of the Industrial
Revolution, another systematic feature of modern economic growth, ur-
banization, tended to affect life expectancy adversely. In every country
that has experienced modern economic growth, a predominantly rural
population has been transformed into a primarily urban one, and fac-
tory production has replaced manufacturing in homes and shops (see
Chapter 5). Before the Industrial Revolution and throughout most of
the nineteenth century, urban mortality rates were much higher than
rural. For example, in the three departments of France containing the
cities of Paris, Marseilles, and Lyon, life expectancy at birth was seven
to eight years less than that in France as a whole throughout the first six
decades of the nineteenth century (Preston and van de Walle 1978; see
also Chapter 7, Figure 7.1 herein).

From an epidemiological point of view, the effect of the redistribu-
tion of population to urban areas and concentration of manufacturing
production in factories in the nineteenth century was to increase the
exposure of the population to contagious disease markedly. Schofield,
Reher, and Bideau (1991) put it this way:

[T]he rapid process of industrialization and urbanization in nineteenth-century
European society created new obstacles to improved health. Towns had always
been characterized by higher mortality rates due mainly to greater population
densities which facilitated infection and filth; and during the nineteenth century
increased proportions of the population were living in these urban centers. The
poor living conditions of the age were probably one of the principal reasons why
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mortality ceased to improve during most of the central decades of the century.
(Schofield et al. 1991, 14; see also 170, 179)

A more comprehensive assessment of linkages between modern eco-
nomic growth and life expectancy (e0) before the Mortality Revolution
would thus look as follows:

(6.1) Economic growth → higher per capita income → higher resistance
→ higher e0

(6.2) Economic growth → urbanization → greater exposure to disease
→ lower e0

Thus, although modern economic growth may have increased resistance
to disease, it also increased exposure, and the net balance of these two
factors is not clear.

This argument is consistent with evidence of decreasing mortality in
the first part of the nineteenth century in some geographic subdivisions
of Great Britain, or, indeed, in the rural and urban sectors generally
(Woods and Woodward 1984). At any given time overall mortality is a
weighted average of mortality in rural and urban areas with the weights
comprising the shares in total population of the rural and urban sectors.
Over time, a growth in the share of the higher mortality urban sector
raises mortality. At the same time, mortality may be declining within
the rural sector, urban sector, or both if economic growth is raising
living levels and resistance to disease. The net result of the shift between
sectors and the within-sector change is ambiguous. In actual historical
experience, the overall outcome appears to have been stagnation or, at
best, mild improvement in life expectancy evident throughout most of
the nineteenth century in the areas undergoing rapid economic growth.

biomedical technological change and mortality

If the Mortality Revolution is not due to the Industrial Revolution, what
then is its cause? In considering this, it is useful to proceed with parallel
attention to the sources of mortality change and of modern economic
growth.

In the study of modern economic growth, Solow’s (1957) parti-
tioning of the sources of economic growth into technical change and
input growth is widely recognized as a classic. In his analysis, Solow



P1: FCH/SPH P2: FCH/SPH QC: FCH/SPH T1: FCH

0521829747c06 CB626-Eeasterlin-v1 November 17, 2003 20:20

90 The Reluctant Economist

∆y due to
shift in

function

∆y due to
movement

along function

y

y 2

y1'

y 1

x1 x 2 x

Solow (1957): y = output/man-hour
x = capital/man-hour

Preston (1975): y = life expectancy at birth
x = real national income per capita

Figure 6.1. Sources of economic growth (Solow 1957) and sources of increased
life expectancy (Preston 1975).

differentiated between the growth in output per man-hour due to (a)
movements along a production function as inputs per man-hour in-
creased and (b) shifts in the production function associated with “techni-
cal change.” An analogous undertaking, done independently of Solow’s
work and no less deserving of classic status, is Preston’s (1975) division
of the advance in life expectancy into that due to improvements in health
technology and that due to modern economic growth as measured by
real national income per capita. The parallel in the analytical concep-
tion of the two studies is brought out in Figure 6.1. Preston reasoned
that, with health technology given, an improvement in real per capita
income would tend to raise life expectancy, a movement along the lower
curve in Figure 6.1, which might be thought of as a “health production
function” relating input (per capita income) to output (life expectancy).
However, at given levels of per capita income, advances in health tech-
nology would also raise life expectancy (an upward shift of the curve in
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Figure 6.1). Using cross-sectional data for several countries in 1930 and
1960, Preston arrived at an empirical result for world life expectancy re-
markably similar to Solow’s for American economic growth from 1909
to 1949, namely, about 75 to 90 percent of the advance was attributable
to technological change.

In discussing how modern economic growth itself might affect life
expectancy, Preston, like other scholars, stressed the role of improved liv-
ing levels. One might claim that there are other links between economic
growth and the Mortality Revolution not captured in Preston’s estimate
and that the causal role of economic growth in raising life expectancy
is consequently greater than he estimated. One such argument is that
the higher income resulting from modern economic growth is essential
to financing increased private and government expenditures associated
with improved health technology. But the measures necessary to im-
plement advances in health technology do not seem to have required,
on average, anything like the capital expenditures necessary for mod-
ern economic growth. If they did, then less developed countries (LDCs)
would have been hard put to implement public health programs in the
twentieth century without substantial external aid. Although such aid
existed, its quantitative significance was trivial. An assessment published
in 1980 concluded that “total external health aid received by LDCs is less
than 3% of their total health expenditures” (Preston 1980, 315; see also
Chapter 7 herein). Clearly, despite their low levels of economic devel-
opment, LDCs were able almost entirely on their own to fund imple-
mentation of advances in health technology.

Against this argument aimed at raising the contribution of economic
growth to longer life expectancy, one can set the counterclaim that Pre-
ston’s analysis overstates the contribution of economic growth because
the twentieth-century data he uses do not fully reflect the aforemen-
tioned nineteenth-century differential between urban and rural mor-
tality. As discussed later in this section, from the latter part of the
nineteenth century onward, improvements in health technology pro-
gressively reduced the excess of urban over rural mortality. The even-
tual effect of this was to eliminate the adverse impacts on life expectancy
associated with the increase in urbanization accompanying modern eco-
nomic growth and to allow the positive effects due to higher living levels
to predominate; in other words, relationship (6.1) came to dominate re-
lationship (6.2). Stated in terms of Figure 6.1, the effect of improved
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health technology in reducing the excess of urban over rural mortality
was to increase the slope of the curve relating life expectancy to real na-
tional income per capita. In using cross-sectional data for 1930 or later
years to estimate the effect of economic development on life expectancy,
Preston’s analysis fails to allow for this. Consequently, Preston’s estimate
understates the role of technological change and overstates the contri-
bution of economic growth. Conceivably, the relationship between life
expectancy and real national income per capita will be altered once
again as degenerative diseases replace infectious diseases as the focus
of health technology.

Both Solow’s and Preston’s analysis assess the quantitative contribu-
tion of technical change as a residual, that is, the change in the variable
on the y-axis that is not explained by that in the variable on the x-axis.
Both authors acknowledge the uncertainty in identifying technological
change with the residual. Solow’s article, as is well known to economists,
set in motion a substantial train of research on “growth accounting.” This
work seemed destined for a time to replace technological change as the
primary source of economic growth with factors such as capital accumu-
lation and improved labor quality. Eventually, Richard Nelson pointed
out the high degree of interdependence between technical change and
these factor inputs and suggested that an appropriate conception would
recognize technical change as the “binding constraint” on the system
and as being primarily responsible for the changes observed in the fac-
tor inputs (see Nelson 1973 and the citations to the growth accounting
literature therein).

All of this work has in common a black box approach to technologi-
cal change. But if technological change, whether in production methods
or health technology, is, in fact, the prime mover in the Industrial and
Mortality Revolutions, then the literature specifically on production
methods and mortality should itself provide microlevel evidence of im-
portant and widespread technological innovations. This, of course, is
what one finds, and this finding provides the crucial positive support for
Solow’s and Preston’s conclusions as well as Nelson’s. In economic his-
tory, the Industrial Revolution is typically defined by the occurrence of
three major technological developments – steam power, wrought iron,
and textile machinery – and the account of subsequent economic growth
is built around a history of continuing and widespread invention and
innovation (Landes 1969; for a good chronology of major economic
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inventions, see Woodruff 1967, 200–63). In like fashion, but less well
known to economic historians and economists, the Mortality Revolution
is marked by several major technological developments in the control of
communicable disease. What follows are some of the highlights; a fuller
description appears in Chapter 7.

The spearhead of technological change was “the sanitation move-
ment,” which, from the 1850s onward, gained increasing momentum,
leading to the gradual establishment in urban areas of effective sewage
disposal, pure water supplies, paved streets, and safer food supplies. A
critical engineering innovation of the sanitation movement was the con-
struction of ceramic pipes through which sewage could be carried away
to distant locations by the use of water (McNeill 1976). This, in turn,
required more abundant supplies of water.

In economic history it is not hard to find examples of technolog-
ical advances that precede understanding of the underlying scientific
mechanisms. In demographic history the sanitation movement provides
a similar example. Its foremost exponent, Edwin Chadwick, based his
proposals for cleaning up the cities on epidemiological evidence of the
association between “filth” and disease that he interpreted in terms of
the miasmatic theory of disease, which linked disease to bad smells and
“vapors.” The theory was wrong, but the policy conclusions that he drew
were correct.

In the second half of the nineteenth century the work of Pasteur,
Koch, and others gradually established the validity of the germ theory
of disease and identified the role of carriers (vectors) in the dissemi-
nation of disease (Biraben 1991). This work laid the foundations for
major breakthroughs in the control of contagious disease in numerous
ways. It reinforced and expanded the budding public health movement.
It strengthened the sanitation movement and efforts to quarantine and
isolate disease victims. It established the fundamental importance of
pure water and safer food supplies as well as the need for pest control
such as via swamp drainage and rodent control. It led to the growth of
public education in personal hygiene and the care and feeding of in-
fants. In medicine, it advanced the work of Lister and others, leading to
the development of aseptic surgery, and brought about increased clean-
liness in hospitals. It also resulted in a new medical research strategy:
identification of the causal agent and carrier, and, based on this, the
development of new preventive or therapeutic measures. One of the
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first payoffs from this work was that, from the 1880s onward, immuniza-
tion started to become practicable against a growing number of diseases
(diphtheria, cholera, pertussis, etc.).

Many of these measures first affected the health and mortality con-
ditions of the urban population. This was because the measures tended
to focus especially on urban conditions, as in the case of the sanitation
movement, or because the urban population, by virtue of its greater
density, could more readily be reached, as in the case of immunization
and education measures. The result was a progressive narrowing of the
urban–rural mortality differential in the latter part of the nineteenth
century (see Chapter 7, Figure 7.1).

It is sometimes possible to link specific advances in health technol-
ogy to reductions in the prevalence of specific diseases; a notable exam-
ple is the effect of the purification of water supplies on typhoid fever
(Condran, Williams, and Cheney 1984). But many of these advances af-
fected a variety of diseases, and thus a one-to-one association between
a given innovation and specific disease mortality is not easily found. In
this respect, several of the advances in health technology are similar
to general purpose inventions in production technology, such as those
in power and materials, that in time affect productivity in numerous
industries.

Other similarities and differences between the two revolutions come
to mind. One is new types of organization. In many manufacturing in-
dustries, implementation of the new production methods entailed the
replacement of shop or home production by the factory. With regard to
public health, one of the early authorities in the field, C.E.A. Winslow,
has “argued that, in assigning responsibility for rapid health progress,
the discovery of the possibility of widespread social organization [i.e.,
the public health system] to combat disease could almost be placed
alongside the discovery of the germ theory in importance” (Preston and
Haines 1991, 207). The growth of universal schooling, too, played a part
in both revolutions, but female education appears to have been much
more important than male in the Mortality Revolution (Cleland and van
Ginneken 1988; Sandiford et al. 1995). This difference is due to the tradi-
tional gender division of labor in which males are primarily responsible
for market work and females for management of the household and thus
for personal hygiene and health conditions in the home (Ewbank and
Preston 1990).
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Clearly, both revolutions also required entrepreneurial skill and ini-
tiative of the Schumpeterian type to bring about technological inno-
vation. But although the profit motive and private property are often
featured as key movers in the Industrial Revolution, their role in the
Mortality Revolution is more problematic. In the early phase of the
Mortality Revolution, private property and the pursuit of profit were
more of an obstacle than a stimulus (see Chapter 7). Successful pub-
lic health measures often required overriding personal property rights,
such as those of slum landlords in the case of sanitary reform (Kearns
1988), or farmers in the case of tuberculosis-infected cows. It is pertinent
to note social historian Michael Flinn’s report of the views of economist
Nassau Senior, one of the foremost mid-nineteenth-century advocates
of laissez-faire in the economic realm:

Accepting the horrifying descriptions [of the great towns in] reports of 1838 as
essentially accurate, Senior asked “What other result can be expected, when any
man who can purchase or hire a plot of ground is allowed to cover it with such
buildings as he may think fit, where there is no power to enforce drainage or
sewerage, or to regulate the width of streets, or to prevent houses from being
packed back to back, and separated in front by mere alleys and courts, or their
being filled with as many inmates as their walls can contain, or the accumulation
within and without, of all the impurities which arise in a crowded population?”
He concluded that “with all our reverence for the principle of non-interference
[laissez-faire], we cannot doubt that in this matter it has been pushed too far.
We believe that both ground landlord and the speculating builder ought to be
compelled by law, though it should cost then a percentage of their rent and profit,
to take measures which shall prevent the towns which they create from being
the centres of disease.” (Flinn 1965, 39)

The eighteenth-century Industrial Revolution was succeeded in the
nineteenth and twentieth centuries by a continuing flow of inventions
in production, distribution, and transportation, leading to ever-growing
economic productivity. Much the same is true of the Mortality Revolu-
tion and its effect on life expectancy. Analogous to the Second Indus-
trial Revolution of the late nineteenth century, demographers identify
a Second Mortality Revolution toward the middle of the twentieth cen-
tury. John Durand (1960, 345) observed that “a second revolution in the
technology of disease control began about 1935 and progressed rapidly
during the 1940s and 1950s, with major advances . . . in the fields of immu-
nization, chemotherapy, and chemical control of disease vectors.” It is
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common to think of the First Industrial Revolution as being due largely
to empirical advances, and the second as influenced more by advances
in basic science. Similarly, the scientific basis of the Second Mortality
Revolution appears to have been greater than that of the first. More
recently, innovations in the prevention and treatment of coronary dis-
ease have resulted in sharp increases in life expectancy at older ages –
perhaps a Third Mortality Revolution to go along today with a Third,
computer-based, Industrial Revolution. All of this serves to underscore
the point that substantive evidence on technological change points to
its central role in both the Mortality Revolution and modern economic
growth.

industrial revolution and mortality revolution: two
of a kind!

In a characteristically eloquent essay on “Why Economists Have Not
Explained the Industrial Revolution,” McCloskey asserts that “we have
learned many nots: that industrialization was not a matter of foreign
trade, not a matter of internal reallocation, not of transport innovation,
not investment in factories, not education, not science” (McCloskey
1994, 20). In elaborating this argument McCloskey treats the Industrial
Revolution as sui generis, as do economic historians and economists
generally. But if the Mortality Revolution is a development analogous
to, but not caused by, the Industrial Revolution, then it would seem
useful to ask with reference to possible causal factors, What do the
two revolutions have in common? Is it more than mere accident that
two such unprecedented events in the long span of human history have
occurred fairly close together? And why was the onset of the Mortality
Revolution later than that of the Industrial Revolution?

Viewing the two revolutions together, one is immediately forced
away from purely economic explanations. Such things as foreign trade,
capital accumulation, private property, and the pursuit of profit are, at
best, of questionable importance in causing the Mortality Revolution.
But what the two revolutions do have in common is, of course, rapid
technological change. Moreover, rapid technological change is not a one-
time thing; rather, the two revolutions mark the beginning of sustained
advances in the underlying technologies of production and disease
control.
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If new technology is the common denominator of both revolutions,
what, then, is responsible for the new technology? The obvious answer is
the development of modern science, conceived, in Mowery and Rosen-
berg’s words, not as “rigorously systematized knowledge within a con-
sistently formulated theoretical framework, but as a set of procedures
and attitudes, including the reliance on experimental methods and an
abiding respect for observed facts” (1989, 22). This methodological ap-
proach was the hallmark of the Scientific Revolution of the seventeenth
century (Lindberg 1992). Out of this new empirically based approach
grew both new technological advances and scientific discoveries. The
“traditional linear model,” which sees exogenous scientific discoveries
as the cause of technological change, has come increasingly into question
(David 1993). Thanks to the work of scholars like David (1993); Kline
and Rosenberg (1986); Mokyr (1990); Musson (1972); Parker (1984); and
others, it is now understood that scientific discovery and technological
advance relating to methods of production are mutually interdependent
and have to some extent evolved together. In demographic history, one
can point to similar interrelations, such as that between the public health
movement and the discoveries in medical science of the latter part of
the nineteenth century. What the Mortality and Industrial Revolutions
have in common is that they are both manifestations of the explosion in
empirically based human knowledge, scientific and technological, that
dates from the seventeenth century onward.

From this perspective, the answer to the question of why the Mor-
tality Revolution followed, rather than preceded or accompanied the
Industrial Revolution, is that advances in medical knowledge occurred
later than those in knowledge of physical relationships. This lag is
demonstrated by the historical evidence on the number of scientific dis-
coveries in microbiology compared with those in physics (Figure 6.2).
Whereas physics took off in the seventeenth century, little happened in
microbiology until the nineteenth.

A similar argument has been advanced to account for the changing
pattern of technological change within the realm of economic growth
itself. Thus, the later occurrence of the Second Industrial Revolution,
featuring chemical and electrical inventions, compared with the first, has
been attributed to the sequence of advances in physical science in the
course of the seventeenth, eighteenth, and nineteenth centuries from
mechanics to chemistry and electricity (Parker 1984, 147).
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Figure 6.2. Number of discoveries in physics and microbiology, 1601–1900 (rate
per half-century).
Source: For physics, Auerbach series as reported in Rainoff (1929). Microbiol-
ogy: Tolaro and Tolaro (1993).

But how does one explain the different timing in the growth of these
fields of knowledge? Why is it that the advance of knowledge progressed
from astronomy and mechanics in the sixteenth and seventeenth cen-
turies, to chemistry and electricity in the eighteenth and mid-nineteenth,
followed by the medical sciences toward the end of the nineteenth cen-
tury? Perhaps this pattern is due at bottom to economic factors – to
shifts in market forces reflecting the changing nature of human needs,
or, to put it differently, that necessity is the mother of advances in knowl-
edge. It is true that one can usually identify after the fact a need that is
met in part or whole by a new scientific discovery or invention. But
the question is whether, before the fact, the structure of needs dic-
tates the pattern of human inquiry. Is it clear, for example, that the
specter of disease was so subordinate to the threat of famine that the
advance of the medical sciences should have lagged that in mechanics by
more than two centuries? Can market forces explain why chemistry and
electricity lagged mechanics and astronomy? It seems doubtful. More
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plausible is the view that the sequence of advances in human knowledge
was linked to differences in the complexity of the problems posed in var-
ious scientific disciplines, to the ease with which the human mind might
grasp the underlying phenomena, and to the internal logic of scientific
inquiry itself. One of the pioneers in the sociology of science, Joseph
Ben-David, argues along these lines:

Certainly political and economic pressures have directed the attention of scien-
tists to important practical problems, but the effect has been much more limited
than is usually believed . . . [A]lthough societies can accelerate or decelerate sci-
entific growth by lending or denying support to science or certain parts of it,
they can do relatively little to direct its course. This course is determined by the
conceptual state of science and by individual creativity – and these follow their
own laws, accepting neither command nor bribe. (Ben-David 1971, 11–12)

If correct, this suggests that the growth of scientific knowledge has been
shaped much more by internal factors than external factors such as mar-
ket forces.

conclusion

In summary, the Industrial and Mortality Revolutions are two of a kind.
Both mark the onset of accelerated technological change in their respec-
tive fields. Both reflect the cumulation of empirically tested knowledge
dating from the seventeenth century onward. They have occurred largely
independently of each other, and the later occurrence of the Mortality
Revolution is due to the later growth of medical knowledge vis-à-vis
knowledge of the physical world. The shifting direction of technologi-
cal change in each field after the initial revolutionary breakthrough has
been shaped in large part by the evolution of the underlying fields of
science. The more rapid diffusion of the Mortality Revolution, despite
its later start, is due to the much more modest resource commitment
that it requires compared with that of modern economic growth.

When the quest for the economic historian’s Holy Grail, the causes
of the Industrial Revolution, is couched in terms of commonalities in
the Industrial and Mortality Revolutions, economic explanations of the
Industrial Revolution become less persuasive. In the early stages of the
Mortality Revolution, the pursuit of profit and the institution of private
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property – popular explanations of the Industrial Revolution – were
more of an obstacle than a stimulus. In seeking an explanation of both
the Industrial and Mortality Revolutions, one must ask what is new on
the scene. The answer suggested here is the emergence and growth of
modern science – the pursuit of systematic knowledge based on proce-
dures and attitudes that involve an abiding respect for observed facts.
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How Beneficent Is the Market?

A Look at the Modern History of Mortality

Sweepings from butchers’ stalls, dung, guts, and blood,
Drowned puppies, stinking sprats, all drenched in mud,
Dead cats, and turnip tops, come tumbling down the flood.

Jonathan Swift, A Description of a City Shower, 1710

Throughout most of the nineteenth century, economic growth had, at
best, a minimal impact on life expectancy. The critical causes of the
modern rise in life expectancy are the emergence of new knowledge of
disease and new technologies of disease control. But were these devel-
opments in the control of contagious disease the product of the institu-
tions that are said to be responsible for economic growth, namely, free
markets, private property, and freedom of contract? This question was
touched on in the previous chapter, but it is considered more fully here.
As a basis for forming an answer, I examine in some detail the historical
experience of mortality in developed countries (DCs) and developing
countries (LDCs) over the past two centuries. Although the experiences
of the two sets of countries are almost always treated separately, I see
them as a continuum because, in both, all or most of the improvement
of life expectancy is due to the great reduction of major infectious dis-
eases. The experience since the 1950s of today’s developed countries is
not included because of the shift in their disease environment primarily
to diseases of older age.

The first section focuses on the particular techniques by which in-
fectious disease has been brought under control and life expectancy
has been increased so dramatically. If the institutions of free markets,

101
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private property, and freedom of contract are responsible for the mod-
ern advance in life expectancy, then these institutions must be linked to
the emergence and spread of these specific techniques. The next section
therefore considers whether these institutions in fact led either to the
adoption or development of the new techniques of disease control. The
conclusion that they did not and that public intervention was essential
to the control of infectious disease raises the question to which the third
section is addressed, namely, whether economic growth has been nec-
essary for improving life expectancy by providing the resources needed
to fund public sector spending on the new technology or to fund the
research responsible for the advance in medical knowledge. An anal-
ysis of the cost requirements of implementing the new technology of
disease control and of the basic biomedical research on infectious dis-
ease suggests that economic growth has not been essential for either of
them.

The bottom line is that improved life expectancy cannot be taken to
be simply a byproduct of economic growth or the institutional conditions
that foster it. Rather, public policy initiatives have been essential to the
improvement of life expectancy, and these can be, and, in fact, have been,
undertaken in the absence of economic growth. Life expectancy is an
objective to be pursued in its own right by the institutions and policies
it requires.

biomedical technological change and life expectancy

The starting point for any history of disease control technology must be
recognition of the appallingly low state of knowledge of disease in the
first part of the nineteenth century. At that time there was no correct
knowledge of the causes of disease, very little of the mode of transmis-
sion, and almost none of how to treat disease. This is not to say that
there were no beliefs on these matters – quite the contrary, there was
a firmly established body of doctrine on the nature, causes, and treat-
ment of disease. But these beliefs were as likely to be counterproductive
as productive, centering, as they did, on treatment by means of emet-
ics, cathartics, diuretics, and bleeding (Rosenberg 1979, 13). Note the
contrast with the state of knowledge regarding methods of production.
When modern economic growth began, people already knew how to
grow food and manufacture goods; the technology of economic growth
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increased the ability to do better what people were already doing suc-
cessfully. However, with regard to controlling disease, the fact is that
there was very little useful knowledge before the mid-nineteenth cen-
tury. Consider the example of a Philadelphia tallow chandler in the fall
of 1826 who “complained of chills, pains in the head and back, weakness
in the joints and nausea . . . [B]efore seeing a regular physician, he

was bled till symptoms of fainting came on. Took an emetic, which operated well.
For several days after, kept his bowels moved with Sulph. Soda, Senna tea etc.
He then employed a Physician who prescribed another Emetic, which operated
violently and whose action was kept up by drinking bitter tea.1

Elsewhere, the author of this passage, in a masterpiece of understate-
ment, observes: “[i]t is difficult to recapture the medical world of 1800 . . .
a world of thought structured about assumptions alien to a twentieth-
century medical understanding” (Rosenberg 1987, 71). A similar gap in
medical knowledge existed in the mid-twentieth century between devel-
oping and developed countries and persists to some extent even to the
present time. For example, a survey of hygienic awareness in Matlab,
Bangladesh, in 1986 found that less than 30 percent of mothers believed
that contaminated food or water might be responsible for diarrhea, and
only 2 percent for dysentery (Bhuyia, Streatfield, and Meyer 1990, 466).2

Withholding water from infants suffering from diarrhea continues to be
a common practice in many parts of the world. None of this is to say that
before the nineteenth century there had been no improvement whatso-
ever in knowledge relevant to the control of disease, but given the long
history of humanity, the advances that had occurred were surprisingly
recent and had yet to have much practical effect (Ackerknecht 1968;
Dixon 1978, Chap. 2; Hall 1967). The most important practical advances
had been the use of quarantine and cordons sanitaires in the fourteenth
century to prevent the spread of plague and the development, in the
latter part of the eighteenth century, of inoculation, and then vaccina-
tion, against smallpox.

1 Rosenberg (1979, 13); cf. also Starr (1982, 32–7); Warner (1986).
2 Study of developing countries’ knowledge and beliefs about health has been an impor-

tant concern of medical anthropology (Caldwell et al. 1990; Landy 1977; Paul 1955; for
recent work in other fields on these topics, see Pebley, Hurtado, and Goldman 1996;
Weiss 1988). A brief historical overview is given in Roemer (1993, 3 ff).
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The major breakthroughs that were eventually to bring infectious
disease under control took three principal forms:

1. New methods of preventing the transmission of disease, including
education of the public, starting around the middle of the nineteenth
century;

2. New vaccines to prevent certain diseases, starting in the 1890s; and
3. New drugs to cure infectious disease (antimicrobials), starting in the

late 1930s.

The first major step in preventing the transmission of infectious dis-
ease came with what has come to be called the “sanitation revolution.”
This movement aimed at cleaning up cities through purer water supplies,
better sewage disposal, paved streets, education in personal hygiene, and
the like. Although this revolution was based on a misguided theory of
disease transmission – the miasmatic theory, which linked disease to
bad smells and vapors – its emphasis on cleaning up public places and
homes led to a gradual reduction in the transmission of waterborne
and airborne diseases. The sanitation revolution is usually dated from
Edwin Chadwick’s landmark 1842(1945). The Sanitary Condition of the
Labouring Population of Great Britain. This report and similar studies
elsewhere (e.g., Citizens’ Association of New York 1866; Griscom 1845
(1970); Shattuck et al. 1850) assembled demographic data and the testi-
mony of medical experts to document the association between filth and
high mortality. The domestic household counterpart of the sanitation
revolution was a new emphasis on cleanliness.3

Next came a series of discoveries establishing how certain diseases
were specifically transmitted (Table 7.1, Panel A). Two critical mid-
nineteenth-century breakthroughs were the discoveries of Snow and
Budd that identified impure water as a vehicle for the transmission of
two highly feared killers, cholera and typhoid. The specific designation
of impure water as a carrier of disease helped strengthen the case for the
reforms being urged by the sanitationists. Also, in 1867, Joseph Lister,
influenced by Pasteur’s contemporary research on the bacteriological

3 “If sanitary engineering associated with Chadwick represents the public face of the
public health movement, the less well-known private aspect is represented in the efforts
of the voluntary health visitors and sanitary workers who, entering the homes of the
poor, tried to scour the inhabitants as well as their flats” (Wohl 1983, 66; cf. also Tomes
1990).
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Table 7.1. Discoveries in the control of major fatal infectious diseases since 1800:
Mode of transmission and causal agent

A. Mode of transmission, 1800–1909 B. Causal agent, 1880–1900

Date Disease Investigator Date Disease Investigator

1847 Measles Panum 1880 Typhoid Eberth
Puerperal fever Semmelweiss, (bacillus

Holmes found in
1854 Cholera Snow tissues)
1859 Typhoid fever Budd Leprosy Hansen
1867 Sepsis (surgical) Lister Malaria Laveran
1898 Malaria Ross, Grassi 1882 Tuberculosis Koch

Hookworm Looss Glanders Loeffler and
1900 Yellow fever Reed Schutz
1906 Dengue Bancroft 1883 Cholera Koch

Rocky Ricketts, Streptococcus Fehleisen
Mountain King (erysipelas)
spotted fever 1884 Diphtheria Klebs and

1909 Typhus Nicolle Loeffler
Typhoid

(bacillus
isolated)

Gaffky

Staphylococcus
Streptococcus

Rosenbach

Tetanus Nicolaier
1885 Coli Escherich
1886 Pneumococcus A. Fraenkel
1887 Malta fever Bruce

Soft chancre Ducrey
1892 Gas gangrene Welch and

Nuttall
1894 Plague Yersin, Kitasato

Botulism van Ermengem
1898 Dysentery

bacillus
Shiga

Source: Duffy (1992), Rosen (1958), Winslow (1943).

origins of disease, introduced antiseptic surgery, starting a trend to-
ward sharply diminished mortality in surgical procedures by reducing
the transmission of infection during surgery (Biraben 1991; Gariepy
1994).

By the last quarter of the nineteenth century, the discoveries of Pas-
teur, Koch, and others, and the laboratory techniques and methodology
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Table 7.2. Discoveries in the control of major fatal infectious diseases since around
1800: Vaccines and drugs

A. Vaccines B. Drugs

Date Disease Developer Date Drug Developer

1798 Smallpox Jenner 1908 Salvarsan Ehrlich
1881 Anthrax Pasteur 1935 Sulfanomides Domagk
1885 Rabies Pasteur 1941 Penicillin Fleming,

Florey,
Chain

1892 Diphtheria von Behring

1944 Streptomycin Waksman
1896 Cholera Kolle

1947– Broad
spectrum
antibioticsa

1906 Pertussis Bordet-Gengou
1921 Tuberculosis Calmette, Guerin
1927 Tetanus Ramon, Zoeller
1930 Yellow fever Theiler

Typhoid fever Weigl
1948 DTP (Multiple)
1950 Polio Salk
1954 Measles Enders, Peebles

a Lappé (1982, pp. 22–4) provides a lengthy tabulation of major antibiotics in use in the United
States during 1975–81. See also Brumfitt and Hamilton-Miller (1988).
Source: Baldry (1976), Parish (1965), Plotkin and Mortimer (1988).

that had been developed, had laid the foundation for the new science of
bacteriology and essentially validated the germ theory of disease. For
the first time the causal agents in several major diseases were identified
(Table 7.1, Panel B). Further breakthroughs also occurred in identifying
the mode of transmission of certain diseases – most notably, of malaria
and yellow fever (Panel A). A basis was laid for the systematic devel-
opment of immunology, and a new approach opened for the prevention
of disease by the development of vaccines (cf. Parish 1965; Plotkin and
Mortimer 1988). The conquest of diphtheria by von Behring in 1892
was the first in a series of developments that brought several major in-
fectious diseases under control via immunization (Table 7.2, Panel A).
These developments gave increased impetus to educational measures
regarding home hygiene, infant and childrearing, care of the sick, and
the like (Mokyr and Stein 1997).

The developments summarized so far were techniques that reduced
mortality through the prevention of disease, but the ability to cure
those who did contract infectious diseases remained elusive. In the
early twentieth century, as in the past, physicians could do little to help
those who were seriously ill (Thomas 1983, Chaps. 3–5). The successful
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development of antimicrobials that could attack the newly identified
causes of disease without harmful side effects was the next major step
in bringing infectious disease under control, but it did not come until
almost a half century after the causes of a number of diseases had been
found. The most important breakthrough was the development of peni-
cillin in 1941 and the long list of other antibiotics to which it subsequently
gave rise (Table 7.2, Panel B; Baldry 1976; Böttcher 1964).4

Thus, in little more than a century the ability to control infectious
disease was totally transformed – first by sanitation techniques that pre-
vented the spread of certain major infectious diseases, then by vaccines
that protected people from contracting some of these diseases, and, fi-
nally, by the development of cures. Writing in 1983, a medical historian
concludes: “In a single century the understanding of disease increased
more than in the previous forty centuries combined. The two crucial
developments in this regard were the rise of technology and the appli-
cation of the basic biological sciences to medicine, using new rules of
experimentation and new criteria of proof” (Hudson 1983, 121; cf. also
Preston and Haines 1991, and Schofield et al. 1991).

The Epidemiological Transition in Developed Countries

As these new techniques of disease control were introduced, mortal-
ity rates plunged, life expectancy took off, and noninfectious grad-
ually replaced infectious disease as the leading cause of death. This
development, known as the “epidemiologic transition” or “health tran-
sition,” is illustrated here by cause-of-death data for England and Wales
(Table 7.3; Bobadilla et al. 1993; Caldwell et al. 1990; Omran 1971). Note
that most of the mortality decline in England and Wales took place be-
fore 1940 (line 1); hence, much of the control of infectious disease was
accomplished by preventive measures before the introduction of antimi-
crobials.

4 For a striking demonstration of the advance in medical therapy after the 1930s, compare
the recommended treatments of major infectious diseases in Winslow (1931) with those
in Beeson (1980). The development of antimicrobials is, of course, not necessarily the
last step in the control of infectious disease. It is possible, for example, that antibiotics
will eventually be replaced by bacteriotherapy – the use of genetically modified strains
of nonpathogenic microorganisms to compete against virulent pathogens (Wainwright
1990, 188).
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Table 7.3. Death rate and percent distribution of deaths by
cause, England and Wales, 1871–1951 (age standardized)

1871 1940 1951
Death rate (per thousand) 22.4 9.3 6.1

All causes 100 100 100
Infectious diseases 31 10 6
Bronchitis, pneumonia and influenza 14 16 13
Diseases of the circulatory system 9 24 36
Diarrhea and enteritis 6 2 1
Accidents 4 10 6
Neoplasms 2 10 15
Other causes 36 29 24

Source: Caselli, 1991.

One would expect that the new techniques of disease control would
improve life expectancy more rapidly in urban than rural areas and that
the gap between the two areas would consequently narrow. This is be-
cause the sanitation revolution was first and foremost a drive to clean up
the cities. Moreover, efforts to educate the public on the importance of
personal hygiene were directed especially at, and more easily reached,
the highly concentrated urban rather than the widely dispersed rural
population. And, in fact, the historical shortfall of urban compared with
rural life expectancy was steadily eliminated (Figure 7.1).5 The initial
differential and subsequent trend in rural versus urban life expectancy
is the opposite of what one would expect based on per capita income. Al-
though per capita income was initially lower in rural areas (Williamson
1981, 1982), life expectancy was higher. And though rural income grew
more rapidly, converging toward urban levels, life expectancy grew more
slowly (Preston, Haines, and Pamuk 1981; Preston and van de Walle
1978, 279; Sawyer 1981).

Under the mortality regime prevailing in the first half of the nine-
teenth century before the onset of sustained advance in the knowledge

5 Some pioneering historical studies exploring the effect on mortality of urban environ-
mental improvements are Cain and Rotella (1990); Condran and Crimmins-Gardner
(1978); Condran et al. (1984); Higgs (1979); Janetta and Preston (1991); Johansson and
Mosk (1987); Meeker (1970); Mosk and Johansson (1986); Preston and van de Walle
(1978); Wells (1995).
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Figure 7.1. Shortfall of urban life expectancy; specified country and period (in
years).
Sources: England and Wales, Woods (1985), p. 650; France, Preston and van de
Walle (1978), p. 277 (Paris data are those for departement of Seine): Sweden,
United Nations (1973), p. 133.
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and technology of disease control, the positive relation between life ex-
pectancy and income that would be expected on the basis of improved
living levels was undercut by the positive association between urban-
ization and per capita income (see Chapter 6). The subsequent differ-
ential trend between rural and urban mortality significantly altered the
city–countryside relationship. As unfavorable urban conditions were
removed by the new techniques of disease control and excess urban
mortality was eliminated, the adverse effect of urbanization on life ex-
pectancy evaporated, leaving the positive effect of per capita income via
higher living levels. Thus, the new technology of disease control had the
effect of increasing the slope of the functional relationship between life
expectancy and per capita income as well as shifting that relationship
upward (cf. Mosk and Johansson 1986, 420).

Associated with the epidemiological transition there was also a take-
off in stature much like that in life expectancy. Work by economic his-
torians on stature has increasingly shifted from the view that stature is
determined chiefly by diet to recognition that stature depends also on
the incidence of disease because illness seriously affects the capacity
of the body to retain nutrients (Engerman 1997; Steckel 1995; Steckel
and Floud 1997). A microlevel illustration is the carefully documented
growth history of a Gambian infant in Figure 7.2, which reveals that
lapses from a normal growth trajectory are primarily associated with
periods of infection, particularly diarrheal disease. Because the epidemi-
ological transition especially reduced mortality and illness of the young,
among whom the incidence of infectious disease is highest, one would
expect this transition to have had beneficial effects on stature, and it
did. Stature took off at the same time as life expectancy. In the six Euro-
pean countries for which historical estimates are available, the average
improvement in male stature in the century before the third quarter
of the nineteenth century was 1.1 centimeters. In the subsequent cen-
tury – the period of the epidemiological transition – it was 7.7 cen-
timeters (Easterlin 1996, 82). In every one of the six countries, the rate
of improvement in stature was considerably higher in the more recent
century than in the earlier. The earlier improvement in stature, that
before the late nineteenth century, may also partly reflect a reduced
incidence of infectious disease as smallpox vaccination became more
widespread in the six countries.
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Figure 7.2. Body mass, history of infection, and age of a rural Gambian infant.
Source: Reproduced from Lunn (1991), p. 133.

Advances in Infectious Disease Control in Today’s
Developing Countries

Since World War II there has been a sustained improvement in life
expectancy in every one of the four major developing regions (Latin
America, Asia, sub-Saharan Africa, and the Middle East plus North
Africa) at a rate ranging from 3.4 to 6.6 years per decade (Figure 7.3).6

The contrast with trends in real GDP per capita is noteworthy (Figure
7.4). In three of the four regions GDP per capita turns downward in
1985–95, but life expectancy continues to rise at the same pace as in the
prior interval, which is a disparity between trends in life expectancy and

6 The averages in Figures 7.3, 7.4, and 7.6 are for around 80 developing countries, as
determined by the availability of data, with 1990 populations greater than 900,000 –
about 14 in Asia, 21 in Latin America and the Caribbean, 13 in the Middle East and
North Africa, and 40 in sub-Saharan Africa.
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Figure 7.3. Average life expectancy at birth, developing countries, by region,
1955–65 to 1985–95.
Source: United Nations 1995.
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Figure 7.4. Average real GDP per capita, developing countries, by region, 1965–
75 to 1985–95 (1985 dollars).
Source: Summers and Heston 1991.
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Figure 7.5. Number of countries and territories in which smallpox is endemic,
by continent, 1920–78 (figures in parentheses are the total number included in
each continent.)
Source: Reproduced from Fenner et al. (1988). p. 171.

economic growth reminiscent of those in the historical experience of the
developed countries between World Wars I and II (see Chapter 6).

This improvement in life expectancy in developing countries has
been accomplished by the introduction of essentially the same tech-
niques of infectious disease control as were used in the developed coun-
tries.7 For the early post–World War II period, analysts give prominent
attention to efforts to bring malaria, smallpox, and other epidemic dis-
eases under control as illustrated here in Figure 7.5 by the diffusion of
smallpox immunization (United Nations 1952, 1957, 1961, 1963a, 1973;
cf. also Bulatao 1993; Gray 1974; Haines, Avery, and Strong, 1983; Pre-
ston 1980, 293–301). Also, since 1965, when data first become more
plentiful, access to pure water supply has improved markedly (Figure
7.6, Panel A). So too has female education, which is an indicator of im-
proved control of disease transmission – especially in the home (Panel

7 Cf. Arriaga and Davis (1969); Chen, Kleinman, and Ware (1994); Gribble and Preston
(1993); Mosley and Chen (1984); United Nations (1982, 1985, 1991, 1992). Modifications
have, of course, also occurred; cf. Cairncross (1989), Commission on Health Research
for Development (1990, 15).
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B).8 Progress in regard to immunization of children is evidenced by the
sharp rise in DTP immunization over the last three decades (Panel C).
Closely associated with this has been the spread of other immuniza-
tion measures and oral rehydration therapy (World Health Organiza-
tion 1992). Although trend data relating directly to the supply of drugs
are not available, a proxy, doctors per 10,000 population, improves con-
siderably (Panel D). These indicators of technological change in the
control of infectious disease, though by no means comprehensive, sig-
nify advance along the same lines in developing countries as those in
developed countries – an advance consistent with the rapid rise in life
expectancy in developing countries.9

Data on public health spending are not available for the full period
covered here, but public health spending is likely to be less meaningful
than the specific indicators shown, which have been chosen, so far as
possible, to relate specifically to technological change in disease con-
trol. Public health expenditures are less meaningful because a fair pro-
portion of public health spending in developing countries appears to
benefit chiefly the middle- and upper-income classes such as expendi-
tures on urban hospitals and on highly specialized equipment and drugs.
Also, some expenditures that have been effective in reducing mortal-
ity, such as those on improved water supply and sewage disposal (re-
flected in Panel A of Figure 7.6), are often not classified as public health
expenditures.10

The indicators in Figure 7.6 underscore the similarity between the
developed and developing countries in the techniques used to control
infectious disease. However, in the developed countries, the timing of

8 In Figure 7.6, Panel B, data on primary school enrollment of school-age females are
shifted forward a decade to approximate the trend in years of schooling of young home-
makers.

9 Various studies relate one or more of the indicators in Figure 7.6 to mortality. On water,
see Esrey et al. (1991); female education, Caldwell et al. (1990, Chaps. 19–23); Chen
et al. (1994, Chaps. 11–13); Cleland and van Ginneken (1988); Hobcraft (1993); Jejeeb-
hoy (1995, Chap. 6); Sandiford et al. (1995); Ware (1984); immunization, Boerma and
Stroh (1993); doctors, Doan (1974); Gilliand and Galland (1977).

10 Piachaud (1979) suggests that there has been a serious misallocation of public health
spending in the developing world. Roth (1987, 128) estimates that at most 30 percent of
health spending in developing countries is for the preventive measures that have been
so important in reducing infectious disease (cf. also De Ferranti 1985, 61; Dréze and
Sen 1989, 251; Musgrove 1996, 44).
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the various innovations in control of contagious disease was quite dif-
ferent from that in developing countries. This is because the leading
countries in life expectancy, as with economic growth, sequentially ex-
perienced technological advances that occurred more nearly simultane-
ously among a large number of followers in the last half of the twentieth
century. The increased options available to today’s developing coun-
tries no doubt helps account for their more rapid rate of improvement
in life expectancy than in the developed countries despite their having
per capita incomes far below those of today’s developed countries at
the onset of their rapid life expectancy improvement. Moreover, the ad-
verse effect on life expectancy of the rapid urbanization accompanying
economic growth has probably been less. This is because urban areas
in LDCs benefited earlier than those in DCs from the new technology
of disease control. As a result, the positive effect of economic growth
on life expectancy is likely to be greater in today’s LDCs than in the
historical experience of the DCs.

life expectancy and the market

There is currently a broad consensus among economists that economic
growth is fostered by free markets, private property, and enforcement
of contracts (North 1990; Rodrik 1996). Were these same institutions
at work on the problem of infectious disease? In today’s developed
countries, incomes were rising in the nineteenth century and disease
was an important concern; wasn’t it, then, profitable for firms to attack
the problem of disease?

It is this issue – the role of the free market in the great improvement
of life expectancy – to which this section is addressed. By the “free
market” I mean supply and demand conditions operating within the
institutions of private property and free contract to allocate resources
via the incentive of private profit to the satisfaction of human wants – in
this case wants with regard to the elimination of disease and reduction
of mortality.

To form a tentative judgment on the role of the market, I focus on
the specific techniques identified in the previous section that reduced
infectious disease so dramatically (control of the mode of transmission,
immunization, and antimicrobials) and consider the extent to which the
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free market allocated resources to each. The answer, as will be seen,
is that the market appears to have functioned poorly. Infectious dis-
ease is a subject replete with all the classic sources of market failure –
information failures, externalities, public goods, and free rider problems
(Stiglitz 1988). Because of this, public sector initiative has been critical
in implementing new techniques of disease control. Moreover, the mar-
ket imperfectly registers the needs of those most vulnerable to disease:
infants and children, the poor, and the elderly.

I also take up the question of whether the market might have stimu-
lated the invention of the new methods of disease control. The answer to
this again appears to be negative. The sequence of innovation in disease
control suggests that it was the changing feasibility of innovation that was
responsible for technological progress, and feasibility depended chiefly
on the evolution of scientific knowledge in the biomedical area and of
research techniques in the biomedical field, not external market forces.

Control of the Mode of Transmission of Disease

For the present purpose, it is helpful to classify the techniques under this
heading into those requiring a change in the contaminating behavior of
individuals, firms, and other agents and those calling for correction of
environmental conditions.

The contaminating behaviors of individuals encompass such things
as coughing, sneezing, spitting, and nose blowing; toilet habits; sexual
practices; behavior in regard to personal washing and bathing; practices
regarding the sources and handling of drinking water and milk; meth-
ods of food handling and preparation; customs regarding the care and
feeding of infants and children; practices relating to care of the sick; and
attitudes toward rodents and insects. In the nineteenth century, everyday
behavior in virtually all of these respects generated significant negative
externalities with regard to infectious disease. For example, spitting on
the floor at home and in public places was often an accepted behavior
(Sundin 1995). The fly, rather than being regarded as a carrier of disease,
was thought of affectionately as the “friendly fly” (Rogers 1989). Writing
of the habits of the poor in Wakefield, England, in 1869, Sir John Simon
reports, “people are seen easing their bowels into the beck [stream]
which afterwards supplied them with drinking water” (Wohl 1983, 94).
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At the firm level, worker and management practices fostering the
spread of disease (often unwittingly) were also common. As an example,
here is a statement by Stephen Smith, a physician reporting on the results
of a sanitation survey in New York City in 1865:

I hold in my hand a list of cases of smallpox found existing under circumstances
which show how widespread is this disease. Bedding of a fatal case of smallpox
was sold to a rag-man; case in a room where candy and daily papers were sold;
case on a ferry-boat, woman was attending bar and acting as nurse to her husband
who had smallpox; girl was making cigars while scabs were falling from her skin;
seamstress was making shirts for a Broadway store, one of which was thrown over
the cradle of a child sick of smallpox; tailors making soldiers’ clothing, have their
children, from whom the scabs were falling, wrapped in the garments; a woman
selling vegetables had the scabs falling from her face, among the vegetables, etc.
etc. (Smith 1911, 108–9)

A description of mid-nineteenth-century London’s “town dairies” –
“half-underground dens and cellars in which the cows were kept for
the greater part of the year, standing knee-deep in filth” – states that “it
was difficult to find a sample of London milk which would fail to show
the presence of blood or pus when examined under the microscope”
(Drummond and Wilbraham 1939, 299–300).

Such behaviors and practices, of central significance for the transmis-
sion of disease, are not a simple function of income and prices. They are
rooted in the established norms of society and its customs and beliefs.
Each generation, as it is raised, internalizes various health beliefs and
learns what is socially acceptable behavior. Historically, the market, by
crowding people more closely together in towns, cities, and factories,
magnified the negative externalities of disease-transmitting behaviors
and practices. Writing in 1842 on The Condition of the Working Classes in
England, Friedrich Engels observed, “Dirty habits . . . do no great harm
in the countryside where the population is scattered. On the other hand,
the dangerous situation which develops when such habits are practiced
among the crowded population of big cities, must arouse feelings of
apprehension and disgust” (as quoted in Wohl 1983, 4).

This set of behaviors cannot be corrected by the simple assignment
of property rights. In the absence of knowledge of the mechanisms of
disease causation and transmission, such assignment is not even con-
ceivable. But even if such knowledge exists, enforcement is not possible
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because of the overwhelming magnitude of transaction costs. As Phelps
(1992, 418) points out: “If you had to sue everybody who sneezed in
your vicinity, you would have no time remaining for any other ac-
tivity. . . . [S]ocial customs and ‘manners’ create society’s best control
mechanism.” But appropriate customs and manners do not arise sponta-
neously. They result chiefly from increasing awareness among the public
of the consequences of one’s actions for the spread of disease – awareness
that depends on appropriate knowledge of disease. In the nineteenth
century, a change in contaminating behaviors had to wait, first, for the
emergence of new medical knowledge, and, second, for concrete efforts
by public agencies and medical practitioners to disseminate this knowl-
edge to households and firms.

The second principal source for preventing the transmission of in-
fectious disease has been correction of environmental conditions that
expose the population to disease. Here, too, the contribution of market
forces has been dubious. Some environmental techniques for control-
ling contagious disease, such as insect or rodent control, are quite clearly
public goods. The individual may take defensive measures – the use of
screens, mosquito netting, rat traps, and so on – but in situations of dense
habitation these are likely to be of limited effectiveness in the absence
of community action. What is needed are measures that go beyond most
individuals’ resources such as swamp drainage and the spraying of in-
secticides on the breeding grounds of insects (Musgrove 1996, 11).

Some environmental conditions important for the control of infec-
tious disease do involve goods that are or have been provided by the
market to some extent. This is notably true with regard to those condi-
tions that were the initial target of the sanitation revolution – improved
water supply and waste disposal. Didn’t rising income generate a grow-
ing demand for these goods and their resulting supply work to remove
this source of infectious disease?

In answer to this question, it is helpful to start by recalling that, in the
mid-nineteenth century, the flush toilet was a rarity. In cities the most
common facility was a vault privy, modeled on its country cousin, the
outhouse, but in poor neighborhoods, even these were rare.11 The result

11 “[I]n mid-century Darlington: ‘In 1 yard 66 persons are obligated to use 1 privy; in
another 65, and in a third 63, in a fourth 54, in a fifth 45, in a sixth 41, in a seventh 35
and so on’” (Wohl 1983, 87; cf. also Winslow 1943, 244–5).
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was burgeoning accumulations of human excrement as city size rock-
eted. In some areas, these accumulations, because of their potential use
as manure, had value as an economic good; there was even a saying that
the “chamber pot is a penny savings bank” (Drummond and Wilbraham
1939).12 But the resulting market only aggravated the problem of infec-
tious disease because of accompanying negative externalities. It is worth
repeating a frequently quoted and apt passage from Chadwick describ-
ing conditions in British towns around 1840:

In the parts of some towns adjacent to the rural districts the cesspools are emp-
tied gratuitously for the sake of the manure; but they only do this when there
is a considerable accumulation. . . . For the saving of cartage, as well as the con-
venience of use, accumulations of refuse are frequently allowed to remain and
decompose and dry amidst the habitations of the poorer classes. Dr. Laurie in
his report on the sanitary condition of Greenock, furnishes an example. He
says, –

The first question I generally put when a new case of fever is admitted, is as
to their locality. I was struck with the number of admissions from Market-street;
most of the cases coming from that locality became quickly typhoid, and made
slow recoveries. This is a narrow back street. . . .

In one part of the street there is a dunghill, – yet it is too large to be called
a dunghill. I do not mistate its size when I say it contains a hundred cubic yards
of impure filth, collected from all parts of the town. It is never removed; it is the
stock-in-trade of a person who deals in dung; he retails it by cartfuls. To please
his customers, he always keeps a nucleus, as the older the filth is the higher is
the price. The proprietor has an extensive privy attached to the concern. This
collection is fronting the public street; it is enclosed in front by a wall; the height
of the wall is about 12 feet, and the dung overtops it; the malarious moisture
oozes through the wall, and runs over the pavement. The effluvia all round
about this place in summer is horrible. There is a land of houses adjoining, four
stories in height, and in the summer each house swarms with myriads of flies;
every article of food and drink must be covered, otherwise, if left exposed for a
minute, the flies immediately attack it, and it is rendered unfit for use, from the
strong taste of the dunghill left by the flies. (Chadwick [1842] 1965, 119)13

12 “Dogs’-dung . . . called ‘Pure’ from its cleansing and purifying properties” was also
valued and collected by specialized workers. See the description of “Pure-finders” in
Mayhew ([1851] 1958, 306 ff).

13 Conditions in American cities were much like those described in the Chadwick Report.
See, for example, the reports by Griscom [1845] 1970; Shattuck [1850] 1948; Smith
(1911).
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The market was certainly at work here, but in a way that increased,
rather than reduced, exposure to disease.

It may be thought that such conditions are peculiar to the mid-
nineteenth century. An excerpt from an article in the New York Times
of January 9, 1997, reporting on conditions in some parts of the Third
World may serve as a corrective:

On the Bassac River just outside Phnom Penh is one of the most wretched
slums in the world, a putrid slope of mud and excrement that is home to tens of
thousands of people packed in rickety shacks on the bank of the river.

There are latrines of a sort, for entrepreneurs have set up little platforms
over the water. These are open toilets where men and women squat behind
half-barrels. . . . [T]he toilet owners make money by raising fish on the sewage
in fenced-off waters below the toilet platform.

The fish may not sound appetizing, but the worst problem is that the slow
river is used by the slum not only as its toilet, but also as its source of drinking
water. . . . [T]he only water available for washing hands is the black liquid taken
from between the toilets in the river. (Section A, Page 1, Column 1)

For the provision of water in the mid-nineteenth century, the market
was at work via piped water supplied by private water companies. Private
vendors also sold water from containers and from local street pumps or
taps (Hohenberg and Lees 1985). Privately provided piped water was
allocated almost wholly to meet the demands of the middle and upper
income groups. Lower income groups living in crowded urban slums
might have to walk a quarter of a mile to the one water tap in the
neighborhood (Briggs 1985, 134–5; Goubert 1989; Wohl 1983, 61–3).
In these circumstances, it is not surprising that working-class families in
mid-nineteenth-century Burton-on-Trent “purchased an average of nine
buckets of water a week for a family of five or more for all purposes”
(Wohl 1983, 63, emphasis in original). Note that this statistic relates to
working-class families; the poor would have fared even worse. Similarly,
according to a World Bank study of today’s developing countries, “tens
of millions of women and children spend as much as three or more hours
daily fetching polluted water” (Roth 1987, 231).

But water supply involves much more than a problem of unequal
distribution. As cities grew, and the cost of transporting human waste
to rural areas became prohibitive, carters turned for disposal to the
closest stream, pond, or river. Water courses in and around large cities
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were transformed into enormous cesspools. William Budd’s contem-
porary description of the “Great Stench” arising from the accumula-
tion of sewage in the Thames River in the summer of 1858 is worth
repeating:

For the first time in the history of man, the sewage of nearly three millions
of people had been brought to seethe and ferment under a burning sun, in
one vast open cloaca [sewer] lying in their midst. . . . Stench so foul, we may
well believe, had never before ascended to pollute this lower air. . . . For many
weeks, the atmosphere of Parliamentary Committee-rooms was only rendered
barely tolerable by the suspension before every window, of blinds saturated with
chloride of lime, and by the lavish use of this and other disinfectants. More than
once, in spite of similar precautions, the law-courts were suddenly broken up by
an insupportable invasion of the noxious vapour. The river steamers lost their
accustomed traffic, and travellers, pressed for time, often made a circuit of many
miles rather than cross one of the city bridges. (as quoted in Winslow 1943,
288)

Sewage disposal thus led increasingly to contaminated water sup-
ply.14 The problem was aggravated by industrial wastes from factories
(Cain 1977, 375–6). Because pathogenic organisms can exist in water
that, to the naked eye is pure, not even the wealthy, despite their ability
to pay, were assured of protection from this source of infectious disease.

All of this boils down to a simple point: under the conditions of
agglomeration arising from nineteenth-century economic growth, the
market could not be counted on for the provision of pure water in ad-
equate amounts or for the proper disposal of sewage. Rather, market
forces were tending to increase exposure to infectious disease. It has
been suggested that economists “need to do a lot more work on the
extent to which economic activity produces ill health as well as goods
and services for people to buy”(Williams 1987, 1068). The problem of
water supply and sewage disposal in rapidly growing cities would seem
to be an appropriate subject for study.

14 Attempts by cities to go further upstream for water did not necessarily solve the problem
of contamination. In the United States, after impure water came to be recognized as a
source of disease, it took about half a century before the belief that water purified itself
after traveling six miles was replaced by the view that “no river is long enough to purify
itself” (Marcus 1979, 192). For an excellent analysis of the interdependent problem of
urban sanitation and water supply in the United States, see Cain (1977).
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Immunization

On the face of it one might suppose that a newly available vaccine would
find a ready market. But this assumes a belief in the efficacy of modern
medicine that may not exist. In sub-Saharan Africa in the 1960s, for ex-
ample, babies were sometimes hidden from the national or international
teams dispensing smallpox vaccinations.15 In addition, those who have
appropriate knowledge may be priced out of the market. There is also
a free-rider problem: the incentive for vaccination diminishes as oth-
ers become immunized. Moreover, in the case of the immunization of
infants and children, the child must rely on the parents’ decision to im-
munize. Parents, however, may be negligent or simply not have the time
needed for a round, say, of three inoculations of DTP or polio vaccine
in a year.

Immunization also involves a problem similar to that which arises
with hygiene education. One person may opt for the new practice or
knowledge, but the failure of others to do so may leave that person
at risk. Consider the synergistic relation between smallpox and other
diseases. The vaccination of one person may protect him or her against
smallpox, but if those who fail to get vaccinated suffer from damage to
their immune systems caused by smallpox, they may expose the person
who was vaccinated to greater risk from other diseases such as typhoid
or tuberculosis.

These considerations add up to a questionable case for reliance on
the market to foster the spread of immunization. A recent publication
of the World Bank puts it more strongly: “Had it been left to private
markets during the last few decades, it is inconceivable that today some
80 percent of the world’s children would be immunized against the six
major-vaccine-preventable childhood diseases”(Musgrove 1996, 14).

Antimicrobials

Here, at last, one might suppose is an area that can be conceded to the
market. To be sure, regarding antimicrobials as well as vaccines there are

15 Fenner, Henderson, and Arita (1988); cf. also Hanlon et al. (1988) and Cutts et al.
(1989). Resistance to modern therapies for reasons other than monetary cost has been
common; see Caldwell et al. (1990); Dixon (1978); Landy (1977); Paul (1955).
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issues of quality control and of monitoring claims for effectiveness by
private producers. But can’t one rely, generally speaking, on the market
as a vehicle for distributing drugs?

The answer appears to be no. Significant externalities are associated
with the private distribution of drugs; most important, the market fails
to take adequate account of the fact that the excessive use of antibiotics
fosters the growth of drug-resistant bacteria. This problem quickly came
to the fore in developed countries shortly after antimicrobials were in-
troduced and seriously undercut the high hopes originally held for these
drugs (Lappé 1982). But the problem is most serious in the developing
countries, where an uncontrolled free market is typically the primary
vehicle of drug distribution. A quotation from a World Bank volume is
particularly telling because it comes from a study explicitly devoted to
a search for free market solutions:

The proliferation of modern pharmaceuticals in developing countries can have
harmful effects. . . . [I]n many developing countries medical practitioners do not
exercise any control over the use of modern prescription drugs such as antibi-
otics, as do practitioners in the developed countries. Throughout Latin America,
for example, prescription medications, usually manufactured by multinational
pharmaceutical firms, can often be purchased over the counter in pharmacies or
shops or from medicine vendors. The link between healer and healing resource
is not always present, and the products are frequently available in the absence
of physicians or other trained practitioners. . . .

[I]n some regions of India, indigenous practitioners supply modern medi-
cines on a large scale. In Mysore and the Punjab 80 percent of the medicines are
modern, and 50 percent of the patients receive penicillin injections, generally
from unqualified practitioners supplied by pharmacists. . . . [T]he greatest source
of hazard [is] the tendency of “pseudo-indigenous practitioners” to use the most
powerful drugs possible, such as chloramphenicol, to obtain quick results. Similar
systems of “pharmaceutical medicine” have been reported in Ethiopia. (Roth
1987, 137, citations in original deleted)16

Some have suggested that pharmaceutical companies have little moti-
vation to waste money on this problem because the development of
drug-resistant bacteria promotes the development and sale of newer
drugs (Muller 1982, 115). Moreover, consumers who are ill are likely to

16 Dixon (1978, 205–13) cites other examples of drug promotion in developing countries
by multinational pharmaceutical companies, leading to their misuse. Cf. also Chetley
(1990); Lappé (1982, Chaps. 10, 15).
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demand what they view as the most powerful drugs without regard
to their longer-term effects. In 1990, a report by an international
nongovernmental Commission on Health Research for Development
(1990, 42), after stating that “there are few factors that affect the cost-
effectiveness of health services more than fostering the appropriate use
and controlling and reducing the misuse of drugs” went on to say that
“[b]ehavioral research is urgently needed to improve the way pharma-
ceuticals are prescribed, dispensed, and used.”

Institutional Innovations in the Control of Contagious Disease

The foregoing suggests that free market institutions have functioned
poorly to control major infectious disease. In what is widely regarded
as one of the early classics in health economics, Arrow (1963, 947) ob-
served: “[W]hen the market fails to achieve an optimal state, society
will, to some extent at least, recognize the gap, and nonmarket social
institutions will arise attempting to bridge it.” The history of infectious
disease bears testimony to the accuracy of this generalization.

I take “institutions” here in North’s (1990) sense of both formal and
informal arrangements. And, indeed, both types have been required:
informal arrangements in the form of a change in social norms relating to
responsibility for disease and, also, formal establishment of an apparatus
for state intervention. These are taken up in succession below.

One of the effects of the nineteenth-century sanitation movement
was a gradual transformation in attitudes toward responsibility for dis-
ease (Duffy 1992, 128; Flinn 1965, 59; Griscom [1845] 1970; Hanlon,
Rogers, and Rosen 1960, 446; Institute of Medicine 1988, Chap. 3;
Rosenkranz 1972; United Nations 1952, 24). Previously, disease had
been attributed to “acts of God” or individual failings such as sinfulness,
lack of moral character, and the like. However, the growth of knowledge
regarding modes of transmission of disease made it increasingly clear
that the individual might be the victim of forces beyond his or her control
and that these forces were within the purview of social action. As aware-
ness of this possibility grew, so too did support for state intervention in
the interest of “public” health (Briggs 1985, II, 150).

What was lacking, however, was an effective mechanism for inter-
vention. It was in the solution of this problem that the sanitation move-
ment made its greatest contribution. The key institutional innovation
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was the establishment of a network of local boards of health under the
supervision of a central authority (usually a national health agency, al-
though in the United States this function was performed by state health
boards) armed with the weapon of inspection.17 In England and the
United States, the last half of the nineteenth century saw the gradual
emergence of this new public health apparatus (Briggs 1985; Duffy 1992;
Kearns 1988; Marcus 1979; Rosen 1958; Wohl 1983).

Initially the focus was on sanitation – especially establishing pure
water supplies and sewage disposal and paving streets. But the func-
tions of the public health organization changed over time as knowledge
and technology advanced. As the germ theory became more widely
accepted, a bacteriological view of public health tended to reinforce
“sanitary science” and expand the functions of health departments. Bac-
teriological laboratories became part of the new municipal health de-
partments, and research and diagnosis of pathogens became significant
functions. Regulation of food and milk supply developed as the role of
food handling in the transmission of disease became recognized. Recog-
nition grew of the need for housing standards, building regulations,
and appropriate enforcement authorities. The production and distribu-
tion of vaccines became important. And gradually some of the original
activities of health departments were spun off to other municipal
agencies such as responsibility for water supply, waste removal, and
“nuisances,” although oversight and regulation functions continued.18

17 The novelty of the institutional innovation of the public health system is recognized
by both contemporaries and historians. In 1890, looking back on the evolution of the
public health apparatus, Sir John Simon, “the greatest of the Victorian medical officers”
(Wohl 1983, 8), was to observe that “on the new foundations of Science, a new political
superstructure has taken form” (Simon 1890, 463). Writing in the mid-twentieth century,
George Rosen, author of the classic history of public health, cites Edwin Chadwick’s
chief contribution as his recognition that “what was needed was an administrative organ
to undertake a preventive program by applying engineering knowledge and techniques
in a consistent manner” (Rosen 1968, 167).

18 The association between the growth of knowledge regarding disease and the expan-
sion of government regulatory and educational activities from the latter part of the
nineteenth century onward is apparent in several articles written from the compara-
tively recent perspective of the early 1930s in the first edition of the Encyclopaedia of
the Social Sciences. See, for example, the articles on food and drug regulations, building
regulations, inspection, health education, sanitation, water supply, milk supply, housing,
and slums.
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For households, the domestic hygiene counterpart of the new san-
itary science centered initially on ventilation, disinfection, plumbing,
water purification, isolation of the sick, and general cleanliness. Because
the new knowledge was not proprietary, the market could not be relied
on to disseminate it. Nor were there competitive profit-making pressures
on households analogous to those fostering the adoption of new pro-
duction techniques by profit-making firms. At first, the new knowledge
was promoted especially by women reformers through voluntary orga-
nizations. But public health agencies gradually assumed an increasing
role, and voluntary domestic hygiene was supplemented by compulsory
quarantine and disinfection. As knowledge grew, education expanded to
encompass food handling and infant and child care, and health programs
were introduced into the schools. Because women were principally re-
sponsible for household care and childrearing, these educational efforts
were especially directed toward women (Mokyr 2000). Thus, in contrast
to economic growth, female, rather than male, education has played a
central role in the improvement of life expectancy (Cleland and van
Ginneken 1988).

Changing patterns of consumer demand are one indication of the
success of these educational efforts in shifting the household’s “health
production function.” Mokyr and Stein (1997) point out that, in England,
soap consumption rose sharply in the late nineteenth century despite a
rising price (cf. also Wohl 1983, 71). In regard to the late-nineteenth-
century United States, Tomes (1990, 531) reasons that “the rush to de-
velop and to patent sewer traps, toilet designs, window ventilators and
water filtration systems . . . suggests that entrepreneurs found a lucrative
market among householders anxious to safeguard their families against
infection.”

Barr (1992) points out the critical importance of the little-discussed
topic of “information failures” as a justification for state intervention.
One could hardly find a better case than infectious disease. Throughout
much of the history of the world both producers and households have
been ignorant of the causes of disease and of the consequences of their
actions for the spread of disease. Under these circumstances, education
of the public, based on the growth of knowledge regarding disease, has
been fundamental in its control, and this educational function has de-
volved primarily on the public health system and the schools. Regulatory
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actions enforced by the police power of the state have reinforced edu-
cation.

The institutional impact of advancing biomedical knowledge went, of
course, beyond the official public health system. Voluntary associations
arose usually dedicated to a specific purpose such as education in re-
gard to infant care or the diffusion of knowledge about tuberculosis.
These voluntary organizations served a useful purpose in supplementing
the governmental system and sometimes pointed to new possibilities or
needs for action. But, as with hygiene education, the voluntary agencies
were for the most part relatively short lived, and it was the governmen-
tal system that formed the backbone of the new institutional structure
dedicated to the promotion of public health.

As the germ theory became accepted, it revolutionized the training
of doctors and nurses and gave birth to today’s modern hospital (Abel-
Smith 1960, 1964; Haines 1933; Rosen 1958, 374–82; Rosenberg 1987;
Vogel 1980). As awareness grew of “community” medicine, professional
associations (the American Public Health Association was founded
in 1872), schools of public health (the first American school, Johns
Hopkins, was established in 1918), and a specialized professional lit-
erature arose (Duffy 1992, 253; Rosen 1958, 516–25). The history of
public health is filled with “public entrepreneurs” who led in the forma-
tion of new institutions or the revamping of old ones to implement the
new goals and knowledge (Rosen 1958, 507–15 provides a list of some
of these entrepreneurs, whose accomplishments deserve the recognition
in economic history currently reserved for industrial tycoons).

From its inception in the sanitation revolution, the public health
movement encountered serious opposition because of the necessary
expansion of the government’s role in the economy. The sanitation
revolution was mirrored, in effect, in a clash of ideologies between
advocates of laissez-faire and proponents of state intervention, though
some public sector proponents such as Chadwick sought to assimilate
proposals for intervention to the prevailing laissez-faire philosophy and
Benthamite utilitarianism (Briggs 1985, II, Chap. 7; Flinn 1965; Kearns
1988; Szreter 1988). Specific proposals were fiercely debated in the lo-
cal and national political arenas. The backbone of the opposition was
made up of those whose vested interests were threatened: landlords,
builders, water companies, proprietors of refuse heaps and dung hills,
burial concerns, slaughterhouses, and the like (for Great Britain, see
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Briggs 1985, II, Chap. 7; for the United States, Wells 1995; for Germany,
Evans 1987, Chap. 2). The opposition appealed to the preservation of
civil liberties and sought to debunk the new knowledge cited by the pub-
lic health advocates, which is a strategy reminiscent of the response a
century later by the tobacco industry to evidence of the adverse health
effects of smoking.19

Sources of Technological Change in Disease Control

Economic explanations of invention have typically focused on demand
conditions as the source of technological change. With regard to ad-
vances in the control of infectious disease, demand may similarly be as-
sumed to be the main causal factor. As has been seen, in mid-nineteenth-
century England, the prior, slow, century-long advance in life expectancy
had come largely to a halt as a result of rapid urbanization and indus-
trialization. Health conditions among the poor in urban centers were
increasingly recognized as appalling, and epidemic outbreaks of cholera
and typhoid aroused concerns generally (Brown 1988; Flinn 1965; Mer-
cer 1990). These problems contributed to a growing search for solutions.

Although demand increased in the nineteenth century, it was not
new – sickness and death have been the eternal bane of humanity. As
Nathan Rosenberg points out:

Many important categories of human wants have long gone either unsatisfied
or very badly catered for in spite of a well-established demand. It is certainly
true that the progress made in techniques of navigation in the sixteenth and
seventeenth centuries owed much to the great demand for such techniques in
those centuries, as many authors have pointed out. But it is also true that a great
potential demand existed in the same period for improvements in the healing
arts generally, but that no such improvements were forthcoming. (Rosenberg
1976, 267–8)

That study of the “healing arts” was far from neglected in the sixteenth
and seventeenth centuries is suggested by Europe’s leading universities
at that time having had more salaried chairs in medicine than in science
(Ben-David 1971, 52).

19 Despite the documented success of smallpox vaccination, a strong antivaccinationist
movement existed in Great Britain well into the late nineteenth century (Fenner et al.,
1988, 270).
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The actual sequence of the solutions to controlling disease that were
found suggests that it was supply-side developments, rather than de-
mand, that governed advances in the control of infectious disease –
specifically, changes in the feasibility of invention arising from advances
in knowledge. Obviously, the most intense demand comes from those
who are sick and want a cure for disease. As has been seen, however,
in the actual sequence of technological developments in the control of
infectious disease, the development of cures came last, not first. The first
major breakthrough came with regard to the transmission of disease and
reflects the lesser difficulty with which knowledge of transmission can
be obtained vis-à-vis developing a cure. Typically, the mode of transmis-
sion of a disease is more amenable to observation than its causes, and
the development of a cure must wait upon identification of the pathogen
and physiological mechanisms responsible for a particular disease. This
is evidenced today in experience with the newest major infectious dis-
ease, HIV, for which the modes of transmission were quickly identified
and led to measures directed toward control well before effective ther-
apies started to appear. Before the nineteenth century the only major
advances in control of fatal infectious diseases were methods of prevent-
ing the transmission of leprosy and plague.

Two early developments underlying the growth of epidemiological
knowledge were the emergence of vital statistics dating from the work
of Petty and Graunt in the seventeenth century and of new statistical
techniques pioneered by analysts such as William Farr and Adolphe
Quetelet in the first half of the nineteenth century (Briggs 1985, I, Chap.
3; Porter 1986, Chap. 1; Wohl 1983, 144). These, together with the slow
growth of medical knowledge, laid the basis for epidemiological studies
of the type done by Chadwick, Snow, Budd, Villermé, Shattuck, and
other health analysts in the early industrializing countries.20

Knowledge of the causes and mechanisms of disease and their appli-
cation to the development of systematic immunization and chemother-
apy had to wait upon the founding of microbiology. This, in turn,
depended on advances in instrumentation (especially the microscope),
development of laboratory research techniques, and the growth of

20 Rosen (1958, 210) states that “Chadwick saw clearly that accurate statistical information
could be exceedingly important in disease prevention.”
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related disciplines such as chemistry, anatomy, and physiology. The se-
quence in the advance of knowledge – from epidemiological studies to
identification of causes and mechanisms – is apparent in recent experi-
ence with regard to both HIV and the health effects of smoking. It is
this sequence in the development of basic knowledge that principally
explains the chronology of advances in the control of major infectious
disease, not demand conditions.

economic growth and life expectancy revisited

This section returns to the causal role of economic growth in the histori-
cal improvement in life expectancy. New knowledge of disease and a new
technology of disease control were the basic causes of the great advance
in life expectancy since the nineteenth century. But if public initiative
was essential to disseminating knowledge and implementing the new
technology, was economic growth perhaps necessary to finance the new
public spending that was required? Beyond this, there is the question of
whether economic growth was needed to finance the research respon-
sible for the advance in knowledge underlying the new techniques of
disease control. These questions are taken up in turn next.

Cost Requirements of Life Expectancy Improvement

New government activities of the type required for public health are
not costless. Implementing the new technology of disease control may
necessitate an increase in the share of government spending in GDP
in much the same way as the technology of economic growth requires
a rise in the proportion of GDP devoted to new capital investment. If
more government health spending is needed, economic growth might be
necessary to generate the additional tax revenue required for this spend-
ing. Even though economic growth may not be a sufficient condition for
rapid advance in life expectancy, isn’t it a necessary condition?

In considering this proposition, let me immediately concede the ob-
vious. Economic growth makes the expansion of public health programs
easier by relaxing the public budget constraint; economic stagnation or
decline may lead to the curtailment of already established public health
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programs, as happened in some Third World countries in the 1980s,
though with smaller adverse effects than one might have expected.21

But this concession does not make economic growth a necessary
condition for life expectancy improvement. The counterargument – that
it is not – is based on two considerations.

First, since at least the mid-1950s, the cost requirements of major
improvement in life expectancy have probably been no more than 2
percent of GDP, even in the poorest countries. This contrasts with the
roughly 15 to 20 percent of GDP needed for the capital requirements
of economic growth. The cost figure for life expectancy here is derived
from estimates by public health specialists of the cost of a broad set of
health programs considerably more ambitious than those needed to raise
life expectancy per se.22 The low cost of life expectancy improvement
is illustrated dramatically by the experience of China, which raised life
expectancy from around 40 years in the early 1950s to 60 years by the
late 1960s. At the end of this period, China’s income level was about
three-fourths of the 1820 level in Western Europe, where life expectancy
averaged under 40 years. According to Drèze and Sen (1989, 251), China
was allocating an estimated 2 percent of GDP to health spending during
this period of rapid improvement in life expectancy.

Second, many cases of significant improvement in life expectancy
have occurred in the absence of marked economic growth. In sub-
Saharan Africa, despite an epidemic outbreak of AIDS, life expectancy
increased from 46 to 53 years between 1970–5 and 1990–5, whereas
per capita income declined on the order of 10 percent (Figures 7.3 and
7.4; cf. also Sen 1994). Earlier, in the first half of the twentieth century,
several colonial powers introduced public health programs in some of

21 A National Research Council (1993) study found that economic reversals in the
1980s had an impact on child mortality in only two of seven sub-Saharan countries
studied.

22 In the early 1990s the cost to a poor country of “a minimum package of public health
and clinical interventions, which are highly cost-effective and deal with major sources
of disease burden,” amounts to about 1.5 percent of the GDP of sub-Saharan Africa in
1992 (Bobadilla et al. 1994, 171; Maddison 1995, 116, 192, 221). A 1951 estimate suggests
that about the same order of magnitude of expenditure requirements for public health
have prevailed since the middle of the twentieth century (Winslow 1951, 68). Leading
demographic scholars in the late 1950s were impressed with how much could be done in
poor countries to reduce mortality at quite low cost (Taeuber 1962, 4; Thompson 1959,
28).
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their colonies that significantly improved life expectancy generally even
though there was little income growth among the bulk of the popula-
tion.23

These considerations suggest that economic growth is not a necessary
condition for improved life expectancy and that public programs can
achieve substantial improvements in life expectancy at very low income
levels and in the absence of economic growth. A World Bank publication
entitled Public and Private Roles in Health says as much:

There is a small but extremely important collection of health-related activities
which must be financed by the state if they are to be provided at all, or provided
at the socially optimum level of consumption. These interventions appear to
account for much of the impact of health spending on health improvements.
(Musgrove 1996, p. 2, italics added; cf. also World Health Organization 1991)

After comparing recent experience in developing countries with regard
to mortality reduction and economic growth, Sen (1994, 315) concludes
that “economic growth can certainly help reduce mortality . . . , but that
help is not invariably utilized, and it is not the only possible route.”
Put succinctly, income growth without appropriate public policies does
not substantially reduce mortality, whereas appropriate public policies
without income growth, can.

Economic Growth and the Advance of Biomedical Knowledge

Scientific research requires resources. Was economic growth needed to
finance the discoveries that lay behind the technological breakthroughs
in the control of infectious disease? Certainly the location and tim-
ing of these discoveries – in northwestern Europe starting in the mid-
nineteenth century – are generally consistent with the idea that economic
growth was necessary.

23 Cf. Barclay (1954) on Taiwan; Diaz-Briquets (1981, 1983) on Cuba; Kimura (1993) on
Korea; Mandle (1973) on Guyana; and Meegama (1981) on Sri Lanka. Other frequently
cited cases of sizable life expectancy improvement with little or no economic growth
are Costa Rica from 1920 to 1950, Chile between 1960–5 and 1980–5, and the post–
World War II experience of the Indian state of Kerala (Behm and Soto 1991; Castañeda
1985, 1992, Chap. 3; Mata and Rosero 1988). The experience of many of these places is
reviewed in the proceedings of a 1985 conference on “good health at low cost” sponsored
by the Rockefeller Foundation (Halstead, Walsh, and Warren 1985; see also Caldwell
1986).
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Yet, if one thinks of the first great discoveries of modern science
(those of Copernicus and Kepler in astronomy and the Newtonian Rev-
olution in mechanics), these clearly antedated the period of modern
economic growth and did not require the enormous resources gener-
ated by such growth. The roots of these discoveries go back to earlier
intellectual undertakings that were supported by the societies of the
Middle Ages (Lindberg 1992). That medical inquiry was not neglected
is evidenced by the statistic cited earlier: in the sixteenth and seventeenth
centuries the number of university chairs in medicine exceeded those
in science.

The evidence indicates that, before the last half of the twentieth
century, the resources required to fund scientific research were quite
small. In 1929, research and development spending in the United States,
the country that was undoubtedly the leader in such spending at that
time, was 0.2 percent of GDP (OECD 1968). This includes spending by
profit and nonprofit organizations for both basic and applied research
and development in all fields of science. Clearly, spending on biomedi-
cal research would be a much smaller fraction. When one considers the
rudimentary laboratories of scientists like Pasteur, Koch, and Fleming, it
is hard to believe they involved requirements that much exceeded those
of their predecessors two centuries earlier. What was different was the
knowledge that they could bring to bear – that of optics embodied in the
microscope; of chemistry, reflected in the methods and materials with
which they worked; of prior epidemiological research based on new sta-
tistical data and techniques; and of new knowledge in subjects such as
physiology and anatomy. The history of science suggests that it was pri-
marily the internal evolution of knowledge, not the resources provided
by economic growth, that was responsible for the great discoveries lead-
ing to the control of infectious disease.24

conclusion

Let me summarize some of the impressions from this look at the modern
history of mortality. The improvement of life expectancy, like economic

24 Dependence of biomedical research on the resources generated by economic growth
may have increased since the mid-twentieth century in the developed countries with
the shift in the disease environment to noninfectious diseases.
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growth, has been based on a new technology involving new institutional,
capital, and labor requirements. But for life expectancy, the nature of
the new technology and associated requirements is quite different from
those for economic growth. The technology comprises new methods
of controlling major infectious disease. The institutional requirements
center on the establishment of a public health system. The capital re-
quirements involve new public expenditures, and the labor requirements
are for the bearers of the new technology: specialized personnel in the
fields of public health and medicine and homemakers educated in per-
sonal hygiene and household sanitation.

The point of departure for understanding the vast worldwide im-
provement in life expectancy in the last century and a half must be the
abysmal state of knowledge that prevailed throughout the world at the
start of this period and still exists today in many places. The causes of
the major infectious diseases were not known, and almost nothing was
known about the way in which these diseases are transmitted. In the
absence of valid knowledge of what economists call the “health produc-
tion function,” resources allocated to the prevention or cure of disease
were probably totally ineffective. These differences in knowledge per-
sist to the present day, both among and within developing countries, and
obviously call into question cross-sectional analyses that assume a uni-
form state of knowledge everywhere (Behrman and Deolalikar 1988;
Bhargava 1997; Strauss and Thomas 1995).

The phenomenon of modern economic growth burst on the world
scene at the end of the eighteenth century. Because of its favorable im-
pact on living levels, one might have expected resistance to disease to
have grown and life expectancy to have been raised in the areas undergo-
ing economic growth even though health knowledge remained negligible
and health practices were of questionable value. But this reasoning re-
garding the effect of economic growth on life expectancy is incomplete,
for it fails to take account of the agglomeration requirements of the new
methods of production on which economic growth was based (see Chap-
ter 5). The rapidly rising concentration of population in urban centers
sharply increased exposure to disease and largely vitiated any effect of
increased resistance.

Only with the growth, first, of epidemiological and then bacte-
rial knowledge did effective techniques emerge for bringing infec-
tious disease under control. These techniques focused primarily on the
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prevention of the spread of disease – first via controlling the mode of
transmission and subsequently via immunization. It is these methods
of prevention that have been chiefly responsible for the great improve-
ment in life expectancy throughout the world and in eliminating the
excess of urban over rural mortality. In the last half-century the advance
of knowledge has also added methods of curing disease to the arsenal
available to fight infectious disease, particularly with the development of
antibiotics, but the great bulk of the reduction in infectious disease has
been accomplished largely by preventive methods. Economic growth in
today’s developing countries usually occurred after this new technology
of disease control had started to be introduced and the historical excess
of urban over rural mortality had consequently been largely eliminated.
As a result, the positive effect of economic growth through increasing
resistance to disease is likely to have been greater in today’s developing
countries than in the past.

As is recognized in the health literature, the control of infectious
disease involves serious issues of market failure such as information fail-
ures, externalities, public goods, free-rider problems, and so forth. The
market cannot be counted on for such things as the provision of pure
water and milk, the proper disposal of sewage, control of pests such as
mosquitoes and rats, the supply of uncontaminated food and other man-
ufactured products, immunization of children and adults against major
infectious diseases, and the dissemination of new knowledge regarding
personal hygiene, infant and child care, food handling and preparation,
care of the sick, and the like. Moreover, those most vulnerable to infec-
tious disease – the poor, children, and the elderly – have typically had a
disproportionately small voice in market decisions. There is also a seri-
ous market failure problem with regard to the distribution of antimicro-
bials because of negative externalities associated with the development
of disease-resistant bacteria.

The title of this chapter poses the question, How beneficient is the
market? The ubiquity of market failure in the control of major infectious
disease supplies the answer. If improvement of life expectancy is one’s
concern, the market cannot do the job. Because of market failure, public
intervention has been essential to achieve a major reduction of mortality
of the type experienced in the last century.

Implementation of the new techniques of disease control has re-
quired the development of new institutions centering on the public
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health system. The functions of this system have included, in varying
degrees, health education, regulation, compulsion, and the financing or
direct provision of services. The establishment of a public health sys-
tem has required acceptance of social responsibility for the control of
major infectious disease. This shift in norms came about as the advance
of biomedical knowledge increasingly pointed to factors beyond indi-
vidual control as the primary source of disease in much the same way
that progress in economics in the twentieth century has led to increased
acceptance of social responsibility for unemployment and inflation. In
time, intervention in the interest of public health came to be seen as
positive and necessary, not simply as a residual function, doing “what
the market can’t or won’t do” (Institute of Medicine, 1988, 46).

The cost requirements of the new technology of disease control are
much less than those of economic growth and amounted in the last half
century to probably less than 2 percent of GDP in poor countries. Ab-
sent a public health system to implement the new technology of disease
control, income growth associated with economic development prob-
ably has at best a small positive impact on life expectancy. Given a
public health system, life expectancy can be raised substantially without
economic growth. Economic growth can make the improvement of life
expectancy more feasible by facilitating the financing of public interven-
tions, but to assert that “Wealthier Is Healthier” (Pritchett and Summers
1996) and imply that economic growth will raise life expectancy without
reference to the central role of public sector intervention is seriously
misleading. There is an essential set of governmental decisions that are
not mechanically triggered by rising per capita income. Caldwell (1986,
210) makes the point quite simply: “[L]ow mortality for all will not come
as an unplanned spinoff from economic growth.”

Nor does it seem that economic growth has been indirectly respon-
sible for life expectancy improvement by providing financing for public
spending via international aid to developing countries. Such aid has
been a small proportion of public health spending in developing coun-
tries (see Chapter 6), and, in fact, a sizable share of such spending in
these countries has gone to relatively low-productivity expenditures on
urban hospitals using developed countries’ technology. It is doubtful,
too, that economic growth was needed to fund the advances in biomedi-
cal knowledge underlying the breakthroughs in controlling infectious
disease. The resource requirements for the research underlying the
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discoveries leading to the control of fatal infectious disease were small –
perhaps not much different from those invested in inquiries into the
“healing arts” in the sixteenth and seventeenth centuries.

None of this is to say that the situation with regard to public sector
intervention for the control of infectious disease has been, or is, optimal.
Mention has just been made of the low-productivity nature of much pub-
lic health spending in developing countries (which is why correlations
of total public health spending with mortality are frequently poor). The
substantial increase in life expectancy almost everywhere confirms that
a relatively few low-cost interventions have been highly productive. But
the solution to inefficiency in the public sector is not necessarily to turn
things over to the market. What is needed is careful assessment of the
cost effectiveness of different policy interventions and attention to their
political feasibility and compatibility with existing health knowledge and
beliefs.25 In such work the market may be found to have a contributing
role. But the assumption that the market, in solving the problem of eco-
nomic growth, will also solve that of health and life expectancy is belied
by the lessons of experience. Rather than a story of the success of free
market institutions, the history of mortality is testimony to the critical
need for collective action.

25 Cost-effectiveness concerns are prominent in the research of public health specialists
on developing countries. Cf. Chen et al. (1994); Feachem and Jamison (1991); Feachem,
Graham, and Timaeus (1989); Jamison et al. (1993). On political aspects, see Nathanson
(1996); Reuschemeyer and Skocpol (1996); Szreter (1997); on cultural beliefs, see Note 2
above.
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An Economic Framework for Fertility Analysis

How relevant to human fertility behavior is economic theory? The an-
swer is, I believe, not as much as it could be. In this chapter I try to
extend the mainstream, demand-oriented economic theory of fertility
to improve its applicability to a wider range of childbearing behavior in
time and space.

In the first two decades after World War II, most theoretical work
on the economics of fertility derived from seminal studies by Harvey
Leibenstein (1957) and Gary S. Becker (1960) in which the economic
theory of consumer behavior was applied, in one form or another, to
childbearing decisions (see also Easterlin 1969; Robinson and Horlacher
1971). The conventional theory of consumer behavior views the individ-
ual as trying to maximize satisfaction given a range of goods, their prices,
and his or her own tastes and income. In the application of the theory
to fertility analysis, children are viewed as a special kind of consumer
durable good, and fertility is seen as a response to the consumer’s de-
mand for children relative to other goods. In the mid-1960s, a special
variant of this approach emerged, deriving chiefly from an article by
Becker (1965) and distinguished by use of the concept of a “household
production function” (T. W. Schultz 1973, 1974). In this chapter, the
term economic theory of fertility refers to both the older and newer
variants.1

Reprinted with permission in revised form from “An Economic Framework for Fertility
Analysis,” Studies in Family Planning 6, 3 (March 1975): 54–63. C© 1975 by the Population
Council.
1 The newer variant generated some critical discussion by economists, usually in a sym-

pathetic vein; see, for example, Nerlove (1974), T. P. Schultz (1973), and T. W. Schultz

141



P1: FCH/SPH P2: FCH/SPH QC: FCH/SPH T1: FCH

0521829747c08 CB626-Eeasterlin-v1 November 17, 2003 21:2

142 The Reluctant Economist

Although the economic theory of fertility based on consumer choice
has noticeable limitations, I believe that a more comprehensive eco-
nomic framework incorporating this theory remains the best point of
departure for systematic fertility analysis. Such a framework, however,
must be able to include the principal concepts of demographers, sociol-
ogists, and other scholars of human fertility. And it must be relevant to
fertility behavior in a wide range of circumstances, past and present – to
the trends, fluctuations, and differentials in fertility observed throughout
human history. Thus, the empirical concern here is not only with present
or recent fertility in the United States, on which most economic research
has focused, but also with the demographic transition and premodern
fertility differences and movements. Is it fair to apply such a sweeping
standard of empirical relevance? I think so. Aside from the social ur-
gency of understanding developments like the demographic transition,
I am dealing here with the scope of the subject of fertility as viewed
by noneconomists. Economists’ claims of a superior theory of fertility
behavior are customarily assessed by noneconomists in terms of this
wide-ranging set of problems.

Before proceeding, let me make clear that I think the application
of the economic theory of household choice to fertility problems has
resulted in several valuable contributions. First, economics has clari-
fied the appropriate concept of income for analyzing fertility decisions,
namely, “full” or “potential” income, and has shown, for example, that
for many purposes, total family income is a less pertinent measure than
husband’s income or variant measures of the household’s earning po-
tential. Second, economic analysis has reduced the conceptual confusion
between cost of children and expenditures per child. As with many eco-
nomic goods, rising income may promote the acquisition of both greater
quantity (more children) and higher quality (greater expenditures due
to the purchase of more goods per child). This rise in child outlays due
to higher income is not an increase in the price of children. It is only
when the prices of the goods for childbearing and childrearing rise rela-
tive to the prices of other goods that one can appropriately speak of an
increased price or cost of children. Third, economics has clarified causal

(1973). Leibenstein’s (1974b) review adopts a more skeptical stance. Ben-Porath’s
(1974) discussion recognizes the argument in this chapter but does not consider its
empirical implications.
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interrelations. For example, few economists would speak of lower fer-
tility as “causing” higher female labor force participation, or vice versa,
but would view both magnitudes as simultaneously determined by other
factors. Finally – a contribution that is attributable especially to research
stemming from Becker’s 1965 article – economic theory has led to more
explicit recognition both of the competition between children and eco-
nomic goods for the time of father and mother and of the value of that
time to each parent.

Because the stress here is positive, on the value of a more com-
prehensive economic framework (which incorporates fuller attention
to the concepts of noneconomists) rather than on the limits of the cur-
rent economic theory of fertility, I start with a brief sketch of the more
comprehensive framework, indicating how the more limited version fits
in. Then I take up various empirical problems to illustrate the value of
the broader economic framework as well as shortcomings of the usual
approach.

theory

The standard formulation of the microeconomic theory of fertility em-
phasizes the demand for children as the key to understanding fertility
behavior. It also treats, but less fully and systematically, the costs of con-
trolling fertility. The principal innovation in the present approach, which
builds substantially on prior work by Tabbarah (1971), is a more explicit
and formal treatment of the production of children, including the pos-
sibility of shifts in output independent of demand conditions. Attention
to the production side leads to greater recognition of such sociological
concepts as natural fertility and of real-world conditions to which the
usual demand analysis may be inapplicable.

For brevity, I use the total number of surviving children of a “rep-
resentative” married couple as the principal dependent variable, for
surviving descendants, rather than births, are what parents want. Both
spouses are assumed to live throughout the reproductive span of the
wife. Questions relating to the formation of reproductive unions and
to child spacing are left aside. Although the present framework falls
short of encompassing all of the subjects of fertility analysis, it is con-
siderably broader in empirical scope and more consonant with the
views of noneconomists than the usual economic theory of fertility. The
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exposition here is highly condensed; for other studies in which the the-
oretical analysis is discussed in fuller detail, see Easterlin (1978) and
Easterlin et al. (1980).

The determinants of fertility are seen as working through one or
more of the following:

1. Desired family size (the demand for children), Cd, the number of
surviving children parents would want if fertility regulation were
costless;

2. Potential family size, Cn, the number of surviving children parents
would have if they did not deliberately limit fertility; and

3. Costs of fertility regulation, RC, including both subjective (psychic)
costs and objective costs, namely, the time and money required to
learn about and use specific techniques.

Desired Family Size, Cd

In keeping with the economic theory of household choice, the immediate
determinants of the demand for children are income, prices, and tastes.
Desired family size is seen as depending on the household’s balancing of
its subjective tastes for goods and children against externally determined
constraints of price and income in a way that maximizes its satisfaction.
Variations in the basic taste, price, and income determinants will cause
differences in desired family size among households at a given time or for
a given household over time. Other factors being constant, the number
of children desired would be expected to vary directly with household
income (on the assumption children are a “normal” good), directly with
the price of goods relative to children, and inversely with the strength
of tastes for goods relative to children.

It is through tastes or subjective preferences that attitudinal consid-
erations stressed by sociologists operate such as norms regarding family
size and the “quality” of children (standards of child care and rearing).
Nothing in the usual presentations of economic theory precludes the
analysis of tastes. The overriding emphasis of economists, however, in
both theoretical and empirical work, has traditionally been on price and
income variables rather than on preferences, and in this way economists
have subordinated consideration of tastes. The household production
function variant of fertility theory, moreover, further predisposes its
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users against the analysis of tastes, for it lends itself to reformulating the
influence of preferences partly in terms of household technology.2 In
another article, I developed the argument that the formation of tastes
should have high priority in fertility research and that such work would
help bridge the economics and sociology of fertility (Easterlin 1969).
Leibenstein’s (1974b) critique of the household production function ap-
proach stresses the importance of studying taste formation, as do a few
other economists such as Ben-Porath (1975) and Lindert (1978). I still
believe in the need for research on taste formation; however, the em-
phasis in this chapter is on an additional link between the economics
and sociology of fertility arising from the production side.

As noted, the principal dependent variable here is surviving children
because parents are ultimately interested in grown offspring, not number
of births. Birth behavior may be linked to desired family size through
the rate of infant and child survival. For households to achieve a given
number of surviving children, the necessary number of births would
be higher the lower the level of infant and child survival. Even though
tastes, prices, and income remained unchanged, birth behavior might
vary because of changes in the survival prospects of children. Other
things being equal, the higher the survival prospects, the lower the birth
rate.

It might be argued that the child survival rate is determined by
household decisions. Historically, and for many households in devel-
oping countries today, this is patently false because people have not
known what caused disease or how to treat it (see Chapters 6 and 7).
In the past century, new knowledge of disease has been gradually dif-
fusing, especially in the more developed countries, but even today most

2 The household production function takes the traditional outputs of economic theory,
namely, market goods (including children) as inputs. These are combined in the home
with time supplied by household members to produce more basic “commodities” that
directly enter the utility functions of the household members (Becker 1965). In this
theory, college education, for example, may be viewed as tending to increase the con-
sumption of operas, not by changing tastes, but by improving consumption technology
through an increase in the efficiency with which the inputs, consisting for a given house-
hold of an opera and the time spent attending it, are consumed. A general critique of
the household production function approach has been given by Pollak and Wachter
(1975), who argue, among other things, that where there is no operational concept of
“commodity,” Becker’s formulation introduces at best an unnecessary and at worst a
misleading additional concept into the traditional chain linking utility directly to market
goods and time.
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households have limited control, at best, over infant and child mortality.
Hence, the child survival rate is taken here as basically determined by
factors beyond the typical household’s control.

So far it has been assumed implicitly that the family size decision
refers to children of a standard “quality,” that is, children embodying
a given set of inputs of time and goods. Allowance can be made for
variations in child quality by viewing it as an additional good along with
number of children. An increase in income would then be expected to
raise both the number of children desired and the standard of child qual-
ity, whereas a rise in the relative prices of inputs required for children
would lead to substitution against both child numbers and child qual-
ity. Also, subjective preferences relating to child quality might change,
leading, for example, to greater emphasis by parents on the quality of
children at the expense of number of children.

Potential Family Size, Cn

On the production side of fertility determination, the key analytical
concept is potential family size, that is, the number of surviving children
a household would have if fertility were not deliberately limited. This
depends, in turn, on natural fertility and the probability of a baby’s sur-
viving to adulthood. If, for example, a typical couple that is not deliber-
ately controlling its fertility would have eight births over the childbearing
span, and three out of four infants, on average, survived to adulthood,
then potential family size would be six children. Given natural fertil-
ity, an increase in infant survival prospects due, say, to public health
measures, would increase potential family size. Similarly, given survival
prospects, potential family size would vary directly with natural fertility,
as governed, say, by breastfeeding norms.

The immediate determinants of natural fertility are different from
the factors governing desired family size. They are (a) frequency of
intercourse, as affected by sexual desire and involuntary abstinence due
to such factors as impotence or illness; (b) fecundity or infecundity as
affected by involuntary causes; and (c) fetal mortality from involuntary
causes. (Sociologists will recognize that the terminology here is that of
the well-known Davis and Blake article, 1956.) Natural fertility is in-
dependent of deliberate controls on coital frequency, fecundity, or fetal



P1: FCH/SPH P2: FCH/SPH QC: FCH/SPH T1: FCH

0521829747c08 CB626-Eeasterlin-v1 November 17, 2003 21:2

An Economic Framework for Fertility Analysis 147

mortality because it relates to the number of births a household would
produce in the absence of intentional limitation of fertility.

Natural fertility depends partly on physiological or biological factors
and partly on cultural practices. Biological factors would include those
that influence natural fertility through such mechanisms as genetic ef-
fects on fecundity or the effect of disease and malnutrition on coital
frequency and the ability to carry a fetus to term. Cultural factors would
include various social customs or events that inadvertently affect coital
frequency, fecundity, or fetal mortality such as the belief that sexual
intercourse should be avoided while a mother is nursing (an “inter-
course taboo”), customary practices regarding length of breastfeeding,
and physical separation of partners due to such events as civil strife or
seasonal migration for employment purposes. Two societies identical in
biological and physiological characteristics might differ in natural fertil-
ity because, for example, an intercourse taboo led to a higher prevalence
of involuntary abstinence in one society than in the other or the custom-
ary length of child breastfeeding differed. Natural fertility in a given
society and potential family size are likely to be below the reproductive
potential of the population because of both biological constraints and
cultural conditions that inadvertently reduce family size.3

A household deliberately wishing to reduce family size must neces-
sarily adopt some techniques of fertility limitation; hence, a corollary of
any demand-based explanation of fertility is that one should be able to
observe the use of fertility-limiting practices. The concept of natural fer-
tility described in the previous paragraph, however, makes clear that the
existence in a given society of a practice that reduces fertility below the
physiological maximum is not in itself evidence that households are de-
liberately restricting fertility. The critical issue is the meaning attached to
the practice by its users. If, for example, abstinence is due to observance
of a taboo on intercourse while a mother is nursing in the belief that this
is important for the health of mother or child, then there is no deliberate

3 Some work on the economics of fertility has introduced natural fertility considerations
(Rosenzweig and Schultz 1985; Schultz 1981) but confined them to biological constraints
in the curious belief that behaviors such as how long a mother nurses her child are
practiced knowingly and chiefly with a view to limiting the mother’s childbearing, despite
evidence to the contrary (Easterlin and Crimmins 1985, 46).
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control, and the practice is simply one of various cultural conditions that
keep natural fertility below the physiological maximum.4

The emphasis here on the intent behind a fertility-limiting practice is
not an analytical quibble, for it bears directly on the prospective efficacy
of a governmental family planning program. In the abstinence example
just given, abstinence arises from observance of a social taboo that is
believed to be important for the health of mother or child. Alternatively,
abstinence might be used with the deliberate aim of reducing family
size. If the basic motive is the health of mother or child, then there is
no implicit demand for a better method of fertility control; if the motive
is reducing family size, then there is such a demand. Obviously, the
response to a family planning program would be negligible in the first
case and positive in the second. Nor does it matter whether a particular
fertility-limiting practice might have originated historically from some
explicit or implicit societal concern about controlling population growth.
Whatever the origins of a practice, the current response of its users to
a family planning initiative will depend on their present view of the
reasons for its use.

Motivation for Fertility Regulation, Cn − Cd

Potential family size and desired family size jointly determine the moti-
vation for fertility regulation. If potential family size falls short of that
desired, Cn < Cd, there is no desire to limit fertility. The typical couple,
for example, might want six surviving children but only produce four
over the course of the reproductive years. An “excess demand” situa-
tion of this type would result in a demand for ways to enhance fertility
and for the adoption of children (although these possibilities are usually
quantitatively unimportant). Households might know how to limit fer-
tility, but there would be no incentive to practice family size limitation.
In this situation, parents would be expected to have as many children
as possible; that is, the number of children parents actually have would

4 In sociology the question of the intent behind a given behavior is formalized by distin-
guishing between the “manifest” and “latent” functions of the practice, corresponding
roughly to the intended and unforeseen consequences. Allied notions in anthropology
are the concepts of “emic” and “etic,” which refer to the meaning attached to a phe-
nomenon, by, respectively, the actors themselves and independent observers (Harris
1968, 571–5).
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correspond to their potential family size. Variation in the number of
children parents have would depend on the determinants of potential
family size, namely, natural fertility and the probability of an infant’s
surviving to adulthood.

In contrast, if the potential family size exceeds desired family size
(Cn > Cd), an “excess supply” situation, parents would be faced with
the prospect of having unwanted children and would be motivated to
regulate their fertility. A typical couple might want only four surviv-
ing children but produce five in the absence of deliberate family size
limitation. The prospect of an unwanted child would create an incen-
tive for the couple to restrict fertility intentionally. In an excess supply
situation, there is thus a demand for ways of limiting fertility. Wheth-
er fertility control will actually be used depends on how the costs of
fertility regulation compare with the strength of the motive to limit
fertility.

Costs of Fertility Regulation, RC

Although motivation is a necessary condition for fertility regulation, it
is not a sufficient condition. Fertility regulation imposes costs on the
household of two types. There are psychic costs – the displeasure associ-
ated with the idea or practice of fertility control – and market costs – the
time and money necessary to learn about and use specific techniques.
These costs, in turn, depend on (a) the attitudes in society toward the
general notion of fertility control and toward specific techniques, and
(b) the degree of access by parents to fertility control in terms of both
the availability of information and the range of specific techniques and
their prices. Typically, a family planning program lowers market costs by
increasing information and providing services free or below cost. It also
lowers subjective costs by lending legitimacy to the notion of practicing
birth control.

Whether fertility control will actually be used in a given excess supply
situation depends on how the costs of fertility regulation compare with
the strength of the motivation to limit fertility. Given the strength of the
motivation, the lower the costs of fertility regulation – that is, the more
nearly conditions approach those of the “perfect contraceptive society,”
where psychic and market costs would be zero (Bumpass and Westoff
1970) – the greater would be the adoption of fertility regulation and
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the more nearly would the number of children parents have correspond
to the number they desire. Conversely, the higher the costs of fertility
control, the more nearly would actual conditions approach potential
family size, the lower would be the deliberate control of fertility, and the
greater would be the number of unwanted children.

Summary

In the present analysis, the determinants of fertility are seen as working
through one or more of the following: the demand for children (desired
family size) if fertility regulation were costless, potential family size if
no conscious effort were made to control fertility, and the costs of fer-
tility regulation. The immediate determinants of desired family size are
income, the price of children relative to goods, and subjective prefer-
ences for children compared with goods. Potential family size depends
on natural fertility and the survival prospects of a baby to adulthood.
The costs of fertility regulation include subjective costs (“attitudes”) as
well as the time and money necessary to learn about and use-specific
techniques (“access”).

The role of these factors in determining actual fertility differs de-
pending on the comparative state of potential and desired family size. If
the situation is one of excess demand (or even of excess supply but the
motivation for fertility control falls short of the costs of fertility control),
then the number of children parents have corresponds to their potential
family size, and the determinants of potential family size (natural fertil-
ity and child survival) govern variations in actual family size. If, however,
the situation is an excess supply one in which the motivation to regulate
fertility exceeds the costs, then deliberate limitation of fertility occurs
and the number of children parents have falls below potential family
size. As long as fertility regulation is not entirely costless, some parents
still have unwanted children. The situation is thus one in which the ac-
tual number of children parents have falls short of potential family size,
the difference reflecting the extent of conscious fertility control, but the
actual number exceeds the desired number, the excess consisting of the
number of unwanted children.

The usual economic theory of fertility is confined to two of the three
basic determinants identified here, namely, the demand for children
and costs of fertility control, although the treatment of the latter varies
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considerably from one writer to another. Moreover, the emphasis with
regard to both of these is typically on objective market circumstances –
income and prices (including prices of fertility control) – rather than
on subjective attitudes. The present approach stresses the desirability
of adding a third set of fertility determinants disregarded in the usual
economic theory, namely, those shaping the potential output of children,
and also advocates direct study of subjective (taste) considerations.

applications

Nonmarital Fertility

Although the framework, as sketched, relates to marital fertility, it can
be used to analyze nonmarital fertility. In comparing the framework with
the more usual demand-based economic analysis, it is simplest to start
with two empirical problems in this area. The examples make the point,
on the one hand, that a framework is needed that explicitly includes
consideration of potential family size, and, on the other, that demand
factors may sometimes be relevant even for nonmarital fertility.

Let me start with the noticeable rise in teenage nonmarital fertility
rates in the United States after 1940. An explanation offered by Cutright
(1972) stresses physiological factors. Because of improvements in health
and nutrition among young women after 1940, age at menarche fell sub-
stantially and the likelihood of conception noticeably increased at ages
15–17. These improvements also increased the probability of a young
woman’s carrying a fetus to full term. Together, these factors resulted
in a substantially increased likelihood that a given rate of sexual activ-
ity among teenage women would result in a live birth. Cutright (1972)
suggests that these developments played an important part in the rise of
teenage rates of fertility outside marriage.

Cutright’s hypothesis cannot be expressed within the framework of
the usual demand-based economics of fertility because it has nothing to
do with the demand for children or with the costs of fertility control.
However, it can readily be handled by the present approach. In terms of
the present framework, Cutright’s hypothesis is that the rise in teenage
nonmarital fertility reflects in large measure an increase in the potential
output of children (Cn) caused by physiological changes that increased
natural fertility.
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The validity of Cutright’s interpretation is not at issue here.5 A pop-
ular alternative, which also stresses potential family size and is thus
outside the demand framework, is that higher teenage nonmarital fer-
tility is due to a breakdown of taboos on premarital intercourse. (In
this case the increase in nonmarital fertility occurs via a shift in natural
fertility caused by greater frequency of extramarital intercourse due to
changed social mores.) My point in mentioning these interpretations is
that an economic theory of fertility that disregards potential output pre-
cludes reasonable hypotheses like these advanced in disciplines other
than economics. On the other hand, the more general economic frame-
work sketched here lends itself readily to the recognition and analysis
of these hypotheses.

If an economic framework needs to include potential output consid-
erations to be relevant to nonmarital fertility, does one need the demand
analysis that comes with the framework as well? After all, the desired
number of children in extramarital unions is typically zero. My answer is
that the full framework, including demand, is needed, and not only be-
cause of the possibility of cases in which nonmarital pregnancy is sought
as a means of fostering a marriage proposal. Let me take, as an exam-
ple, an argument that quite explicitly discounts the relevance of demand
considerations to nonmarital fertility. Shorter, Knodel, and van de Walle
(1971), in a valuable study of the long-term decline in nonmarital fertility
in Europe since the nineteenth century, note the close parallel between
the trends in marital and nonmarital fertility. They argue that the type
of economic pressures cited by Banks (1954) to account for the decline
in marital fertility cannot be used to explain the trend in nonmarital
fertility. Here are their words:

J.A. Banks’ explanation of the decline in marital fertility as a consequence of
rising middle-class standards of living and of simultaneous greater educational
aspirations of parents for their children is much less plausible when applied
to the decline in nonmarital fertility. It is unlikely that higher incomes moved
unwed mothers to curb their illegitimate fertility so as to plan better the educa-
tional future of their bastards on hand. Possibly improvements in the standard
of living during the last quarter of the nineteenth century restricted illegitimate
fertility through some other mechanism. But an ad hoc rummaging about for

5 Tietze, for one, has expressed reservations. (See Tietze 1972, 6 and Cutright’s reply in
the same publication.)
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alternate linkages to an “economic prosperity” model is unlikely to result in any
generalizable kind of explanation. (Shorter et al. 1971, 393)

Suppose, however, that a decline in desired family size among mar-
ried couples, owing to the reasons given by Banks, generated a greater
demand for fertility limitation. Suppose, further, that in response to this,
a substantial expansion occurred in the supply of abortion services, low-
ering their market costs and increasing their social acceptability. In ad-
dition, improved efficiency in the practice of withdrawal might develop.
This reduction in the costs of fertility control would make it easier for un-
married as well as married couples to terminate or avoid pregnancy and
would thereby reduce nonmarital fertility. Thus, a decline in nonmarital
fertility might arise from the same basic circumstances that caused a
decline in marital fertility, that is a decreased demand for children by
married couples that resulted in lower costs of fertility control gener-
ally. Although this argument does not contradict the emphasis that the
article’s authors place on the costs of fertility regulation in explaining
the nonmarital fertility decline, it does show that changes in fertility
control costs might ultimately stem from the effect of a decreased de-
mand for children within marital unions. Again, let me emphasize that
I am not arguing for or against any particular hypothesis. Rather, I am
trying to show that the present framework lends itself to consideration
of all factors potentially relevant to nonmarital fertility, whether they
operate via desired family size, potential family size, or fertility control
costs.

Premodern Fertility Differentials and Fluctuations

Let me turn to a different set of empirical problems. Time series fluctua-
tions in fertility that are positively associated with the state of the econ-
omy in a premodern situation have frequently been noted (Lee 1978).
Also, a positive association between fertility and socioeconomic class at
a point in time has sometimes been observed in premodern conditions
(Stys 1957; United Nations 1961, Chap. 10). The natural inclination of
economists is to interpret these findings of a positive income–fertility
relationship as being due to demand influences, that is, that variations
in household income cause corresponding variations in the number of
children that households desire.
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Figure 8.1. “Output” compared with “demand” interpretation of a positive
income–fertility relationship.

An alternative interpretation based on potential family size is pos-
sible, however. Figure 8.1 contrasts the two interpretations. Consider,
first, the demand explanation. (For simplicity, variations in fertility con-
trol costs are disregarded.) If one ignores, for the moment, the curve
labeled Cn, the figure incorporates the usual graphical version of the
economic theory of fertility, though in highly simplified form to bring
out the desired contrast. Number of children C is measured along the
horizontal axis and goods consumed by parents Gp on the vertical axis.
Household desires for children are expressed in terms of an indifference
map that represents the degree of satisfaction the household attaches
to every possible combination of commodities and children. Only two
curves on this map, I1 and I2, are shown here, although an entire set filling
the quadrant exists at any given time. Any point on a curve expresses
the degree of satisfaction attaching to that particular combination of
children and commodities, and a curve is drawn so that all combinations
on the curve yield the same amount of satisfaction. In other words, an
indifference curve is a “constant-satisfaction” curve. Curves farther from
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the origin (e.g., I2 compared with I1) are situations involving both more
children and more goods and represent higher levels of satisfaction than
curves nearer the origin.

A household’s ability to “purchase” combinations of children and
goods is represented by a budget constraint, which delimits those com-
binations within financial reach of the household, based on the house-
hold’s perceived income prospects and prices of children and goods.
Two budget constraints, ef and e′f ′, are pictured, but at any given time
only one is applicable, let us say, initially, ef. The triangle Oef repre-
sents all combinations of children and goods within financial reach of
the household.

In a purely demand-based economic theory of fertility, the house-
hold is seen as choosing, from among the set of combinations within
financial reach, that which will maximize its satisfaction according to its
subjectively determined preferences. In this case, this is the combination
shown by the point of tangency of ef and I1, the latter being the highest
attainable indifference curve. Thus, given tastes (as represented in the
indifference map) and prices and income (as represented by the budget
constraint ef ), the number of children desired or “demanded” by the
household would be C1.

What would be the effect on the equilibrium number of children of
an increase in income with tastes and prices remaining unchanged? This
is shown by a parallel outward shift in the budget constraint from ef to
e′f ′. With its financial reach now extended, the household moves to a
higher indifference curve, the tangency of e′f ′ and I2, and enjoys a larger
number of children, C2, as well as more commodities.

The dashed line labeled “locus of Cd” (desired number of children)
is the set of equilibrium values that would be traced as income varied
with prices and tastes held constant. It shows the relationship between
income and purchases of a good that economists take to be normal,
namely, a positive one: number of children varies directly with income.
Confronted with data showing that fertility varies positively over time
or among groups with variations in income, economists would tend to
conceptualize the underlying mechanism as that generating movements
along the locus of Cd. Let me repeat that I am giving here a very simpli-
fied presentation for purposes of contrast.

The alternative interpretation of a positive income–fertility relation
under premodern conditions is suggested by the Cn (potential family
size) function, which has been added to the usual economic diagram.
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This function shows how the number of children a couple has might
vary positively with the couples’ material living level even if no conscious
effort were made to control fertility. (It is assumed that such factors as
public health conditions or social customs, which might affect potential
family size independently of income, are held constant; changes in such
factors would shift the entire Cn function.) Below some minimum living
level, natural fertility would be zero. Near-starvation conditions, for
example, would drastically lower frequency of intercourse and heighten
the likelihood of spontaneous abortion if conception did occur. As the
parents’ living conditions improved from very low levels, natural fertility
would progressively increase, although the increments would become
gradually less until eventually a point would be reached at which further
living level changes would leave natural fertility unaffected because of
biological and cultural limits on a woman’s reproductive years. This is
the relationship portrayed by the Cn curve in the figure. Starting with a
positive intercept on the y-axis at which potential family size is zero, the
curve shows an initial positive relation between Cn and Gp; eventually,
however, it reaches a vertical phase in which Cn is unaffected by further
increases in Gp. Other than the general shape of the curve drawn here,
no claim is made for its realism; my aim is merely to bring out clearly
the contrast with the previous demand interpretation.

A movement in the budget constraint from e f to e′f ′ along the Cn

function of Figure 8.1 would produce a positive income–fertility rela-
tionship with the equilibrium number of children varying from C3 to C4.
The mechanism underlying this relationship, however, differs from that
discussed earlier in the demand interpretation. In this case the underly-
ing mechanism involves such things as the effect of better nutrition on
reproductive capacity, as suggested, for example, by Frisch’s work (1974,
2002), or the relaxation of the social custom of young wives’ returning
to their parents’ homes when times are hard. Another possibility is that,
at a point in time, higher-income wives may be more likely to resort to
wet nursing. As a result, the typical higher-income wife would have a
shorter period of temporary sterility after childbirth and consequently
higher natural fertility, giving rise to the observed positive association.

In the figure as drawn, the potential output rather than demand inter-
pretation of the positive income–fertility relation is the correct one. At
both of the income levels shown (e f and e′f ′), parents could not produce
the desired number of children, which is indicated by the tangency of
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the appropriate budget constraint and indifference curve. Because de-
sires exceed potential family size, parents would have as many children
as possible, that is, the amount given by the intersection of the relevant
budget constraint with the Cn function. (We have here the counterpart
in fertility analysis of a rationing situation in the theory of household
choice in which a household is unable to attain the consumption pattern
that would be optimal under free market conditions because of the re-
stricted availability of one or more goods.) Variations in income (that is,
shifts in the budget constraint) would generate variations in number of
children as shown by the Cn (potential family size) function, not by the
Cd locus.

The Cn function could, however, lie to the right of the Cd locus, if, say,
public health conditions or social customs were more favorable to high
natural fertility and child survival. In this case the demand interpreta-
tion would be the appropriate one because, disregarding fertility control
costs, households would be unwilling to produce more children than de-
sired. Variations in income would generate variations in the number of
children as given by the Cd locus, not by the Cn function.

Again, I am not concerned here with which interpretation may be
more appropriate to a premodern situation. My point is simply to show
the alternative interpretations that are possible in order to demonstrate
the need for a theoretical framework sufficiently flexible to encompass
both.

The Transition from High to Low Fertility

The transition from high to low fertility provides another opportunity
for illustrating the influence of both demand and potential output factors
on fertility behavior. The leading interpretation of the shift from high to
low fertility in modernizing societies is the theory of the demographic
transition. In this scheme, a shift to low fertility follows, with a lag, a
decline to low mortality levels and is taken to be associated, in a general
way, with the process of urbanization and industrialization.

The present framework suggests a more comprehensive view in
which the demographic transition model is one of many possible real
world patterns. The emphasis here is on identifying different ways in
which the process of social and economic development may engender
a new type of concern within households with regard to reproduction,
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that of having unwanted children, and lead to a growing motivation to
regulate fertility.

Figure 8.2 shows some hypothetical trends during modernization in
the equilibrium values of Cn and Cd. In all of the diagrams, the progress
of economic and social modernization is assumed to be correlated with
time and corresponds to a movement to the right along the x-axis. The
diagrams represent only the general nature of the possible relationships
during modernization; no implication is intended regarding specific mag-
nitudes.

As we have seen, the motivation for fertility regulation varies with
the prospective number of unwanted children, the excess of Cn over Cd.
In the upper panels of Figure 8.2, this is shown by the solid line at the
bottom of each diagram; in the lower panels this line has been omitted to
simplify the presentation; the applicable Cn−Cd line in the lower panels
is that in Figure 8.2c. In all of the diagrams in Figure 8.2, the initial situa-
tion, that on the y-axis, is one in which there is no motivation for fertility
regulation because parents are unable to produce as many children as
they would like to have. More generally, all positions to the left of point
m are excess demand situations. In these circumstances there would be
a demand, not for ways of reducing fertility, but of raising it, and also
for children to adopt. This representation is, of course, vastly oversim-
plified. A more realistic diagram might show Cn fluctuating widely in
premodern conditions and the early stages of modernization and then
trending upward as the fluctuations dampen.

Figures 8.2a–c illustrate alternative ways in which the motivation to
regulate fertility might emerge and grow in the course of moderniza-
tion, causing the Cn−Cd curve to cross the x-axis and move upward to
the right. Figure 8.2a shows a situation in which the moving force is po-
tential family size, Cn, while desired family size remains constant. The
rise in potential family size might be due to better child survival or to
a rise in natural fertility (due to improved health of mothers or shorter
breastfeeding, for example). Figure 8.2b illustrates the contrasting de-
mand situation in which Cn is constant but desired family size shifts from
above to below Cn (as a result, say, of an increase in the relative cost of
children), leading to the appearance of unwanted children. Figure 8.2c
shows a shift from excess demand to excess supply conditions owing to
changes in both Cn and Cd.
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As noted previously, although motivation to limit family size is a
necessary condition for fertility regulation, it is not a sufficient condition.
Whether in a given excess supply situation fertility control will actually
be used depends on the strength of the motivation compared with the
subjective and market costs of fertility regulation. Figures 8.2d and 8.2e
illustrate the two extremes with regard to costs of fertility control. In
both diagrams, to the left of point m parents are not able to have as
many children as they would like to have. As a result, to the left of m the
actual number of children they have, shown by the broken C line, is equal
to the maximum amount they can produce, as indicated by the Cn curve,
and rises as potential family size increases. As one moves to the right
of point m in both diagrams, a problem of unwanted children emerges,
creating the motivation to regulate fertility. In Figure 8.2d, it is assumed
that the costs of fertility regulation are prohibitive. Consequently, the
actual number of children continues to follow the potential family size
curve Cn, and unwanted children increase. The number of unwanted
children is shown by the vertical distance between C and Cd marked sX.
Figure 8.2e, in contrast, represents the perfect contraceptive society, for
subjective and market costs of fertility regulation are zero. As soon as the
motivation to regulate fertility occurs, parents immediately start limiting
family size. The actual number of children falls short of the maximum
possible and follows the Cd curve, turning downward in the case shown.
The extent of fertility regulation, measured in children averted, is shown
by the vertical sR distance between Cn and C.

In any real world situation, fertility control costs would be neither
zero nor prohibitive. The likely course of the actual number of children
for a given level of fertility costs is shown in Figure 8.2f. Initially, as the
potential family size curve Cn edges above the desired number of chil-
dren Cd to the right of point m, the motivation to regulate fertility is not
great enough to offset the costs. The actual number of children continues
to be governed by the Cn curve with unwanted children increasing as
shown by sX. As the movement to the right continues, however, a point
is reached at which the loss in welfare due to unwanted children begins
to exceed that associated with the costs of fertility regulation. In effect,
a threshold of fertility regulation, labeled h in the diagram, is reached
(Kirk 1971). Deliberate fertility control is begun, and the C curve turns
downward in the direction of the Cd curve with fertility regulation prac-
ticed to the extent shown by the vertical distance sR. As long as costs
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of fertility control are positive, however, there will continue to be some
unwanted children, indicated by sX. Given the Cn and Cd curves, the
effect of a reduction in the costs of fertility regulation would be to shift
point h to the left, and, for any given excess of Cn over Cd, to reduce
unwanted children sX and increase the amount of fertility regulation sR.

This sketch attempts to bring together systematically the factors that
may operate to induce a motivation for fertility limitation during mod-
ernization. The advantage of the present approach is that it directs equal
attention to the possible roles of desired family size, potential family size,
and fertility control factors. By making different assumptions regarding
changes in the basic fertility determinants, it is possible to bring out
within the present framework alternative sources of change from high
to low fertility. The typical demographic transition pattern, a shift from
high to low mortality preceding a corresponding movement in fertil-
ity, may be most simply generated, if, with other fertility determinants
given, one assumes mortality is sharply reduced in a situation of ini-
tially high mortality and fertility. The accompanying increase in child
survival prospects, and perhaps also in natural fertility of mothers due
to better health, would raise potential family size and would shift the
typical household into an excess supply situation of the type shown to
the right of point m in Figure 8.2a. As the prospect of unwanted children
continued to grow, the typical household would, in time, reach and cross
the fertility control threshold h, and fertility rates would start to move
downward, thus following with a lag the decline in mortality.

By contrast, there are situations of the type noted by Coale (1969) in
which historically the fertility decline apparently accompanied or pre-
ceded the mortality decline. Such a pattern might arise from changes in
the economic and social structures that give rise to unwanted children
by shifting desired family size below potential family size in the manner
shown to the right of point m in Figure 8.2b.

On the basis of the data on the fertility decline in Taiwan presented
by Freedman and Takeshita (1969), a variant of the Figure 8.2a pattern
may be applicable there. The decline through 1970 appears to be due to
factors increasing potential family size and reducing the costs of fertility
regulation rather than to changes in desired family size. Perhaps this
pattern is representative of the early phases of the fertility decline in
today’s developing nations because of the earlier onset of social mod-
ernization (public health and education measures) relative to economic
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development (see Chapter 9). However, in the United States, where
mortality conditions appear to have been relatively favorable from an
early date, it may be that a decline in desired family size of the type rep-
resented in Figure 8.2b was predominant in motivating fertility decline.
Arguments emphasizing the role of changing land scarcity in inducing
rural fertility decline by lowering the demand for children would apply in
the American situation (see Chapter 10). The present framework brings
out such different possibilities by making clear how a given society may
be pushed across the threshold of fertility regulation in different ways –
by changes in desired family size, potential family size, the costs of fer-
tility regulation, or combinations thereof.

The framework also brings out the possibility of an upsurge in fer-
tility in the early phases of modernization of the type experienced by
many developing countries (Dyson and Murphy 1985; Olusanya 1969;
Roberts 1969; see also Chapter 9 herein). This is shown between points
m and h in Figure 8.2f, where C moves upward with the rise in Cn. As
illustrated, the upsurge is due to changes on the potential output side. A
demand explanation is also possible, however, based on the reasoning
stated in developing the dashed line locus of Cd in Figure 8.1. Thus, the
present framework brings out the possibility of alternative “demand”
and “output” interpretations with regard to a premodern fertility up-
swing.

The Changing Nature of Fertility Determination

Several scholars have argued that modernization results in a funda-
mental change in the mechanisms determining fertility. According to
Bourgeois-Pichat,

[f]ertility in preindustrialized societies seems to be strongly determined if not
controlled in the sense we give to this word today. It is determined by a network
of sociological and biological factors and when the network is known, the result
can be predicted. Freedom of choice by couples is almost absent. The couples
have the number of children that biology and society decide to give them.

One of the main features of the so-called demographic revolution has been
precisely to change not only the level of fertility but also change its nature.
Having a child has been becoming more and more the result of free decision of
the couple. And this change in the nature of fertility may be more important
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than the change in its magnitude. Fertility has left the biological and social field
to become part of behavioral science. . . .

For fertility we had for a long while a lot of customs carefully molded in the
course of time which almost completely determined the size of families. These
customs are still there but they are for the most part useless, as fertility is now
under the will of people. (1967, p. 163)

A similar distinction is that made by Wrigley (1969, 192) between “social
sanctions” that operate to restrict fertility in a preindustrial situation and
“family sanctions” that operate in a modernized society.

The present framework helps clarify these distinctions. The thresh-
old point h in Figure 8.2f may be thought of as the dividing line between
premodern and modern fertility determination. To the left of point m,
fertility is “regulated” by a variety of social and biological mechanisms
working through natural fertility. Fertility is not yet viewed by the house-
hold as involving a potential problem of unwanted children and is, in
effect, outside the standard household decision-making calculus. This is
not to say that behavior is irrational in the premodern situation. On the
contrary, it is rational in the sense that the means are appropriate to the
end. Given a conception of the problem as one of having enough surviv-
ing children, maximization of output within the existing set of biological
constraints and established social practices makes sense. The process of
modernization alters not the rationality of the individual but the nature
of the problem from one of having too few children to one of having
too many. Between points m and h, a problem emerges of unwanted
children, but the loss in welfare due to unwanted children is less than
the costs of regulating fertility, and fertility continues to be regulated by
mechanisms working through natural fertility. This is a rational outcome
based on a weighing of the costs involved.

The modernization process, which eventually shifts the typical house-
hold to a position to the right of point h, creates a fundamental change in
the circumstances of family reproduction, moving the household from
a situation in which childbearing is a matter “taken for granted” to one
posing difficult problems of individual choice regarding the limitation
of family size. To the left of point h, although there is a demand for
children, the usual demand mechanisms emphasized in the economic
theory of fertility are typically not operative, although fertility may be
affected by economic variables operating through potential family size.
The explanation of fertility in such a situation calls for inquiry along
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the lines followed by sociologists and other students of natural fertility.
To the right of point h, the household decision-making approach comes
more into its own. Even here, of course, sociology still has an important
part to play, particularly in the investigation of taste formation. To dra-
matize this contrast, the section to the left of point h in Figure 8.2f has
been labeled “social control” and that to the right “individual control,”
following Bourgeois-Pichat’s terminology.

Such sweeping distinctions are never fully satisfactory. Social sanc-
tions operate in both premodern and modern circumstances, and the
idea that there is no individual choice whatsoever in a premodern so-
ciety is too strong (there is some evidence, for example, of deliberate
control among some “elite” segments of the population in some pre-
modern societies). Moreover, no society shifts en masse at a single point
of time from social to individual control situations; the real-world pro-
cess is characterized by timing differences between various groups in the
population. One of the needed extensions of the present analysis is to
take explicit account of this diffusion process. Nevertheless, the present
framework is helpful in formalizing the distinction between social and
individual control and clarifying its substantive meaning. Moreover, the
difference between social and individual control of fertility is a funda-
mental one, not merely terminological, for it bears, as we have seen, on
such questions as the prospective efficacy of a family planning program,
which is likely to find little acceptance when social controls prevail.

conclusion

I have chosen several problems in the explanation of human fertil-
ity – nonmarital fertility, premodern fluctuations and differentials, and
the transition from high to low fertility – to illustrate the need for a
framework that directs attention equally to considerations stressed by
economists and sociologists, that is, to potential family size along with
demand considerations and fertility control costs.

It seems clear that there are many situations in which the usual
demand-oriented economic theory of fertility behavior based on the
theory of consumer choice may be of dubious relevance. Indeed, con-
sidering the history of human fertility as a whole, one might argue that
a demand-oriented model has very limited relevance. The basis for this
is several studies of premodern and early modern societies, including
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contemporary family planning surveys, indicating that there is little or
no deliberate fertility control in such societies, although households may
engage in practices that have the unintentional effect of reducing fertil-
ity. Intentional control of fertility is, as we have seen, a necessary element
in a demand explanation of fertility. It should be recognized, however,
that the same reasoning implies that, in modern societies, where de-
liberate fertility control is extensive, a demand-based model (includ-
ing fertility control costs) may be sufficient for analyzing many fertility
problems.

A broader economic framework, like that advocated here, is capable
of handling real-world conditions to which the usual demand analysis
may be inapplicable. This framework, through more explicit and formal
treatment of the production of children, including the possibility of shifts
in potential family size independent of demand conditions, lends itself
to greater recognition of such demographic concepts as natural fertility
and to the formulation of alternative hypotheses of the type frequently
voiced by sociologists, anthropologists, and other noneconomists.

In the long run, the relevance of this framework can be established
only by more empirical study. Whether one can get adequate data to
test alternative hypotheses of the demand versus potential output types
discussed here remains to be seen. But the effort needs to be made.
Unless we can get the necessary data, we will often be unable to choose
between competing views of the causes of human fertility.
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Since 1900, a revolution has occurred in human childbearing. Today,
throughout much of the world, parents deliberately limit their fertility,
and the average number of births per woman over the reproductive
career is approaching two or less. Before then, and throughout most
of human history, parents typically did nothing intentionally to restrict
fertility, and women averaged six births or more. What has brought about
this remarkable change in human reproduction?

To answer this, I use the theory developed in Chapter 8 to analyze
here two high-quality and fairly comparable surveys of fertility and fam-
ily planning that bridge the early stage of the shift to deliberate control
of fertility in a less-developed area. These surveys were conducted in
the Indian State of Karnataka in 1951 and 1975 (Reddy and Raju 1977;
Srinivasan, Reddy, and Raju 1978; United Nations 1961). Rarely have
the economic and demographic circumstances of a pretransition popu-
lation been professionally surveyed so thoroughly as that of Karnataka
in 1951, which was then known as Mysore State. Karnataka’s popula-
tion then was about 9 million, which was larger than that of Australia. In
rural areas, which accounted for three-fourths of the state’s population,
over two-thirds of males were illiterate and nine-tenths of females. The
rural population was spread over some 8,000 villages, most of which had
less than 500 persons, and was engaged very largely in cultivating rice,

Reprinted with permission in revised form from Richard A. Easterlin, Eileen M. Crim-
mins, Shireen J. Jejeebhoy, and K. Srinivasan, “New Perspectives on the Demographic
Transition: A Theoretical and Empirical Analysis of an Indian State, 1951–1975,” Eco-
nomic Development and Cultural Change 32, 2 (January 1984): 227–53. C© 1984 by the
University of Chicago.
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which accounted for more than three-quarters of the cropland in use.
More than eight villages in ten were at least three miles from the nearest
town. The one significant departure from pretransition conditions was
that in some rural areas antimalarial operations (DDT spraying) had
been under way for about four years before the survey. Because of this,
infant and child survival rates had already improved somewhat.

The analysis of Karnataka is complemented by a similar one for
Taiwan, a country that at the time was further along in the transition to
low fertility (Jejeebhoy 1979). The inclusion of Taiwan extends the span
of coverage of the fertility transition, though the early experience there
is less fully documented.

Two questions are in the forefront of the analysis: (1) Why in the
past has there been so little effort to limit fertility deliberately? (2)
What developments initiated the shift to intentional fertility control and
eventual fertility decline?

conceptual approach

In the theoretical approach of Chapter 8, the factors that determine the
adoption of deliberate control are seen as falling into three categories:

1. Desired family size (Cd): the number of surviving children a couple
would want in a “perfect contraceptive society,” one in which costs
of family size limitation were negligible. It reflects the taste, income,
and price considerations of the usual economic theory of fertility,
including both the economic and noneconomic returns from children
as well as their costs.

2. Potential family size (Cn): the number of surviving children a house-
hold would have if it did nothing deliberately to regulate its fertility.
Potential family size is the product of a couple’s natural fertility (N)
and child survival rate (s). Both natural fertility and potential family
size may be well below the biological maximum because of cultural
conditions that inadvertently reduce fertility and family size such as
prolonged breastfeeding.

3. Costs of fertility regulation (RC): this lumps together a couple’s atti-
tudes toward, and access to, fertility control services and supplies. It
includes both subjective disadvantages of family size limitation and
the economic costs of control.
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To simplify the analysis, the theory focuses on the fertility control
decision of married couples and assumes fertility control is undertaken
to limit family size and not for spacing births. The typical couple’s deci-
sion whether or not to limit family size is viewed not as a highly formal
decision but as a gradual response to the balance between several types
of pressures they feel. The excess of potential family size over desired
family size (Cn − Cd) is the number of unwanted children a couple would
have in the absence of deliberate fertility control. The larger this excess,
the greater is the potential burden of unwanted children, and conse-
quently the greater is the household’s motivation to limit its fertility. It
is worth stressing the two-sided view here of how motivation is deter-
mined. Demographers sometimes identify the motivation to limit fertil-
ity with a desire to reduce family size (i.e., a lower Cd), and it is assumed
that only if parents want fewer children will motivation grow. However,
an increase in potential family size (Cn) can increase motivation even
if desired family size remains constant because greater potential family
size increases the potential number of unwanted children. An increase
in potential family size may arise from an increase in a couple’s natural
fertility, improved chances of child survival, or both.

The value of Cn − Cd may be negative, indicating that a household
is in a “deficit fertility” situation, that is, that it is unable to produce as
many children as it would like to have. In this case, there is no motivation
to limit fertility and a couple would have as many children as possible;
natural fertility would be a logical outcome of the couple’s underlying
reproductive conditions.

Even if the value of Cn − Cd is positive, however, it does not neces-
sarily follow that a couple will deliberately control its fertility. Against
the pressure to do so must be weighed the costs of fertility control (RC),
that is, the nonpecuniary and pecuniary costs attaching to the actual use
of control. If RC is high and the motivation (Cn − Cd) low, then a couple
may feel that the disadvantages of unwanted children are less than those
associated with deliberately restricting fertility and may forego fertility
control. In general, the probability of adopting control is higher the
greater the degree of motivation (the excess of potential over desired
family size) and the lower the costs of regulation.

As applied to the demographic transition, the theory envisages a
situation of the following sort (illustrated in Chap. 8, Figure 8.2f).
Under early modern or premodern conditions (high infant and child
mortality, low literacy, and with labor-intensive agricultural activity
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predominating) parents may be unable to have as many children as
they would like, or, if they can produce more than they want, the draw-
backs connected with having unwanted children may be viewed as small
compared with those of deliberately regulating fertility. Hence, natu-
ral fertility is a rational response to the couple’s basic reproductive
circumstances.

Modernization causes changes in the basic reproductive conditions,
raising the motivation for fertility control and reducing the costs of regu-
lation. The motivation for control may increase because potential family
size increases or because desired family size decreases. Potential family
size may rise because of higher child survival rates (due, e.g., to public
health programs) or higher natural fertility (due, e.g., to reduced breast-
feeding as education and urbanization increase or to better health as in-
fectious disease is controlled). Desired family size may decline because
expanding education tends to raise the costs of children and shift pref-
erences away from children toward nonfamily-oriented goods. Costs of
fertility control may decline as education expands and couples acquire
greater knowledge of techniques of fertility control and come to view
such techniques as socially acceptable.

The growth in motivation and decline in costs of regulation tend to
induce a shift from natural fertility to deliberate family size limitation.
However, the negative effect on fertility of contraception may not ini-
tially reduce observed rates of childbearing; indeed, use of contraception
may at first be accompanied by a rise in observed fertility. This is because
the positive impact on observed fertility of rising natural fertility may
equal or outweigh the negative impact of deliberate control, especially
when control techniques are new and likely to be practiced imperfectly
and only toward the end of a couple’s reproductive career. Eventually,
though, as the motivation for control continues to mount and costs of
regulation decline, deliberate family size limitation spreads throughout
the population and is practiced more efficiently and earlier in the repro-
ductive career. As this occurs, observed fertility and actual family size
start to decline.

The sequence of mortality and fertility change described here is con-
sistent with the usual view of the demographic transition, namely, that
reduced mortality precedes fertility decline, but the reasoning also opens
the possibility of an early phase of fertility increase, as has sometimes ac-
tually been observed (Dyson and Murphy 1985; Olusanya 1969). There
is, however, nothing inevitable in the sequence of mortality decline
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followed by fertility decline. If, for example, socioeconomic develop-
ment in a country emphasized economic change and education to the
exclusion of public health programs, then the relative timing of the mor-
tality and fertility changes might differ.1

The theory thus leads to mobilizing data on potential family size,
desired family size, and costs of regulation with a view to examining such
questions as the following: In an early modern or premodern situation, is
the typical household able to have as many children as it wants if it does
nothing deliberately to restrict fertility? In other words, does potential
family size fall below or exceed desired family size? As modernization
progresses, does the motivation for control rise? And, if so, is this due to
the trend in potential family size, desired family size, or both? Do costs of
fertility control decline? What are the relative weights of motivation and
costs of regulation in inducing a shift to deliberate fertility control? To
what extent does increasing fertility control translate into actual fertility
decline? These and similar questions are the concern of the subsequent
empirical analysis.

data and measures

The basic data are from two surveys that covered roughly the same parts
of Karnataka state in India: the Mysore Population Study (MPS), con-
ducted jointly by the government of India and the United Nations in
1951–2 and the Bangalore Population Study (BPS) undertaken in 1975
by the Population Center, Bangalore. The study population is continu-
ously married females aged 35–44. The urban data in both surveys are
from the city of Bangalore, the largest city in Karnataka.

The principal variables in the analysis are as follows:

1. Fertility (B) is measured in terms of the mean number of births
per continuously married woman. Family size (C) is the product of
fertility (B) and the child survival ratio (s) measured as the ratio of
surviving children to children ever born.

2. Fertility control (U) is any deliberate use of contraception (including
abstinence) or contraceptive sterilization. (Induced abortion is not
included because data are not available.)

1 The various links between socioeconomic development and the transition from high to
low fertility are discussed more fully in Easterlin (1983).
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3. Costs of regulation (RC) is estimated as the mean number of fertility
control methods known per couple with costs of control assumed to
vary inversely with methods known.

4. Desired family size (Cd) is measured somewhat differently in the
two surveys. In the MPS, each woman was asked the ideal number
of children a couple should have without any reference to the number
of children the respondent had at the time of the survey. In the BPS,
each woman was asked the number of additional children she would
like to have, and this figure was added to the number she had at the
time of the survey to obtain the desired family size.

5. Potential family size (Cn) is the product of natural fertility (N) and
the child survival ratio (s) defined above in paragraph 1. Natural
fertility (N) is the mean number of births per continuously married
woman that would have occurred in the absence of deliberate family
size limitation.2

The analysis throughout is based on averages for the population,
which is a choice necessitated by the data. Individual households would,
of course, vary about the mean – a point that is emphasized at several
places in the subsequent analysis.

empirical results

Although the data are imperfect, they form a coherent picture when
pieced together in terms of the theoretical framework. The following
presentation takes up first the experience of Karnataka and then turns
to a comparison with Taiwan.

Karnataka

Potential family size – If a husband and wife were continuously married
and did nothing to limit their fertility, then in 1951 they would have
had, on average, about 4.3 surviving children by the end of the wife’s
reproductive career (Table 9.1, Col. 3). Their fertility would have been

2 Natural fertility is estimated by adjusting the Coale–Trussell standard value of natural
fertility downward by their scale factor, M, as estimated here for each geographic area
from age-specific marital fertility rates. See Coale and Trussell (1974a). This method of
estimating natural fertility was first used in Srinivasan and Jejeebhoy (1981).
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Table 9.1. Natural fertility, child survival ratio, and potential family size of
women 35–44 in rural Karnataka and Bangalore, 1951 and 1975

(1) (2) (3)
Natural Survival Potential
fertility ratio family size

(N ) (s) (Cn)

A. Rural Karnataka
1951 6.27 0.686 4.30
1975 6.58 0.798 5.25
Percentage change, 1951–75 4.9 16.3 22.1

B. Bangalore
1951 5.94 0.739 4.39
1975 6.85 0.865 5.93
Percentage change, 1951–75 15.3 17.1 35.1

considerably higher (on the order of six births per wife), but high infant
and child mortality would have reduced the survivors to about 70 percent
of this figure (Cols. 1 and 2).

By 1975, family size in the absence of deliberate control would have
been at least one-fourth greater (Col. 3). This growth in potential family
size was partly due to an improvement in child survival rates, which
occurred at about the same pace in rural as in urban areas (Col. 2). It was
also due to increased natural fertility. In urban areas the contribution of
natural fertility to raising potential family size was just about the same as
that of improved child survival; in rural areas, the contribution, though
positive, was considerably less than that of improved child survival (see
the percentage changes at the bottom of each panel).

Desired family size and motivation for control – In 1951, parents in
urban areas wanted to have about four surviving children; in rural areas,
desired family size was somewhat larger, about 4.6 children (Table 9.2,
Col. 2). By 1975 the number of children desired had declined in both
areas, but by less than half a child. Because of the change in concept
noted in the data section, the decline in desired family size is possibly
understated.

How did desired family size compare with the number of children
that would have resulted from unregulated fertility (i.e., potential family
size)? The results for the rural area in 1951 are instructive; on average,
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Table 9.2. Potential family size, desired family size, and motivation for
fertility control of women 35–44 in rural Karnataka and Bangalore, 1951–75

(1) (2) (3)
Potential Desired Motivation for

family size family size fertility control
(Cn) (Cd) (Cn − Cd)

A. Rural Karnataka:
1951 4.30 4.65 −0.35
1975 5.25 4.20 1.05
Change, 1951–75 0.95 −0.45 1.40

B. Bangalore:
1951 4.39 4.00 0.39
1975 5.93 3.70 2.23
Change, 1951–75 1.54 −0.30 1.84

potential family size fell short of desired size by about 0.4 children
(Table 9.2, Col. 3). This means that the typical married couple was
unable to have as many children as were wanted, even if the spouses
enjoyed an unbroken marriage throughout the wife’s reproductive ca-
reer and did nothing to limit their fertility. To be sure, this is an average
situation. Some couples had as many children as, or more than, they
desired, whereas others had a much greater shortfall. And in urban ar-
eas the situation was the opposite; on the average, potential family size
exceeded that desired by about 0.4 children. However, the rural sector is
more representative of India at the time (and of pretransition experience
generally) because the rural population accounts for perhaps four-fifths
of the population. The implication is that the representative situation in
India in 1951 – and, more generally, in pretransition conditions – is one
in which many couples have difficulty in achieving their desired family
size even in an unbroken marriage.

By 1975, the situation had changed dramatically. In both rural and
urban areas potential family size increased, whereas desired family size
decreased. In rural areas the initial shortfall below desired family size
was replaced by an excess amounting to about one child; in urban areas,
the modest initial excess of 0.4 children rose to 2.2 (Table 9.2, Col. 3).
Unregulated fertility was therefore likely to result, on average, in one to
two more children than were desired, creating a corresponding pressure
to reduce fertility.
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Table 9.3. Motivation for fertility control and costs of regulation for women
35–44 and percentage of women ages 20–39 and 35–39 controlling fertility

in rural Karnataka and Bangalore, 1951 and 1975

(3) (4)
Percentage
controlling

(1) (2)
Motivation for Costs of
fertility control regulation (RC) 20–39 35–39

(Cn − Cd) (inverted) (U) (U)

A. Rural Karnataka
1951 −0.35 <0.8 3.4 n.a.
1975 1.05 >2.3 21.0 25.6

B. Bangalore
1951 0.39 0.8 15.3 22.2
1975 2.23 2.3 36.0 48.6

What were the most important sources of the increased motivation
to control fertility? Both potential and desired family size contributed,
but of the two, potential family size made a much more important con-
tribution (Table 9.2, bottom line of each panel). As has been seen, the
rising trend in potential family size was, in turn, due to increases in
both child survival and natural fertility rates probably driven by public
health programs and perhaps changing breastfeeding practices. Thus,
these factors, more than a change in desired family size, were chiefly
responsible in this period for pushing families into a potential surplus
fertility situation.

Adoption of control – At the start of the period rural couples, on av-
erage, could not have as many children as they wanted even if fertility
were unregulated; hence, one would expect fertility control to be quite
limited in rural areas. This in fact was the case, the percentage report-
ing any use being only 3 percent (Table 9.3, Col. 3). There was some
fertility control even though the average situation was one of deficit
fertility because some couples were doubtless above the average in a
surplus fertility situation. If rural Karnataka in 1951 is representative of
premodern or early modern situations more generally, then the absence
of deliberate control in such situations, as is typically reported, is due
to lack of motivation – the inability of most couples to have as many
surviving children as they want.
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One would expect that the appearance and growth of a potential
surplus of children would induce motivation for control and thereby
increase use, and again, this is the case. In both rural and urban areas,
increasing motivation was accompanied by increased fertility regulation
(Cols. 3 and 4). Moreover, at both dates urban adoption exceeds rural,
as does the motivation for control.

Motivation is, of course, only one factor determining control; the
other is the costs of fertility regulation. It is possible that greater fertility
control could also result from lower costs of regulation once potential
family size exceeds desired size.

The available measure of costs of regulation – number of methods
of control known – is far from the ideal, especially because it fails to
reflect subjective attitudes. The measure does show, however, a growth
in knowledge over the period (that is, reduced costs of regulation) and
thus a trend that would contribute to greater use of control (Table 9.3,
Col. 2). Moreover, the measure shows a very low level of knowledge
at the start of the period, which again is consistent with the low use
of control at that time. In general, then, costs of regulation as well as
motivation appear to have contributed to both low initial use and the
growth in use over time.

Given the imperfections in the present measures of motivation and
costs of regulation, and the small number of observations, an assess-
ment of the relative importance of motivation versus costs of regulation
in inducing fertility control is difficult. However, the data do offer one
suggestion that motivation is more important than costs of fertility con-
trol. In seeking to account for the consistent excess of urban over rural
areas in the use of control, one finds that the motivation measure in-
dicates that more motivation existed in urban areas at both dates. As
regards the measure of costs of regulation, however, this favored higher
use in urban areas only at the start of the period. The 1951 deficit of rural
areas in fertility control knowledge was reversed by 1975, implying that
regulation costs there became less than in urban areas. On the basis of
costs of regulation alone, one would have expected rural areas to use
fertility control more than urban areas in 1975, but rural use of fertility
control was actually less in 1975. Hence, at both dates, the rural–urban
difference in use of control is consistent with the difference in motiva-
tion, but only at one date is it consistent with the difference in regulation
costs.
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The inference that rural regulation costs dropped below urban costs
by 1975 is based on the following data on the percentage of currently
married women reporting any knowledge of family limitation methods
(Srinivasan et al. 1978):

1951 1975

Bangalore 38 76
Rural 13 92

Note the striking reversal between 1951 and 1975 in the rural situation
compared with urban. The source report comments: “This is possibly
because of the fact that mass sterilization camps have been conducted in
rural areas in large numbers since 1965 and the sterilization programmes
were more well known to the population in the rural areas than in the
urban areas” (Srinivasan et al. 1978). An implication of the present
analysis – again subject to the caution about possible imperfections of the
measures – is that the emphasis of the Indian family planning program
on rural over urban areas was misplaced because the program was more
handicapped by lack of motivation in rural areas than in urban.

Fertility control and fertility – Despite the rise from 1951 to 1975 in
the proportion of the population using fertility control, the number of
births per woman either rose, as in rural areas, or remained constant, as
in urban (Table 9.4, Col. 3). This does not mean that fertility control was
ineffective. As has been seen, natural fertility was rising during this pe-
riod. The growth in fertility control, although not enough to reduce the
absolute number of births per woman, did serve to moderate the in-
crease, especially in the urban sector. In the absence of deliberate con-
trol, childbearing in urban areas would have increased by about one
birth per woman (Table 9.1, Col. 1). The actual increase in births per
woman was zero (Table 9.4, Col. 3).

Note that the absence of a decline in observed fertility should not be
taken to mean that the demographic transition was not under way or that
fertility control was ineffective. As has been seen, in Karnataka, during
this period, inducements to greater regulation of fertility developed and
the population responded with a sizable increase in use of control. This
increase in control moderated or prevented an upsurge in births that
rising natural fertility was tending to bring about.
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Table 9.4. Percentage of women ages 20–39 and 35–39
controlling fertility and children ever born, for women 35–44 in

rural Karnataka and Bangalore, 1951 and 1975

(1) (2)
Percentage controlling

(3)
Children

20–39 35–39 ever born
(U) (U) (B)

A. Rural Karnataka
1951 3.4 n.a. 5.90
1975 21.0 25.6 6.20

B. Bangalore
1951 15.3 22.2 5.40
1975 36.0 48.6 5.40

Comparison of Karnataka with Taiwan

Further light can be thrown on these generalizations from Indian experi-
ence by comparing the results with those from similar surveys of Taiwan,
an area with about the same population as Karnataka (Jejeebhoy 1979).
The similarities between Taiwan and Karnataka are noteworthy. From
1957 to 1973, potential family size rises owing to increases in both natu-
ral fertility and child survival rates (Table 9.5, Cols. 1–3). Desired family
size trends downward after an initial period of stability (Col. 4). At the
start of the period, the motivation for control is positive but small – on
average, parents would have had 0.3 more children than desired (Col. 5).
In the next sixteen years, motivation rises steadily and markedly to the
point where, in the absence of deliberate control, parents would have
averaged 2.5 unwanted children. The number of methods known rises
slightly through 1965 and thereafter quite sharply in conjunction with a
marked expansion in the family planning program. This implies a mild
downtrend in fertility control costs before 1965 and thereafter a sharp
drop. The use of fertility control rises noticeably both before and after
1965. Before 1965 the increase in use is chiefly due to growing motivation
and thereafter to both increased motivation and reduced fertility con-
trol costs (Cols. 5–7). As in Karnataka, the number of births per woman
rises at first, despite the increase in fertility control (Col. 8). After 1965,
however, fertility turns noticeably downward as use of fertility control
becomes widespread in the population.
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Note that the development in which Taiwanese experience departs
from that of Karnataka, the eventual sharp decline in births per woman,
occurs, roughly speaking, after more than half of the population is lim-
iting family size, that is, at a later stage in the transition to deliberate
control than that reached in Karnataka by 1975. The pattern common to
both countries is one of rising fertility in the early stages of the transition
to fertility control owing to an upsurge in natural fertility that is only
moderated by the start of deliberate control. Eventually, however, as
Taiwan’s experience indicates, a decline in actual fertility sets in.

Differentials by Age and Socioeconomic Status

The analysis to this point has centered chiefly on trends over time
with some attention to rural–urban differentials. This section points
out briefly some implications of the theoretical framework for trends
in fertility differentials by age and socioeconomic status and notes some
supporting evidence.

Age – Figure 9.1, Panel A is a hypothetical sketch of how desired family
size (Cd) and potential family size (Cn) might vary as the typical woman
in a premodern society goes through her reproductive career. As shown,
even by the end of her reproductive career, the typical woman has fewer
surviving children than are desired, which is a situation like that of rural
Karnataka in 1951. If for simplicity of exposition one disregards varia-
tions around the mean, then no motivation for, or adoption of, fertility
control exists at any reproductive age. This means that the observed

Figure 9.1. Hypothetical illustration of the effect on motivation by age of in-
crease in potential family size during modernization.
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Figure 9.2. Age-specific marital fertility in Taiwan for the cohort aged 35–39 in
1960, 1965, and 1973.

Figure 9.3. Age-specific marital fertility rates for Bangalore City, 1951 and 1975.
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Table 9.6. Index of general marital fertility rate by agricultural occupation,
rural Karnataka, 1951 and 1975

(1) (2)
1951 1975

Low socioeconomic status (laborers or temporary tenants) 90 119
High socioeconomic status (other agricultural occupations) 100 96

age-specific marital fertility schedule would correspond to a natural fer-
tility schedule.

Panel B of Figure 9.1 presents a hypothetical sketch of the same two
curves early in the process of modernization. On the basis of the trends
in Karnataka and Taiwan, it is hypothesized that the Cn curve shifts
upward relative to the Cd curve as natural fertility and child survival
improve with modernization. As a result, a motivation to control fertility
emerges at the later reproductive ages. With regard to the schedule of
age-specific marital fertility, this implies that the trend in age-specific
fertility rates will, at the younger reproductive ages, reflect developments
in natural fertility alone, but the trend at the older ages will be influenced,
in addition, by a shift from uncontrolled to controlled fertility.

The actual age-specific marital fertility schedules for both Karnataka
and Taiwan show a pattern consistent with the hypothesized develop-
ments in Figure 9.1. Over time, there is a tilt upward at the younger ages
owing to increased natural fertility, and downward at the older, due to
the adoption of deliberate control (Figs. 9.2 and 9.3).

Socioeconomic status – Finally, consider the hypothetical patterns of Cn

and Cd by socioeconomic status (SES) shown in Figure 9.4. In Panel A,
the premodern case, neither those at low nor high SES are able to have
as many children as they would like; hence, those at both levels have
as many as they can. Potential family size (Cn) increases with socioe-
conomic status, reflecting an assumption that both natural fertility and
child survival are higher for the higher status group. In this situation,
one would expect that observed fertility would vary positively with SES.
This positive association appears to have existed in rural Karnataka in
1951, where natural fertility conditions prevailed (Table 9.6, Col. 1).3

3 Compare also the pattern for Indonesia shown in Hull and Hull (1977).
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Figure 9.4. Hypothetical illustration of the effect on motivation by socio-
economic status of an increase in potential family size during modernization.

In panel B of Figure 9.4, the early modern case, the Cn schedule
is shifted upward relative to the Cd schedule, as was assumed in the
previous analysis of differentials by age. The hypothesized result, as
was also true in the age analysis, is that natural fertility prevails at the
lower end of the distribution and deliberate control at the higher end.
The implication is that fertility differentials by SES shift from a positive
to a negative association. In actuality, such a shift did occur in rural
Karnataka (Table 9.6, Col. 2).

summary and conclusions

The present results tell a consistent story for both Karnataka and Taiwan
in conformity with the theoretical view of the demographic transition
in Chapter 8. In general, in a premodern or early modern situation, the
typical couple is unable to have as many surviving children as it would
like, even if fertility were unregulated, in large part because infant and
child mortality is so high. There is no motivation to limit fertility, and
natural fertility is a rational response to the couple’s basic reproductive
circumstances. Also, to judge from the very limited knowledge of meth-
ods of fertility control, the costs of control are high; hence, even those
couples who are motivated to regulate fertility – whose potential family
size exceeds that desired – may prefer to bear the burden of unwanted
children rather than incur the difficulties of deliberate fertility regula-
tion. For such couples also, natural fertility is a rational response to their
basic reproductive circumstances.
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With the expansion of public health programs, mass schooling, and
economic development, the typical couple shifts from a situation of
deficit to excess fertility, that is, family size in the absence of deliber-
ate control would exceed that desired. This comes about partly through
a reduction in desired family size, but more through an increase in poten-
tial family size, owing to both increased natural fertility and improved
child survival. As a result, the motivation to restrict fertility deliberately
emerges and grows. The costs of fertility control decline as knowledge
of methods of control expands owing, in today’s developing countries, in
substantial part to new family planning programs as well as to increased
education. The concurrence of rising motivation for control and reduced
costs of control leads to the gradual spread of deliberate fertility control
throughout the population.

The growth in deliberate family size limitation does not necessarily
lead to an immediate reduction in fertility rates because the fertility-
enhancing effects of rising natural fertility may offset the fertility-
reducing effects of deliberate regulation, which is typically concentrated
near the end of a couple’s reproductive career. Eventually, however, the
effect of growing control prevails and total fertility declines. Fertility dif-
ferentials by age may initially increase, reflecting the impact at younger
ages of increased natural fertility and, at older, of the adoption of de-
liberate control. Fertility differentials by SES may reverse during the
demographic transition, shifting from positive to negative as the natural
fertility conditions that initially prevailed throughout the SES distribu-
tion are gradually replaced by deliberate fertility control, which occurs
first among those of higher status.
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Does Human Fertility Adjust to the Environment?
Population Change and Farm Settlement in the

Northern United States

In the year 1770, I purchased some lands in the county of . . . , which I
intended for one of my sons; and was obliged to go there in order to see
them properly surveyed and marked out: the soil is good, but the country
has a very wild aspect. However, I observed with pleasure, the land sells
very fast; and I am in hopes when the lad gets a wife, it will be a well-
settled decent country. Agreeable to our customs, which indeed are those
of nature, it is our duty to provide for our eldest children while we live, in
order that our homesteads may be left to the youngest, who are the most
helpless. Some people are apt to regard the portions given to daughters
as so much lost to the family; but this is selfish, and is not agreeable to my
way of thinking; they cannot work as men do; they marry young: I have
given an honest European a farm to till for himself, rent free, provided
he clears an acre of swamp every year, and that he quits it whenever my
daughter shall marry. It will procure her a substantial husband, a good
farmer – and that is all my ambition.

J. Hector St. John de Crèvecoeur, Letters from an
American Farmer

Firmly rooted in the Malthusian origins of economists’ views on pop-
ulation is the idea that population expands to fill up empty land until
the exhaustion of cultivable soil brings population increase to a halt.
On the face of it, American history provides telling documentation of
this notion. The vast territorial accessions of the nineteenth century
were rapidly absorbed by the process of farm settlement, and then,
with the closing of the frontier at the end of the nineteenth century,
farm population leveled off and remained about constant from 1910 to
1935. Subsequently, particularly with the advent of the new biochemical

184
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technology, farm population trended downward, but that is a subject for
a different story.

A little scratching beneath the surface of the American record, how-
ever, reveals critical aspects of this process that do not fit the Malthusian
model very well. That model, in its simplest form, takes the level of fertil-
ity as given, and mortality change governs the rate of population growth.
In fact, American experience, so far as it has been established, appears to
be just about the opposite. The stabilization of farm population growth
was brought about in large measure by fertility decline, not by mortality
increase, although migration too played a part. Moreover, the decline
in the fertility of the farm population was apparent very early in our
history. It was certainly under way in the Northeast by the beginning
of the nineteenth century, despite the abundance of cheap farm land
to the west (Grabill, Kiser, and Whelpton 1958; Lockridge 1968; Okun
1958; Smith 1972; Taeuber and Taeuber 1958; Wells 1971a,b; Yasuba
1962). The fertility decline in older areas took place at the same time
as rural out-migration occured to newer farm lands and urban centers.
Over the long run, the stabilization of American farm population growth
stemmed primarily from a long-term downtrend in farm family fertility
to replacement levels. This fertility decline antedated by at least three-
quarters of a century the onset of fertility decline in Europe associated
with the demographic transition.

It is the mechanisms underlying this long-term decline in the fertility
of the farm population that is the central concern of this chapter. An
analysis of this decline is best conducted in the context of the pattern
of farm settlement itself. Hence, farm settlement is addressed first and
then fertility. The focus is on northern farm areas of the United States
because of the more plentiful supply of data for this region and the fairly
homogeneous structure of agricultural organization.

the pattern of farm settlement

The march of population across the northern United States has been
characterized by replication of essentially the same pattern of farm set-
tlement in all states. The degree of settlement of a state at any date
can be measured by the ratio of the rural population at that date to
the maximum rural population eventually attained. On the basis of this
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1a Percent of Actual to Maximum Rural Population 1c Children 0Ð 9 per Thousand Women 16Ð 44
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Figure 10.1. Measures of economic and demographic change, six states, 1790–
1930.

measure, the successive settlement of six states is depicted in Figure
10.1a. A similar progression in rural rates of total population increase –
in this case from initially high levels to convergence toward zero growth
rates – is shown in Figure 10.1b. The states also exhibit a corresponding
sequence of fertility declines, converging toward a common level (Figure
10.1c). Figure 10.1d gives the settlement picture for an economic mag-
nitude, the constant dollar value of farm property per acre of land in
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farms, available only for a somewhat shorter period, from 1850 onward.
In this case there is a repeated pattern of rising farm values followed
again by convergence toward a rather similar level.1

Figure 10.1 suggests some tentative generalizations about settlement
patterns: the length of the process, the point at which out-migration
usually starts, when the fertility decline starts and ends, and when farm
values first reach specified levels. Panel A of Table 10.1 presents dates
relating to these events for each state. In Panel B, on which the discussion
will center, the date for each event is differenced from that when the state
was at 90 percent of settlement, thus facilitating comparisons among
states.

Column 1 of Panel B presents a measure of the duration of the
settlement process, that is, how long it took for the state to move from
being 10-percent settled to 90 percent. There is a clear indication that
settlement occurred more rapidly in states being settled later, which
is also apparent from the progressively steeper slopes of the curves in
Figure 10.1b. The faster rate of settlement occurred even though western
states had more farm land available for settlement. An obvious reason
why the speed of settlement increases over time is that the later a state
enters the settlement process, the larger is the population base in older
states available for migration to the new state.

Column 2 of Panel B indicates that fertility decline sets in early in
the settlement process while in-migration is still occurring, sometimes
even before the state is 10-percent settled. The initial fertility level is
usually lower in the states being settled later. There is little evidence of
a lower initial rate of rural population growth in those states, implying
that a higher in-migration rate offsets a lower fertility rate.

As a rough measure of the initiation of out-migration, I have used
here the date at which the rural rate of total population increase falls be-
low 20 percent per decade. The underlying assumption is that, through-
out most of the nineteenth century, a minimum figure for the rate of
natural increase (the excess of the birth rate over the death rate) is

1 New Hampshire is omitted from Figure 10.1d. The New Hampshire series for farm value
per acre is level (though fluctuating) from 1850 onward, but at a much lower level than
is reached in the other states perhaps because of the comparative inferiority of farm
land in that state or the much later settlement stage observed.
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20 percent per decade; hence, if the rate of total increase, is lower than the
assumed 20-percent rate of natural increase, one can fairly confidently
infer the existence of out-migration. By this measure, out-migration sets
in before a state is 90-percent settled and usually occurs between the 2/3
to 4/5 points of the settlement process (Col. 4).

Column 3 indicates that farm values usually rise above $20/acre a few
years before out-migration occurs. Farm values reach a level of $40/acre
about a decade and a half after the 90-percent settlement stage (Col. 6)
and fertility hits its minimum about a decade following that (Col. 7).
Unlike the events that occur before the settlement process is 90-percent
completed, there is little or no evidence for the last two events of a
shortening of the timing in the states being settled later.

The evidence for the different states thus tells essentially the same
story of settlement, although the duration of the settlement phase be-
comes shorter in the course of time. Of special interest here is the marked
decline in the rate of population growth, signaling the stabilization of
farm population in an area. If one asks what it is that brings the rural
rate of total increase to such low levels, the answer is that during the
settlement phase proper, it is primarily the shift from high in-migration
to out-migration. Over the longer run, however, the secular decline in
fertility must be given principal credit. If the fertility decline had not
occurred, much higher out-migration rates would have been necessary
to stabilize population. Although there have been few attempts to make
refined estimates of farm family fertility, it is clear that the decline in
childbearing as farming areas “aged” eventually brought fertility close
to the replacement level (Bash 1955, 1963; Spengler 1930; Sydenstricker
1932).

Over the longer run, therefore, adjustment of population to the farm-
ing opportunities in a given area was substantially accomplished by the
reduction of fertility. This decrease in fertility was entirely a matter of
private voluntary behavior. No central authority was publicizing the
need for population control. On the contrary, the prevalence of legis-
lation against birth control signifies that the official stance was one of
hostility to fertility reduction. Thus, the answer to the question of the
factors responsible for the cessation of population growth in an estab-
lished agricultural area basically requires an explanation of the sources
of the voluntary reduction in farm family fertility.
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the fertility pattern in cross-sectional data

At any given time, states along an east–west geographic axis are at dif-
ferent stages of the settlement process (Figure 10.1). Consequently, by
pooling state data at a point in time, one should be able to reproduce in
fair degree the time series pattern of settlement. For example, if one were
to read off the 1860 values for each state from Figures 10.1a and 10.1c, six
paired observations on stage of settlement and the child–woman ratio
would be obtained. The bottom curve in Figure 10.2 presents such a set
of paired observations, using a settlement measure based on improved
acreage, chosen so as to improve comparability with series used subse-
quently in the figure. The plot shows an inverse relation between fertility
and degree of settlement, conforming in general to the relationship re-
vealed in time series data. The negative relation does not appear at the
earliest stage of settlement, which is a phenomenon that is sometimes
true in time series data (compare Figure 10.1c).

That cross-sectional state data roughly reproduce the settlement pro-
cess over time means one can go beyond the published census data and
explore interrelationships during the process of settlement more fully
by drawing on the massive cross-sectional sample of farm and village
households taken from the 1860 manuscript census by Fred Bateman
and James D. Foust (1974). The sample covers all households living
on farms or in rural villages in each of 102 townships scattered across
sixteen northern states from New Hampshire to Kansas. The data for
each household in the sample include almost all information from the
free-population census schedule, and, for each farm household, from
the agricultural schedule as well. The availability for individual farm
households of matched demographic and economic data and the un-
usually large sample size offer exceptional analytical opportunities for
historical analysis.

To simplify the current presentation, I have grouped the households
in the Bateman–Foust sample according to the stage of settlement of
the townships in which the households lived as measured by the ratio of
improved agricultural land in 1860 to the maximum ever-improved and
then classified households into each of five stage-of-settlement groups.2

2 Because data at the township level were not available, the ratio is computed for the
county in which each township is located.
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Five Settlement Classes
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Figure 10.2. Child–woman ratio and stage of settlement for five settlement
classes and six states, 1860.
Source: State date from Yasuba (1962, 61, Table II-7); data for the five settlement
classes derived from the Bateman–Foust sample of the manuscript censuses.
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The households in each settlement class are then combined to obtain
measures of average fertility, average farm size and farm value, and so on.
In the three broken-line curves of Figure 10.2, the child–woman ratio for
farm households in the oldest settlement class, that with 80 to 100 percent
of the maximum improved acreage under cultivation, is plotted against
the midpoint value of the settlement class (90 percent), and similarly for
each of the other four settlement classes. Comparison of the curves in
Figure 10.2 indicates that the level of fertility in the farm settlement
groups (the broken line curves) is higher than that in the rural population
of the six states (the solid line). This is because the lower fertility rural
nonfarm population included in the state data is omitted from the farm
settlement groups. Also, the denominator of the fertility measure for the
state data encompasses a slightly larger age group. But the shape of all
three broken line curves is similar to that of the solid-line state curve.
Thus, the negative relationship between fertility and stage of settlement
observed in published census data for the total rural population (farm
plus nonfarm) turns out to be reasonably well replicated in the cross-
sectional sample for the farm population alone.

The upper two broken-line curves in Figure 10.2 provide somewhat
more refined measures of farm family fertility than the lowest broken-
line curve. They relate to the marital fertility of farm wives aged 30–9.
The lower curve is a “current” fertility measure, including only children
0 to 9 (those born in the last ten years), and the upper one, a cumu-
lative measure, including all living children. It is clear that the pattern
of fertility differences between old and new settlement areas holds up
equally well with the more refined fertility measures and that it applies
to completed as well as current fertility.3

A question is sometimes raised whether the cross-sectional differ-
ences between new and old settlement areas in the child–woman ra-
tio are merely due to differences among those areas in the composi-
tion of the population by marital status and age. The question implies
that there may be no real differences in the reproductive behavior of
women in these areas once allowance is made for such differences in the
population’s composition. The data plotted in the upper two curves of

3 The cumulative fertility of women aged 30–9 is not fully their completed fertility, but
the pattern of differentials shown by the former is likely to be a close approximation to
the differentials that their completed fertility will show.
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Figure 10.2 resolve the matter. These curves are for farm wives in their
30s; hence, the fertility pattern is, in effect, controlled for marital status
and age as well as place of residence. There are clearly real and sub-
stantial differences in marital fertility between old and new areas just
as there is a real decline as a farm area progresses from its early stage
of settlement to an established agricultural area. What is needed is an
explanation that can account for these patterns of marital fertility by
stage of settlement – both the cross-sectional differences and time se-
ries changes. In the following analysis I emphasize the cross-sectional
data because the Bateman–Foust sample permits a much more inten-
sive inquiry than would otherwise be possible, but, as will be noted, the
argument is equally applicable to the time series data.

the fertility decline

What caused American farm families in the older areas of settlement to
start limiting fertility within marriage? In terms of the fertility determi-
nants discussed in Chapters 8 and 9, there is little reason to think that
farm families in older states were privy to knowledge not available to
those in newer states about how to control fertility because those in
newer states were so often migrants from older states. Hence, the differ-
ence among areas in fertility behavior must reflect a greater motivation
in older areas to control fertility. Of the two factors that determine mo-
tivation, potential family size and desired family size, the first can be dis-
counted because there is little evidence of sizable differences between
old and new areas in either natural fertility or child survival. Thus, the
lower rates of childbearing in older areas must be due to a lower demand
for children that created a greater motivation to limit childbearing.

But why the lower demand for children in older areas? We can be-
gin by eliminating several possible reasons (Easterlin 1976; Easterlin,
Condran, and Alter 1978). First, most childbearing households, both in
older and newer areas, were free of the burden of aged dependents and
therefore of the pressure for limiting family size that old-age depen-
dency might cause. Second, it is doubtful that wives in older areas could
earn more if they entered the labor market and that their opportunity
cost of childbearing was consequently higher. There is little evidence
that educational attainment – often taken as an indicator of wives’ op-
portunity costs in the mainstream economic theory of fertility – was
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Figure 10.3. Average monthly money earnings with board of farm laborers in
specified states, selected dates, 1818–70.

higher in older areas: literacy rates of adults and school attendance
rates of children were at fairly similar levels everywhere in the northern
states. Moreover, almost no farm wives in older areas actually reported
an occupation, as one might expect if women had more rewarding job
possibilities there.

Perhaps the most frequently cited explanation for possible differ-
ences in the demand for children is that child labor is more valuable in
newer areas than in old; hence, lower fertility in older areas was a result
of lower returns from children’s labor. But the evidence is that the la-
bor of young persons was about equally valuable in old and new areas
(Easterlin et al. 1978; Lebergott 1964). Stanley Lebergott’s compilation
of farm laborers’ average monthly earnings (including board) provides a
good indicator of the value of young persons’ labor, for over 90 percent
of farm laborers were males under age 30. In Figure 10.3, wage rates are
plotted for the six states of Figure 10.1 for dates ranging from 1818 to
1870.4 It is striking how level the curves are, especially those for 1850,

4 Only state data are readily available. Wage rate data at the county level are available
for a few states from the manuscript censuses for 1850 and 1860, and these give a picture
consistent with the state data.
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1860, and 1870, when the coverage (based on the federal censuses) is
much more comprehensive. Note, too, that the curves shift upward in
roughly parallel fashion, implying that the trend in wage rates was fairly
similar among regions. There is some indication that the frontier states
proper usually had higher wage rates, but, as we have seen, the highest
fertility levels were in the areas somewhat behind the frontier, not at the
frontier. For example, of the states in Figure 10.3, it is Iowa and Illinois
that have the highest fertility levels in 1860, and their wage rates are
much the same as those in Ohio, New York, and New Hampshire.

What about the labor of young females? For girls, the wage rates
for domestic help provide a reasonable index of the value of their labor
because most of those in domestic service in northern farm areas were
under age 30. A plot (not shown) of the wage rates for domestics, like that
in Figure 10.3, reveals essentially the same picture, although the curves
are more U-shaped because the highest wages occur in New Hampshire
and Nebraska.

It may be argued that the picture of money wage rates shown here
needs adjustment for price differences among areas. This is true in prin-
ciple, but there is a question as to the appropriate deflator. The plotted
wage rates are for earnings, including board. One can reasonably as-
sume that the real content of board was much the same among regions.
If farm hands used their money wages to purchase manufactured items,
these may well have been cheaper in places closer to the main sources
of production, that is, in the East. If farm hands were trying to build up
a nest egg toward the purchase of a farm, as Danhof (1969) suggests,
then both those in older and newer areas could take advantage of the
lower acreage prices in newer areas. It seems unlikely, therefore, that
a real wage rate comparison for the six states would alter the picture
shown by the money wage rate data in a way favorable to the child labor
hypothesis.

One explanatory factor stressed in other studies that does hold up
well is land availability (Forster and Tucker 1972; Leet 1975; Merrick
1978; Van Landingham and Hirschman 2001; Yasuba 1962). Farm family
fertility is typically lower in areas where the cultivable land available for
settlement has declined. The problem with this explanation, however, is
the lack of a theory as to how the pressure of land scarcity affects the
demand for children. Why, for example, should a married farm owner in
an old area have lower fertility than his twin brother in a new area even
though the availability of cultivable land elsewhere in his community
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has declined? Indeed, it is not certain that land availability is actually
the factor operating on fertility because, as has been seen, there is a high
degree of correlation among the different economic and demographic
variables during settlement. It is to this question of the real determining
variable and its effect on the demand for children to which I now turn.

the “bequest” model

The central idea of the interpretation presented here is captured in the
epigraph to this chapter. The idea is not new; it goes back at least to
Frederick Le Play and has found expression in studies ranging from that
of sociologist Kingsley Davis (1963) and historian James C. Davis (1975)
to economists Joseph J. Spengler (1968) and Marc Nerlove (1974). The
immediate stimulus here was Philip Greven’s valuable description of the
transmission of property through four generations in the settlement of
colonial Andover (Greven 1970).

Let me start by noting some pertinent features of American farming.
First, American farmers were fairly well-to-do for their time, owning a
substantial share of the nation’s wealth (Goldsmith 1952). Like most
propertied persons, they were interested in preserving and increasing
their wealth and in transmitting it to the next generation.

Second, American farms were first and foremost family units of or-
ganization (Davis, Easterlin, and Parker 1972). One of the pressing con-
cerns of farmers was the “establishment” of their children, that is, to
give their offspring a proper start in life. Preferably this might be on
their own or a nearby farm. But if this were not possible, then a start in
farming in newer areas, or in a nonfarm occupation of equivalent sta-
tus, was acceptable. Among nonfarm occupations, a career as factory or
mill hand tended to be viewed with disfavor. Much more satisfactory
was the establishment of offspring in a trade that, like farming, meant
proprietorship status, not employee status, although it too necessitated
a sizable initial capital outlay.5

5 Some evidence on the limited role of native Americans in factory labor is given in
Davis et al. (1972, Chap. v) and Hutchinson (1956). In Four Generations, Greven (1970)
provides evidence of the increase over time in the entry of sons into trades. Sometimes
the cost of establishing a child took the form of outlays on education, as is true today
of many middle-class families.
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Third, mortality conditions in American farming areas were fairly
good compared with those in American cities or Europe and probably
had been for a century or more (Davis et al. 1972). By today’s standards,
infant and child mortality were high. Yet mortality was low enough to
guarantee, in conjunction with the well-established fecundity of Amer-
ican women, that, if fertility were unregulated, one could be sure of
several surviving heirs for whom provision had to be made. In contrast,
mortality under most premodern conditions has often been so high as
to cause considerable uncertainty about maintenance of the family line
even with uncontrolled fertility.

Finally, American farming is characterized by the institution of multi-
geniture, that is, division of a decedent’s estate equally among the heirs.
Although primogeniture came to the colonies with the early settlers from
England, it proved to be short lived. The practice in northern farming
areas of equal treatment of one’s offspring through gift or inheritance
appears to have been well established as early as the seventeenth century
(Greven 1970; Morris 1959).

Now suppose we translate a farmer’s concern for “establishing” his
children into the specific assumption that he seeks to provide a start in
life for each of his offspring at least as good as that which his father gave
to him. He might, of course, aspire to improve on his own experience,
but for the present purpose it will suffice to suppose that he sets a target
equal to that of his own experience. Thus, if he started off with $1,000
provided by his father, he wants to give each of his children $1,000.6 If
he cannot do as well as this for his children, and their socioeconomic
status is therefore subject to potential deterioration, he will be unhappy.
If he is able to reach his target, he will feel satisfied, and, if he surpasses
it, he will be even happier. But the impact on his subjective feelings
of a shortfall versus excess of a given amount is asymmetrical. What
motivates him most is concern about loss of status for his children; if his
children end up better than he did that is all to the good, but it is not as
critical as avoiding a shortfall.

Note that the provision for one’s children does not necessarily take
the form of land, whether at home, nearby, or far away. What is sought is
equal treatment of offspring in terms of money value. It is certainly true

6 Leibenstein (1974a) has a theory in which targets play a critical role. One of the first
applications of notions of this sort to fertility behavior is Banks (1954).
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that a foremost concern of the farmer is to see his farm kept in the family
and, unless his holdings are extensive, maintained physically intact, not
subdivided among his heirs; hence, the farm as such goes only to one
child. This, however, can be reconciled with equal treatment for each
child through various devices, for example, by mortgaging the farm and
sharing the proceeds among those not succeeding to the farm (Gagan
1981).

Given, then, a father’s target of $X for each child, equal to the $X his
own father gave him, the critical question shaping a farmer’s freedom to
have children is the prospective growth in his initial capital. If over the
course of one’s lifetime as a farmer, $X can be multiplied into $NX, then
one will be able to provide for N children. The greater the prospective
growth in one’s capital, the greater the number of children one can
afford. If, however, the outlook is for “hard times,” then as additional
offspring appear, one will begin to worry more and more about one’s
ability to establish them suitably.

We can see now why twin brothers, one in an old area and one in
a new area, with an equal start in life, might have different numbers of
offspring. The brother in the new area, where returns are high, can look
forward to substantial multiplication of his capital and has little concern
about providing for his offspring; the one in the old area anticipates much
slower growth in capital and may even be worried about his ability “to
keep his capital intact.” Hence, as his family grows, the brother in the
old area will become increasingly concerned about providing for the
children and feel pressure to prevent further additions.

It is, then, the prospective “increase of capital,” an everpresent con-
cern of farmers, that chiefly governs the changing size of farm families.
The less the prospective growth of capital, the more will a farmer feel
pressure to start limiting family size.

There are ample indications of lower returns in eastern compared
with western areas in the mid-nineteenth century, as, indeed, economic
theory would predict, because higher returns in the West were necessary
to induce the required redistribution of farming to that area. Danhof,
generalizing from his reading of the literary evidence on the American
North around midcentury, points out that

the amounts of capital required to make a beginning [in the older farming areas]
were little different from those necessary for the establishment of a farm in the
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newer regions. . . . The possession of capital was scarcely the determining factor
in the choice between East and West. More important were the modest returns
that seemed to be in prospect [in the older areas]. . . .7

Elsewhere, he refers to “Eastern farmers operating fully capitalized
farms, enjoying no increase in the values of their land but suffering
from shrinking prices, higher costs and declining [land] fertility. . . .”8

Neil McNall’s study of the Genesee Valley in New York documents
the historical evolution of an area from one of bright promise when it
was being settled at the start of the nineteenth century to one of strug-
gle for adequate returns by midcentury (McNall 1952; see also Ellis
1946). The competition engendered by the opening up of new areas
in the West was in part responsible for the dimming outlook in the
East. The abandonment of farms in some eastern areas and the need
in other eastern areas to take up new lines of activity such as dairying
and market gardens attest to the pressures that were being felt in the
East.

If returns were higher in western farming areas, one may ask why
eastern farmers did not move en masse to the West. Some eastern farm-
ers of course did move, but others did not. For those who stayed behind,
there were “nonpecuniary advantages” to compensate for the dimmer
economic outlook such as ties to parents, relatives, and friends in the
community. This does not necessarily mean that there were differences in
tastes between those who moved and those who stayed behind. Rather,
the question of who moved probably depended primarily on birth order.
Older sons may frequently have reached adulthood while their fathers
still felt in the prime of life; hence, they went west while the family farm,
together with responsibility for the parents in their old age, went to
younger sons.9

Those remaining in the East might seek to raise their returns by diver-
sifying their capital through purchases of western lands, investment in
factory industry, and so on. There were farmers who did engage in these
wider investment activities, particularly in regard to farm mortgages
and transport investments. But one can imagine that, for many farmers,

7 Danhof (1969, 113).
8 Ibid., p. 121.
9 One of the few studies providing evidence on farm succession practices is Tarver (1952,

266–71). See also the epigraph to this chapter.
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there was considerable hesitation to strike out very far in these new
directions because their knowledge and experience related primarily
to local farming conditions. The personal wealth data in the Bateman–
Foust sample indicate that, for the great majority of eastern farmers,
their own farm was the overwhelming source of their wealth. In the
most settled region in 1860, less than one farmer in four had total (real
plus personal) property holdings worth more than 40 percent above the
value of his farm. This proportion remains almost the same, rising only
slightly as one moves westward to less settled regions. (Not surprisingly,
the frontier area is something of an exception – two farmers out of five
had property holdings worth more than 40 percent above the value of
their farm.) Thus, the lower level of farm family fertility in the East, a
phenomenon reflecting the behavior of the mass of the population, was
shaped primarily by persons who depended on their own farms for their
livelihood.

How widespread was the practice of providing a start in life for one’s
children? Greven’s careful study of the transmission of property in colo-
nial Andover indicates that the practice was extensive in the seventeenth
and eighteenth centuries. Indeed, he makes the point that the lure of such
a nest egg was an important means of parents’ control over their chil-
dren’s behavior and fidelity. We have no studies comparable to Greven’s
for the nineteenth century – a research gap that badly needs to be filled –
but the literature contains frequent testimony of farmers’concerns for es-
tablishing their children. A typical example is provided by a farmer in the
1850s who, in describing the situation in Connecticut at that time, refers
to “many hard working men . . . in middle life [who] find themselves in
possession of good homesteads prepared to educate and establish their
children. . . .”10 For the late nineteenth and early twentieth centuries, the
principal study that I have been able to locate is W. J. Spillman’s sur-
vey around 1920 of how 2,112 farmers in four Midwestern states had
acquired their farms (Spillman 1919). Analysis of Spillman’s data sug-
gests a maximum estimate of 36 percent who may have acquired farms

10 As quoted in Danhof (1969), Change in Agriculture, p. 111 (italics added). References
to the concern for providing for one’s children appear also in Bogue (1994) pp. 51, 185,
193, 266.



P1: FCH/SPH P2: FCH/SPH QC: FCH/SPH T1: FCH

0521829747c10 CB626-Eeasterlin-v1 November 17, 2003 20:33

Population Change and Farm Settlement in the Northern United States 201

without the help of families or close relatives.11 By inference, family
assistance was still quite common even at this time.

Dov Friedlander (1969) has advanced the hypothesis that “industri-
alization” mitigates pressures for fertility reduction in farm areas. Fol-
lowing a line of inquiry opened up by Kingsley Davis (1963), Friedlander
argues that out-migration opportunities due to industrialization serve,
in effect, as an escape valve, alleviating pressures for fertility reduction
that would arise if economic opportunities for children were limited to
those in the immediate vicinity. But in the United States fertility declined
first and most markedly in the New England farm areas despite the ru-
ral out-migration opportunities afforded both by industrialization there
and by farming in newer areas. My theory makes clear the reason for
this. A farmer felt obligated to give a child a proper start in life, wheth-
er the child was staying at home or making his fortune elsewhere. Thus,
the fact that one’s children might eventually migrate to urban areas or
the frontier in no way relieved parents of the costs of providing for chil-
dren. In consequence, fertility declined despite ample opportunities for
out-migration.

summary and discussion

The westward spread of farm settlement in the northern United States
was characterized by repetitive economic and demographic changes. Of
particular note is the pattern of farm population growth. Area after
area went through a transition from initially high growth to zero or
negative growth. Underlying this movement were repeated trends in
two components of population change: a shift from in-migration to out-
migration, and, starting at an early date in the settlement process, a

11 This figure is the proportion for those other than Spillman’s “FO” group obtaining their
farms by purchase (excluding “purchase from close relatives,” which Spillman takes to
mean “easy terms”). The FO group refers to persons who went directly from unpaid
family labor to farm ownership status. These persons typically would have needed family
help to purchase a farm. Similarly, it is quite likely that many of those in his other
groups who purchased farms had family help, which accounts for the description of
the 36-percent figure in the text as a maximum estimate. Spillman reports that about
one-third of his sample acquired farms by inheritance, but this refers only to the direct
transmission of the family farm.
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steady decline in fertility from a level that was initially quite high to
one approaching replacement. This “adjustment” of population to the
agricultural opportunities offered by an area, including the reduction in
fertility, dates from a very early time in American history. It started in
parts of New England in the eighteenth century and continued in areas
to the west throughout the nineteenth century despite the abundant
agricultural opportunities in newer areas. This voluntary adjustment of
fertility and thereby population growth to the economic environment
demands explanation.

Several possible causes of the fertility decline have been touched on
briefly: the composition of the population by such factors as age and mar-
ital status, the burden of aged dependents, schooling and literacy, wives’
off-farm working opportunities, mortality conditions, and the value of
child labor. These were found to be of limited explanatory value or to
fit the evidence not at all. The one factor from previous studies that
stands up best is “land availability” or farm population density, that is,
high family fertility going with high land availability and low popula-
tion density, and conversely for low fertility. But a theory that provides
a plausible explanation of the mechanisms by which land availability
exerts its effect is lacking.

The explanation of the fertility decline suggested here centers on
decreasing demand for children owing to farmers’ concern for giving
their children a “proper” start in life. It takes as given the practice of
multigeniture and reasonable survival prospects of infants and children,
both of which were true of the nineteenth-century United States. If
one assumes that a farmer wishes to provide for each of his children
as well as he himself was provided for, then the number of children
he can “afford” will depend on how much he can multiply his capital
during the course of his lifetime. As an area is initially settled, farm-
ers anticipate high returns and a rapid increase of their capital, which
means relatively little problem in giving their offspring a proper start
in life. As an area ages, the prospective rate of return declines (in part
because of the opening up of newer areas), and the outlook for contin-
uing to increase one’s capital at the same rate as at an earlier settlement
stage diminishes correspondingly. Hence, as the number of his offspring
grows, a farmer in an older area will become increasingly concerned
about his ability to give his children a proper start in life and will feel
pressure to prevent further additions. I theorize that it is this pressure,
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stemming from the diminished prospect of maintaining a high rate of
increase of one’s capital, that is the basic source of the farm family fer-
tility decline.

This theory lends itself to a broader picture of the relationship
between economic and demographic variables during settlement of a
farm area. Economic factors would be expected to affect migration as
well as fertility, and changes in demographic variables, in turn, might
have feedback effects on economic conditions. The principal interac-
tions between economic and demographic factors may be conceived as
follows.

First, the reasoning about the dependence of fertility on the prospec-
tive “increase of capital” can be applied also to migration; that is, the
prospect of high returns causes in-migration; low returns, out-migration.
If, for simplicity, one assumes that low farm values imply high prospec-
tive returns, and conversely for high farm values, then both fertility and
migration may be taken to vary inversely with the value of farm acreage.
Suppose, further, that farm value per acre is taken to vary directly with
farm population density as measured by the ratio of farm population
to potentially cultivable land in a given area. Then, we can construct
the following picture of economic and demographic interactions during
settlement.

Let me start with an area in which a given amount of potentially cul-
tivable land is being opened up for settlement. Both population density
and farm value per acre are low. Cheap acreage induces in-migration
and encourages high fertility among new settlers because of the good
prospects for multiplication of one’s capital. Given the relatively low
death rate, high in-migration and high fertility generate an initially high
rate of population growth. This, in turn, leads to a rapid rise in popula-
tion density, driving up farm acreage values. The rise in acreage values,
however, reacts adversely upon the rate of population growth, slowing
it down, by lowering fertility and gradually transforming in-migration to
out-migration. As the rate of population growth and increase in density
slow down, the rise in farm values moderates, thereby slowing down
the declines in fertility, migration, and population change. This goes on,
back and forth, until total population, fertility, net migration, and farm
acreage values stabilize at a level commensurate with the area’s po-
tential. Although this is a highly simplified account, it probably captures
the principal mechanisms that have produced the closely linked patterns
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of economic and demographic change recurrent in state after state, as
shown in Figure 10.1.12

This model explicitly brings out the manner in which rapid popu-
lation growth in a farm area sets in motion reactions that eventually
bring population growth to a halt. As the cultivable land fills up and
population density rises, farm values increase and prospective returns
fall. The consequences of this for population growth are twofold. First,
the deteriorating rate of return discourages further in-migration and
eventually leads to out-migration. Second, the dimming outlook for in-
creasing one’s capital at the same rate as in the early settlement stage
creates growing concern among farmers about the possibility of provid-
ing a proper start in life for one’s children and leads to the spread of
family limitation. As a result, the rate of population growth declines. But
as long as population growth is positive, upward pressure on farm values
continues, though at a decreasing rate, and this growth in farm values
eventually brings population growth to an end. Thus, rapid population
growth triggers economic mechanisms that induce fertility decline and
the eventual adjustment of population size to the economic potential of
an area.

12 Morton Owen Schapiro (1986) develops and tests this model rigorously.
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America’s Baby Boom and Bust, 1940–1980:
Causes and Consequences

The period around 1960 marked a turning point in many aspects of
American experience. A precipitous decline in fertility rates began.
There was also a marked shift in female labor force participation charac-
terized by a more rapid increase of young women’s rates and a slowdown
for older. On the social scene, there was an acceleration in divorce, a
rise in suicide rates among the young, and an upturn in crime rates. In
the political arena, there was growing alienation from the established
system.

These developments contrast sharply with those during most of the
previous two decades. After World War II there was a large and pro-
tracted baby boom. Labor force participation among older women rose
at an unprecedented pace, whereas younger women’s rates were flat.
The historical uptrend in divorce slowed markedly, and suicide, crime,
and political alienation were either constant or slightly declining.

I think these seemingly disparate developments were in part (and
I stress in part) the result of a new relationship between population
and the economy that emerged after 1940. This relationship centered
on shifts in the size of the younger relative to the older working age
population that produced pronounced reversals in the relative economic
condition of the two groups. In this chapter, I take up first the factors
responsible for the new pattern after 1940 and then the manner in which
twists in age structure produced such startling shifts in socioeconomic

Reprinted with permission in revised form from “What Will 1984 Be Like? Socioeconomic
Implications of the Recent Twists in Age Structure,” Demography 15, 4 (November 1978):
397–432. C© 1978 by the Population Association of America.
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conditions.1 My interest is not in year-to-year fluctuations but in the
contrast between the longer-term movements in the two decades before
and after 1960. I focus on this period because it has been the subject of
my own research. This analysis has recently been extended to the period
since 1980 in elegant fashion by Diane Macunovich (2002).

the break with past experience

Let me start with the assertion that the 1940s marked a new age in the
relation between population and the economy. Table 11.1 contrasts the
essential features of the pre– and post–World War II periods. The main
point is that a reversal occurred in the roles of aggregate demand and
labor supply. Before World War II and stretching back for a century or
more, swings in labor supply and, thereby, population arose chiefly from
immigration and occurred usually only in response to corresponding
swings in aggregate demand (Abramovitz 1961, 1968; Easterlin 1968b;
Kuznets 1958, 1961; Chapter 5 herein). After World War II, sizable
swings in labor supply involving concurrent changes in the proportion
of young to old in the working age population occurred as an echo of
prior movements in the birth rate. Aggregate demand fluctuated fairly
mildly compared with the past as a result of government management.
Thus, after World War II changes in the supply of labor occurred largely
independently of aggregate demand. Before World War II, swings in
aggregate demand were the active factor, and labor supply was passive;
subsequently, the opposite was the case.

What was responsible for this new era in the relation between longer-
term economic and demographic swings? Three causes can be given.

First, severely restrictive immigration legislation of the 1920s meant
a sharp curtailment in the foreign labor reserve that had traditionally
supplied the demands of major economic booms. Thus, in the 1940s and
1950s, when labor force growth from native sources was at an all-time
low, a massive influx of European immigrants to satisfy the labor demand
of a major economic boom did not occur as in the past. In effect, the
role that immigration had played in buffering the favorable impact of
economic booms on the native population was eliminated by restrictive
legislation.

1 The analysis here is developed more fully in Easterlin (1987).
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Table 11.1. Contrasting movements in aggregate demand and labor supply before
and after World War II

Before World War II After World War II

Aggregate demand Active role: Private Passive role: Relatively high
investment booms initiate a and sustained growth in
major swing in aggregate aggregate demand maintained
demand independently of by monetary-fiscal policy.
labor supply conditions.

Labor supply Passive role: Swings in labor Active role: Swings in labor
supply occur because of supply and in proportion of
immigration movements young to old in the working
induced by aggregate age population occur
demand swing. independently of aggregate

demand as a lagged effect of
birth rate movements.

Second, the Employment Act of 1946 committed the federal gov-
ernment to maintaining a high and growing level of aggregate demand
through monetary and fiscal policies. Also, the substantial rise in the
government’s share of GDP after World War II compared with its share
before that time helped to stabilize aggregate demand. Between 1942
and 1974, the annual unemployment rate rose above 6 percent in only
two years, and even then by less than 1 percentage point. Compared
with any prior thirty-year period, this was an unprecedented stretch of
relatively uninterrupted growth in labor demand.

Finally, and most important for the present purpose, the declining
birth rate of the 1920s and 1930s and the rising birth rate of the 1940s
and 1950s caused, with about a twenty-year lag, first a growing scarcity
of younger workers and then a growing abundance. Between 1940 and
1960 there was a noticeable interruption in the pre-1940 growth of the
population aged 15 to 29, echoing the low birth rates of the 1920s and
1930s. After 1960, growth resumed at a more rapid rate than in the pre-
1940 period, reflecting the sharp upsurge in fertility of the 1940s and
1950s. This pronounced fluctuation in the growth of the younger age
group was not matched by those in older ages. As a result, the propor-
tion of younger to older working age population fluctuated sharply in
the period after 1940. Through the late 1950s, younger persons were
becoming relatively scarce; thereafter, there was a growing abundance
of younger persons.
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These shifts in age structure – in the proportion of young to old
in the working age population – under conditions of high and sustained
growth in aggregate demand and restricted immigration had major ram-
ifications.

effect of changing age structure on the relative
economic position of young males

Consider first the effect of these age structure shifts on the relative eco-
nomic condition of young males. To make the argument as clear as pos-
sible, I make some very simple assumptions.

The essence of the reasoning is outlined in Table 11.2. Disregarding
females (to whom I will return shortly), suppose that the labor supply
consists of only two types of labor, younger and older males, as in the
upper panel. Younger males are a relatively inexperienced and low-
skilled group that is fairly new in the labor market with rather tentative
job commitments. This group, a “career-entry” group, is engaged in a
considerable amount of job search with consequently high job turnover.
Older males are an experienced, skilled group that occupies higher level
career jobs and has relatively low job turnover. The degree of substi-
tutability between these two groups is low. Both groups are fully in the
labor force; that is, their labor force participation rates are close to 100
percent.

Now, assume that the growth in the economy’s aggregate demand
for labor comprises some normal division between younger and older
workers. (One need not assume that the demand for each group grows
equally but only that for each group the rate of growth in demand re-
mains constant over time.) Suppose, now, that every two decades or so
a substantial shift occurs in the relative supply of younger versus older
workers, reflecting corresponding changes in the working age popula-
tion. In one period, younger workers are relatively scarce; in the next,
they are relatively abundant.

Given the steady growth in demand for both groups, these changes
in the supply of labor will create imbalances in the labor market for
younger and older workers. What will be the consequences of these im-
balances? As shown in the upper panel of Table 11.2, a scarcity of young-
er workers will favorably affect their relative wages, unemployment
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Figure 11.1. Total fertility rate (TFR), 1940–77; relative employment experience
of young adult males, 1940–55; and relative income experience of young adult
males, 1957–77.

rates, and upward mobility. The opposite would be true when there is
an abundance of younger workers. There would also tend to be some
substitution between older and younger workers, but such possibilities
are fairly limited. (There might also be feedback effects from the labor
supply side to aggregate demand, affecting both the size and composition
of aggregate demand.) Thus, in periods when young males are scarce,
their relative economic position would improve; when young males are
abundant, their relative economic position would deteriorate.

A variety of evidence indicates that this was, in fact, the case. The
dotted and broken lines of Figure 11.1 give some illustrative measures
based on the limited data available of the circumstances of young males
relative to that of older (that is, relative to their fathers in their “family
of orientation”). Through the mid-1950s, the measure is for relative em-
ployment; thereafter, it is for relative income. These measures show that
the relative economic position of young males after 1940 tended to vary
directly with their relative scarcity (see also Easterlin 1968b, 114–18;
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Easterlin 1973; Wachter 1976, 1977). Young males were relatively bet-
ter off when in scarce supply and were relatively worse off when in
abundance. (The TFR curve in Figure 11.1 is discussed below.)

effect of changing age structure on fertility and
female labor force participation

Next, let us add to the analysis the effects of age structure on fertility
and female labor force participation. The working age population is now
taken to consist of four groups: younger and older males and younger
and older females. Three additional assumptions are made.

First, there is a traditional division between male and female roles;
that is, males are the primary “breadwinners” and have labor force par-
ticipation rates close to 100 percent whereas females’ attachment to
the labor market is less permanent (participation rates are substantially
below 100) and their concerns encompass not only the labor market
but also childbearing, childrearing, and care of the home. This assump-
tion implies no judgment about the desirability of these disparate sex
roles; I view it simply as a reasonable assumption about reality at that
time.

Second, there are three classes of jobs: (a) “career jobs,” involving
considerable experience and skill that are typically filled by older males
because of their continuing labor force attachment and accumulated
experience; (b) “career-entry jobs” that are typically held by younger
males; and (c) “noncareer jobs,” which are typically held by women. As
a result, only limited substitution is possible between younger and older
males and between women and men, but a high degree of substitution
is possible between older and younger women.

Third, marriage and childbearing vary directly with the income of
younger relative to older men. The reasoning is that the relative income
of younger men may be taken as a rough index of the primary breadwin-
ner’s ability to support a young household’s material aspirations. These
aspirations are formed by the material environment that the spouses
experienced as they grew up, which depends, in turn, largely on their
parents’ incomes. Hence, when young males’ income is high relative to
older males’, it means that they may more easily support the material
aspirations that they and their potential spouses formed in the income
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environment of their families of origin. Young people will then feel freer
to marry and have children.

Now, let us consider the effect of imbalances in the labor market
arising from sizable shifts in the age distribution of the working age
population (Table 11.2, lower panel). As before, it is assumed that the
growth of labor demand for all labor force groups (this time four) is at
constant, though not identical, rates. One might also suppose there is a
normal trend increment in labor force participation rates of younger and
older females. Suppose, now, that there is a scarcity of younger workers
as a result of a corresponding change in the working age population. In
the labor market for younger and older males, the adjustments would
be the same as those in the upper panel of Table 11.2; that is, younger
males would experience relatively favorable changes in wages, unem-
ployment rates, and upward mobility. Now, however, one must consider
additionally the implications of the improved relative income of young
males for the situation of females. First, it would be easier for young men
and women to marry and start families. This would, in turn, dampen and
perhaps eliminate the normal increment in labor force participation of
young females as the proportion of single young women declined and
those married and with young children rose. The scarcity of younger
women would tend to have favorable effects on their relative wages and
unemployment rates, but, because there is a high degree of substitution
between older and younger women, these effects would be relatively
moderate. This is the reason for the parentheses in the lines for these
variables in the bottom panel of Table 11.2. The more important ef-
fect would be the replacement of younger by older females in supply-
ing labor market needs. This means that a less-than-normal increment
in participation rates for younger females would be compensated by a
more-than-normal increase in the rates for older females.2 The entry
of older women into the labor market might be further stimulated by
the situation of older males, whose relative income situation, as shown
in Table 11.2, is unfavorable. If we compare in simple price-quantity
terms the labor market adjustments of males and females, for males the

2 Studies noting a link between the differential changes in participation rates of younger
and older women and the relative scarcity of young persons in the post–World War II
period are Bancroft (1958), Oppenheimer (1970), United Nations (1962), and Wachter
(1972).
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scarcity of young persons induces an adjustment primarily in terms of
relative income, and for females, primarily in terms of relative quantities
via differential change in labor force participation rates.

The analysis also suggests that a birth cohort carries its fortunes, good
or bad, throughout its life cycle. As a scarce cohort ages, its relatively
favorable supply conditions mean that it carries with it relatively favor-
able wage and employment conditions; conversely, an abundant cohort
continues to suffer relatively unfavorable labor market conditions.

Admittedly, this is a highly simplified view of the makeup of the
labor supply and the causal factors at work. One might, for example,
distinguish within the group of younger males a “noncareer” group of
disadvantaged workers, and within females a “career” group of college
graduates. I believe, however, that this view, simple as it is, captures
an important part of the forces shaping post–World War II experience.
Consider the patterns of fertility and female labor force participation at
that time. Starting around 1940, there was a marked break with previous
experience. Between 1940 and 1960, the upward trend in participation
rates of young women was interrupted, and their fertility rose markedly
(Figure 11.2, left panel). Participation rates of older women, which had
previously shown only mild increases, shot up dramatically (right panel).
After 1960, there was a reversal in this age pattern of participation rates;
rates for younger women rose sharply, whereas those for older women
increased at a slower pace than before or not at all. At the same time, a
sharp downturn in fertility occurred among younger women.

Referring back to the lower panel of Table 11.2, one finds that the
analytical model just sketched generates behavior of just this type: an
inverse association between the growth in labor force participation rates
of younger versus older women, an inverse association between the
growth in labor force participation rates of younger women and their
fertility, and a positive association between the growth in labor force
participation of older women and the fertility of younger women. But
fertility is not causing participation rate change or vice versa. Rather,
all of these developments flow from the imbalance in the labor markets
of younger versus older workers owing to shifts in the relative supplies
of the two groups.

I am not claiming that the model completely explains the magnitudes
of change observed; it clearly neglects, for example, the determinants of
the general upward trend in labor force participation rates of females as
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Figure 11.2. Labor force participation rates (LFPR) of females aged 20+ by age
group, decennially, 1890–1950; quinquennially, 1950–75; and index (1940–45 =
100) of fertility rates for specified age groups, quinquennial averages, 1921–25
to 1971–75.

a whole. It does capture, however, the essential outlines of the longer-
term swings in the four decades after 1940. For some variables, it may
even do well on magnitudes, as is suggested by Figure 11.1, in which
the total fertility rate shows a clear parallel with relative income and its
proxy based on the unemployment rate.

effect of changing age structure on social variables

Let me turn briefly to the social and political effects of these post-1940
shifts in age structure. The theoretical underpinning for such effects de-
rives from relative income or relative deprivation models of the type
pioneered in economics by Duesenberry (1949) and Modigliani (1949)
and in sociology and psychology by Durkheim (1951) and Stouffer et al.
(1949). Favorable turns in a cohort’s relative status moderate tendencies
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Figure 11.3. Homicide and political alienation among the young, 1940–77.

toward divorce, suicide, crime, and alienation; adverse changes aggra-
vate these conditions.

The empirical evidence is consistent with such effects. For the mar-
riage cohorts that produced the baby boom, divorce was considerably
below the rate expected on the basis of past trends; for subsequent mar-
riage cohorts, as their fertility turned downward, divorce rose above
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normal trend rates (Preston and McDonald 1979). Suicide rates among
the young similarly moved inversely to fertility (O’Connell 1975).

Such correlations of divorce and suicide with fertility do not imply
causality. I have already argued that the inverse correlation between
the growth in labor force participation of younger females and their
fertility is due not to a cause–effect relation between the two but to
a common response to the same cause: relative income. The Preston–
McDonald and O’Connell studies suggest that the same is true for the
correlations they observe. Both advance a relative income hypothesis
(though in somewhat different form) and test for its explanatory power.
The results are positive, for a deterioration in relative income of the
young makes for more frequent divorce and a rise in suicide among
young males; an improvement has the opposite effect.3

Crime rates and political alienation also change in a manner consis-
tent with a relative status model. Figure 11.3 presents homicide rates,
which are taken here as representative more generally of crime rates,
and two measures of political alienation among the young. Although
the series are short and not adjusted for trends, there is a common pat-
tern – a suggestion of slight improvement to around 1960 (a downward
movement of the curves) and a noticeable deterioration thereafter (an
upward movement). I am not claiming that age structure and “relative
income” are the whole story of these post-1940 changes in crime rates
and political alienation. But these are variables that in theory should
reflect relative status influences, and there is a hint in the evidence that
this is the case.

alternative hypotheses

What of competing interpretations of this period? The dramatic de-
cline after 1960 in the fertility of young women and the rapid rise in
their labor force participation excited much scholarly discussion. Among
the reasons given for these developments, three are mentioned most
frequently: exceptional employment opportunities for young women,

3 Simon (1968, 1969, 1975) develops similar relative income models to explain fertility
and suicide. See also Ahlburg (1983), Ahlburg and Schapiro (1984), and Schapiro and
Ahlburg (1986).
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new techniques for preventing conception, and less traditional views of
women’s roles arising from the women’s liberation movement.

With regard to employment opportunities for young women, the
argument is that these expanded rapidly after 1960, thereby encouraging
substitution of work in the marketplace for childbearing and work at
home (Butz and Ward 1977). The basic question, however, is not whether
employment opportunities of young women expanded after 1960 but
whether the labor market for young women was better after 1960, when
young women were increasingly plentiful in the population, than before
1960, when they were increasingly scarce. I believe most labor market
students would argue, as I would, that the post–World War II labor
market for young women was, like that for young men, exceptionally
good, and that young women opted for marriage and childbearing, not
because of inadequate employment opportunities, but in the face of
very good opportunities. The economy’s occupational structure did not
change in a way favoring women after 1960, as compared with before,
and changes after the late 1940s in the unemployment rates of females
aged 20 to 24 imply a stronger labor market before 1960 than after (see
Easterlin 1987, Chap. 2).

Interpretations of the post-1960 shift of young females from home to
workplace that stress the women’s movement or the development and
adoption of new fertility control measures are, at least, more consistent
with the facts. However, the factors cited in these “explanations” may
themselves be partly the effects of the twist in age structure operating
via a relative income mechanism. With regard to fertility control, after
1960, with the growing abundance of young workers and the relative de-
terioration in their labor market position, families felt greater pressure
to adopt available fertility control methods – old or new – to restrict
births. The rapid spread of new measures of fertility control was thus, in
part, induced by the pressures on young adults arising from their labor
market conditions.

The women’s movement is said to have caused the acceleration in
the growth of young women’s labor force participation rates after 1960
by shifting women’s attitudes in a direction favorable to work and a
career. But empirical investigation by Karen Mason and her collabora-
tors (1976) suggests that a favorable turn in women’s attitudes toward
work in the marketplace was an effect, not a cause, of the rise in labor
force participation. Because the rise in labor force participation was, in
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turn, partly ascribable to the relative income mechanism just described,
changing age structure turns out to be one of the forces furthering the
women’s movement.

A more general objection to these two explanations, the one center-
ing on fertility control and the other, on the women’s movement, is that
they deal only with experience after 1960. A basic tenet of my approach
is that explanations of experience after 1960 should apply as well to the
contrasting experience of the pre-1960 period. Neither of these views
can offer any explanation of the pre-1960 baby boom. Indeed, so far
as fertility control possibilities are concerned, the baby boom occurred
despite what must have been a major advance in contraceptive knowl-
edge among young persons as a result of information disseminated to
the armed forces in World War II and the Korean War.

Moreover, the behavior that the fertility control and women’s move-
ment explanations seek to interpret, namely, childbearing and young
women’s labor force participation, is much narrower than the behav-
ior analyzed here. The relative income interpretation I am suggesting
seems to fit not only these developments but a much wider range of
behavioral changes, including divorce, suicide, homicide, and political
alienation. These other variables are ones that theory would lead one to
expect would fit a relative deprivation-type model, and they do. That the
present interpretation is consistent with a wider range of socioeconomic
data, and that it fits pre-1960 as well as post-1960 experience, tends to
strengthen one’s confidence in it.

I am not claiming that age structure and relative income are the be-
all and end-all in the explanation of these and other developments of
the 1940–80 period. The women’s movement may have a lasting effect
on females’ roles through institutionalizing the attitude changes that
have occurred, and greater resort to fertility control has not necessarily
been wholly induced. It is quite possible that these developments have
exerted and will exert an independent effect on behavior. Other factors,
such as the Vietnam War, have doubtlessly influenced the movements
of the variables surveyed here. I am arguing only that the evidence is
consistent with the view that age structure and relative income have
been much more important and pervasive influences in socioeconomic
change from 1940 to 1980 than has heretofore been recognized.
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12

Preferences and Prices in Choice of Career:
The Switch to Business

In the early 1970s I voted, along with most of my economics colleagues at
the University of Pennsylvania, for moving the economics department
from its historic location in the Wharton School of Finance and Com-
merce to the newly established liberal arts college. How poorly we read
our economic future! Then, as now, Penn was on a “revenue center” bud-
get system in which a school’s financial fate was driven by undergraduate
enrollment. Over the next decade, the department watched helplessly
as shifting enrollments endowed the business school with large profits
while liberal arts became the university’s loss center. It is not surprising
that Penn’s finance department, along with comparable departments in
many other business schools, came to be a magnet for many of the most
promising newly minted economists.

This anecdote exemplifies how even the personal lives of economists
remain at the whim of forces only dimly perceived. From 1972 to 1987,
among American colleges and universities, business enrollments soared
as a proportion of total undergraduate enrollment. Except for inciden-
tal discussion in Ehrenberg (1991), this remarkable development has
been almost wholly neglected in the economics literature despite its
manifest impact on the functioning of institutions of higher education
and the economy’s labor supply. This chapter assembles and evaluates
some pertinent evidence on reasons for this growth in the context more

Reprinted with permission in revised form from “Preferences and Prices in Choice of
Career: The Switch to Business, 1972–87,” Journal of Economic Behavior and Organization
27, 1 (June 1995): 1–34. C© 1995 by Elsevier Science. The data sources for Chapter 12 are
given in Appendix A of this article.
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generally of the literature and evidence on occupational choice and
choice of major by undergraduates.

Reading the empirical literature on occupational choice, one comes
away with the impression that relative rates of return, or “prices,” are
the dominant, if not the sole, determinant of choice of career (see the
seminal work of Richard Freeman 1971, 1975, 1976 and articles cited
therein; also Boskin 1974; Falaris 1984; Fogel and Mitchell 1973; Siow
1984; Zabalza 1979; and Zarkin 1985). In theory, a wide variety of fac-
tors are potentially at work (Freeman 1971, Chap. 1 provides a good
overview); in practice, all but prices are assumed away. Typical state-
ments are as follows: “Abstracting for the moment from any differential
nonpecuniary costs and benefits among occupations . . . ” (Boskin 1974,
390, n. 3); “[n]on-pecuniary preferences are assumed to be equal as far as
each occupation is concerned” (Zabalza 1979, 132); and “it is implicitly
assumed that these factors (the nonpecuniary returns arising from the
choice of a major and training costs in each major) are constant across
majors or, alternatively, that the background factors control for these
differences . . . ” (Berger 1988, 419). The trend in this literature is toward
experimenting with more sophisticated measures of prices rather than
investigating nonprice determinants.

The neglect of influences other than prices is less true of the more
limited empirical literature on choice of undergraduate major. To be
sure, there are studies that follow the tradition of the literature on oc-
cupational choice, on rates of return (Berger 1988; Cebula and Lopes
1982; Koch 1972 and ensuing discussion by Bell 1975; Ross 1975; and
Koch 1975). But there are, in addition, studies that explicitly consider
that factors such as the abilities and “interests” of individuals may also
play a part in choice of major (Ehrenberg 1991; Fiorito and Dauffenbach
1982; Gambetta 1987; Gordon 1973, Chap. 1; Polachek 1978). Indeed,
the emphasis in the psychological literature is almost wholly on such
factors (see the survey in Furnham and Stacey 1991, Chap. 4). If, for
example, “peripheral” studies in primary and secondary schools, such
as the creative arts, are the victim of budget cuts, then fewer young peo-
ple are likely to develop artistic interests and abilities and, on reaching
college age, opt for artistic careers. Again, if society makes politicians
the butt of contemptuous jokes and extols money making, the occupa-
tional preferences of the young are likely to be correspondingly affected.
In a microlevel study similar to the present one in posing the issue of
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market versus nonmarket influences, Fiorito and Dauffenbach (1982,
100) conclude that “[t]he results for the interest and ability variables
suggest that greater attention must be given to these factors in empirical
studies of curriculum choice.”

In terms of simple demand-supply analysis of the labor market, the
traditional rate of return approach implicitly stresses the importance of a
differential increase in demand that raises returns to a given occupation
and thereby attracts more entrants via movement along a given labor
supply curve. In contrast, changes in abilities or interests favoring a given
occupation would result in greater numbers willing to work at a given
wage. Given demand, the resulting rightward shift of the labor supply
curve would not only increase the number of entrants to the occupation
but cause a relative decline in returns to that occupation.

It is hard to understand why there should be a gulf between the
literature on occupational choice and that on choice of undergraduate
major. For most college students, choice of major is geared to a career
objective, and most students, on entering college, already have a career
in mind. Annual surveys going back to the 1960s repeatedly find that
only about 10 percent of entering freshmen are undecided when asked
about career plans (Dey, Astin, and Kom 1991). Most of those who plan
business careers choose a business major; teaching, an education major;
law, a history or political science major; architecture, a fine arts major;
engineering, an engineering major; medicine, a biology major; and so on.
For most students, choice of major and choice of career obviously reflect
the same basic determinants. If abilities and interests as well as prices are
relevant to choice of major, shouldn’t they also be relevant to choice of
career?

This chapter aims to make a start on this issue by exploring with time
series data the role of preferences, as well as prices, in the switch to busi-
ness careers. In the last few decades, serious analysis of preferences has
started to gain a respected, if marginal, foothold in the economics litera-
ture, reflecting the impact of work by scholars such as Elster, Hirschman,
and Sen. For the most part, however, this work has been conceptual, or,
if empirical, confined to a single date (see, for example, the interest-
ing new compilation of studies in Koford and Miller 1991). What has
been lacking has been empirical implementation of concepts and, par-
ticularly, the demonstration of the empirical relevance of preferences
to the explanation of change over time. This study seeks to contribute
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toward supplying this need, using for the empirical analysis of prefer-
ences survey data on life goals gathered in nationally representative
surveys of about 200,000 college freshmen conducted annually since the
mid-1960s (Dey et al. 1991). The conceptual roots of these data lie in
psychology (see Astin 1977, 47). No doubt it would be preferable to
use data that build more directly on economic theory. But such data do
not exist, and there is a need to see what can be done with the data
at hand, imperfect though they may be. A previous study in which I
participated analyzed these reports on life goals in detail (Easterlin and
Crimmins 1991). It is important to note that the trends in the freshmen
survey data are very consistent with those in a completely independent
representative national survey of high school seniors conducted since
the mid-1970s, the so-called Monitoring the Future survey. The latter
provides valuable additional information that is used here on the state
of mind of young people and their views about the future.

The first section of this chapter documents the rise in business majors
and demonstrates that freshmen major and career plans are closely repli-
cated in graduation rates by field four years later. The second section
looks at prices, not only for business, but for engineering and education
graduates as well. The third section considers the role of changing pref-
erences in the switch to business majors. The fourth section investigates
the mechanisms generating preference change among the young, includ-
ing whether such changes merely mirror changing economic conditions.
The fifth deals with the decline in business enrollments after 1987.

The principal conclusion of the analysis is that, although prices have
influenced the switch to business careers, an important force has also
been shifting preferences, specifically, a change in life goals of the young.
This shift in life goals is not due to greater economic insecurity among
the young or an adverse turn in their expectations about job prospects
engendered by the state of the economy. Rather, the evidence indicates
that, during the study period, the attitudes of the young became more
positive about their future. Instead, the shift in young people’s life goals
reflects with a lag changing attitudes of parents and other adults influen-
tial in the socialization experience of the young. The changing attitudes
of parents and other adults are themselves largely determined by chang-
ing macroeconomic conditions. In this sense, the state of the economy
does ultimately influence the young, but only with a lag and via their
socialization experience.
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Figure 12.1. Percent of college freshmen with a probable major or career in
business, 1966–91.

the rise of business enrollments

Major and career plans of successive classes of college freshmen since
1966 tell a highly consistent story. After a period of stability in the late
1960s and early 1970s, the percentage of freshmen opting for a busi-
ness career rose sharply from about 11 percent in 1972 to an all-time
high of 25 percent in 1987 (Figure 12.1).1 Between 1979 and 1983, there
was a leveling off. After 1987, the proportion wishing to enter business
declined abruptly, returning to near its mid-1970s level. Although the
analysis here focuses chiefly on the upsurge in business enrollments, the
decline will be looked at more closely in the section titled “The Recent
Decline in Business Enrollments”.

Trends in the statements of freshmen on probable business major
and career gathered in annual surveys administered at the start of their
freshman year predict with high accuracy the proportions graduating
four years later. The rise after 1972 in the percentage planning to major
in business is matched by a rise after 1976 of similar magnitude in the
proportion of business graduates (Figure 12.2). By and large, switching

1 Business majors include those in accounting, business administration, finance, mar-
keting, management, secretarial studies, and other business. Business careers include
accountant or actuary, management, business owner or proprietor, and sales represen-
tative or buyer. See Dey et al. (1991, 189–90).
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Figure 12.2. Percent of college freshmen with a probable major in business,
1966–87, and business share of all bachelor’s degrees four years later.

into and out of business school during the college career appears largely
to balance out, and plans and behavior, on average, go hand in hand.
This result, the consistency of freshman survey data with entirely inde-
pendent data on graduation, gives additional support to the validity of
the survey data. After 1987, however, the share of business graduates
falls increasingly short of business majors four years earlier. The reason
for this is discussed in the Section titled “The Recent Decline in Business
Enrollment.”

prices and choice of career

Do changing relative returns of different occupations influence choice
of career? In investigating this, it is helpful first to add engineering and
teaching to the analysis, the two fields that along with business account
for the predominant share of undergraduate professional school en-
rollment. These fields are also of interest because systematic economic
analysis of career choices of college students refers almost entirely to
professional jobs such as these, not to business occupations.

The proportion of freshmen planning an engineering career rose
from 1974 to 1982 and declined to 1987; since then, it has leveled off
(Figure 12.3). In engineering, as in business, movements in career plans
closely foreshadow changes in bachelor’s degree graduates four years
later. Moreover, freshmen career plans for engineering appear to track
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Figure 12.3. Percent of college freshmen with a probable career in engineering
and indicators of returns to engineering or college education, 1966–90.
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relative starting salaries in engineering closely.2 When relative starting
salaries swing upward, so too does the share of freshmen planning an
engineering career. There is also fair similarity between engineering
career plans and the absolute level of engineering salaries. However,
the magnitude of change in relative starting salaries is greater than that
in the absolute level, ranging from under 20 to almost 40 percent above
the average for all fields. In contrast, absolute salaries vary over time
only by about $2,000 on a base of nearly $25,000, or less than 10 percent.
This suggests that relative salaries are the more plausible determinant
of career plans, as theory would lead one to expect.

An alternative “returns” argument is that, if the income of college
graduates falls relative to that of high school graduates, then, among
those entering college, the proportion opting for majors with higher
payoffs like engineering will rise (Freeman 1976).3 If one judges from
the earnings of male college graduates relative to high school graduates
aged 25–34, this does not appear to be true for engineers (Figure 12.3,
bottom panel).

If teaching is considered, the percentage planning careers as elemen-
tary and secondary school teachers slides downward through 1982 and
then rises through 1988, after which it levels off (Figure 12.4). Again,
the movement in career plans anticipates that in proportions graduating.
And once again the market response argument appears to hold: rela-
tive starting salaries of teachers move together with plans to enter the
field. Relative earnings of college versus high school graduates – in this
case, for females – again looks like a less promising explanatory variable
(Figure 12.4, bottom panel).

In the light of results like these, those for business are disappointing.
Starting salaries provide no evidence that the striking rise in plans for
business careers is due to markedly better financial opportunities in
business (Figure 12.5; see also Ehrenberg 1991, 849). From 1973 to 1987,
although the proportion planning a business career more than doubled,

2 Relative starting salaries are measured using the average for all fields as a base because
the analysis seeks to explain the proportion of engineering majors or graduates to those
in all fields.

3 So far as modeling is concerned, Freeman’s work focuses on total college enrollment,
but the text includes substantial discussion of major and career choice as a response to
the relative market prospects of college versus high school graduates (Freeman 1976,
39–42).
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and indicators of returns to teaching or college education, 1975–90.
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relative starting salaries in business edged downward. This movement
in relative wages is consistent with a supply-side effect arising from a
shift in preferences rather than a change in demand. Nor does the more
general argument of the causal role of relative returns to college versus
high school education seem to apply: relative returns are essentially
unchanged from 1972 to 1982, whereas business enrollments rise rapidly
(Figure 12.5, bottom panel).

Another possibility, that undergraduate business enrollments are
due to the distant allure of high M.B.A. salaries, does not hold up either.
Enrollments for M.B.A. degrees do soar like undergraduate business
enrollments, although they are never as much as one-third as large. This
increase occurs even though the ratio of M.B.A. to bachelor starting
salaries is virtually constant throughout the period under study.4

Those entering business may be attracted by the prospect of excep-
tionally high executive salaries despite the low probability of realizing
them. To explain changes in career plans by this argument, however, one
would have to point to progressively improving prospects of exception-
ally high returns from 1972 to 1987. This case might most plausibly be
made for the period from 1982 to 1987, when the stock market boomed.
But the major part of the switch to business occurred before 1982.5

Yet another possibility is that young people moving into business
are responding to improved relative employment opportunities rather
than incomes per se (Freeman 1976, 1980). But one indicator of relative
employment opportunities, the business share of college jobs (those oc-
cupations in which college graduates account for the predominant share
of jobs held), is virtually constant in the period after 1972 (Table 12.1).
Perhaps instead of actual trends in business employment, young people’s
assessment of employment prospects is based on the expert projections
of the Bureau of Labor Statistics (BLS) embodied in its widely dis-
tributed biennial Occupational Outlook Handbook. But the projections
also fail to explain the shift to business. In projections published from
1971 through 1991, BLS forecasters have repeatedly foreseen an adverse
outlook for business jobs relative to college jobs generally (Table 12.2).

4 M.B.A. salaries are given in Connell (1991).
5 Mohrman (1987) touches on another possible “price” factor, federal student aid policies,

especially the shift from grants to loans, but says that the evidence that this influenced
choice of major is ambiguous.
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Table 12.1. Business jobs as share of all college jobs,
1968–92

Year Percent business Year Percent business

1968 46.1 1981 43.6
1969 45.4 1982 43.2
1970 45.9 1983 40.2
1971 44.8 1984 40.8
1972 42.0 1985 42.2
1973 43.3 1986 41.9
1974 43.5 1987 42.1
1975 42.5 1988 42.7
1976 42.2 1989 43.5
1977 42.5 1990 42.8
1978 43.8 1991 43.1
1979 42.8 1992 42.6
1980 42.7

Source: CPS public use tapes.

Table 12.2. Projected change in business jobs as share of all college jobs, 1969–91

(2) (3) (4) (5)
(1) Projection period Percent business (6)

Publication date Base Projection Base Projection Change (5)–(4)
of projection year year year year % points

1969 1960 1975 48.6 41.1 −7.5
1971 1970 1980 42.5 38.0 −4.5
1973 1972 1980 41.2 40.1 −1.1
1973 1972 1985 41.2 38.0 −3.2
1976 1974 1985 41.9 40.4 −1.5
1981 1978 1990 36.1 34.5 −1.6
1983 1982 1995 36.6 36.0 −0.6
1985a 1984 1995 46.9 46.9 0
1987a 1986 2000 44.0 44.2 0.2
1989a 1988 2000 45.1 44.8 −0.3
1991a 1990 2005 44.2 43.2 −1.0

a New occupational classification.
Source: Bureau of Labor Statistics, Bulletin 1606, 1737; Monthly Labor Review, Dec. 1973, Nov.
1976, Aug. 1981, Aug. 1983, Nov. 1985, Sept. 1987, Nov. 1989, Nov. 1991.
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The analysis here uses starting salary and employment data to gauge
market prospects much like those in Richard Freeman’s original work
(1971, 1976). These are the simplest and most readily available data,
those to which college freshmen are most likely to be privy through
sources such as the Occupational Outlook Handbook, the publications
of the College Placement Council, and their career guidance offices,
which carry such publications. Economic theory suggests that life cycle
income would be a better measure of the financial value of a career than
starting salary. Certainly, differentials by career in life cycle income may
not be the same as those in starting salaries. However, this does not
preclude the possibility that changes in relative starting salaries may be
taken by young people as signaling changes in the life cycle returns from
different careers. As has been seen, the movements in relative starting
salaries are, in fact, consistent with an economic interpretation that sees
wages in engineering and teaching as dominated by differential demand
changes. But starting salaries in business suggest a differential supply
influence such as a favorable shift in preferences.

For economists reluctant to see an explanation for business in which
rate of return is not the dominant player, the next step would no doubt
be to seek a “better” measure of returns. One problem with this is that,
unlike starting salaries, annual time series for measures such as life cycle
income by career are not available.6 If economists do not have such mea-
sures at hand, there is some doubt that young people do and that their
choices are geared to such measures. For those willing to tolerate the
possibility of a supply-side explanation for business, the issue becomes
one of whether there is evidence supporting the inference of preference
change. The next section shows that there is.

preferences and choice of career

The view that the switch to business is preference driven comes across
most clearly in the writings of the scholars who have been conducting
the freshmen surveys used here. Repeatedly they point to the rise of

6 The biennial Occupational Outlook Handbook, especially recent issues, sometimes in-
cludes for an occupation median earnings information or earnings by various experience
categories. But there was a hiatus in the coverage of managerial occupations, and hence
in earnings relating thereto, from the issue of 1972–3 to that of 1980–1, the period when
much of the growth in business enrollments occurred.
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business majors as being associated with a marked increase in the pro-
portion of undergraduates who, when asked about the importance to
them personally of “being very well off financially” respond “essential”
or “very important,” the top two-out-of-four response categories (see,
e.g., Astin 1985a,b). Since the early 1970s, among young people this par-
ticular life goal out of a list of eighteen has risen in importance much
more than any other (Easterlin and Crimmins 1991).

Other things being equal, the rise in interest in money would be
expected particularly to favor business because those with a strong in-
terest in making money, compared with freshmen generally, dispropor-
tionately prefer business as career. Microlevel support for a positive
association between the desire to make money and choice of a business
major (and only this major) is provided by Polachek’s multivariate study
(Polachek 1978). In an analysis of choices among eight major fields, only
business was significantly related to a money-making variable virtually
identical to that used here. The reason interest in making money espe-
cially affects business is probably due to a matching of student abilities
with the ability requirements of different fields. Among college stu-
dents generally, those in business have typically ranked relatively low
in ability. In 1974–5, for example, SAT scores of entering freshmen in
business were below most fields except education (Astin 1985a, 121). To
the growing number of students with modest abilities but a strong in-
terest in making money, professional fields offering good incomes, such
as engineering, medicine, and law, doubtless seem a difficult undertak-
ing compared with business, which accounts for the strong differential
preference for business among those for whom making money is high
among their life goals.

When data on the importance of making money are put together with
business career plans, one finds a marked increase in both series from
the early 1970s to 1987 (Figure 12.6). This is consistent with the notion
that changes in life goals of entering students were leading to a reassess-
ment of the relative attractiveness of different fields in favor of busi-
ness. As previously mentioned, the change in relative starting salaries in
business – a mild downward movement (Figure 12.5) – is also consistent
with the notion that the relative supply of entrants to the occupation
was expanding rather than that demand was disproportionately increas-
ing. After 1987, however, the life goal and career plans series diverge
considerably.
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Figure 12.6. Percent of college freshmen planning a business career and percent
that consider being well-off financially essential or important, 1966–91.

the mechanisms of preference change

If changing life goals played a major role in the switch to business through
1987, the question naturally arises, What caused preferences to change?
The dominant view in economics on the causes of preference change
contrasts sharply with that in sociology. To many economists, preference
data of the type used here merely mirror current market conditions.
In contrast, sociologists and social psychologists see the preferences of
young persons on reaching adulthood as molded in substantial part by
their prior life cycle experience (Bachman, O’Malley, and Johnston 1978;
Rosenberg 1979). In this section, an attempt is made to explore both
views empirically.

On the economists’ mirror-image side, there is a ready-to-hand ex-
ample from the economics literature relating specifically to the series
used here. Along with several other indicators, Freeman cites data for
1970 and 1974 on interest in money making identical to those used here
as evidence of a “major change in the mood on campuses” (p. 43). He
sees this change in mood as a response to the depressed college labor
market and a consequent growth in economic insecurity among those
going to college. Although no test is specifically presented, the prime
mover is presumably declining returns of college relative to high school
graduates. As has been seen, however, the timing of the change in college
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graduates’ relative earnings does not correspond to that in the switch to
business (Figure 12.5), nor does it fit with the timing of the rise in the
importance of money making among college freshmen. (Compare the
bottom panels of Figures 12.3 and 12.4 with Figure 12.6.)

Of even greater relevance is that the shift in mood in favor of money
making was common to all youth, not just the college population. This
is apparent from surveys of high school seniors that first appeared in
the year Freeman’s book was published and hence were not available
to him. Since 1976, the increased importance of money among high
school seniors who do not expect to go to college is virtually the same
as that for those who do (Table 12.3, line 1). Indeed, the similarities
between the noncollege and college-bound groups in attitudes relevant
to labor market behavior are considerable. Job expectations at age 30
and preferred job characteristics both change similarly for those who do
and do not plan to attend college (lines 2 and 3). It seems unlikely that
such similar changes for the two groups would have anything to do with
the relative returns from college compared with high school education.

Ehrenberg (1991, 853) speculates that the shift toward business is
due to an increased proportion among college entrants of lower “qual-
ity” students whose interests are more pragmatic. The implication is
that interest in money making, and hence in business careers, is greater
among high school students who come from lower-income backgrounds.
Yet, as Table 12.3 shows, interest in money making is very similar for
those who plan to go to college and those who do not (those from lower-
income backgrounds). This implies that a change in the composition
of college students of the type suggested by Ehrenberg cannot account
for the striking increase in business majors. Rather, it is the shift in life
goals in favor of money making occurring irrespective of socioeconomic
background that accounts for the rise.

A direct implication is that an acceptable explanation of the change
in life goals must account for why young people generally, not just col-
lege students, became increasingly concerned with making money. This
suggests as an alternative mirror-image hypothesis that the increased
emphasis on money making reflects a worsening labor market for the
young as a whole rather than differential returns to college compared
with high school graduates. To investigate this, one has available not
only the usual macrolevel labor market indicators but evidence directly
from the Monitoring the Future surveys of high school students’ work
experience, longer-term job plans, and feelings of economic insecurity.
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Macrolevel data provide little support for the economic insecurity
hypothesis. The rise in interest in making money does not occur more
rapidly in recession than expansion periods (Easterlin and Crimmins
1991, 522). Also, neither the unemployment rate among 20–24-year-
olds nor the rate of consumer inflation has a pattern similar to that for
interest in money making (Easterlin and Crimmins 1991). Trends and
fluctuations in unemployment rates for all workers and 16–19-year-olds
in this period are virtually identical to those in the rate for 20–24-year-
olds.

It is possible, however, that these macroeconomic series do not
correctly capture the immediate economic circumstances influencing
teenagers’ attitudes. Perhaps more directly pertinent is the job situation
of teenagers themselves, about three-fourths of whom do some work for
pay during the school year. If there were a trend toward poorer labor
market experience among teenagers and consequently greater concern
about finding and keeping jobs, then increased emphasis on material
success might result. However, there is little evidence of adverse trends
in teenagers’ labor market experience, for the proportions working, av-
erage weekly hours, and concerns about getting or losing high school
jobs are about the same at the end of the period as at the beginning
(Easterlin and Crimmins 1991, p. 523). There is a modest decline in real
weekly earnings before 1981, but thereafter the trend is flat.

One might discount teenagers’ job experience as a significant factor
in shaping their longer-term outlook on the grounds that such jobs have
little bearing on their adult occupations. Teenagers themselves clearly
downplay the relevance of these jobs to their future. In 1986, when asked
whether their high school work was “a good stepping stone toward the
kind of work you want in the long run,” 56 percent said “not at all,” and
another 16 percent only said “a little” (Bachman et al., various dates,
1987, 165).

More to the point, perhaps, are their responses to questions about
the kind of work they expect to be doing when they are 30 years old,
and, in particular, their certainty about actually getting this work. If
deteriorating economic conditions bred uncertainty about being able to
get jobs in the future, one might expect it to show up in responses to
such queries. But, in fact, teenagers in 1986 expected better jobs than
did those in 1976, and they felt more certain about getting such jobs and
that their choice of job was a good one (Bachman et al. 1987). There
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Figure 12.7. Freshmen aspirations to make money, 1966–91, and adults’ dissat-
isfaction with their financial situation five years earlier and economic conditions
five years earlier.
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is little in the high school senior survey data to suggest that the rising
importance of money making among high school seniors reflects greater
worry about their own economic future. Nor is there evidence that they
have become more worried about the nation’s economic prospects. The
proportion saying that they worry sometimes or often about the nation’s
economic problems was down from 68 percent in 1976 to 61 percent in
1986 (Bachman et al., various dates, 1980a, 169; 1987, 177).

One cannot rule out the possibility that data might yet be found to
support the mirror-image hypothesis. But a fair number of series that
might plausibly be expected to support the hypothesis fail to provide
the expected evidence. It seems appropriate, therefore, to turn to the
sociological approach to explain preference change.

To social scientists other than economists, the life goals of young
people on reaching adulthood reflect in large part a long socialization
process in their families of origin and other institutions that shape atti-
tudes, intentionally or unintentionally, although current conditions may
play a part too. Consistent with this, over three-fourths of high school
seniors say that their ideas of what values are important in life are very
or mostly similar to those of their parents (Bachman et al., 1988, 176).
Hence, if young people come to adulthood more oriented toward mak-
ing money, one would expect that this is because there has been greater
emphasis on the importance of money in their homes, schools, and other
institutions of socialization as they grew up – in short, that the adults with
whom they came in contact were increasingly concerned about money.

Is there any evidence that attitudes of adults changed in a way con-
sistent with the shift in values of the young? The answer, again based on
survey evidence, is yes, but the shift in adult attitudes leads that in the
life goals of the young. Starting in the latter part of the 1960s and con-
tinuing with only mild deviations into the early 1980s, the dissatisfaction
of adults with their financial situation grew sharply; through the rest of
the 1980s there was a mild reversal (Figure 12.7).7 This suggests that,

7 Several attitudinal series like that used here show a marked adverse turn starting in
the 1960s (Converse et al. 1980, Ch. 6, 7; Levy 1985). Most of these series are oriented
primarily toward tapping short-term changes relevant to business cycle behavior. The
series in Figure 12.7 (SATFIN) shows less business cycle volatility and presumably better
reflects longer-term swings in attitudes. The specific question asked is as follows: “We are
interested in how people are getting along financially these days. So far as you and your
family are concerned, would you say that you are pretty well satisfied with your present
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from the late 1960s on, as parents became increasingly concerned with
their own financial situation, they passed this concern on to their chil-
dren, presumably via greater emphasis on the importance of making
money. It seems plausible that school teachers and adults in other value-
shaping institutions shared the concerns of parents with similar conse-
quences for the life goals of the young. The shift in life goals of the young
lags that in the attitudes of adults by about five years, which is consistent
with the notion that the cause-effect mechanism is via a gradual social-
ization process (Figure 12.7; compare the dates in the top two panels).

As has been seen, attitudinal data for the young give no evidence of
heightened economic insecurity, thus suggesting that older adults’ influ-
ence on the young is via the preferences of the young as reflected in their
life goals not via depressed income expectations of the young. But this
leads, in turn, to the question of how to reconcile the increased finan-
cial concerns of older adults with the fact that young people’s economic
insecurity does not increase at the same time. The most likely answer is
that young people felt more confident about their economic prospects
because they responded to the shift in their life goals by reorienting
themselves toward pursuits that would increase their earnings capacity.
Evidence of this growth in confidence among the young appears in both
college freshmen’s ratings of their self-confidence and in high school se-
niors’ responses to questions about how good they think they would be
in each of several roles: worker, parent, and spouse (Astin et al. 1987,
84; Bachman et al., various dates, 1980, 104–5; Bachman et al. 1986,
107–8).

The view of the socialization process suggested here sees parents
(and, more generally, adults) as influencing career choices of the young
primarily through their effect on fairly broad life goals, rather than

financial situation, more or less satisfied, or not satisfied at all?” The measure used in
Figure 12.7 is the excess of the percentage not satisfied over the percentage pretty well
satisfied.

The most studied measure of consumer attitudes is probably the University of
Michigan index of consumer sentiment (ICS). Like SATFIN, ICS shows an adverse
trend from the mid-1960s to the early 1980s. Thereafter, however, ICS bounces back
to near its 1960s level; in contrast, the upswing in SATFIN is much smaller. The index
of consumer sentiment is designed particularly with a view to forecasting short-term
changes in spending on consumer durables, and the underlying questions on changes in
consumer financial status have a time horizon of only a year. In contrast the question
used here assesses one’s financial status without such a constraint.
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specific career choices. An alternative socialization argument, based on a
direct linkage of parents’ to children’s occupations, is that career choices
in the children’s cohort largely reflect those in the parental cohort. In this
view, a shift toward business between 1972 and 1987 among young per-
sons would be due to a corresponding shift toward business among their
parents. However, such a shift did not occur among the parents. The par-
ents of young people entering college around 1972 typically graduated
in the late 1940s, many of them as beneficiaries of the World War II G. I.
Bill. The parents of young people entering college around 1987 mostly
graduated in the late 1950s and early 1960s. Between the late 1940s and
early 1960s, the proportion of college bachelors’ degrees accounted for
by business trended slightly downward (Adkins 1975). This contrasts
with the sharp uptrend in business degree graduates in the children’s
cohorts.

If the growing interest in money among the young reflects, with a
lag, an increase in such concerns among older adults, how then is one
to explain the shift in concerns of older adults? Here, the most obvious
explanation is the deteriorating state of the economy. A link between
adults’ attitudes and the economy is suggested particularly by work on
the most widely studied attitudinal series, the index of consumer senti-
ment. In this work the inflation and unemployment rates are invariably
found to be important determinants of consumer sentiment (Throop
1992). In the present data there is, in fact, fair consistency between these
macroeconomic magnitudes and adults’ feelings of financial security
(Figure 12.7, bottom two panels). In the latter part of the 1960s, the
rate of inflation began to rise. In the 1970s and on into the early 1980s,
unemployment problems added to inflation concerns, and “stagflation”
reared its ugly head. Finally, from the early 1980s until the recession
that started in 1989, unemployment and inflation rates moderated. This
pattern is reasonably consistent with the longer-term movements in
adults’ assessments of their financial security. The similarity in timing
between macroeconomic conditions and attitudes of adults suggests that
the mirror-image hypothesis does apply to older adults.8 But the atti-
tudes of older adults shape those of youth only with a lag. Thus, although

8 The middle and bottom panels of Figure 12.7 end around 1987. The worsening of macroe-
conomic conditions after 1989 was accompanied by a new upturn in older adults’ dis-
satisfaction with their financial situation.
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changing macroeconomic conditions appear, at bottom, to be the prime
mover in young persons’ increased interest in money making, it is not
directly via the mirror-image mechanism but with a lag through changes
in life goals growing out of their socialization experience.

the recent decline in business enrollments

Since 1987, there has been a marked decline in business enrollments.
It is doubtful that this can be attributed to a relative worsening of the
market for business graduates, which shows a modest boom and bust
pattern over the ensuing few years. Nor does it seem that a turnaround
in the life goals of freshmen could account for the diminished entry
into business. The importance to freshmen of making money did decline
slightly after 1987, following with a lag a decline in adults’ dissatisfaction
with their financial circumstances (Figure 12.7). But the slight decline in
emphasis on money making is nothing like the drop in the proportion
planning to follow a business career.

Why, then, the dramatic turning away from business? One possible
explanation is an exogenous shock to preferences caused by an upsurge
in antibusiness sentiment. In commenting on the sharp drop in business
enrollments, those responsible for the freshman surveys observe that
“continuing revelations about scandals in Wall Street, defense contract-
ing, and the savings and loan industry may be having a negative effect
on the field of business” (Astin, Kom, and Berz 1990, 6).

Empirical evidence provides support for the “scandals hypothesis.”
In the period from 1967 to 1984, only one business scandal was impor-
tant enough to make the annual chronology of U.S. history in the World
Almanac, and that occurred in 1976. Between 1985 and 1991, five busi-
ness scandals were listed, including an entry that refers to 1986 as “the
most scandalous year in Wall Street history” (World Almanac and Book
of Facts 1993, 525–9). If one assumes that the impact of scandals is cumu-
lative, a time series like that below can be generated showing business
scandals over the five years preceding the year specified:

1985 0 1989 4
1986 1 1990 5
1987 2 1991 5
1988 3 1992 4
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Figure 12.8. High school seniors’ concern about emphasis on profit making,
1976–89.

The movement of this series is consistent with the hypothesis of a grow-
ing negative impact of scandals on attitudes toward business in the period
when plans for majors or careers in business turned down sharply.

Two additional pieces of evidence supporting the idea of an upsurge
in antibusiness sentiment among the young may be noted. The first re-
lates to high school seniors’ concerns about undue emphasis on profit
making. These concerns diminished from the 1970s into the 1980s, as one
might expect if making money had become an increasingly acceptable
goal (Figure 12.8).9 After 1986, however, these concerns rise abruptly, a
year before the shift in attitudes toward money making. The timing of
this reversal is consistent with the “scandal hypothesis.”

Second, if the succession of scandals starting in the mid-1980s had an
increasingly adverse effect on attitudes toward business, then one might
expect such an effect to have occurred not only among high school se-
niors and college freshmen but among college undergraduates at more
advanced levels as well. As a result, among those who started as busi-
ness majors, some might have had second thoughts and switched out of

9 The question asked is as follows: “How much do you agree or disagree with . . . the
following statement . . . ? In the United States we put too much emphasis on making
profits and not enough on human well-being” (Bachman et al. 1988, 95). The data in
Figure 12.8 are the sum of the response categories “agree” and “mostly agree.”
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business. An indication of such switching is apparent in the growing dis-
parity between the share of graduates receiving a bachelor’s degree in
business and the proportion of freshmen planning to major in business
four years earlier. From 1976 through 1987, the business share of grad-
uates was almost identical with the proportion of freshmen planning to
major in business four years earlier (Figure 12.2). In 1988, however, there
is a shortfall of 1.9 percentage points; in 1989, 2.5 percentage points; and
in 1990, 3.2 percentage points. As a result, the rise in freshmen business
majors from 1983 to 1986 fails to translate into an increasing share of
business graduates from 1987 through 1990. Moreover, the more recent
the graduating class, and thus the more time to switch plans after the
scandals erupted, the greater the shortfall has been.

summary and implications

This analysis suggests that preferences as well as prices played a part
in the rise and fall of business enrollments. In this respect, the analysis
assimilates the empirical study of occupational choice to that on college
major, where preference influences are more frequently recognized. The
overall increase in business enrollments appears to have been driven in
important part by a marked shift in life goals of the young – a notable up-
surge in the importance of making money. Microlevel evidence supports
this link between interest in money making and choice of a business ma-
jor, which is a link probably due to the relatively modest ability require-
ments for business study compared with other relatively high-income
fields such as engineering, law, and medicine. Relative returns to busi-
ness drifted downward over time, which is a movement consistent with
an expansion in relative supply due to preference change rather than
with a differential growth in demand.

Contrary to what some have argued, there is little evidence that
increased interest in money making among young people is due to a
worsening of labor market conditions for college graduates or for the
young generally. The increased interest in making money is not asso-
ciated with greater insecurity among the young about their economic
future or worsened job or income expectations. This is demonstrated
by survey data probing feelings of insecurity about both one’s personal
future and the economy in general and also on the nature of one’s work
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experience and long-term job plans. Indeed, at the same time that in-
terest in money making rises, young people express greater confidence
about themselves and their job outlook.

The reason for the increase in young people’s interest in making
money appears to be a growing concern about money among older
adults, which was transmitted to the young through contacts at home,
in school, and other institutions of socialization. Evidence of a shift in
older adults’ attitudes is provided by time series data on their satisfac-
tion with their financial situation. Starting in the latter part of the 1960s
and continuing into the early 1980s, the dissatisfaction of adults with
their financial situation trended sharply upward. This increased concern
about money among older adults leads the growth in importance of
money making as a life goal among the young by about five years, which
is consistent with the notion that the link from older adults to the young
is via a gradual socialization process.

In contrast to the situation for young people, the rise in older adults’
concerns about their financial situation does appear to reflect macroe-
conomic developments directly – first, the rising rate of inflation in the
latter part of the 1960s and then, in the 1970s and early 1980s, rising
unemployment that added to inflation concerns. Macroeconomic condi-
tions thus turn out to be linked to changes in the behavior of the young,
not directly and concurrently but indirectly and with a lag, by shaping
their preferences in the course of their socialization experience.

Although relative starting salaries by field may not be the best mea-
sure of relative lifetime income, it is possible that changes in relative
starting salaries may be viewed by young people as signaling changes in
relative life cycle income. Indeed, changes in relative starting salaries
in engineering and teaching move together with major and career
plans in those fields in a manner consistent with this view, but relative
starting salaries in business move in a manner consistent with a supply-
side effect due to preference change.

After 1987, emphasis on money making among the young leveled
off and declined slightly. Plans for a business career, however, turned
down much more than would have been expected from the change in life
goals. Other plausible explanations of the shift away from business, such
as relative price movements or changing employment opportunities, also
cannot account for the decline in business career plans. Rather, the
decline in those planning a business career appears to be due to an
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exogenous shock to preferences caused by a rising distaste for business
connected with the succession of widely publicized Wall Street scandals.
Evidence in support of this hypothesis is provided by three pieces of
evidence: time series data on business scandals, survey data indicating
an adverse turn in young people’s attitudes toward profit making, and a
growing defection from business study by those already in college.

If correct, the present results suggest that empirical study of occu-
pational choice needs to take account of nonmarket influences as well
as market forces, which is a conclusion similar to that reached in several
microlevel studies of choice of major. It seems likely that, among young
people reaching adulthood, both preferences and judgments of abilities
are affected by their experience while growing up and that surveys of the
young may capture these developments empirically. The interplay be-
tween interests and abilities, on the one hand, and market forces, on the
other, in shaping the pattern of occupational choice offers an attractive
opportunity for further inquiry.

Such work might also give more empirical content to recent theoret-
ical work in economics. The last few decades have seen the emergence
of a small but increasingly rich economics literature on values and pref-
erences (McPherson 1983). An analytical literature in economics has
also developed, like that in sociology, linking family background with
the opportunities of children in which there is explicit recognition that
children absorb values through membership in a family culture (Becker
1991, 179). Both strands of economic inquiry, however, have been almost
entirely theoretical and qualitative. Little attention has been paid to the
empirical implementation of the concept of values or the mechanisms by
which values are transmitted. To the extent empirical inquiry has been
attempted, it has typically been confined to a single point in time and has
assumed preferences to be stable over time. One suspects that, before
preferences are accorded more equal treatment in economics, theory
must be linked with data in a way that demonstrates the importance for
behavior of changing preferences over time. This chapter is a start on
such an effort.
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Epilogue

The world today is in the midst of an unprecedented transformation
in the human condition – in material living levels, health and life ex-
pectancy, literacy and education, the roles of women and men, and po-
litical governance. Viewing human development in this broad sense, I
believe there is little support for the simplistic view so popular today
in policy-making circles that free markets are the key to solving the
world’s problems. Free markets in the right institutional context may be
conducive to economic growth. But the great advances in life expectancy
and universal schooling have principally required governmental initia-
tives (see Chapters 4, 6, 7).

This is not to say that government can do no wrong. After World War
II, demographers pushed to the fore the specter of a catastrophic “pop-
ulation explosion” in less developed countries, using this to promote
governmental family planning programs. How much harm was done to
how many people to “stop the population explosion at any cost” we will
probably never know. But the record of governmental coercion in pop-
ulous nations like India, Indonesia, and China is well established, if not
well publicized (Easterlin 1985, 117–19; Gwatkin 1979; Hull and Hull
1997; Warwick 1982; Wolf 1986). If there had been more awareness of
the importance of mortality reduction in creating pressures for limiting
family size and the voluntary response of parents everywhere to such
pressures (see Chapters 8, 9), a fair amount of human suffering might
have been avoided.

Human development is not a simple matter of free markets, indi-
vidual action, or governmental initiative. A balanced view, I suggest, is
that human improvement is a multifaceted phenomenon and that each
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dimension involves its own set of causes and policies appropriate thereto.
This view, I believe, is more consistent with historical experience and so-
cial science.

The transformation in the human condition has been driven, at bot-
tom, by breakthroughs in knowledge applicable to problems of everyday
life. The onset of rapid economic growth occurred with the emergence
of a steam-powered, mechanized factory technology at the start of the
nineteenth century. Rapid economic growth in the twentieth century
was fueled by another industrial revolution based on a new electrical
power–internal combustion engine technology. Rapid life expectancy
improvement began in the middle and latter part of the nineteenth cen-
tury with the sanitation movement and breakthroughs in immunization
and was followed in the 1930s and 1940s by the discovery and develop-
ment of antibiotics to cure infectious diseases. The sequence of these
developments corresponds roughly to that in the evolution of natural
science knowledge from the sixteenth to nineteenth centuries: mechan-
ics, chemistry, electricity, and biology. Similarly, in the social sciences, as
systematic knowledge of the economic system grew from the nineteenth
century onward, institutions and policies were gradually devised to deal
with social ills such as mass unemployment and rapid inflation.

Progress in the natural sciences continues and will continue to trans-
form the conditions of life. We are today in the midst of a third computer-
based industrial revolution and on the brink of a new biogenetic-based
breakthrough in health and life expectancy (OECD 1998, 1999). The
potential for human development advances at an unabated rate. But
whether that potential will be realized depends ultimately on the state
of social science – on our ability to deal intelligently with shifts in the in-
ternational balance of political power engendered by economic growth,
to cope with the threat of worldwide terrorism, and to deal with ethnic,
religious, and other cultural divisions.

Is social science up to the task? I do not know, but I am troubled by
the increasing division of labor in the social sciences. Recently, I’ve been
looking at some research by psychologists. I have benefited considerably
from this work but have been struck, too, by the fact that psychology,
like every other social science discipline, has its own tunnel-vision –
theoretical, methodological, and empirical – and goes its way oblivious
to relevant work in other fields. The concerns voiced in this book about
economics apply equally to psychology.
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The world’s leading problems today are not problems of psychology
alone, of economics, or any other single social science discipline. Nor
are they likely to be solved by assembling a team of disciplinary special-
ists, each of whom has trouble penetrating the protective walls erected
by other disciplines. Rather, the solutions to today’s problems require
multidisciplinary training and research in economics and psychology,
in economics and political science, and so on. But interdisciplinary pro-
grams at colleges and universities have not fared well. This has been true
in my personal experience at the University of Pennsylvania with an in-
terdisciplinary economic history program (between the economics and
history departments) – now defunct – and an interdisciplinary demog-
raphy program (between economics and sociology). It is true, too, of my
current experience at the University of Southern California, where an
interdisciplinary program combining economics, political science, and
international relations is on the brink of extinction.

We are left, then, with this basic dilemma. When one looks at the
world’s problems, the trend in needs is toward multidisciplinary scholars.
But the trend in supply is toward disciplinary specialists. Whether this
worrisome gap can be bridged remains an open question.
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