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Fundamentals of Inflammation

The acute inflammatory response is the body’s first system of alarm signals that are 
directed toward containment and elimination of microbial invaders. Uncontrolled 
inflammation has emerged as a pathophysiologic basis for many widely occurring 
diseases in the general population that were not initially known to be linked to the 
inflammatory response, including cardiovascular disease, asthma, arthritis, and 
cancer. To better manage treatment, diagnosis, and prevention of these wide-rang-
ing diseases, multidisciplinary research efforts are under way in both academic and 
industry settings. The purpose of this book is to provide an introduction to the cell 
types, chemical mediators, and general mechanisms of the host’s first response to 
invasion. World-class experts from institutions around the world have written chap-
ters for this introductory text. The text is presented as an introductory springboard 
for graduate students, postdoctoral Fellows, medical scientists, and researchers from 
other disciplines who wish to gain an appreciation and working knowledge of current 
cellular and molecular mechanisms fundamental to inflammation.
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He is a world leading authority on sepsis and the impact of inflammation in human 
disease.
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Preface

The acute inflammatory response is the body’s first 
system of alarm signals that are directed toward 
containment and elimination of microbial invad-
ers. Uncontrolled inflammation has emerged as a 
pathophysiologic basis to many of the widely occur-
ring diseases in the general population that were not 
initially known to be linked to events in the inflamma-
tory response. These include cardiovascular diseases 
and neurodegenerative diseases (including Alzheimer’s 
disease), and it has now become apparent that inflam-
mation is an important component of cancer progres-
sion and the persistence of neuropathic pain. These are 
diseases that cross many disciplines. To better manage 
treatment, diagnosis, and prevention of diseases, mul-
tidisciplinary research efforts are under way in both 
academic and industry settings. Since knowledge of 
the acute inflammatory response in itself spans many 
disciplines, the editors’ mission is to provide in this 
text an introduction to the cell types, chemical media-
tors, and general mechanisms that are involved in this 
primordial first response of the host to invasion. It is 
also now clear that the termination or the resolution 
of the acute inflammatory response is an active pro-
cess, which is pivotal and is the outcome of the acute 
response. As an endogenous programmed response, 
the terrain of resolution holds many new possibilities 
for treatment and prevention of uncontrolled inflam-
mation in a wide range of diseases.

World-class experts from many different universi-
ties and fields have written the chapters of this intro-
ductory textbook. The main sections of this book 
are focused on the cell types, processes, and molec-
ular events that constitute the acute inflammatory 
response as we know it today. They cross the biomedi-
cal disciplines of hematology, infectious disease, pul-
monary medicine, gastroenterology, oral medicine 
and dentistry, biochemistry, immunology, immuno
pharmacology, and general pathology. Given the need 
to gain a more complete understanding of the acute 

inflammatory response and its resolution, the scope of 
this text is presented as an introductory springboard 
intended for graduate students, postdoctoral Fellows, 
medical scientists, and senior researchers from other 
disciplines who wish to gain an appreciation and work-
ing knowledge of the current cellular and molecular 
mechanisms of the effector immune system that are 
fundamental in inflammation.

Part I of this text is devoted to examining acute 
inflammation, chronic inflammation, wound healing, 
and resolution, with an emphasis on current concepts 
in molecular and cellular events and their relevance to 
health and disease. The first three chapters in Part I 
thus provide a general view of the terrain and cellular 
players in inflammation.

Part II of this text brings into focus the individual 
cell types important in acute and chronic inflam-
mation, their cellular and molecular biology, and, 
importantly, an introduction of their role in disease 
processes. Attention is also directed toward the impor-
tance of cell–cell interactions in the acute inflamma-
tory response and our current understanding of the 
key interface between vascular, blood-borne cell types 
and their relation to interstitial events within inflamed 
tissues.

Part III stresses the importance of endogenous 
chemical mediators and local mediators in this process. 
In this regard, an update is provided on the important 
role of lipid-derived mediators and protein-derived 
mediators, including chemokines and cytokines, as 
well as nucleotide mediators such as adenosine and 
oxygen-derived reactive oxygen species. The impor-
tance of surface adhesion molecules in these processes 
is also stressed. The role and molecular mechanisms 
of each of these systems as well as their contributions 
to host defense is presented in view of their physiology 
and pathobiology in inflammation.

Since there is considerable interest in understand-
ing the endogenous control mechanisms, as well as 
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new therapeutic approaches to control inflammation 
in disease, Part IV of this text is devoted to an introduc-
tion to immunopharmacology, with a view of current 
mediators and mechanisms involved in inflammatory 
pain, currently used nonsteroidal anti-inflammatory 
drugs, and the importance of cytokines in our cur-
rent appreciation of the interface between cancer and 
inflammation.

Part V brings us to one of the unique features of 
this introductory textbooks. Each of these chapters 
focuses on the tissue face or histology of inflammation 
as viewed in human diseases that are characterized 
by excessive inflammation. The chapters in this part 
are short and include histology and case reports. This 
part aims to discuss clinician scientists’ and academic 
pathologists’ views about inflammation in relation to 
widely occurring diseases. The goal is to give readers 
a picture of inflamed tissues and disease processes 
that we need to address as researchers to develop bet-
ter approaches for prevention and treatment via new 
knowledge and innovative research of these diseases. 
Part V includes examples from airway inflammation, 
neural inflammation, sepsis, gastrointestinal diseases, 
and skin diseases characterized by inflammation, as 
well as kidney and cardiovascular diseases.

Part VI presents current and widely used animal 
models that are particularly useful in understanding 
experimental approaches to study inflammation. This 
part includes chapters with an emphasis on meth-
odological approaches to address tissue injury and 

reperfusion of tissues, as these events can be viewed 
as rapid local acute inflammatory responses in vivo. 
Chapters are also included that evaluate current 
asthma, arthritis, ocular, atherosclerosis, and oral 
inflammation. Chapters in this part include the host’s 
response to pathogens as a classic approach to gain 
an in-depth appreciation of the cellular and molecular 
events that have evolved in concert with the microbial 
world and their dynamic interplay in inflammation.

Each of the chapters is presented as an introduction 
by experts who are involved in cutting-edge research in 
their area of expertise. The aim of the editors is to pro-
vide a springboard for new investigators and research 
centers currently devoted to cutting-edge research in 
these areas. It exposes the reader to the exciting and 
fascinating cellular and molecular events that are 
involved in acute inflammation, chronic inflamma-
tion, their termination, and our quest for precise phar-
macologic control in these life-sparing processes.

Experts worldwide have contributed concise chap-
ters to launch this textbook for students new to this 
field. The text should be of interest to both students 
and investigators in academic and industrial settings. 
The editors trust that the reader will share our enthu-
siasm and continued excitement for studying the 
cellular and molecular events in this first response of 
the human body to invasion, injury, and tissue damage 
from within the area of inflammation research.

The Editors
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Cascades and the Coagulation Cascade”). Cell debris 
and red blood cells (RBCs) in the extravascular com-
partment are removed by phagocytosis involving tis-
sue macrophages. There are many situations in which 

Introduction

The inflammatory response consists of an innate 
system of cellular and humoral responses following 
injury (such as after heat or cold exposure, ischemia/
reperfusion, blunt trauma, etc.), in which the body 
attempts to restore the tissue to its preinjury state. In 
the acute inflammatory response, there is a complex 
orchestration of events involving leakage of water, salt, 
and proteins from the vascular compartment; activa-
tion of endothelial cells; adhesive interactions between 
leukocytes and the vascular endothelium; recruitment 
of leukocytes; activation of tissue macrophages; acti-
vation of platelets and their aggregation; activation 
of the complement; clotting and fibrinolytic systems; 
and release of proteases and oxidants from phagocytic 
cells, all of which may assist in coping with the state 
of injury. Whether due to physical or chemical causes, 
infectious organisms, or any number of other reasons 
that damage tissues, the earliest in vivo hallmark of 
the acute inflammatory response is the adhesion of 
neutrophils (polymorphonuclear leukocytes, PMNs) to 
the vascular endothelium (“margination”) (Figure 1.1). 
The chronic inflammatory response is defined accord-
ing to the nature of the inflammatory cells appearing 
in tissues. The definition of chronic inflammation is not 
related to the duration of the inflammatory response. 
Reversal or resolution of the inflammatory response 
implies that leukocytes will be removed either via lym-
phatics or by apoptosis (programmed cell suicide) and 
that the ongoing acute inflammatory response is termi-
nated. As a consequence, during resolution increased 
vascular permeability is reversed due to closure of 
the open tight junctions and PMN emigration from 
the blood compartment ceases. In both the vascular 
and extravascular compartments, fibrin deposits are 
removed by pathways that lead to activation of plasmi-
nogen (to plasmin), which degrades fibrin (see section 
on “Intercommunications between Inflammatory 

Acute and Chronic Inflammation

Peter A. Ward

part I. T he Inflammatory Response – an Overview

Venule
wall PMNs

Lumen of 
venule PMNs

Endothelial
cells

Venule
wall

Figure 1.1.  Early changes in a human venule involved in an 
acute inflammatory response. PMNs are “marginating” along 
the endothelial surface of a venule preparatory to their migrat-
ing into the extravascular space due to their adhesion to 
endothelial surfaces.
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the acute inflammatory response becomes excessive or 
prolonged, leading to serious damage of tissues and 
organs. Examples of unremitting acute inflammatory 
responses resulting in injury are discussed in the fol-
lowing section. Presented subsequently are concepts 
regarding acute and chronic inflammation. These 
are designed to provide the reader with a conceptual 
framework for an understanding of the inflammatory 
responses, their causation, and the outcomes.

The Acute Inflammatory Response

The acute inflammatory response is defined as a series 
of tissue responses that can occur within the first few 
hours following injury. In cases of bacterial pneumonia 
(Figure 1.2), bacterial meningitis (Figure 1.3), or isch-
emic myocardial injury (Figure 1.4), the inflammatory 
response is exuberant within the first few hours or  
days and then gradually declines unless the offending 
agent (such as bacteria-inducing pneumonia) cannot be 

cleared by phagocytosis. Resolution of the inflamma-
tory response requires killing of bacteria and removal 
of their debris. When tissue injury occurs in various 
organs, the resolution of the inflammatory response 
may, to an extent, involve regeneration in which an 
organ can rapidly replace damaged or destroyed cells 
with an architectural outcome that resembles the orig-
inal uninjured tissue. A good example of this is acute 
injury (chemical, viral, etc.) in the liver in which the 
inflammatory response resolves via regeneration of 
liver cells (hepatocytes, Kupffer cells, endothelial cells, 
etc.), reconstituting the damaged or destroyed liver, 
with the end result being tissue that is virtually identi-
cal to that before injury. In other situations, such as in 
the myocardium, ischemic destruction of cardiomyo-
cytes results in an intense acute inflammatory response 
with a heavy build-up of PMNs (Figure 1.4). The regen-
erative abilities of the myocardium are extremely lim-
ited, if at all, and the destroyed myocardium must be 
quickly replaced with a fibrous (collagenous) scar. If 
scar formation is insufficient, the clinical outcome 
may be fatal due to cardiac rupture and a filling of the 
pericardial cavity with blood (hemopericardium). In 
the central nervous system, the commonly held belief 
is that vital cells such as neurons are largely unable 

Fibrin
strands

Alveolar
wall

Alveolar edema
fluid, fibrin,
and PMNs RBCs

Figure 1.2.  Acute bacterial pneumonia (Streptococcus pneu-
moniae) in human lung. Most alveolar spaces are filled with 
PMNs, fibrin strands, edema fluid, and RBCs, which clinically 
results in serious interference with gas exchange between the 
air spaces and vascular compartment.

PMNs

M
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m
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Figure 1.3.  Acute bacterial meningitis (Neisseria meningitidis) 
with an intense accumulation of PMNs in the brain covering 
(meninges) and scattered accumulations of PMNs in the gray 
matter of the brain.
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to regenerate so that, once lost, replacement cannot 
occur. Most of the theories about cellular regeneration 
are undergoing reconsideration in the face of extensive 
stem cell work, which raises the question as to whether 
locally present or circulating stem cells may become 
actively involved in replacing cells similar to those that 
have been destroyed. This is an intensely debated topic 
that requires much additional investigation.

Figure 1.5 describes changes in tissues related 
to induction of the acute inflammatory response 
regardless of what has incited this rejection. There 
are numerous changes within the vascular compart-
ment that trigger the acute inflammatory response, 
involving at least six intravascular events. The first 
change is activation of endothelial cells, during which 
these cells begin to express on their surfaces adhesion 
molecules for leukocytes (see Chapter 18 for detailed 
information about these molecules and their “counter-
receptors” on leukocytes). Activated endothelial cells 
also engage in the generation and release of proin-
flammatory cytokines and chemokines (Chapter 13), 

which will chemotactically attract and activate PMNs 
as these cells adhere to the endothelium before their 
transmigration into the extravascular compartment. 
Activated endothelial cells often also express tissue 
factor (TF, aka Factor III) on their luminal surfaces. 
The complement activation product, C5a, can cause 
upregulation of TF on endothelial cells. TF is a potent 
procoagulant that can lead to thrombus formation on 
the vascular surface. A second event is reversible open-
ing of endothelial cells tight junctions, which allows for 
the leak of protein and fluids from the vascular com-
partment into the extravascular compartment. When 
extensive edema develops in closed compartments, 
such as in the central nervous system (during bacte-
rial meningitis) or in articular joints (after trauma), 
this can result in increased hydrostatic pressure that 
can seriously impair organ function. In the lung, 
extensive edema formation in the alveolar compart-
ment (also known as “alveolar flooding”) can seriously 
compromise air exchange between the alveolar and 
vascular compartments. Examples of this problem 
occur in acute high-altitude sickness, during bacterial 
pneumonia, and during Hanta virus infection of the 
lung. An inability for adequate gas exchange between 

Cardiomyocytes
(necrotic) PMNs

Figure 1.4.  An acute inflammatory response in the myocar-
dium 48 h after clinical onset of acute ischemic injury. The main 
frame shows an intense PMN infiltrate. The inset shows the 
edge of the infarct area with a necrotic area of myocardium 
and interstitial accumulation of PMNs.
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Figure 1.5.  Mechanisms of acute inflammatory responses, 
featuring the initial intravascular events that lead to increased 
permeability changes, activation of endothelial cells (increased 
expression of adhesion molecules for neutrophils [PMNs]), 
adhesion of PMNs to the endothelial surfaces, and plate-
let activation (resulting in their aggregation and adhesion to 
one another as well as to endothelial surfaces). Platelets are 
often present in areas of fibrin deposition. Tissue responses 
(in extravascular compartment) feature edema, transmigration 
of PMNs, fibrin deposition, and hemorrhage if the structural 
integrity of the vascular barrier has been compromised.
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adjust to the tight confines of capillaries. Nevertheless, 
vascular adhesion molecules play an important role 
in the transmigration of PMNs in the lung, since the 
absence or blockade of adhesion molecules clearly 
diminishes the build-up of PMNs in the extravascu-
lar space. Another feature of the acute inflammatory 
response is platelet activation, which is usually asso-
ciated with the conversion of prothrombin to throm-
bin. Platelets can also be directly activated by various 
other agents (Table 1.1). The end result is platelet adhe-
sion to one another (resulting in platelet aggregates) 
as well as to endothelial cells. This is the forerunner 
of intravascular thrombosis in which fibrin deposition 
develops in and around aggregated platelets. Finally, 
the acute inflammatory response may be associated 
with hemorrhage because of direct structural damage 
(reversible or irreversible) to the endothelial barrier. 
The development of hemorrhage implies that the vas-
culature has been severely damaged, since RBCs have 
no intrinsic mobility and are passively carried out of 
the vasculature if there has been sufficient loss of vas-
cular integrity. Hemorrhage occurs after thermal or 
cold trauma, in situations of severe platelet dysfunc-
tion or platelet deficiency, after infections due to the 
release of toxins (as from Streptococcal A bacteria), 
and in patients undergoing excessive anticoagulant 
therapy, to cite a few examples. As indicated earlier, all 
of these changes of the acute inflammatory response 
are reversible. Edema fluid is cleared from the distal 
airway (alveolar compartment) by uptake of these flu-
ids together with inflammatory cells into the draining 
lymphatics, with return to the blood compartment. 
Thus, what comes from the blood compartment often 
returns to the blood compartment. PMN clearance in 
tissues may also occur by apoptosis of these cells and 
their phagocytosis by tissue macrophages. Thrombosis 
within vessels can be cleared by activation of the fibrin-
olytic system, involving tissue plasminogen activator 
(TPA) and other factors that will activate the fibrin-
olytic enzyme, plasmin (Figure 1.6).

Table 1.1 lists factors that affect the vascular integ-
rity and lead to changes in the endothelium, resulting 

the alveolar and vascular compartments can lead to 
a life-threatening state of hypoxia requiring intensive 
resuscitative support. Reversibility of the junctional 
changes in the vascular endothelium implies that open 
endothelial junctions can close to contain the amount 
of edema fluid accumulating in the extravascular com-
partment. Agents such as histamine are well known to 
interact with the vascular wall to bring about revers-
ible opening of the tight endothelial junctions (Table 
11.1 of Chapter 11). Whether vasopermeability media-
tors directly affect vascular endothelial cells (result-
ing in their contractility that opens tight junctions) 
or whether there are periendothelial cells which are 
tethered to endothelial cells (that respond by contrac-
tion to factors such as histamine, pulling the tight 
junctions open) is a matter of considerable debate. 
Another key factor in the acute inflammatory response 
is adhesive interactions between PMNs and endothe-
lial cells (Chapters 4 and 11). Ordinarily, PMNs and 
other leukocytes are carried in the center in the blood  
stream without making contact with endothelial sur-
faces. PMNs undergo activation responses such as 
upregulation of CD11b/CD18 on their cell membranes 
(Chapter 4), while endothelial cells undergo activa-
tion most commonly with gene expression, leading 
to appearance of adhesion molecules on the laminar 
faces of endothelial cells. Examples of these molecules 
are P-selectin, E-selectin, and ICAM-1 (Chapter 18). 
The sequence of intermittent PMN adhesion to the 
endothelium (described as PMN rolling) followed by 
tight adhesion and eventual transmigration of PMNs 
through endothelial cell junctions is described in detail 
(Chapter 18). It should be pointed out that studies featur-
ing intermittent (“rolling”) followed by firm adhesion 
have been focused on changes in postcapillary venules.  
In the case of the lung, PMN transmigration occurs  
in capillaries that would not permit the rolling phenom-
enon described above because of physical constraints 
(inadequate space, since PMNs have a diameter equiv-
alent to the diameter of a capillary). Furthermore, as 
the inflammatory response commences, PMNs become 
activated and stiff and cannot undergo deformity to 

TABLE 1.1.  Factors affecting vascular integrity

 Events Factors responsible

Edema Reversible opening of endothelial tight 
junctions

Histamine, serotonin, kinins (bradykinin), C3a, C5a, 
•NO, PAF, prostaglandins

PMN emigration 
 

Movement beyond vascular barrier 
 

Chemoattractants: C5a, cytokines (IL-1β, TNFα), 
CXC, chemokines: collagen and bacterial peptides, 
metabolites of arachidonic acid

Hemorrhage RBCs in extravascular compartment Physical forces (heat, cold), bacterial products, 
proteins and oxidants from phagocytes

Platelets Intravascular aggregation and fibrin 
formation

PAF, ADP, thrombin activation, etc.
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or via transcriptionally independent responses. Rapid 
expression is due to P-selectin addition to the cell mem-
brane via fusion of cytosolic granules (Weibel–Palade 
granules). Rapid upregulation of adhesion molecule is 
found in PMNs, platelets, and endothelial cells. In the 
case of PMNs, increased expression of cell membrane 
adhesion molecules (CD11b/CD18) is usually rapid due 
to fusion of secondary granules in the cytosol (which 
contain adhesion molecules on their inner surfaces) 
to the cell membranes of PMNs. Chemoattractants 
for PMNs responsible for their extravascular migra-
tion (emigration) include C5a, cytokines (such as IL-1β 
and TNFα), CXC chemokines, collagen and bacterial 
peptides, as well as metabolites of arachidonic acid, 
all of which are described in Chapters 4, 12, and 13. 
Proteases and oxidants from activated phagocytic 
cells cause damage to the endothelial barrier, as well 
as to cells and connective tissue matrix, resulting in 
widespread damage of both the vascular and extravas-
cular compartments (Chapter 17). Platelets can be acti-
vated by a variety of factors (Chapters 5, 8, 12, and 15), 
such as PAF, ADP, and thrombin, which is activated 
when the clotting cascade has been triggered (see sec-
tion on “Intercommunications between Inflammatory 
Cascades and the Coagulation Cascade”).

As suggested in the earlier comments, the acute 
inflammatory response is a protective shield against 

in edema formation, PMN accumulation, platelet acti-
vation, and development of hemorrhage. Edema due to 
reversible openings of endothelial cell tight junctions 
can be induced by histamine; serotonin; kinins (such 
as bradykinin); the complement anaphylatoxins (C3a 
and C5a), which act on mast cells to release histamine; 
nitric oxide; platelet activating factor (PAF); and cer-
tain prostaglandins (Chapter 12). As indicated earlier, 
these responses resulting in edema fluid accumulation 
outside the vascular compartment are usually revers-
ible and transient. PMN emigration is preceded by 
adhesive interactions between these cells and endothe-
lial cells via engagement of adhesion molecules on both 
cell types (e.g., E- and P-selectins on endothelial cells; 
CD11b/CD18 on PMNs, etc.) (as described earlier and in 
Chapter 18). Ordinarily, adhesion molecules are pres-
ent in low quantities on endothelial and PMN surfaces 
but activation of either cell type can dramatically and 
rapidly or slowly increase the levels of adhesion mol-
ecules that appear either following fusion of cytosolic 
granules to the cell membrane in the case of PMNs (the 
rapid response occurring within minutes) or following 
transcriptional upregulation (a slow response requir-
ing hours). Adhesion molecules on endothelial cells 
include ICAM-1 and E-selectin, although in the case 
of P-selectin, this adhesion molecule can be upregu-
lated either via transcriptionally dependent responses 
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Figure 1.6.  The coagulation cascades (intrinsic and extrinsic) and intercommunications 
with kinin generating and fibrinolytic cascades.
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of NF-κB via stabilization of IκBβ. Hydrolysis of the 
IκB proteins is required for activation of NF-κB. In 
addition, there are nonserine protease inhibitors such 
as inhibitors of metalloproteases (MMPs). MMP3 and 
MMP9 may be the most important MMPs, with targets 
being elastin, collagen, and altered (denatured) colla-
gens. Tissue inhibitor of MMP2 (TIMP-2) is a common 
and inducible TIMP and has broad inhibitory activity 
for MMPs. α1 Protease inhibitor (α 1PI) is abundantly 
present in plasma and in lung tissue. It is a powerful ser-
ine protease inhibitor of trypsin-like enzymes. If α 1PI 
is absent or present in a functionally defective manner, 
this is almost always associated with the development 
of progressive and often fatal pulmonary emphysema 
in humans. Such individuals may also develop hepatic 
cirrhosis for reasons that are poorly understood. There 
are many other naturally occurring protease inhibitors 
that suppress tissue damaging proteases associated 
with the induction of acute inflammatory response.

Antioxidant enzymes, such as superoxide dis-
mutase, catalase, and glutathione peroxidase, are 
abundant in a variety of tissues and can be upregu-
lated in the course of the inflammatory response 
such as those occurring after hyperoxia, bacterial 
infection, ischemia–reperfusion, and in various other 
situations. Upregulation of antioxidant enzymes is 
especially well documented in the lung, in the case 
of Gram-negative bacteria (e.g., Escherichia coli) 
lipopolysaccharide (LPS) can rapidly and powerfully 
upregulate these antioxidant enzymes. Superoxide 
dismutase converts superoxide anion (•O2) to H2O2, 
while catalase destroys H2O2, reducing it to water and 
molecular oxygen (Table 1.2). Glutathione peroxidase 
in the presence of glutathione (GSH) catalyzes the 
conversion of H2O2 to H2O. If GSH levels are very low 
in an organ or tissue, it leads to “redox stress” in which 
the tissue has impaired ability to deal with oxidants 

tissue that has been damaged. The purpose of the 
response is to return the tissue to its predamaged 
state. In some cases, the response is excessive due to 
persistence of the damage-causing agent (e.g., bacte-
ria) or the offending trigger (e.g., immune complexes 
in autoimmune diseases). As will be discussed later, 
excessive or unregulated inflammatory responses 
can themselves cause tissue damage. In 1972, Lewis 
Thomas said  “Our arsenals for fighting off bacteria 
are so powerful, and involve so many different defense 
mechanisms, that we are more in danger from them 
than the invaders. We live in the midst of explosive 
devices; we are mined.” (Germs, N Engl J Med, 1972, 
287:553–555.)

Regulation of the Acute Inflammatory Response

How is the acute inflammatory response kept in check? 
It is clear that the response is subject to very tight 
regulation to contain the cascades before they lead 
to extensive tissue or organ injury. There are numer-
ous, naturally occurring anti-inflammatory factors 
(Table 1.2). Cytokines such as IL-4, IL-10, and IL-12 in 
very low concentrations are inducible and are power-
ful anti-inflammatory factors that contain the acute 
inflammatory response by stabilizing IκBα, which 
blocks NF-κB activation. As a result, these regulatory 
cytokines have greatly diminished the production of 
proinflammatory mediators and reduced numbers 
of PMNs accumulating in tissues. There are several 
protease inhibitors that also contain the response by 
inhibiting serine proteases, many of which are released 
from phagocytic cells. The secreted leukocyte protease 
inhibitor (SLPI) was described as trypsin-like inhibitor 
that was largely confined to upper airway secretions, 
produced by and released from nearby epithelial cells of 
the lung. It is now known that SLPI reduces activation 

TABLE 1.2. R egulation of the acute inflammatory response: natural anti-inflammatory factors

 Factors Targets

Cytokines IL-4, IL-10, IL-12 • � Stabilization of IκB and reduced NF-κB activation

Protease inhibitors SLPI, TIMP-1, α1PI, etc. • � Inhibition of serine proteases and  
nonserine proteases

Antioxidant enzymes 
 

Superoxide dismutase  
Catalase,  
Glutathione peroxidase

• � Converts •O2 to H2O2

• � Destroys H2O2

• � Catalyzes the breakdown of H2O2 to H2O

Lipoxins  see Chapter 12

Glucocorticoids  • � Diverse

Kinases Hydrolysis of kinins • � Bradykinin, etc.

Phosphatases Removal of phosphates  
from proteins

• � Transcriptional factors 

Transcriptional factors STAT3, SOCS3 • � Blockade of gene activation for proinflammatory 
mediators
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from the pathways of complement activation, result-
ing in proinflammatory mediators that will call in 
PMNs as well as the production of opsonic (phagocy-
tosis promoting) and lytic factors for bacteria (C5b-9, 
membrane attack complex [MAC]) and nucleated 
cells. The three pathways of complement activation 
are shown in Figure 1.7. The classical pathway is tra-
ditionally activated by the presence of IgG or IgM 
immune complexes. Activation of the first comple-
ment component (C1q,r,s) leads to activation of the 
subunits to active enzymes, with targets being C4 
and C2, resulting in fragmentation products (C4a, 
C4b, C2a, C2b), some of which form the C4b•2a com-
plex, which is a C3 convertase that cleaves C3 into 
C3a and C3b. C3b can be adducted to the C4b•2a 
complex to form the complex, C4b•2a•3b, which is a 
C5 convertase that can convert C5 into C5a and C5b. 
The second pathway of complement activation is the 
lectin pathway which involves the mannose-binding 
lectin (MBL), a plasma “collectin,” that binds to 
mannose-related carbohydrates present on surfaces 
of viruses and bacteria. This leads to the activation 
of mannose-associated serine protease-2 (MASP-2), a 
serine protease that has the ability (like C1q,r,s) to 
interact with C4 and C2 to form the C3 convertase 
(C4b•2a). The third pathway of activation is the alter-
native complement pathway that can be activated by 
the presence of C3b which, when interacting with fac-
tors B and D, forms a complex, C3b•Bb, which has 
C3 convertase activity that generates C3a and C3b. 
Adduction of another molecule of C3b generates the 
C5 convertase of the alternative pathway, C3b•Bb•3b. 
The C5a convertases cleave C5 into C5a and C5b. C5b 
can interact with the terminal complement proteins, 
C6–9, to form the C5b–9 complex (MAC). In addition 
to these traditional pathways of complement activa-
tion, other serine proteases unrelated to the comple-
ment system can interact directly with C3 or C5 to 
form complement activation products (C3a, C3b, C5a, 
C5b). For instance, plasmin can interact with C3 to 
generate C3a and C3b. There are several serine pro-
teases (such as the elastase present in neutrophils and 
a neutral protease present in macrophages) that will 
then interact directly with C5 to generate C5a and 
C5b. In addition, thrombin has the ability to inter-
act with C5 to produce the same activation products. 
The complement activation pathways are under very 
rigid and tight control, based on “complement regula-
tory proteins” (CRPs) that are present both in plasma 
and on cell surfaces. These CRPs tightly regulate the 
complement system to either limit the formation of 
complement activation products or form a protective 
shield to prevent the activation products from bring-
ing about cell damage. Some complement-mediated 
human disorders, such as paroxysmal nocturnal 
hemoglobinemia, result in intensive hemolysis of 

(Chapter 17). Lipoxins represent another source 
of natural anti-inflammatory factors (Chapter 12). 
Glucocorticoids are well known to be naturally occur-
ring anti-inflammatory factors. Kininases hydrolyze 
kinins such as bradykinin and lysyl-bradykinin, lead-
ing to their functional inactivation. These enzymes  
are present in most tissues. The lung vasculature 
is lined with kininases, such that one pass of blood 
through the lung can result in complete inactiva-
tion of kinins. Phosphatases, such as PTEN, remove 
phosphates from proteins such as transcriptional and 
signaling factors, leading to their termination as func-
tionally active moieties. Such regulation can greatly 
reduce the production of proinflammatory molecules 
(e.g., adhesion molecules, cytokines, chemokines, 
etc.). Similar to all other cascades of the inflamma-
tory system, these phosphatases control the produc-
tion of proinflammatory mediators. Finally, there are 
several transcriptional regulatory factors such as sup-
pressor of cytokine signaling 3 (SOCS3) and STAT3 
that block the activation of proinflammatory genes, 
resulting in greatly reduced levels of proinflammatory 
mediators. Obviously, all of these factors are aligned to 
bring about tightly regulated inflammatory responses 
before they unleash serious damage to tissues.

The Complement Cascade

The complement system is an important part of the 
innate immune system conferring protection espe-
cially against invading infectious agents, such as 
bacteria, viruses, and protozoa. Its role in innate 
immunity is to generate biologically active products 
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Figure 1.7.  The complement cascade, including the three 
pathways of activation, the C3 and C5 convertases, and the 
chief complement activation products.
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cascades:  the kinin-generating cascade, the clotting 
cascades, and the fibrinolytic cascade. Central to these 
intercommunications is the clotting system which 
involves two activation pathways, the intrinsic and 
the extrinsic cascades. The intrinsic cascade occurs 
with the engagement and activation of Hageman fac-
tor (Factor XII) which interacts with Factors Va and 
VIIIa to convert Factor XII to XIIa (“a” signifies the 
active form of the protein). In turn, this leads to the 
activation of Factor X, which then directly converts 
prothrombin to thrombin. Thrombin converts fibrino-
gen to fibrin, which is the major product involved in 
in vivo clot formation. Following vascular injury, the 
extrinsic clotting cascade is activated resulting in the 
expression of endothelial cells on the surfaces of TF 
and in the copresence of other clot activating factors 
(Xa, IXa, VIIIa, Va), there is also conversion of pro-
thrombin to thrombin and generation of fibrin from 
fibrinogen. The fibrinolytic cascade is activated by 
urinary plasminogen activator (uPA) and TPA which 
cause conversion of plasminogen to plasmin. Plasmin 
directly interacts with fibrin to bring about fibrin deg-
radation products resulting in the breakdown of fibrin 
clots as they are formed within the intravascular com-
partment or elsewhere. TPA is used in patients with 
acute myocardial ischemia to try to bring about lysis 
of intracoronary arterial clots to allow perfusion to 
occur. The kinin-generating cascade is also linked to 
the clotting cascades by the fact that Factor XIIa will 
convert prekallikrein to kallikrein. Kallikrein inter-
acts with high-molecular-weight kininogen (HMWK) 
to bring about its hydrolysis and release of bradyki-
nin, which is a powerful vasopermeability agent. 
Bradykinin also has the ability to slow the heart rate 
(bradycardia). All of these cascades as well as the com-
plement cascade have, as a common theme, activation 
of proteins by their limited hydrolysis, after which the 
split products directly interact with cell receptors to 
trigger cell responses (e.g., C5a interacting with recep-
tors on PMNs [see earlier]) or the split products can 
assemble to form an active enzyme (such as C4b•2a, 
the substrate of which is C3). As with the complement 
system, the clotting, generating, and fibrolytic systems 
are each subject to very tight regulation by a series of 
inhibitors designed to prevent excessive product for-
mation when one of the cascades is activated.

Outcomes of the Acute Inflammatory 
Response and Disordered Responses

A clinical example of an acute inflammatory response 
that is not adequately contained is the acute respira-
tory distress syndrome (ARDS) in humans where 
there is a sustained accumulation of PMNs within the 
distal airway (alveolar) compartment. ARDS occurs  
in adults and in infants in a variety of clinical 

RBCs because of a defect in two of the CRPs (decay 
accelerating factor and CD59).

The complement anaphylatoxins are small peptides 
(<10 kDa) and consist of C3a, C4a, and C5a. The most 
abundant of these is C3a since C3 is the complement 
protein present in highest concentration in plasma. C3a 
appears to have its major biological activity as induc-
tion of histamine release from mast cells, which then 
leads to greatly increased vasopermeability in the local 
area. C3b is the major opsonic product generated by 
the complement system and reacts with receptors on a 
variety of different cells and microorganisms to bring 
about greatly enhanced phagocytosis and intracellular 
killing of microbes. There are relatively few humans 
with complete C3 deficiency and, as such, they are 
highly susceptible to life-threatening bacterial infec-
tions. The role of C4a is not well understood. C5a is 
an extremely potent anaphylatoxin which, in very low 
nanomolar concentrations, can interact with recep-
tors on phagocytic cells, especially neutrophils, either 
to bring about their priming for enhanced subsequent 
responses in the presence of a co-stimulus or to bring 
about direct activation of phagocytic cells by inducing 
chemotaxis, an intracellular calcium response, gen-
eration of reactive oxygen species (•O2, H2O2), enzyme 
release, and a variety of other responses, all of which 
tend to function as a protective shield in a local set-
ting and bring about accumulation of neutrophils at 
inflammatory sites. A major function is to contain 
and kill microorganisms. In some instances, excessive 
amounts of C5a are generated as in sepsis and in auto-
immune diseases (such as rheumatoid arthritis and 
systemic lupus erythematosus [SLE]). In these cases, 
major problems can arise such as the signaling paraly-
sis of neutrophils due to excessive generation of C5a 
and the priming of macrophages for accentuated and 
excessive inflammatory responses during sepsis. The 
final product of the complement activation sequence, 
C5b–9 (MAC), attaches to surfaces of antibody-coated 
bacteria, leading to their cytolytic destruction. In cer-
tain autoimmune disorders in which there are anti-
bodies that can react with epitopes on surfaces of 
nucleated cells, cell lysis can occur. Soluble C5b–9 has 
the ability to interact with endothelial cells to bring 
about their activation with the formation of proin-
flammatory cytokines and chemokines. Finally, C5b–9 
is an important protective factor leading to lysis of 
Gram-negative bacteria. Details on the biochemistry 
and functions of the complement system and its role in 
human diseases are discussed elsewhere.

Intercommunications between Inflammatory 
Cascades and the Coagulation Cascade

Figure 1.7 demonstrates the intricate intercommu-
nications between three different proinflammatory 
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others progress to pulmonary fibrosis and pulmonary 
arterial hypertension (Figure 1.8, lower right frame) 
is entirely obscure. Another clinical example in which 
the acute inflammatory response is not sufficiently 
contained is in the setting of sepsis, following bacte-
rial or viral pneumonia, intestinal perforation, or any 
number of other clinical situations. Sepsis occurs in 
all age groups and is age related, commonly seen in 
patients who are immunocompromised (postchemo-
therapy or age related). The death rate can be as high 
as 60%. Over the past decade there has been a pro-
gressive rise in the incidence of sepsis, which has 
been linked with bacteria, both Gram-positive (such 
as Staphylococcus aureus) and Gram-negative (such 
as E. coli), viruses, and fungi. Sepsis is clearly a con-
dition in which there has been loss in control of the 
inflammatory system. For instance, there is a surge of 
proinflammatory mediators (e.g., TNFα, IL-1β, IL-6, 

situations, such as premature birth and polytrauma 
and bacterial pneumonia in adults. The mecha-
nisms responsible for the development of ARDS are 
very poorly understood. ARDS can be considered to 
be a sustained and dangerous inflammatory condi-
tion in the lung. Bronchoalveolar fluids contain an 
abundance of PMNs, fibrin split products, and C5a. 
There is no known specific therapy for ARDS, only 
supportive treatment (mechanical ventilation, fluid 
therapy, etc.). ARDS may proceed to resolution or to 
pulmonary fibrosis that is often fatal (Figure 1.8). The 
pulmonary infiltrates in ARDS patients often lead 
to a radiographic “whiteout” in lungs, due to alveo-
lar edema, PMNs accumulation, and fibrin deposi-
tion, collectively causing severely compromised gas 
exchange between the alveolar and vascular compart-
ments, resulting in a high mortality rate. Why some 
cases of ARDS resolve completely (Figure 1.8) while 
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Sometimes, the acute inflammatory response will not 
resolve for various reasons, such as the inability to 
clear an infectious agent whose contained presence 
will “fan” the flames of the inflammatory response, 
resulting in persistent and sometimes increasing 
intensity of inflammation. Ischemia–reperfusion of 
any organ or region will trigger an acute inflamma-
tory response during the phase of reperfusion when 
sufficient blood flow is occurring to allow formation of 
edema and extravascular accumulation of leukocytes, 
primarily neutrophils. Toxic agents are well known to 
be able to cause tissue injury and unleash an inflam-
matory response. In the liver, excessive ingestion of 
acetaminophen, which is metabolized by liver into 
free radical intermediates, can result in hepatocellu-
lar toxicity (necrosis). If the dose of the ingested drug 
is limited, the liver can regenerate and replace the lost 
hepatocytes. Weeks or months later, little evidence of 
the cell destructive events after drug ingestion may be 
apparent if regeneration is successful. If the dose of 

etc.) in the plasma, referred to as the “cytokine storm,” 
although, the cause for high levels of these media-
tors is poorly understood. The vasculature undergoes 
upregulation of adhesion molecules for leukocytes. 
Tissue macrophages are “primed” and show excessive 
responses (e.g., production of oxygen free radicals, 
granule enzyme release, etc.). Blood PMNs express 
high levels of adhesion molecules such as CD11b/CD18 
on their surfaces, which indicate PMN activation. In 
sepsis, there is extensive evidence of complement acti-
vation and consumptive coagulopathy (activation of 
the clotting system with depletion of the clotting fac-
tors) based on products measurable in plasma. Why 
the body has lost control of the inflammatory system 
during sepsis is entirely unknown. Currently, in addi-
tion to traditional supportive therapy (fluid resuscita-
tion, ventilatory support, broad spectrum antibiotics, 
etc.), only a single drug (activated protein C, APC) has 
been approved for therapy in sepsis. Because APC is an 
anticoagulant and most septic patients have consump-
tive coagulopathy, APC is of limited value in sepsis.

Functional Consequences of the Acute 
Inflammatory Response

Once the acute inflammatory response has been trig-
gered in tissues, it is important to understand the con-
sequences. Initially, the acute inflammatory response 
can be triggered by the presence of infectious agents 
such as bacteria. The rapid build-up of plasma constitu-
ents in the lung alveolar space results in accumulation 
of antibodies, complement proteins, clotting factors, 
and other factors that may assist in containment of 
microorganisms. Traumatic injury triggers an acute 
inflammatory response in a locale, although in spite of 
the localized nature of this response, there are often 
systemic symptoms such as fever, increased numbers 
of circulating neutrophils (neutrophilia), increased 
heart rate (tachycardia), and sometimes a feeling of 
anxiety and apprehension. The local consequences of 
traumatic injury are well known. The common situ-
ation of a sprained ankle results in increased blood 
flow to the local area which is characterized by red-
ness and increased local temperature. Soon, extensive 
edema develops, causing soft tissue swelling and pain 
in the joint area which prevents a full range of motion. 
Induration (increased thickness of soft tissue) is due 
to the accumulation of leukocytes and edema fluid. 
Occasionally, hemorrhage may develop. As described 
earlier, the acute inflammatory response may resolve 
with ultimate removal of cell debris, fibrin, red cells, 
and disappearance of leukocytes. Well-known therapy 
consists of immobilization of the joint and applica-
tion of localized cold temperature to reduce blood 
flow to the area. (The inflammatory response abso-
lutely requires accelerated blood flow to the area.)  

Residual hepatocytes Collagen

Figure 1.9.  Postalcoholic cirrhotic liver. There are residual lob-
ules of hepatocytes, with dense bands of collagenous scar sur-
rounding some lobules and infiltrating others. The presence of 
dense collagenous scars interferes with the ability of residual 
hepatocytes to regenerate and restore damaged or destroyed 
hepatic lobules.
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to damage of cells, resulting in arrhythmias, which are 
sometimes fatal. Outcomes of the acute inflammatory 
response may be resolution (as described earlier) or 
persistence of the inflammatory response, sometimes 
leading to replacement of PMNs by chronic inflamma-
tory cells (lymphocytes, macrophages).

Granulomatosis Inflammation

Granuloma formation is a special type of inflam-
matory response, consisting of globular (granular) 
accumulations of inflammatory and fibrotic nodules, 
together with chronic inflammatory cells (lympho-
cytes, macrophages) and giant cells. In tuberculosis, 
the central part of these granulomas usually under-
goes necrosis (caseous necrosis) so that the tissue is 
largely taken out of functional usefulness (Figure 1.12). 

ingested drug is higher, there may be too much dam-
age for regeneration of the hepatic lobules, and bands 
of collagen may form around hepatic lobules along 
with chronic inflammatory cells, resulting in a condi-
tion referred to as cirrhosis (Figure 1.9). If the dose 
of ingested drug is very high, it may overwhelm the 
regenerative abilities of the liver, leading to death of 
the individual from acute hepatic failure. There are 
autoimmune diseases, such as rheumatoid arthritis or 
SLE, in which the predominant targets are joints where 
an acute inflammatory response persists together with 
the accumulation of acute and chronic inflammatory 
cells (Figure 1.10). This ultimately results in fibrosis 
of the synovial tissues and bone formation, causing 
fusion of articular bones, creating a “frozen joint.” In 
the case of SLE, the kidney may be continuously bom-
barded with immune complexes and complement acti-
vation products, resulting in neutrophil accumulation, 
followed by ultimate scarring (hyalinization) of glom-
eruli and loss of filtration function (Figure 1.11). In 
other organs such as in the heart, the accumulation of 
inflammatory cells in the conducting system may lead 

Synovial
lining Macrophage Plasma cell Lymphocytes

Figure 1.10.  Synovium from knee joint of patient with rheuma-
toid arthritis. The synovium is thickened and contains lympho-
cytes, macrophages, and plasma cells.
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Atrophic
tubules

Figure 1.11.  Outcome of persistent inflammation in kidney. 
One glomerulus is “obsolescent” (replaced with hyaline) and 
nonfunctional, contrasting to an intact glomerulus with thin 
periglomerular fibrous band (scar). In addition, there is inter-
stitial fibrosis and the presence of chronic inflammatory cells. 
Extensive tubular atrophy has occurred, featuring greatly 
reduced numbers of tubular epithelial cells, and a greatly 
diminished mass of tubules.
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is often development of pulmonary hypertension. The 
combination of this complication, together with pul-
monary fibrosis, may be fatal.

Chronic Inflammation

Chronic inflammation is defined not as the persistence 
of acute inflammation but is defined morphologically 
by the presence of lymphocytes, macrophages, and 
plasma cells in tissues (Figure 1.15). In many cases, 
the chronic inflammatory response may persist for 
long periods (months to years). It is considered to 
be caused by persistent engagement of innate and 
acquired immune responses, such as in rheumatoid 
arthritis, in chronic allograft rejection, in beryl-
liosis, and in granulomatous inflammation, to list a 
few examples. There is evidence that macrophages 
in these lesions produce a series of proinflammatory 
mediators that activate fibroblasts to lay down colla-
gen and activate other macrophages and lymphocytes 

These types of inflammatory responses can result in 
extensive scarring of the affected tissue, with exten-
sive collagenous scars and the development of fibro-
sis. In addition, tuberculosis granulomas, because 
of their necrotic centers, may ultimately erode into 
nearby pulmonary blood vessels, resulting in extensive 
pulmonary hemorrhage which is sometimes fatal. In 
granulomas that feature no central necrosis (and these 
would be the predominant type of granuloma in the 
United States where tuberculosis is rather infrequent), 
the causes may be fungi (e.g., histoplasmosis), foreign 
bodies (surgical suture material), or unknown causes 
(as in sarcoidosis). In sarcoidosis, there are granuloma  
nodules in tissues, especially in the lung, associ-
ated with the presence of fibroblasts and fibrotic 
tissue, chronic inflammatory cells (lymphocytes, 
macrophages, and giant cells) (Figure 1.13). Although 
necrosis is not seen in diseases like sarcoidosis, there 
may be extensive pulmonary fibrosis which ulti-
mately leads to death because of interference with gas 
exchange (Figure 1.14). Under such conditions, there 

Necrotic tissue

Chronic
inflammatory

cells Giant cell

Figure 1.12.  Lung mycobacterial granuloma featuring periph-
eral collagenous connective tissue along with multinucleate 
giant cells. In the center is necrotic (caseous) tissue, at the edge 
of which are macrophages and lymphocytes.

Lymphocytes,
monocytes,

and macrophages Giant cell Collagen

Figure 1.13.  Lung biopsy of woman with sarcoidosis. There is 
a large granuloma surrounded by chronic inflammatory cells 
(lymphocytes, macrophages, and monocytes). The granuloma 
contains multinucleate giant cells, macrophages, and deposits 
of collagen. No necrosis is present.
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differences between the types of adhesion molecules 
expressed on endothelial cells will determine the type 
of blood leukocytes (e.g., PMNs vs. monocytes vs. lym-
phocytes) that emigrate (Chapter 18). Since, in gen-
eral, macrophages are not present in the peripheral 
blood, the influx of monocytes into the extravascular 
compartment allows these cells to differentiate into 
macrophages over a period of several days. In Peyer’s 
patches in the small bowel, endothelial cells consti-
tutively express adhesion molecules that specifically 
interact with T cells which then transmigrate into 
the lymphoid follicles (Chapter 11). Lymphocytes and 
macrophages in extravascular sites secrete factors 
(e.g., TGFβ) that will activate fibroblasts, resulting in 
the production of cross-linked collagen, sometimes 
resulting in extensive collagenous scars (Figure 1.17). 
In the case of plasma cells, the chief product is anti-
body which in the case of rheumatoid arthritis results 
in large amounts of IgGs being present both in the 
synovial tissue and in the synovial fluids bathing the 

to release mediators to perpetuate these inflamma-
tory responses. Why responses to mycobacterial 
agents result in extensive necrosis of the granulomas 
is unknown. As shown in Figure 1.16, chronic inflam-
mation is initially triggered by vascular responses 
that involve the appearance of adhesion molecules on 
endothelial cell surfaces that will specifically cause 
adhesion of lymphocytes and mononuclear cells 
(monocytes), resulting in their subsequent transmi-
gration into the extravascular compartment. In the 
case of lymphocytes, most are T cells. Like in the acute 
inflammatory response, lymphocytes and monocytes, 
as well as endothelial cells, undergo an activation 
process with lymphocytes and monocytes expressing 
adhesion molecules that are interactive with vascular 
(endothelial) adhesion molecules (such as VCAM-1 
and other molecules) that promote adhesion and ulti-
mate transmigration of these cells into the extravas-
cular compartment. In any inflammatory response, 

Plasma cells in
alveolus with
hypertrophic

epithelial cells Giant cell Collagen

Chronic
inflammatory

cells Fibrin

Alveolar
airspace

Figure 1.14.  Pulmonary sarcoidosis. There are multinucleate 
giant cells, lymphocytes, and plasma cells replacing intersti-
tial and alveolar spaces. Fibrin is also present. Dense collag-
enous deposits are starting to build-up in lung. No necrosis is 
present.

Plasma
cells Capillary Lymphocytes

Figure 1.15.  Chronic inflammation in soft tissue, featuring 
large numbers of plasma cells and chronic inflammatory cells 
(lymphocytes, mononuclear cells, and macrophages) in the 
interstitium.
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Figure 1.16.  Mechanisms of chronic inflammation, with adhesion of lymphocytes and monocytes to the acti-
vated endothelium, and the eventual transmigration of these cells into the extravascular space. Activated 
endothelial cells express adhesion molecules (such as VCAM-1) that facilitate adhesion of lymphocytes and 
monocytes to endothelial surfaces, followed by their eventual transmigration. In the extracellular compart-
ment, lymphocytes and macrophages secrete factors that stimulate extracellular collagen formation and 
perpetuate the inflammatory response. Transmigrated monocytes “mature” into macrophages. Plasma 
cells secrete various subclasses of antibodies.

joint space. The various factors produced by cells 
that are associated with collagen scar formation are 
discussed elsewhere (Chapter 13). With reference to 
chronic inflammation, this response may be short 
term or long term such as in the response to infec-
tious agents especially such as mycobacterial spe-
cies, protozoa, and so on. Chronic inflammation may 
resolve or there may be persistence of the chronic  
inflammatory response, as described later (Table 1.3). 
In persistent allograft rejection, recipient T cells infil-
trate the transplanted organ and respond to donor 
histocompatibility antigens, releasing factors (cyto
kines and chemokines) that damage or even destroy 
the allograft (Figure 1.18). The purpose of immuno-
suppressive drugs is to prevent the build-up of T cells 
in the allografts, thereby preventing loss of function of 
the allograft or its destruction. There is a special type 
of rapid graft rejection (hyperacute rejection) which 
is usually associated with the presence of preformed 
antibody to graft antigens (often following prior blood 
transfusions received by the recipient whose immune 
system generates antibodies to antigens present on 

lymphocytes of the donor). In hyperacute allograft 
rejection, the process often starts within hours of vas-
cular anastomosis of the graft and is characterized 
by endothelial damage in arterioles and capillaries, 
together with intravascular fibrin clots and PMNs. 
Immediate immunosuppressive and corticosteroid 
therapy is initiated. The result of persistent chronic 
inflammation, as seen in the autoimmune disease, 
scleroderma, can lead to an intense fibrotic response 
in organs such as the lung (Figure 1.19) or, as described 
earlier in the case of a heart allograft (Figure 1.18) to 
the destruction of cardiac tissue.

Therapeutic Interventions  
in Inflammation

There are many situations when it is desirable to sup-
press the inflammatory response if the response is 
causing an immediate threat (such as abruptly rising 
intracranial pressure in a patient with bacterial menin-
gitis) or represents a long-term threat (as in rejection of 
an allotransplanted organ). There are several principles 
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or pneumonia caused by bacteria), specific therapy 
(antibiotic drugs) are immediately instituted. If the 
inflammatory reaction is causing serious functional 
problems (defective gas exchange in bacterial pneu-
monia), supportive therapy (mechanical ventilation, 

Nucleus of
fibroblast Dense collagen

Figure 1.17.  Dense collagenous scar with fibroblasts with little, 
if any, evidence of inflammatory cells. Cylindrical nuclei are in 
fibroblasts.

Dead 
cardiomyocyte

Nucleus of
intact cardiomyocyte Lymphocytes

Figure 1.18.  Features of chronic rejection of an allotransplanted 
human heart. Some cardiomyocytes are necrotic as manifested 
by loss of striations and nuclei and intensified eosin (red) stain-
ing. There is an intense accumulation of interstitial lympho-
cytes, which are known to be of recipient origin and involved 
in immunological damage (rejection) of the transplanted heart.

TABLE 1.3.  Consequences of acute inflammation

Responses Outcomes

Acute inflammation • � Responses to infectious agents and their containment (e.g., bacteria)  
• � Response to trauma 
• � Response to persistence of trigger (e.g., infectious agents), to toxic agents, or to immunological 

responses (autoimmune, etc.)
• � Resolution of persistence of inflammation or progression to chronic inflammation

 
• � Outcome may be resolution (clearance of edema fluid, fibrin, RBCs, and leukocytes) – persistence 

of inflammation, sometimes leading to fibrosis

Chronic inflammation • � Response to persisting inflammatory trigger (infectious agents, autoimmune products, immune 
complexes)

  
• � Inflammatory cells (lymphocytes, macrophages) may persist or be cleared. Giant cells may 

develop, together with fibrosis (as in sarcoid) and/or necrosis (as in mycobacterial infections)

that need to be considered. The first is the cause of the 
inflammatory response. In many situations this can-
not be clearly determined, as in rheumatoid arthritis 
and in certain types of glomerulonephritis. If the cause 
of the inflammatory trigger is known (as in meningitis 
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graft rejection or in many forms of glomerulonephri-
tis), then immunosuppressive drugs are employed and 
the doses “titrated” up or down depending on clini-
cal symptoms. In some inflammatory diseases, block-
ade of a single proinflammatory mediator (TNFα) has 
been found to be effective (rheumatoid arthritis, severe 
psoriasis, inflammatory bowel disease) using blocking 
antibody to TNFα or using the soluble TNFα receptor 
that intercepts TNFα with high affinity before TNFα 
can react with cell surface receptors to TNFα. Clearly, 
much more needs to be understood about the inflam-
matory response before more effective inflammation-
blocking strategies are available and ones that, unlike 
corticosteroids, can be used over the long term with-
out serious side effects.
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high levels of oxygen, etc.) is instituted. Other inter-
ventions can also be employed. Corticosteroid therapy 
has powerful suppressive effects on all aspects of the 
inflammatory response. Nonsteroidal drugs (inhibi-
tors of cyclooxygenases I and II) will provide symp-
tomatic relief of pain but these drugs, on balance, have 
very limited effects on inflammation. That is, they 
poorly suppress the inflammatory response. If there 
is evidence that the inflammatory response is being 
driven by an immune response (as in autoimmune 
diseases such as SLE or rheumatoid arthritis, or in 

Chronic
inflammatory cells

Collagen
scar

Alveolar
airspace

Figure 1.19.  Scleroderma lung featuring extensive interstitial 
fibrosis (blue staining collagen) and alveolar spaces containing 
lymphocytes and fibrin. (Masson trichrome stain.)
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monocytes, which then differentiate into macrophages. 
These phagocytic cells ingest foreign material and cell 
debris. They also release hydrolytic and proteolytic 
enzymes, and generate reactive oxygen species that 
eliminate and digest invading organisms. Finally, the 
injurious stimulus is cleared and normal tissue struc-
ture and function is restored [1].

However, inflammation can cease to be a beneficial 
event and contribute to the pathogenesis of many dis-
ease states. The chronic inflammatory disease rheu-
matoid arthritis, for instance, is characterized by 
the accumulation and persistence of inflammatory 
cells in synovial joints, which results in joint damage. 
This loss of tissue or organ function as a result of an 
inappropriate inflammatory response is also seen in 
various other diseases, such as chronic bronchitis, 
emphysema, asthma, glomerulonephritis, myocardial 
infarction, and ischemia reperfusion injury. By con-
trast, certain inflammatory diseases have an intrin-
sic capacity for complete resolution without tissue 
injury – for example, lobar streptococcal pneumonia, 
which involves the extensive accumulation of PMNs, 
monocytes, and macrophages in the lungs. Studies of 
patients who have lobar pneumonia show that most of 
the lesions resolve without any evident tissue destruc-
tion. Experiments in animal models of streptococcal 
pneumonia show resolution of tissue pathology within 
days. Therefore, this type of self-limiting inflamma-
tory response is under the strict control of endogenous 
mechanisms. As continual activation of the adaptive 
immune system is the driving force behind chronic 
inflammation, it is crucial to identify the stop signals 
that are present in self-limiting, self-resolving inflam-
matory lesions. These signals might be used therapeu-
tically to control the activation of the adaptive immune 
response and the transition from acute to chronic 
inflammation, when these signals might be absent or 
become dysregulated.

Summary

It is without doubt that resolution of acute inflam-
mation is under strict checkpoint control by endog-
enous proresolution factors. It is these factors and 
mechanisms inherent in resolution that are crucial in 
preventing excessive tissue injury, autoimmunity, and 
chronic inflammation. In this chapter, resolution and 
the factors that control it are detailed to underline its 
importance in human pathology and highlight new 
and more effective treatment modalities with fewer 
side effects for chronic inflammatory diseases.

Inflammation in Health and Disease

Inflammation is a beneficial host response to foreign 
challenge or tissue injury that leads ultimately to the 
restoration of tissue structure and function. It is a reac-
tion of the microcirculation that is characterized by 
the movement of serum proteins and leukocytes from 
the blood to the extravascular tissue. This movement 
is regulated by the sequential release of vasoactive 
and chemotactic mediators, which contribute to the 
cardinal signs of inflammation – heat, redness, swell-
ing, pain, and loss of tissue function (Figure 2.1A). 
Local vasodilation increases regional blood flow to the 
inflamed area and, together with an increase in micro-
vascular permeability, results in the loss of fluid and 
plasma proteins into the tissues. Concomitantly, there 
is an upregulation of adhesion molecule expression on 
endothelial cells and the release of chemotactic factors 
from the inflamed site, which facilitate the adherence 
of circulating cells to the vascular endothelium and 
their migration into the affected area. These tightly 
regulated events result in a predominance of poly-
morphonuclear leukocytes (PMNs, see Glossary) in 
the inflamed area at the onset of the lesion, which are 
later gradually replaced by mononuclear cells – mainly 

Resolution of Acute Inflammation  
and Wound Healing

Derek W. Gilroy



Blister

Area of inflammation

cytokines
chemokines

Blister

A

M
ic

ro
va

sc
ul

at
ur

e

Cytokines

Adhesion
molecules

Chemokines

Blister

M
ic

ro
va

sc
ul

at
ur

e Monocyte

Blister

B

Macrophage

Blister

M
ic

ro
va

sc
ul

at
ur

e

Blister

C

M
ic

ro
va

sc
ul

at
ur

e

D

Figure 2.1.  Simple depiction of acute inflammation and its resolution in the form of a skin 
blister. Depending on the nature of the injurious stimuli, the fist sequence of events (A) is 
communication between the site of injury and the microvasculature that serves the area, 
whereupon (B) endothelial cells become activated and recruit PMNs. In turn and provided 
there is no infection, whereupon PMNs will ingest and kill bugs, (C) monocyte migrate 
from the microvasculature to the extravascular space, differentiate into macrophages, 
which have a massive capacity for phagocytosing dead and apoptotic leukocytes. (D) In 
time may either die locally or drain via the lymphatics. Inflammation wanes and homeo-
stasis is restored.
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Therefore, in this chapter we will discuss one of 
the many aspects of the inflammatory response – how 
acute inflammation resolves. We will also discuss 
wound healing and the type of resolution associated 
with substantive tissue injury. In doing so it will be 
argued that resolution is an active process, whose 
failure may predispose the host to chronic inflamma-
tory diseases and autoimmunity such as that typified 
by rheumatoid arthritis and asthma. At the very least 
it is hoped that this chapter will highlight resolution 
as a critical facet of the inflammatory response and 
serve to underline the importance of not altering its 
normal course of action when developing novel anti
inflammatory drugs. Ultimately, it will be proposed 
here that resolution is controlled by endogenous pro-
resolution factors, which, for the future, may represent 
a treasure trove for drug discovery in terms of design-
ing drugs that mimic their mode of action or enhance 
their synthesis [2–4].

What is Inflammatory Resolution?

To define the fundamental requirements for the suc-
cessful resolution of either acute innate or acute adap-
tive immunity, it is becoming increasingly clear that 
the most simple but absolutely critical determinant 
for the inflammatory response to switch off is the 
neutralization and elimination of the injurious agents 
that initiated it in the first place. Failure to achieve this 
first step will invariably lead to chronic inflammation 
with the nature of the agent in question almost cer-
tainly dictating the etiology of the developing chronic 
immune response. For instance, chronic granuloma-
tous disease is characterized by severe, protracted, 
and often fatal infection, which results from a fail-
ure of the phagocytic NADPH oxidase enzyme system 
to produce superoxide and kill invading infections 
leading to a predisposition to recurrent bacterial and 
fungal infections and the development of inflamma-
tory granulomas [5]. Successfully dispensing with the 
inciting stimulus will signal a cessation to proinflam-
matory mediator synthesis (eicosanoids, chemokines, 
cytokines, cell adhesion molecules, etc.) and lead to 
their catabolism (Figure 2.1B). This would halt further 
leukocyte recruitment and edema formation. These 
are probably the very earliest determinants for the res-
olution of acute inflammation, the outcome of which 
signals the next stage of cell clearance. The clearance 
phase of resolution, be it innate PMN or eosinophil 
driven or adaptive (lymphocyte mediated), also has a 
number of mutually dependent steps. The clearance 
routes available to inflammatory leukocytes include 
systemic recirculation or local death of influxed 
PMNs, eosinophils, or lymphocytes followed by their  
phagocytosis by recruited monocyte-derived mac
rophages (Figure 2.1C). Once phagocytosis is complete, 

macrophages can leave the inflamed site by lymphatic 
drainage with evidence that a small population may 
die locally by apoptosis. If all of these pathways are 
strictly followed then acute inflammation will resolve 
without causing excessive tissue damage and give 
little opportunity for the development of chronic, 
nonresolving inflammation (Figure 2.1D). In the fol-
lowing, we will discuss the cellular changes that occur 
throughout acute inflammation that ultimately leads 
to resolution and the soluble mediators that temper 
the severity of onset as well as trigger resolution. 
Finally, we will differentiate between resolution of 
acute inflammation (leukocyte clearance and inflam-
matory mediator catabolism) and wound healing, 
a form of inflammatory resolution associated with 
parenchymal tissue injury.

Soluble Mediators of Inflammation  
and Resolution

Controlling Onset

It is well known that inflamed tissues generate local 
proinflammatory stimuli to drive acute inflammation 
including cytokines, chemokines, and cell adhesion 
molecules. Indeed, these have acted as targets for 
drug development in the form of anti-TNFα inhibitors 
(etanercept, infliximab), for instance. The original 
targets for the treatment of inflammation-driven dis-
ease were the cyclooxygenase (COX)-derived prosta-
glandins (PGs), with nonsteroidal anti-inflammatory 
drugs (aspirin, indomethacin, ibuprofen, naproxen) 
serving as the clinical inhibitor [6,7]. Interestingly, 
however, the PGs and the arachidonic acid metabolic 
cascade (COX, lipoxygenase [LOX] pathways) are  
now recognized to possess potent anti-inflammatory 
and proresolving properties (see later). Along these 
lines, there is a range of other systemic and locally 
produced endogenous mediators that counterbal-
ance the severity of inflammatory onset. Studies 
in the 1950s and 1960s identified endogenous anti-
inflammatory mediators that counteract vascular 
leakage  – namely, adrenaline, noradrenaline, and 
5-hydroxytryptamine – and intracellular cyclic AMP, 
a second messenger induced by several hormones; 
inflammatory mediators; and cytokines, which damp-
ens leukocyte activation. Elevation of the level of intra
cellular cAMP – by inhibiting the enzyme system that 
is responsible for its catabolism (phosphodiesterase) – 
ameliorates immune and nonimmune inflammation 
in vivo and suppresses various cellular processes in 
vitro, including the immunological release of hista-
mine and leukotrienes from mast cells, monocytes, 
and PMNs; lysosomal enzymes and reactive oxygen 
species from PMNs; and cytokines and nitric oxide 
(NO) from macrophages [2]. These data further 
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IL-6/sIL-6R complex signaling in the control of leu-
kocyte profile switching. Nonetheless, it seems that 
when acute inflammation needs to resolve the IL-6/
sIL-6R, chemokines, and LXs representing some of 
the earliest signals that control the switch from very 
early PMNs to monocyte/macrophage. Over and above 
this, there is the need for proinflammatory media-
tor catabolism, specifically the removal of cytokines 
and chemokines that drive inflammation. To do this, 
D6, a scavenger receptor expressed on lymphatic 
endothelial cells binds and neutralizes inflammatory 
members of the b-chemokine family but not constitu-
tive b-chemokines or members of the other chemokine 
subfamilies such that its absence predisposes to failed 
resolution. Indeed, CCR5 expression on apoptotic 
PMNs and apoptotic T cells also sequester and effec-
tively clear CCL3 and CCL5 from sites of inflamma-
tion, with scavenging CCR5 expression being inhibited 
by proinflammatory TNFα, for instance, but upregu-
lated by proresolving lipids (LXs and resolvins). Thus, 
there is the coordinated interaction with factors that 
drive inflammation (PMN influx, cytokines, chemo
kines, vasoactive amines) counterbalanced by endog-
enous factors that temper the severity of inflammation 
(PGD2, LXs, cAMP) overshadowed by factors that 
ensure the smooth transition to resolution.

Resolving Inflammation

Studies on the resolution of acute inflammation 
have already revealed novel mediators with potent 
anti-inflammatory properties. Determining their basic 
structure and function might help in the development 
of unique anti-inflammatory therapeutics. So far, these 
proresolving mediators have been shown to exert 
powerful anti-inflammatory effects in various experi-
mental models of inflammatory diseases. Of these, 
lipid-mediator derivatives of the COX-2 and LOX/LOX 
interaction pathways of arachidonic acid, eicosapen-
taenoic acid (EPA), and docosahexaenoic acid (DHA) 
metabolism will be described [10].

PGD2 has emerged recently as an eicosanoid with 
both pro- and anti-inflammatory properties. PGD2 
undergoes dehydration in vivo and in vitro to yield 
biologically active PGs of the J2 series, including PGJ2, 
Δ12,14-PGJ2, and 15-deoxy-Δ12,14-PGJ2 (15d-PGJ2). In 
addition to being a high-affinity natural ligand for 
anti-inflammatory peroxisome proliferator-activated 
receptor gamma (PPARγ) (PPAR is explained in the 
Glossary), 15d-PGJ2 also exerts its effects through 
PPARγ-dependent and -independent mechanisms to 
suppress proinflammatory signaling pathways and 
the expression of genes that drive the inflamma-
tory response. 15d-PGJ2 also preferentially inhibits 
monocyte rather than PMN trafficking through the 
differential regulation of cell adhesion molecule and 

indicate that cAMP has a central role in the resolution 
of inflammation. Perhaps the most powerful endog-
enous anti-inflammatory agents to be described so 
far are the glucocorticoids [8]. Glucocorticoids and 
their synthetic mimetics are used for the treatment 
of several chronic inflammatory diseases, including 
rheumatoid arthritis, inflammatory bowel disease, 
asthma, psoriasis, and vasculitis. Most of the actions 
of glucocorticoids require binding to cytoplasmic ste-
roid hormone receptors that migrate to the nucleus 
and antagonize proinflammatory gene transcription. 
However, glucocorticoids also induce the expression 
of regulatory proteins that have anti-inflammatory 
actions, of which the peptide annexin 1 (previously 
known as lipocortin 1) has been well described in 
vitro and in vivo [9]. Annexin 1 has been shown to 
inhibit the production of PGs, as well as PMN and 
monocyte migration, in vivo. The take home point 
here is that although there are signals that drive the 
onset of inflammation (PMN trafficking) there are 
also endogenous factors released by stromal and/or 
hematopoietic cells that temper the severity of this 
response, save inflammation becomes too severe or 
inappropriate in magnitude.

Onset to Resolution

One well-described event in the transition toward 
resolution is the replacement of PMNs or eosino-
phils by monocytes and phagocytosing macrophages. 
However, until recently our understanding of the sig-
nals that control this cell profile switch was unclear. 
Studies addressing this issue of leukocyte infiltration 
in peritoneal inflammation have suggested that the 
interaction between interleukin (IL)-6 and its soluble 
receptor, sIL-6R, forms one of the major determinants 
of this switch from PMNs to monocytes. It was shown 
that sIL-6R, produced by the infiltrating PMNs, forms 
a complex with IL-6 which, in turn, directly modu-
lates CC and CXC chemokine expression. Thus, CXC 
chemokine synthesis, induced by IL-1 and tumor 
necrosis factor (TNF)α, was suppressed whereas the 
CC chemokine monocyte chemoattractant 1 was pro-
moted. This chemokine shift suppresses further PMN 
recruitment in favor of sustained mononuclear cell 
influx. In addition to chemokines, the eicosanoids also 
orchestrate the early transition to resolution in acute 
inflammation. Transcellular metabolism of arachi-
donic acid by LOX/LOX interaction pathways gives 
rise to the lipoxin (LX) family of eicosanoid metab-
olites. LXs display selective actions on leukocytes 
that include inhibition of PMN chemotaxis, PMN 
adhesion to and transmigration through endothelial 
cells, as well as PMN-mediated increases in vascu-
lar leakage (see Glossary). It is unclear at this point 
whether there is any cross talk between the LXs and 
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pleurisy. In response to TNFα, levels of leukotriene B4 
increased rapidly, followed by PMN infiltration, which 
coincided with a rise in inflammatory exudate PGE2. 
Concomitant with the eventual reduction in PMN 
numbers and PGE2 was an increase in LXA4. It was 
concluded that PGE2 induced a switch in lipid media-
tor synthesis from predominantly 5-LOX-generated 
leukotriene B4 to 15-LOX-elicited proresolving LXA4. 
Along with our findings in the rat carrageenin- 
induced pleurisy in terms of PG metabolism, this work 
indicates that, in acute inflammation, lipid-mediator 
biosynthesis is biphasic, with a role for eicosanoids in 
the initiation as well as termination of the inflamma-
tory response [2].

Arachidonic acid is not the only fatty-acid sub-
strate that can be transformed by COXs and LOXs to 
bioactive mediators with roles in anti-inflammation 
and resolution. DHA and EPA  – omega-3 fatty-acid 
constituents of fish oils  – were shown recently to be 
metabolized during the resolving phase of an aspirin-
treated TNFα-induced inflammation to potent anti-
inflammatory products, named resolvins. For instance, 
endothelial cells expressing COX-2 and treated with 
aspirin convert EPA to 18R-hydroxyeicosapentaenoic 
acid (HEPE) and 15R-HEPE. Both are subsequently 
used by PMNs to generate separate classes of novel 
trihydroxy-containing mediators that potently inhibit 
human PMN transendothelial migration. Similarly, 
aspirin-acetylated COX-2 converts DHA to 17R-HDHA, 
which is subsequently transformed by PMNs into two 
sets of novel di- and trihydroxy products that can 
inhibit microglial cell cytokine expression and amelio-
rate experimental models of dermal inflammation and 
leukocyte accumulation in peritonitis at nanogram 
doses. Even in the absence of aspirin, human whole 
blood converts DHA to 17S series resolvins as well as 
novel dihydroxy-containing docosanoids. DHA-loaded 
glial cells stimulated with zymosan also release doco-
sanoids, with these novel resolvins possessing such 
potent anti-inflammatory effects as inhibiting leuko-
cyte trafficking in vivo and proinflammatory cytokine 
release by stimulated human glial cells. Collectively, 
the LXs and resolvins represent novel classes of anti-
inflammatory agents that are tightly associated with 
the resolution of acute inflammation and shown to  
be implicated in the pathogenesis of disease proces
ses, including atherosclerosis, periodontitis, chronic 
liver disease, and asthma. Moreover, LXs and their 
analogues are proving to be highly effective thera-
peutics in a range of experimental disease models, 
including immune-mediated glomerulonephritis and 
renal ischemia-reperfusion injury, a range of skin 
inflammation-like diseases and gastritis. Lipid media-
tors of this sort are not only natural and essential com-
ponents of acute inflammatory resolution, but show 
that when applied to inflammatory disease processes 

chemokine expression. We have shown that COX-2–
derived PGD2 metabolites contribute to the resolution 
of acute inflammation (pleuritis) through the prefer-
ential synthesis of PGD2 and 15d-PGJ2, which, along 
with the alternative DNA-binding p50–p50 homodi-
mers complexes of nuclear factor kappa B (NF-κB) 
(see Glossary), bring about resolution by inducing 
leukocyte apoptosis. Indeed, there is an increasing 
body of evidence detailing the differential effects of 
PGD2 metabolites on leukocyte apoptosis as well as 
the signaling pathways involved. In addition to the 
well-known eicosanoids, there is a new generation of 
lipid mediators showing promise as endogenous anti- 
inflammatories. Resolvins and docosatrienes are fatty- 
acid metabolites of the COX/LOX pathways, where 
the omega-3 fatty-acid constituents of fish oils (DHA 
and EHA) are the substrates and not arachidonic 
acid. Thus, transcellular metabolism of arachidonic 
acid by LOX/LOX interaction pathways gives rise to 
the LX family of eicosanoid metabolites. LXs dis-
play selective actions on leukocytes that include inhi-
bition of PMN chemotaxis, PMN adhesion to and 
transmigration through endothelial cells, as well as 
PMN-mediated increases in vascular permeability. In 
contrast to their effects on PMN and eosinophils, LXs 
are potent stimuli for peripheral blood monocytes, 
stimulating monocyte chemotaxis and adherence 
without causing degranulation or release of reactive 
oxygen species. In fact, LXs and their stable analogues 
accelerate the resolution of allergic pleural edema and 
enhance phagocytosis of apoptotic PMNs by monocyte-
derived macrophages in a nonphlogistic fashion (see 
Glossary), paving the way for a return to tissue nor-
mality. LXA4 and aspirin-triggered 15-epi-LXA4, as 
well as their stable analogues, act with high affinity at 
a G-protein–coupled receptor, LXA4 receptor (ALXR; 
also referred to as formyl peptide receptor-like 1 or 
FPRL1). FPRL1 is a member of the family of seven 
transmembrane G-coupled receptors, which has at 
least two other members – FPRL2 and the formyl-Met-
Leu-Phe receptor (FPR). By contrast, LXB4 does not 
bind the ALXR and, although functional studies have 
indicated the existence of a receptor that is activated 
by LXB4, this receptor has not been cloned. As with 
the cyPGs, the LXs have also been identified as being 
expressed during and being crucially important for 
the resolution of acute inflammation. In a model of 
rat allergic edema, for instance, LXA4 was identified 
along with PGE2 as being present during the clear-
ance of edema in this model. Inhibition of their syn-
thesis prolonged edema clearance, which was rescued 
using stable analogues of these eicosanoids. A recent 
analysis of eicosanoid synthesis in a murine dorsal 
air pouch of acute inflammation elicited by TNFα 
has revealed a switch in lipid class metabolism remi-
niscent of that found in the rat carrageenin-induced 
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Enhanced undesirable apoptosis occurs in many 
neurological diseases, such as Alzheimer’s disease, 
Parkinson’s disease, Huntington’s disease, and mul-
tiple sclerosis. Furthermore, inappropriate inflam-
matory responses or dysfunctional vascular effects 
leading to tissue damage with increased apoptosis 
have been observed. So, there is good evidence of cell 
or tissue apoptosis during myocardial infarction, 
stroke, or sepsis. Consequently, a therapeutic strat-
egy to delay or inhibit apoptosis would seem a viable 
option assuming that cell specificity can be achieved. 
On the other hand, there is much evidence indicat-
ing that reduced apoptosis occurs in most cancers. 
Essentially, uncontrolled cell division or prolifera-
tion, there is an apparent failure of cancerous cells 
to undergo apoptosis. It has also been proposed that 
in many inflammatory diseases (e.g., rheumatoid 
arthritis, atopic dermatitis, Crohn’s disease, asthma, 
and chronic obstructive pulmonary disease) there 
might be delayed apoptosis of key inflammatory 
cells, thereby prolonging the functional responsive-
ness of these potential histotoxic cells. A strategy to 
specifically promote death of cancer cells or tissue-
damaging inflammatory cells is therefore likely to 
be therapeutically beneficial. However, as stated, 
any attempts to induce cell, especially inflammatory 
cell, apoptosis must be matched by effective nonin-
flammatory clearance by phagocytic cells (e.g., mac-
rophages). Failure to remove these apoptotic cells 
may lead to the cells becoming necrotic, thereby 
increasing the potential for tissue damage. Great 
progress has been made in recent years in the eluci-
dation of the complex mechanisms that are involved 
in recognition of apoptotic cells (or apoptotic bodies) 
by phagocytes (at least 10 recognition mechanisms 
have been identified so far). Furthermore, phagocy-
tosis of apoptotic cells has been shown to be a highly 
regulatable process and therefore likely to be ame-
nable to pharmacological manipulation. It has been 
shown, for example, that elevation of cAMP by PGs 
can downregulate macrophage capacity to ingest 
apoptotic cells, whereas treatment of phagocytes 
with glucocorticoids, LXs (arachidonic acid metab-
olites via the COX/LOX or LOX/LOX interaction 
pathways), or even certain cytokines can markedly 
increase macrophage clearance of apoptotic cells. 
Interestingly, the environment in which phagocytes 
are likely to reside can also upregulate apoptotic cell 
clearance. For example, interactions with extracel-
lular matrix components, such as fibronectin, and 
ligation of macrophage CD44 with cross-linking 
antibodies can augment the capacity of phagocytes 
to engulf apoptotic cells. So, clearance of apoptotic 
cells in a noninflammatory manner by phagocytes is 
a therapeutic possibility. Indeed, there is already evi-
dence in animal models that CD44 has an important 

are highly effective, thereby providing the rationale 
for the development of compliant and stable mimetics 
that target key aspects of chronic inflammation, either 
ongoing or recurrent, forcing them down a revolving 
pathway and into remission [11].

Getting Rid of Leukocytes

One of the hallmarks of acute inflammation is white 
blood cell accumulation (PMNs and eosinophils, for 
instance), designed to neutralize and eliminate the 
injurious agents. Once the PMNs and eosinophils 
have done their job and their help is no longer needed, 
what happens next? At this juncture it must be borne 
in mind that these are a formidable cell type and if 
left unchecked could do untold damage to an already 
inflamed site. After all, these cells are designed to 
combat infection by releasing hydrolytic and prote-
olytic enzymes as well as generating reactive oxygen 
species. Therefore, PMNs and eosinophils must be 
disposed of in a controlled and effective manner. To 
oversee this, nature has come up with an ingenious 
way of defusing such potentially explosive cells called 
programmed cell death or apoptosis. Apoptosis of 
inflammatory cells is a physiological process for the 
nonphlogistic removal of cells. During apoptosis, 
cells maintain an intact membrane and, therefore, 
do not release their potentially histotoxic agents. 
Necrosis of inflammatory leukocytes, on the other 
hand, involves a loss of membrane integrity lead-
ing to the release of potentially toxic intracellular 
contents [12,13]. Moreover, apoptotic cells express a 
repertoire of surface molecules that allow their rec-
ognition and phagocytosis by macrophages. In fact, 
the way these cells die helps the resolution process 
enormously. Recognition of these apoptotic cells 
by macrophages does not liberate proinflamma-
tory agents from the macrophages themselves but 
can release anti-inflammatory signals such as IL-10 
and TGFβ (endogenous immunosuppressive agents). 
Thus, not only is apoptosis a noninflammatory way 
of disposing of cells, but this method has the added 
advantage of conferring upon macrophages an anti-
inflammatory phenotype conducive to resolution and 
curtailment of ensuing adaptive immune responses. 
It is important to note that if not recognized and 
disposed of, apoptotic cells will eventually undergo 
secondary necrosis releasing damaging intracel-
lular contents and amplifying the inflammatory 
response. Therefore, increasing the rate of apopto-
sis, as a potentially anti-inflammatory strategy, must 
be matched by a mechanism that upregulates mac-
rophage phagocytic clearance capacity. Thus, the 
removal process might also be susceptible to selec-
tive modulation by pharmacological agents for ther-
apeutic gain.
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death receptor pathways (such as FASR, TNFR, and 
TRAILR) or by other less well-defined mechanisms.

MACROPHAGES AND RESOLUTION – CELLULAR 
PLAYERS AND HOMEOSTASIS

From our text book reading the role of the lymphatic 
system in localized acute inflammation, it is clear 
that it plays a role in draining inflammatory media-
tors and effete leukocyte away from the inflamed site. 
We have already discussed the importance of PMN 
clearance to the resolution of acute inflammation, 
but it is equally important that phagocytosing inflam-
matory macrophages are cleared away from the 
inflamed site to prevent local macrophage-induced 
tissue damage and potential granuloma tissue dam-
age and the development of chronic inflammation. 
However, despite the need to understand the endog-
enous control of macrophage clearance during acute 
inflammatory resolution, little is known about this 
field. There is increasing evidence that macrophage 
clearance from an inflamed site is a highly regu-
lated event. Using an experimental model of acute 
resolving peritonitis, it was shown that macrophages 
adhere specifically to mesothelium overlying drain-
ing lymphatics and that their emigration rate is regu-
lated by the state of macrophage activation providing 
the first evidence that macrophage emigration from 
the inflamed site is controlled by adhesion molecule 
regulation of macrophage–mesothelial interactions. 
This report highlights the importance of adhesion 
molecules controlling clearance of inflammatory 
macrophages into the draining lymphatic circulation, 
thus underscoring new pathways in the resolution of 
acute inflammation.

Despite the need to clear macrophage from sites of 
injury, there is emerging evidence that such cells play 
an important role in eliciting the final phase of inflam-
mation – triggering homeostasis and immune recov-
ery. Macrophages are generally classified as either 
classically (M1) or alternatively (M2) activated [14]. 
While this nomenclature is based on the phenotype 
macrophages acquire in response to defined stimuli in 
vitro, inflammatory characteristics of macrophages at 
sites of inflammation in vivo are less well studied. In 
particular, the phenotype of macrophages found dur-
ing resolving inflammation is little unknown. Despite 
this, we have made some advances in understanding 
this by characterizing the inflammatory nature of 
macrophages found at the site of resolving peritonitis  
(Table 2.1). Interestingly, these so-called resolution-
phase macrophages, in the context of resolving 
peritonitis at least, are neither classically nor alter-
natively activated but are a hybrid of both canoni-
cal definitions while they express mannose receptor, 
synthesize IL-10, and arginase 1 but also express 

role in resolving lung inflammation and that glu-
cocorticoids might exert some of their therapeutic 
beneficial anti-inflammatory effects in patients with 
asthma by influencing apoptosis and apoptotic cell 
clearance. Some of these novel developments have led 
to the design of drugs that have even gone into clini-
cal trials. On this note, it is interesting to speculate 
upon how many clinically used anti-inflammatory 
drugs trigger hither unknown proresolution path-
ways in addition to their classic role of dampening 
conventional proinflammatory events.

Currently, there are no drugs in the clinic that are 
purposefully based on the elicitation of proresolv-
ing pathways with the exception of those drugs that 
target apoptosis. One extremely active area of drug 
development that targets apoptosis is the identifica-
tion of small-molecule caspase inhibitors. Caspases 
are a family of cysteinyl aspartate–specific proteases 
that are of fundamental importance in the initiation 
and execution of apoptosis, ultimately being responsi-
ble for the dismantling of the cell during apoptosis. A 
number of small-molecule inhibitors of caspases (e.g., 
ZVAD-fmk) have already been tested in animal mod-
els of human disease with remarkable success. For 
example, specific caspase inhibitors have been shown 
to be effective in preventing or reducing the effects 
of ischemia (e.g., organ failure and death) in various 
animal models. These inhibitors of apoptosis are now 
being tested preclinically or have reached clinical tri-
als for hepatic disease, acute myocardial infarction, 
and sepsis. A good example of a novel and specific 
broad-spectrum caspase inhibitor that has been suc-
cessfully used preclinically is PF-03491390 (formerly 
named IDN-6556). This compound, administered by a 
number of routes, was shown to be potent and efficient 
in reducing signs of liver damage in in vivo rodent 
models of liver disease. It was shown that the com-
pound seemed to exert its activity by effectively inhib-
iting caspase activity. In a recent study, the induction 
of PMN apoptosis during acute inflammation using 
R-roscovitine (Seliciclib or CYC202), a cyclin-de-
pendent kinase inhibitor (cyclin-dependent kinases  
override antiapoptotic survival signals from survival 
factors such as GM-CSF), resulted in enhanced PMN 
apoptosis and early inflammatory resolution. There 
are a number of other drugs that are in development 
for inhibiting apoptosis, but so far the most promis-
ing therapeutic development is in the induction of 
apoptosis, especially for the treatment of a number of 
cancers. The strategy for inducing apoptosis has been 
to block powerful survival pathways, for example, by 
inhibiting BCL2-mediated survival using antisense 
oligonucleotides, and interference of survival path-
ways that are mediated by NF-κB, phosphoinositol-
3-kinase, and tyrosine kinase activation. Another 
strategy is to directly induce apoptosis by engaging 
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Figure 2.2.  Inflammatory cell profile and resolution-phase leukocyte phenotype. In response to 
injury or infection leukocyte migrate to sites of injury. (A) Provided the injurious agent is neutralized 
inflammation will resolve leading to the injured tissue regaining its prior physiological function/state 
which we have recently found is characterized by a population of novel macrophages that possess 
a unique and distinct phenotype, termed rM cells for resolution-phase macrophages. However, (B) 
if the injurious agent is not cleared or there is failure of proresolution pathways, inflammation will 
persist characterized by M1 or classically activated proinflammatory macrophages that propagate 
the response and cause tissue injury. The objective, therefore, is for inflammation to resolve with 
stromal cells and leukocytes attaining an immunosuppressive “resolution” phenotype.

M1 macrophage markers, that is, COX-2 and iNOS  
(Figure 2.2). And while elucidating their precise 
role in resolution is in its infancy, we are finding 
that resolution-phase macrophages play a critical 
role in signaling the influx of innate-type lympho-
cytes to sites of resolving inflammation. It transpires 
that as inflammation resolves lymphocytes repopu-
late the cavity comprising B1, NK, gamma/delta T, 
CD4+/CD25+, and B2 cells. In particular, repopulat-
ing lymphocytes do not bring about resolution but 
are critical for modulating inflammatory responses 
to secondary infection and associated mortality 
(Figure 2.3). While the repopulation of innate-type 
lymphocytes has been found in several experimental 
models including mouse and man, the signals that 
control their postinflammation repopulation and the 

   Table 2.1.  Phenotype of resolution-phase macrophages

  Resolving  
(rM)

Nonresolving  
(M1)

Proinflammatory  
cytokines/chemokines

0 +++ 

Anti-inflammatory 
cytokines/chemokines

+++ 0 

Bactericidal + +++

Mannose receptor +++ +

HMGB-1 0 +++

iNOS +++ +

COX-2 +++ +

cAMP +++ +
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indices for resolution, therefore, should not only 
include proinflammatory mediator catabolism and 
leukocyte clearance but also consider including mac-
rophage-resolution phenotype and innate-type lym-
phocyte repopulation.

Resolution of Adaptive Immune Responses

In the previous sections we have discussed how reso-
lution of innate inflammation resolves, discussing 
the fate of inflammatory PMNs, eosinophils, and 
macrophages. However, adaptive immunity, specifi-
cally, a Type III hypersensitivity (Arthus reaction) 
(discussed in the Glossary) or a Type IV delayed type 
hypersensitivity (DTH), are also acute in nature and 
resolve in a matter of hours or days. For instance, in 
a purified protein derivative–induced DTH response, 
it was shown that the induction and resolution of this 
response may depend on the expression of cytokines, 
such as IL-2 and IL-15, which regulate both prolifera-
tion and apoptosis in T cells. Failure to control either 
of these phases of the reaction may contribute to the 
chronicity of T lymphocyte–mediated inflammatory 
reactions. In another important series of studies, 
the endogenous factors that control the longevity of 

subtypes that confer protection and signal homeosta-
sis are unknown at this stage. Thus, macrophages are 
important for resolution and restoration of homeo-
stasis after inflammation with the phenotype (M1, 
M2, or rM) dictating whether inflammation abates 
or progresses to wound healing. This will depend 
on the degree of inflammation and associated tissue 
injury. We certainly know, for instance, that the phe-
notype of macrophages involved in the progression 
and resolution of liver injury or chronic renal dam-
age have distinct inflammatory characteristics and 
that the true phenotype of such protective cells will 
most likely depend on the tissues involved and may 
even be species specific. The important point is that 
while we have gained a great deal of insight into mac-
rophage function based on in vitro cell studies and 
in response to defined inflammatory stimuli, there is 
now a greater need to define the inflammatory char-
acteristic of macrophages taken directly from resolv-
ing tissues. Taking this further, I would suggest that 
in addition to defining resolution as the active clear-
ance of leukocytes, we need to include macrophage 
phenotype and innate-type lymphocyte repopulation. 
This will become important when developing drugs 
with the objective of bringing about resolution. The 
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Figure 2.3.  Resolution leading to homeostasis. One of the objectives of resolution is 
for inflamed tissues to resolve with limited tissue injury and to reacquire the physiologi-
cal state it enjoyed before injury. To emphasize this, we need to appreciate that naive 
tissue have a complement of innate immune cells that control the severity of inflamma-
tory responses. The peritoneal or pleural cavities, for instance, have a defined popula-
tion of innate-type lymphocytes which control the severity of acute responses as well 
as tissue-resident macrophages, in a state of immune suppression. Once inflammation 
ensues, these protective cells transiently disappear and remain absent for the duration 
of the response only to repopulate tissue postinflammation/resolution. The objective 
therefore is to achieve the state the tissue enjoyed before injury to restore homeostasis 
and immune function.
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of acute inflammation, can be used to initiate acute 
inflammation experimentally, then factors expressed 
during resolution may be useful in switching off an 
ongoing inflammatory response. Alternatively, we can 
develop drugs that enhance the synthesis of endo
genous proresolution factors. Equally, we can develop 
drugs or refine existing ones (e.g., glucocorticoids) to 
bring about selective leukocyte apoptosis (eosinophil) 
while at the same time enhance their phagocytosis. 
If these aims seem too unrealistic at present, then 
for the foreseeable future perhaps we should bear in 
mind that when developing novel anti-inflammatories 
such drugs should not interfere with the synthesis or 
mode of action of proresolution mediators and/or the 
mechanisms that are critical for resolution. Finally, 
from a basic concept perspective this chapter aimed 
at underscoring the complexity of acute inflamma-
tion and the fact that while there are endogenous 
factor that drive the response, there are also factors 
produced by inflammatory cells and injured tissues 
that counterbalance the degree of inflammation and 
prevent the response from causing unnecessary tissue 
injury. After all, inflammation is a good thing but it 
has the potential to do great harm. Therefore, not only 
the magnitude of the initial response to injury/infec-
tion must be tightly controlled, but also its longevity 
and the factors that switch it off.

Glossary of Terms

Polymorphonuclear leukocyte  Polymorphonuclear leu-
kocytes (PMNs) were discovered by Paul Ehrlich who used 
contemporary fixing and staining techniques to identify 
the lobulated nucleus and the granules that typify cells 
that we now classify as eosinophils, basophils, and PMNs.

Vascular leakage  The process of the escape of plasma 
and plasma proteins along with white blood cells from the 
vessel is known as exudation. This inflammatory exudate 
accounts for an increase in the volume of interstitial fluid 
(edema) and tissue swelling at the local site of injury.

Peroxisome proliferator-activated receptor  Peroxisome 
proliferator-activated receptors (PPARs) are members of 
the nuclear receptor family that regulate the transcription 
of genes involved in lipid and lipoprotein metabolism, glu-
cose and energy homeostasis, as well as cellular differenti-
ation and consist of three isotypes, alpha (NR1C1), gamma 
(NR1C3), and beta/delta (NRC1C2) with a differential tis-
sue distribution.

NF-κB  Nuclear factor kappa B (NF-κB) is a group of 
sequence-specific transcription factors that are best known 
as a key regulator of the innate and adaptive inflammatory 
responses, cell survival, and oncogenesis. In mammals, 
NF-κB consists of five structurally related and functionally 
conserved proteins, RelA (p65), RelB, c-Rel, NF-κB1 (p105 
and p50), and NF-κB2 (p100 and p52).

Nonphlogistic  Noninflammatory. This term is used to 
describe the clearance of leukocytes in a manner that does 
not elicit an inflammatory response.

Hypersensitivity reactions  A delayed type hypersensitivity 
or Type IV hypersensitivity is mediated by T lymphocytes 
and not by antibody–antigen complexes (Arthus or Type 
III hypersensitivity). Typically, this response occurs 24–72 

granulomatous autoimmune thyroiditis revealed that 
the ratio of CD4+/CD8+ T cells are critical determi-
nants of its resolution. In this disease process, CD4+ T 
cells outnumber CD8+ T cells when lesions progress to 
fibrosis, while CD8+ T cells outnumbered CD4+ T cells 
in thyroids that resolved.

Wound Healing

Importantly, successful resolution will limit excessive 
tissue injury and give little opportunity for the devel-
opment of chronic, immune-mediated inflammation. 
However, if the host is unable to neutralize the injurious 
agent and/or there is a failure of endogenous proresolv-
ing mediators to invoke resolution, then acute inflam-
mation might perpetuate, resulting in varying degrees 
of tissue injury. If tissue injury is mild, necrotic paren-
chymal cells will be replaced by new cells of the same 
type in a process known as regeneration. If, however, 
tissue damage is extensive, or when fibrin is not rap-
idly cleared after acute inflammation, the process of 
healing is by repair. This involves the in-growth from 
the surrounding connective tissue of an initially vas-
cular tissue containing capillary loops, fibroblasts, and 
leukocytes, and is known as granulation tissue. With 
time, the fibroblasts lay down collagen and the capil-
laries disappear, leaving an avascular area of fibrosis 
or scar. Repair by granulation and fibrosis occurs in 
many parts of the body where a deposit of clot, exu-
date, or dead tissue occurs and is given the general 
name of organization. Undoubtedly, this is also a form 
of inflammatory resolution associated with tissue 
damage. As in rheumatoid arthritis and asthma, for 
example, there will be continuous or repeated bouts 
of acute inflammation, resulting in ongoing tissue 
damage. Attempts at wound healing would result in 
granulomatous tissue formation, angiogenesis, fibro-
sis, and scar formation, all occurring concurrently. 
This is chronic inflammation and might be defined as 
a continuous inflammatory disease state that could be 
driven by the development of an immune response to 
an endogenous antigen (autoimmunity).

Conclusion

The take-home point from all these studies is that 
regardless of the etiology of the inflammatory response, 
if it is resolving in nature then this resolving event is 
highly controlled and regulated by endogenous factors 
and mechanisms that, if interfered with, may lead to 
chronic inflammation and autoimmunity. Therefore, 
this emerging concept of resolution presents with drug 
discovery opportunities. For instance, we can develop 
drugs that mimic endogenous proresolution factors or 
enhance their synthesis. By analogy, just like IL-1β and 
TNFα, which are expressed during the early onset phase 
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to the latter, is incorrect; the innate immune systems 
do not become quiescent when the adaptive immune 
system is activated.

The divide between those studying innate (previ-
ously “cellular”) and adaptive (previously “humoral”) 
immunity dates back to the earliest days of immunol-
ogy as a science. The ascendancy of those studying 
adaptive immunity in the field over the past several 
decades is something of a sociological/historical acci-
dent, albeit fueled in part by the compelling nature of 
the problems being investigated (e.g., the generation of 
lymphocyte receptor diversity, the nature of tolerance 
to self, the biology of functional polarization of effec-
tor and regulatory cell types) and by the mechanistic 
insights thereby obtained. The recent molecular iden-
tification of key innate immune receptors that signal 
the presence of microbial products has revitalized the 
study of innate immunity; the pendulum is swing-
ing back. But, in many ways, the distinction between 
innate and adaptive immunity is an artificial one. The 
two are inextricably linked in vertebrates – something 
that forms the focus of this chapter.

Prior to outlining these links (an outline that will, 
perforce, be illustrative as opposed to comprehensive), 
it is useful to sketch out and contrast innate and adap-
tive immunity. The essential function of these immune 
systems includes protection against the microbial uni-
verse and injury (broadly defined). These functions 
can usefully be broken down into (a) discrimination 
of microbes or injury (immune recognition/activa-
tion), (b) containment or elimination of microbes or 
injury (immune effector responses), and (c) control 
of immune response vigor and duration (counter-
regulation, resolution) – all of which needs to be done 
without harming the host itself. It should also be noted 
that, apart from this, the immune systems also play 
critical roles in development and homeostasis.

The Innate and Adaptive Immune Systems: 
Definitions, Context, And Contrasts

Standard accounts of the immune system emphasize 
the antigen-specific immunity and memory afforded 
by the adaptive immune system, contrasting it with 
the “nonspecific” defenses provided by the phyloge-
netically more ancient innate immune system. While 
study of the innate immune system has undergone a 
recent renaissance, most immunology textbooks still 
present innate immunity as an initial stopgap defense 
that holds the line until the “real” (efficient, effective, 
sophisticated) adaptive immune system can take over. 
There are obvious flaws in such formulations. First, 
while adaptive immunity may usefully be seen as a 
single system  – with its cells (B and T lymphocytes) 
and antigen receptors (immunoglobulins [Ig], T-cell 
receptors) depending directly on the evolution of the 
recombination-activating gene (RAG) in jawed verte-
brates – innate immunity, present in all metazoans, is 
a congeries of pathways. “Innate immune systems” is 
a much better term. Second, the innate immune sys-
tems are in no way less sophisticated than the adaptive 
immune system, having been under evolutionary pres-
sure for far longer. Third, the innate immune systems 
are not of secondary importance; the adaptive immune 
system is directly dependent on the former for efficient 
and appropriate activation. Fourth, innate immune 
effector mechanisms are not less effective than adap-
tive immune effector mechanisms. (As an example, 
chemotherapy-induced ablation of neutrophils leads 
to a high risk of fatal infection with otherwise harm-
less commensal flora in a telescoped time frame com-
pared with the similar risk of infectious mortality 
attendant on lymphocyte dysfunction, e.g., in infants 
with severe combined immunodeficiency.) Fifth, the 
standard superficial view of the kinetics of innate and 
adaptive immune responses, the former handing off 
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Immune Recognition

Adaptive immune recognition is a function of receptors 
that are clonally distributed on individual T cells (T-cell 
receptors) and B cells (B-cell receptors: surface Ig), or 
secreted by the latter (Ig). The receptor specificities of T 
and B cells are essentially infinite, this repertoire being 
generated through somatic rearrangement of gene seg-
ments and somatic mutation. Specific receptor–bearing 
lymphocytes are selected for (or against) during the 
development of each individual organism. The ability 
of the adaptive immune system to generate receptors 
that can recognize any molecular pattern has conse-
quences for self-recognition. Deleterious recognition of 
self by the adaptive immune system is largely avoided by 
diverse mechanisms collectively referred to as “immu-
nological tolerance,” including developmental selection 
against lymphocytes bearing receptors with inappropri-
ate affinity for self-antigens; alteration of the function 
of lymphocytes that encounter (self-) antigens in the 
absence of cues from the innate immune system (vide 
infra); and active suppression of (perniciously) autoreac-
tive lymphocytes by specialized populations of regula-
tory lymphocytes.

Immune recognition in the innate immune system 
is quite different. For one, the receptors are germ line–
encoded and non-rearranging (with the exception of 
isoform generation). This means, perforce, that innate 
immune receptors are relatively few in number, and 
that receptor repertoire selection reflects evolutionary 
processes. In 1989, Charles Janeway wrote a landmark 
theoretical paper outlining an elegant framework for 
understanding these constraints on innate immune 
recognition, conceived as the discrimination of  
noninfectious self from infectious nonself. Given the 
enormous molecular variability and high mutation 
rate of microorganisms, he postulated that (a) the 
molecular structures recognized must be shared by 
large groups of pathogens, (b) such structures must be 
tightly constrained from mutational variation by being 
essential to microbial survival, and (c) such structures 
must be completely distinct from host structures. In 
this schema, recognition of microbial nonself occurs 
through pattern recognition receptors (PRRs) that bind 
to pathogen-associated molecular patterns (PAMPs; 
something of a misnomer:  the structures recognized 
by PRRs are not unique to pathogens). The subsequent 
discovery in 1998 of the Toll-like receptor (TLR) fam-
ily of membrane-bound PRRs that signal in response 
to conserved microbial products (Chapter 13) not only 
appeared to fit this schema beautifully, but, more gen-
erally, revitalized study of the innate immune system. 
This led, quite rapidly, to discovery and/or delineation 
of other PRR families, including the NOD-like recep-
tors (NLRs) and RIG-I-like helicase receptors (RLRs). 
A competing theoretical framework for understanding 

innate immune recognition, the danger hypothesis,  
was put forward by Polly Matzinger in the early 
1990s. In this model, the primary driving force for the 
immune system and immune recognition is not self/
nonself discrimination but protection against, and 
hence detection of, danger. Obviously, the presence 
of microbial products in normally sterile sites repre-
sents danger. But nonmicrobial (e.g., trauma, tissue 
ischemia and infarction, crystal deposition) danger 
abounds, and also leads to innate immune activation, 
suggesting that there must be receptors for structures 
induced, upregulated, or solubilized by cellular injury. 
The fact that sterile inflammation often mirrors  
microbe-driven inflammation suggests likely overlap 
between PAMPs and receptors for altered or injured 
self damage-associated molecular patterns (DAMPs), 
something that has been borne out experimentally. 
Finally, it should be noted that, despite the desire for 
theoretical simplicity, evolution works in an ad hoc 
fashion. It is thus not surprising that there is at least 
one other mode of innate immune recognition that 
does not fit easily into either the microbial nonself 
or the danger rubric (theoretical constructs that are, 
in any case, not mutually exclusive)  – recognition 
of missing self. In this mode, seen with both natu-
ral killer (NK) cells (Chapter 8) and the alternative 
pathway of complement activation, the engagement 
of molecular structures only expressed by normal 
host cells (major histocompatibility complex [MHC] 
class I and regulators of complement activation fam-
ily members, respectively) inhibits activation. An 
overview of innate immune receptors is provided in 
Table 3.1.

Immune Effectors

B cells and α/β T cells (including CD8+ and CD4+ 
T cells) are the effector cells of the adaptive immune 
system. In terms of the effector pathways mediated 
by such cells, B cells produce Ig, the binding of which 
to antigens, microbes, and/or host-derived structures 
can facilitate phagocytosis (“opsonization”), acti-
vate complement, activate or inhibit the activation 
of cells bearing receptors for the Fc portion of Ig, 
and/or alter the function of the structures so bound 
(e.g., neutralization of viruses and microbial toxins). 
Like all immune cells, B cells also produce a variety 
of secreted protein mediators (cytokines) that act in 
autocrine, paracrine, and systemic fashion to alter 
the function of other cells, regulating the activity of 
other immune effector cells and controlling inflam-
matory responses. The effector mechanisms of CD4+ 
and CD8+ T cells include diverse pathways of induc-
ing apoptosis (“cytolysis”) as well as the regulation 
of inflammation and immune responses via cytokine 
production and cell surface molecules.
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TABLE 3.1.  Pattern recognition receptors of the innate immune systems

Receptor class/receptor Location Ligands Comments

Toll-like receptors (TLRs)
  (TLR1–13) 

TLR1,2,4,5,6,10–13: plasma 
membrane; TLR3,7,8,9: 
endosomal compartments

Diverse PAMPs and DAMPs 
(Chapter 13) 

Activation of NF-κB, MAP 
kinase, and IRF pathways 

NOD-like receptors (NLRs)
  NALP1–14 
  NOD1–5 
  NAIP, IPAF, CIITA

Cytoplasmic 
 
 

Diverse PAMPs and DAMPs 
 
 

Activation of NF-κB; 
activation of caspase 1 
leading to IL-1β cleavage 
or cell death

RIG-I-like helicase 
receptors (RLRs) 
  RIG-I  
  MDA5

Cytoplasmic 
 
 

Viral RNA: RIG-I: 5’ 
triphosphate ssRNA; 
MDA5: dsRNA 

Activation of NF-κB and 
IRF pathways 
 

DAI Cytoplasmic dsDNA from pathogens, 
damaged host cells

Activation of NF-κB and 
IRF pathways

PKR
 
 
 
 

Cytoplasmic 
 
 
 
 

dsRNA 
 
 
 
 

Serine/threonine 
kinase: phosphorylation 
of eIF2α, blocking protein 
synthesis; activation of 
NF-κB and MAP kinase 
pathways

2′-5′-Oligoadenylate 
synthase

Cytoplasmic dsRNA Activation of RNaseL: RNA 
degradation

Dectin-1
 
 

Plasma membrane 
 
 

β-Glucans from fungi and 
other microbes 
 

C-type lectin; cooperation 
with TLR2; activation of 
NF-κB and MAP kinase 
pathways; phagocytosis

Phagocytic receptors
numerous, including  
  Scavenger receptors  
  (class 1–6) 
  MΦ mannose receptor
  DEC-205 
  DC-SIGN 
  Langerin 
  CR3, CR4

Plasma membranes of 
macrophages and/or 
dendritic cells (DCs) 
 
 
 
 
 

Diverse microbial and 
altered host components 
 
 
 
 
 
 

Multiple protein families; 
expressed on the 
surface of professional 
phagocytes: macrophages, 
DCs, neutrophils; those 
on DCs are important for 
the delivery of antigen to 
processing compartments 

Secreted PRRs 
numerous, including

      

  Lipid transferases    

    BPI 
 

  
 
 

Lipid A 
 

Killing/opsonization of 
Gram-bacteria transfer of 
LPS to CD14

    LBP  Lipid A  

  Collectins    

    MBL   Microbial sugars Complement activation, 
opsonization

    SP-A  Diverse pathogens Opsonization

    SP-D  Diverse pathogens Opsonization

  Pentraxins    

    C-reactive protein     Opsonization, complement 
activation

    Serum amyloid P     Opsonization, complement 
activation

    PTX3       Opsonization, complement 
activation

    PGRPs  Peptidoglycan Bacterial killing
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autoinflammatory (e.g., juvenile rheumatoid arthri-
tis), allergic (e.g., allergic asthma), vascular (e.g., 
atherosclerosis), neurodegenerative (e.g., Alzheimer’s 
disease), metabolic (e.g., type II diabetes and other 
metabolic sequelae of obesity), and monogenic (e.g., 
cystic fibrosis) diseases. As a result, immune responses 
must be tightly regulated in space, time, amplitude, 
and character. While immunologists have tradition-
ally focused on the molecular mechanisms underlying 
immune activation and class specification, control of 
the amplitude and resolution of immune responses is 
just as important (Chapter 2). In recent years, numer-
ous, often overlapping and redundant immune coun-
ter-regulatory mechanisms that control innate and/
or adaptive immune responses have been defined, 
including specialized cells (e.g., Foxp3+ regulatory 
T cells), cytokines (e.g., IL-10), enzymes (e.g., indola-
mine 2,3-dioxygenase [IDO]), cell surface receptors 
(e.g., CTLA-4), intracellular signaling modulators (e.g., 
SOCS proteins), lipid mediators (e.g., lipoxins), and 
cellular reprogramming (e.g., endotoxin tolerance).

Relationship between Acute versus Chronic 
Inflammation and Innate versus Adaptive Immunity

What is the relationship between acute and chronic 
inflammation, defined and described in Chapter 1, 
and the innate and adaptive immune systems? Classic, 
acute (neutrophilic) inflammation  – as seen early in 
pyogenic infection and with tissue infarction – repre-
sents an innate immune response (albeit likely under 
the control of counter-regulatory mechanisms deriving 
from both the innate and adaptive immune systems). 
Chronic (lymphocytic, monocytic) inflammation – as 
seen in delayed type hypersensitivity and granuloma-
tous responses  – represents coordinate activation 
of both the innate and adaptive immune systems. It 
should be noted, however, that classical “acute” and 
“chronic” inflammation represent only small portions 
of the spectrum of inflammatory responses mounted by 
the human (and murine) innate and adaptive immune 
systems. For example, many of the disease-associated 

The innate immune system consists of an array of 
specialized immune cells: monocytic cells (including 
monocytes, macrophages, and most dendritic cells 
[DCs]), other DC subtypes (such as plasmacytoid DCs, 
whose origin remain somewhat unclear), granulo-
cytes (including neutrophils, eosinophils, mast cells, 
and basophils), and innate lymphocytes (including 
NK cells, NKT cells, γ/δ T cells, and “innate” B cells). 
Innate immunity comprises more than just special-
ized immune cells, however. Epithelial cells lining 
body surfaces are central to  innate immunity:  act-
ing as barriers, producing antimicrobial effectors, 
secreting substances that prevent microbial attach-
ment and entry, and secreting mediators that regulate 
inflammation. Endothelial cells are similarly central 
to regulation of both innate and adaptive immu-
nity, regulating immune cell trafficking into tissues 
(Chapter 11). Hepatocytes play essential roles through 
the secretion of humoral receptors and effectors. More 
broadly, the presence of intracellular sensors and effec-
tors that respond to viral nucleic acids in all nucleated 
cells suggests that, at a fundamental level, all cells are 
part of the innate immune systems. An overview of 
innate immune effector pathways is provided in Table 
3.2. It will be noted that, in addition to cell-associated 
effector pathways, a variety of humoral effector path-
ways (including proteolytic cascades such as the com-
plement and coagulation systems, and secreted PRRs) 
are part of the innate immune systems. Finally, the 
induction and regulation of local and systemic inflam-
mation is, in large part, a function of the production of 
mediators by innate immune cells.

Immune Counter-Regulation

While inflammatory responses are critical for protec-
tion against the microbial universe (and danger), all 
inflammatory responses have the potential for harm-
ing the host. Indeed, it has become clear that dys-
regulated inflammation is central to the pathogenesis 
of a wide spectrum of diseases, including infectious 
(e.g., sepsis), autoimmune (e.g., multiple sclerosis), 

Receptor class/receptor Location Ligands Comments

fMLR
 

Plasma membrane, 
neutrophils 

N′-formylated peptides
 

G-protein–coupled 
receptor; chemotaxis, 
activation

Activating NK cell receptors
numerous, including 
  Activating KIRs 
  NKG2D 
  NKp46, 44, 30

Plasma membrane 
 
 
 
 

Diverse viral, and stress-
inducible host ligands 
 
 

  
 
 
 

Note: Both this and the following table, like the chapter as a whole, are illustrative as opposed to comprehensive. BPI, bactericidal permeability-
increasing protein; CR, complement receptor; LBP, LPS-binding protein; MBL, mannose-binding lectin; PGRP, peptidoglycan receptor protein; 
SP, surfactant protein.
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inflammatory responses noted earlier – such as aller-
gic inflammation (involving innate and adaptive 
immunity); the chronic, low-grade inflammatory state 
associated with obesity (apparently, largely innate); the 
neurotoxic inflammation associated with Alzheimer’s 
disease (also largely innate) – fit poorly, if at all, into 
these categories.

Regulation of Adaptive Immunity by the 
Innate Immune System

At a fundamental level, efficient activation of the adap-
tive immune system is dependent on innate immu-
nity – while the adaptive immune system has the ability 
to respond to essentially any molecular structure, it 
relies on the innate immune system to discriminate 
what structures should be responded to.

Activation of Adaptive Immune  
Responses: T Cells

It has been known for 40 years that effective lympho-
cytic responses to antigens do not occur in the absence 

of mononuclear phagocytic cells. In contemporary 
terms, the generation of effector T cells from naive 
CD4+ and CD8+ T cells is dependent on antigen pre-
sentation by a class of innate immune cells: DCs. DC 
presentation of peptides on MHC class I and II mol-
ecules to T-cell receptors (TCRs) on naive CD4+ and 
CD8+ T cells, respectively, with appropriate affinity for 
the specific peptide/MHC complex (“signal 1”) is nec-
essary, but not sufficient, for T-cell activation, clonal 
expansion, and the generation of effector and memory 
cells. In the absence of costimulation, the provision 
of signals (“signal 2”) through cell surface–expressed 
molecules on the APC (e.g., CD80 and CD86, CD40) 
to cognate receptors on the T cell (CD28, CD40L), the 
result of such antigen presentation is deletion or sup-
pression. DCs (which come in a variety of subtypes, 
with somewhat different functions) are prodigious 
samplers of their antigenic environment, both exter-
nal and internal. In part, external sampling is a func-
tion of phagocytosis induced by innate immune PRRs 
(e.g., complement receptors and scavenger receptors); 
in part, this is due to fluid phase sampling via macro-
pinocytosis. Effective antigen presentation depends on 

TABLE 3.2. E ffector mechanisms of the innate immune systems

System or mechanism Functions

Epithelia Barrier function
Secretion of antimicrobial peptides and proteins
Secretion of iron-binding proteins
Secretion of mucins (mucosae; inhibition of microbial attachment)
Mucociliary clearance (airway epithelia)
Secretion of opsonins (including those activating complement)
Secretion of chemotactic cytokines and lipid mediators
Secretion of proinflammatory cytokines

 Secretion of complement components

Phagocytosis (macrophages, 
DCs, neutrophils)
  
 
 
 

Intracellular killing via
  Antimicrobial peptides
  Hydrolytic enzymes
  Reactive oxygen species
  Reactive nitrogen species
  Nutrient competition
  Antigen processing and presentation

Complement system Opsonization
Direct antimicrobial activity

 Regulation of inflammation, immunoregulation

Cytolysis Induction of apoptosis in virally infected and stressed cells by NK cells (via perforin/
granzyme, via surface-expressed TNF family members) and by IFN-α/β-inducible gene 
products 

Noncytolytic antiviral 
effectors

Induction of apoptosis (above), inhibition of viral transcription, replication, assembly (Mx 
proteins, GBP proteins); blockade of protein synthesis (PKR); RNA degradation (OAS)

 Inhibition of viral gene expression and replication by IFN-γ, TNFα

Extracellular killing Neutrophils (via extracellular “nets”)  
Basophils, eosinophils, mast cells (defense against helminths)

Hepatocytes Proinflammatory cytokine-driven production of “acute phase proteins”: opsonins, 
complement components

Coagulation system Walling off of infected tissues, regulation of inflammation
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and NKT cells, whose production of IFN-γ after PRR 
engagement can drive DC maturation in a paracrine 
fashion), neutrophils, and mucosal epithelia. Cells ren-
dered apoptotic by NK cells can drive robust adaptive 
immune responses, a phenomenon dependent on sig-
naling pathways downstream of the TLRs. An overview 
of innate immune regulation of T-cell activation is pre-
sented in Figure 3.1.

While the generation of effector T cells from naive 
T cells appears to depend largely on antigen presenta-
tion by DCs in lymph nodes, the reactivation of memory 
cells in tissues can occur efficiently via other antigen-
presenting cells (APCs), among which cells of the 
macrophage lineage appear to play a dominant role. 
Further, macrophages (along with other innate immune 
cell types and epithelial cells) act as critical, tissue- 
specific sensors of infection and injury, secreting 
chemotactic cytokines that drive and regulate not only 
innate immune inflammation, but also the recruitment 
and activation of DCs and lymphocyte populations.

Activation of Adaptive Immune Responses: B Cells

Efficient activation of most B-cell responses is also 
dependent, either directly or indirectly, on the innate 

DC maturation (antigen processing, upregulation and 
loading of MHC class I and II complexes, upregulation 
of costimulatory molecule expression) and migration 
to the T-cell areas of lymph nodes. In turn, such matu-
ration is a result of signaling through innate immune 
PRRs.

This necessity for DC maturation provides a mecha-
nistic explanation for adjuvanticity  – what Janeway 
called the “immunologists’ dirty little secret.” Purified, 
soluble proteins on their own fail to drive adaptive 
immune responses. The ability of bacterial prod-
ucts to act as adjuvants has long been appreciated. 
Lipopolysaccharide (LPS), acting through TLR4, is a 
paradigmatic case in point. TLRs are clearly not the 
only PRRs that drive such DC activation and matura-
tion; both microbial and endogenous danger signals 
can suffice. For example, aluminum hydroxide (alum), 
the adjuvant most widely used clinically, now appears 
to act through induction of uric acid, a DAMP that sig-
nals through the NLR, Nalp3. While the key molecular 
details of PRR-driven DC maturation remain some-
what unclear, the type I IFNs (IFN-α[s] and -β) appear 
to be of special importance. A variety of other stimuli 
are also able to drive DC maturation, including inter-
actions with other innate immune cells (NK cells 

DC
TLRs

NLRs RLRs

T cell
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Figure 3.1.  Innate immune regulation of T-cell activation. DC presentation of peptides on MHC molecules to T-cell receptors (TCRs) 
on naive T cells (“signal 1”) is necessary, but not sufficient, for T-cell activation, clonal expansion and the generation of effector 
and memory cells. In the absence of costimulation, the provision of signals (“signal 2”) through cell surface–expressed molecules 
on the APC (e.g., CD80 and CD86, CD40) to cognate receptors on the T cell (CD28, CD40L), the result of antigen presentation is 
deletion or suppression. “Effective” antigen presentation to T cells is the result of DC maturation: upregulating antigen processing, 
MHC class I and II expression and loading, and costimulatory molecule expression. DC maturation is a result of PAMP and DAMP 
signaling through innate immune PRRs (e.g., TLRs, NLRs, RLRs) on DCs. Maturation can also occur through interactions with other 
innate immune cells. IFN-γ secretion by NK cells (pictured; activated through widely expressed PRRs such as TLRs, or through NK 
activating receptors such as NKp46) or other innate lymphocyte populations can drive DC maturation; as can TNFα and type I IFN 
secretion by macrophages activated through PRRs. MΦ, macrophage; MHC, major histocompatibility complex; NLR, NOD-like 
receptor; RLR, RIG-I-like helicase receptor; TCR, T-cell receptor.
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regulatory properties. The molecular details are best 
understood for CD4+ T cells, which can differenti-
ate down a variety of pathways that promote specific 
classes of immune responses. Such polarized CD4+ 
T-cell populations include Th1 cells (producing IFN-γ, 
among other cytokines; facilitating systemic immunity 
to intracellular pathogens through activation of the 
microbial effector pathways of macrophages, genera-
tion of complement-fixing Ig isotypes, and activation 
of CD8+ cytolytic T cells and innate lymphocyte pop-
ulations; implicated as well in organ-specific autoim-
mune diseases); Th2 cells (producing cytokines such 
as IL-4, IL-13, IL-5, and IL-9; facilitating cellular and 
humoral responses to helminths; also implicated in 
allergic disease and pathological fibrotic responses); 
Th3 cells (producing transforming growth factor 
[TGF-β], among other cytokines; facilitating mucosal 
immunity, providing immune counter-regulation); 
Th17 cells (producing IL-17, among other cytokines; 
facilitating the mobilization of neutrophils to epithelial 
barriers; also implicated in organ-specific autoimmune 
diseases); and various populations of regulatory cells, 
such as induced Foxp3+ regulatory T cells (“Treg”; 
producing cytokines such as IL-10 and TGF-β; sup-
pressing both innate and adaptive immune responses 
via diverse mechanisms). Control of the functional 
polarization of CD4+ (and CD8+) T cells is under the 
instructive guidance of cytokines (“signal 3”) produced 
by different DC subsets (activated under different con-
ditions) as well as by other innate immune cells – the 
production of which is driven by innate immune PRRs. 
Innate immune regulation of CD4+ T-cell differentia-
tion and polarization is schematized in Figure 3.3.

In turn, CD4+ T-cell polarization leads to polariza-
tion of B-cell Ig isotype production. Help from Th1 
cells drives the synthesis of complement-fixing Ig iso-
types; that from Th2 cells driving IgE synthesis; and 
that from Th3 cells driving IgA synthesis.

Counter-regulation of Adaptive Immune Responses

In addition to activation and class specification, the 
innate immune systems play a central role in regulation 
of the amplitude and resolution of adaptive immune 
responses. Numerous pathways have been implicated. 
Among counter-regulatory cytokines, IL-10 appears 
to play a uniquely important role, restraining the 
vigor of inflammatory responses: local and systemic, 
innate and adaptive, and polarized along diverse axes 
of effector response. IL-10 is produced by a plethora 
of cell types including diverse innate (myeloid cells, 
innate lymphocytes, epithelial cells) and adaptive 
immune cells. It appears likely that the more polar-
ized a B or T cell is, the more likely it is to produce 
IL-10 for immune counter-regulation. As noted ear-
lier, the generation of such polarization (including the 
generation of specific classes of counter-regulatory 

immune systems. Cognate antigen-induced clustering 
of the B-cell receptor (BCR, surface Ig) triggers B-cell 
activation. The presence of complement activation 
fragments (C3d) on the antigen lowers the threshold 
for B-cell activation by 1000-fold, through cross-link-
ing of complement receptor 2 (CR2) and associated 
molecules (CD19, CD81) to the BCR and its associ-
ated signaling molecules (Igα and Igβ) (Figure  3.2). 
Beyond the role of complement, B-cell responses to 
protein antigens require CD4+ T cell help – the pro-
vision of membrane-bound (CD40L) and paracrine 
(cytokines) signals by antigen-specific CD4+ T cells 
that stimulate B-cell proliferation (clonal expansion) 
as well as Ig isotype switching, synthesis, and secre-
tion. As noted earlier, the generation of such helper 
T cells is itself dependent on antigen presentation by 
DCs, cells that can also directly present antigen and 
provide stimulation to B cells through CD40/CD40L 
interactions.

Immune Class Specification

In addition to activation and clonal expansion, T cells 
that avoid deletion in the aftermath of antigen presen-
tation by DCs undergo variable degrees of differentia-
tion down pathways of functional polarization, leading 
to the generation of cells with diverse effector and/or 

B cell

Ag

IgM

Igα Igβ

CR2
CD19

CD81

C3d

Figure 3.2.  Innate immune coactivation of B cells. Antigen-
induced clustering of the B-cell receptor (BCR, surface Ig) 
triggers B-cell activation. Decoration of antigen with the com-
plement activation fragment, C3d, lowers the threshold for 
B-cell activation by a factor of 1,000 via cross-linking of com-
plement receptor 2 (CR2) and its associated molecules, CD19 
and CD81, with the BCR and its associated molecules (Igα and 
Igβ) – leading to the coordinate activation of signaling cascades 
from both the BCR and the CR2 complexes. In addition to the 
effects of complement, the innate immune systems play a criti-
cal role in B-cell responses to protein antigens. Such responses 
demand help from antigen-specific CD4+ T cells, the activation 
of which is dependent on DCs (cells that can also directly pres-
ent antigen, and provide stimulation to B cells through CD40/
CD40L interactions).
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regulate inflammation, in part, through regulation of 
innate immune cell differentiation state, recruitment, 
activation, and homeostasis. Innate immune activa-
tion is also under counter-regulatory control, both 
direct and indirect, by the adaptive immune system.

Regulation of Innate Immune Cell Function

The generation of specific classes of inflammatory 
responses by the adaptive immune system involves 
the selective marshaling of innate immune cell func-
tions (along with adaptive immune functions). Again, 
this has been best worked out for CD4+ T cell–driven 
immunoregulation, illustrated by the effects of cytok-
ines produced by polarized CD4+ effector T cells on 
macrophage populations. Th1 cell production of IFN-γ 
drives antigen-specific, “classical activation” of mac-
rophages, marked by upregulation of microbicidal 
effector functions (e.g., production of reactive oxygen  

cells such as Tregs) is largely specified by the innate 
immune systems. In addition to other inhibitory 
cytokines (e.g., TGF-β), the innate immune systems 
provide counter-regulation to adaptive immune 
responses through inhibitory enzymes (e.g., induc-
ible nitric oxide synthase and IDO), lipid mediators 
(e.g., lipoxins and  resolvins), cell surface molecules 
(e.g., CTLA-4 and membrane-bound TGF-β); anti-
gen destruction and clearance (e.g., by phagocytic or 
cytolytic destruction of microbial pathogens, and by 
complement receptor–mediated clearance of immune 
complexes); and killing of APCs (e.g., by NK cell– 
mediated killing of DCs).

Regulation of Innate Immunity by the 
Adaptive Immune System

If the innate immune systems are essential for adap-
tive immune function, the reverse is no less true. T cells 
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Figure 3.3.  Regulation of CD4+ T-cell polarization by the innate immune systems. Specification of the effector 
(or regulatory) class of immune responses by CD4+ T cells is largely the result of functional polarization of naive 
CD4+ T cells in the periphery into differentiated populations that produce unique patterns of cytokines and have 
distinctive biological properties. Such polarized CD4+ T-cell populations include Th1 cells, Th2 cells, Th3 cells, 
Th17 cells, and induced regulatory T cells (Treg; N.B., natural Treg are already differentiated upon leaving the thy-
mus). Control of the functional polarization of CD4+ (and CD8+) T cells is under the instructive guidance of cytok-
ines (“signal 3”), largely derived from DCs, as well as other innate (as well as adaptive) immune cells. The relevant 
“signal 3,” its sources, and the transcription factors (the latter in white, in the cells) critical for the differentiation of 
these polarized populations, along with their signature cytokine profiles and biological activities, is schematized 
here. It appears that the more polarized a T cell, the more likely it is to express IL-10 and have counter-regulatory 
properties. Baso, basophils; I. Lymphs, innate lymphocytes; LT, lymphotoxin; MΦ, macrophages; nTC, naive T 
cells; TSLP, thymic stromal lymphopoietin.



C.L. Karp36

tissues. The biologically appropriate class of immune 
response varies not only by type of insult, but also 
by tissue. For example, the lung represents a very 
large (approximately a tennis court in surface area), 
very thin (two cells thick) interface with the exter-
nal environment that is specialized for gas exchange. 
Constantly exposed to danger in the form of inhaled 
and aspirated microbes and microbial products, the 
normal function of the lung can rapidly be compro-
mised by the destructive power of inflammatory 
responses. It is therefore not surprising that the 
lung, normally kept sterile, is equipped with a pro-
digious array of innate immune mechanisms that 
allow for constitutive antimicrobial activity in the 
absence of inflammation; that immune activation, 
the class of immune activation and the amplitude of 
immune activation is tightly controlled in the lung; 
and that the lung is marked by particularly strong 
immune counter-regulation. On the other hand, the 
gut mucosa is bathed by commensal flora in num-
bers that exceed the total number of cells in the host 
organism. Failing to respond to commensal flora, 
responding appropriately to pathogenic microbes, 
and doing the latter without functional derangement 
of gut function are obvious, important problems for 
the gut mucosal immune system. Again, gut immune 
responses (often marked by IL-10 and TGF-β expres-
sion and secretory IgA production) are tightly con-
trolled in terms of activation, class, and amplitude. 
Similar biological considerations come to the fore 
in sites such as the eye, brain, testis, and placenta, 
where functional and structural constraints dictate 
the biological utility of specific classes of immune 
response. Matzinger has pointed out that immu-
nologists have traditionally talked about such sites 
as being “immunologically privileged,” because 
the sorts of immune responses that immunologists 
were used to measuring were hard to generate in 
these sites. But, in fact, this represents not a failure 
of immune activation, but immune class deviation; 
these sites mount quite effective, biologically appro-
priate immune responses.

Our knowledge of how specific organs and tissues 
“predispose” to certain classes of immune response 
remains somewhat spotty. In part, this is likely a 
function of tissue-specific parenchymal recruitment 
and “education” of DC subtypes (master regulators of 
immune class specification), tissue macrophage popu-
lations (long known to have dramatic, organ-specific 
functional heterogeneity), and innate lymphocyte 
populations (including NKT cells in the liver, innate 
B cells in the peritoneum, and γ/δ T cells in the gut). 
In turn, organ-specific innate immune cell repertoires 
(including, quite importantly, parenchymal cells such 
as airway epithelia) are likely to regulate the induction 

species and nitric oxide) and secretion of proinflam-
matory cytokines. On the other hand, Th2 cell produc-
tion of IL-4 and IL-13 leads to “alternative activation” 
of macrophages, marked by upregulation of repair 
functions (e.g., driving collagen production and cel-
lular proliferation). More generally, these and other 
cytokines produced by polarized CD4+ effector T 
cells have wide effects across the innate immune sys-
tems. For example, IFN-γ affects neutrophil function 
(facilitating recruitment, inhibiting apoptosis, prim-
ing for cytokine and chemokine production, and the 
generation of reactive oxygen species), epithelia (alter-
ing chemokine production by airway epithelia) and 
endothelia (regulating adhesion molecule expression); 
IL-4 and IL-13 alter the properties of epithelia (driving 
mucous metaplasia, altering chemokine production) 
and endothelia (regulating adhesion molecule expres-
sion); other Th2-derived cytokines regulate the dif-
ferentiation, recruitment, apoptosis, and/or priming 
of eosinophils (IL-5) and mast cells (IL-9); and IL-17 
plays an important role in neutrophil homeostasis, 
recruitment, and activation.

These same cytokines alter the function of innate 
immune APCs (e.g., DCs), regulating the subsequent 
generation of polarized populations of effector lym-
phocytes. Polarized effector lymphocytes also regu-
late DC function via cell surface ligands that up- or 
downregulate antigen presentation (e.g., via CD40L 
and CTLA-4, respectively).

Counter-Regulation of Innate Immune Responses

As might be expected, the adaptive immune system 
plays a role in counter-regulation of innate immune 
responses. Again this occurs through multiple, often 
overlapping pathways, including specialized cell types 
(e.g., Tregs, Th3 cells, regulatory B cells), inhibitory 
cytokines (e.g., IL-10, TGF-β, IL-4), and inhibitory 
enzymes (e.g., inducible nitric oxide and IDO – both 
upregulated by IFN-γ).

Tissue-Specific Immunity: Organ-Specific 
Regulation of Immune Responses

As the increasingly convoluted descriptions of immune 
activation and regulation found above should make 
clear, distinctions between innate and adaptive immu-
nity are, in many ways, artificial. The immune system 
acts in a coordinated fashion to respond to insults. 
Reductive distinctions between various facets of the 
immune system have theoretical and experimental util-
ity – but, in the end, such facets can only be understood 
in the wider context of the immune system as a whole.

Another critical, contextual piece to be kept in 
mind is that immune responses occur in specific 
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14 days; cell division is terminated at the metamy-
elocyte stage, while granule development continues. 
Eventually, terminally differentiated neutrophils are 
released from the bone marrow. At that point they 
are unable to divide, and their synthetic machinery 
has become partially inactivated. During steady-state 
granulopoiesis, roughly 1011 neutrophils are released 
into the bloodstream daily. Neutrophil half-life in 
blood is 6–8 hours and, under normal circumstances, 
neutrophils constitute roughly 60% of all leukocytes 
in human peripheral blood [1].

The coordinated expression of a number of myeloid 
transcription factors (including PU.1, CCAAT enhancer 
binding proteins α and ε [C/EBPα and C/EBPε], and 
GFI-1) is necessary for the regulation of neutrophil 
development [2]. Among the extracellular factors that 
direct pluripotent stem cells to differentiate into neutro-
phils, granulocyte colony-stimulating factor (G-CSF) 
plays an essential role [3]. G-CSF has been shown to 
induce myeloid differentiation [4], stimulate prolifera-
tion of granulocytic precursors, and provoke neutro-
phil release from the bone marrow [5]. The biological 
effects of G-CSF are mediated via its receptor (G-CSFR 
or CD114), a member of the hematopoietic cytokine 
receptor family [6]. Other hematopoietic cytokines 
contributing to neutrophil development in vivo include 
granulocyte-macrophage colony-stimulating factor 
(GM-CSF), interleukin-6 (IL-6), and IL-3 [7–9].

In the absence of inflammatory stimuli, neutro-
phil populations are maintained within a relatively 
narrow range. Although incompletely understood, 
the mechanisms controlling neutrophil homeostasis 
regulate both neutrophil production and clearance. 
Recent observations implicate the SDF-1/CXCR4 sig-
naling system in the process of neutrophil clearance. 
SDF-1 (CXCL12) is a CXC chemokine that is secreted 
from bone marrow and attracts neutrophils by engag-
ing the CXCR4 receptor. Senescent neutrophils 
upregulate CXCR4 and acquire the ability to migrate 

Introduction

Polymorphonuclear leukocytes or granulocytes are 
hematopoietically derived phagocytes characterized 
by multilobed nuclei and the presence of multiple, 
distinct granules within their cytoplasm. Three differ-
ent polymorphonuclear leukocytes are distinguished 
according to their granular staining properties: neu-
trophils (polymorphonuclear neutrophils or PMNs), 
basophils, and eosinophils. Neutrophil granules stain 
preferentially with neutral dyes, whereas basophil 
granules stain with basic dyes, and eosinophilic gran-
ules stain with acidic colorants such as eosin. These 
three types of leukocytes differ not only in their tinc-
torial properties, but also in their functions and roles 
during the inflammatory process. They constitute key 
effector cells in innate immunity, and the frontline 
of host defense in response to foreign antigens and 
microorganisms. In this chapter, we will focus on the 
biology and role of neutrophils. The other polymor-
phonuclear leukocytes are discussed elsewhere.

Neutrophil Homeostasis: Myelopoiesis  
and Destruction

Neutrophil myelopoiesis is a closely regulated process 
that begins with the differentiation of pluripotent 
stem cells into primitive myeloid progenitors, which 
in turn differentiate into specific myeloid precursors. 
Contact with specific adhesion molecules, hematopoi-
etic growth factors, and cytokines promotes the pro-
gression of myeloblasts along unique pathways to 
mature as neutrophils, eosinophils, and basophils, as 
well as monocytes. The sequence that leads to neu-
trophil formation begins with the neutrophilic pro-
myelocyte and progresses through several maturation 
steps (neutrophilic myelocyte, metamyelocyte, band 
cell, and mature neutrophil) (Figure 4A.1). This pro-
cess of neutrophil development takes approximately 
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toward SDF-1, leading to homing to the bone marrow 
and clearance of aging cells from the blood [10,11]. In 
the bone marrow, as well as in the spleen and liver, 
damaged and aging neutrophils are cleared by tissue 
macrophages. Reduction of neutrophil populations 
is also effected through induction of apoptosis. For 
example, aged neutrophils undergo programmed cell 
death when exposed to tumor necrosis factor alpha 
(TNFα) or Fas ligand (CD95) [12,13].

A feedback loop downregulating neutrophil pro-
duction has recently been identified. Following 
phagocytosis of apoptotic neutrophils by tissue mac-
rophages, the latter shut down their secretion of 
IL-23. In consequence, IL-17 production by TH17 cells 
is reduced. Lack of IL-17 then results in decreased lev-
els of G-CSF and, consequently, reduced neutrophil 
development and release. In the setting of increased 
neutrophil populations (and hence increased popula-
tions of apoptotic neutrophils), this system is poised 
to maintain neutrophil populations within a constant 
range [14].

Neutrophil Anatomy: Morphology  
and Granules

The development and formation of neutrophil gran-
ules occurs in a sequential process during myeloid 
cell differentiation (Figure 4A.1). Granule formation 
begins in the early promyelocyte stage, a period dur-
ing which the majority of nascent granules are rich 
in myeloperoxidase (MPO), an enzyme that catalyzes 
the formation of hypochlorous acid. These primary 
granules are also referred to as azurophilic, owing to 
their affinity for the basic dye azure A [15]. They are 
functionally similar, although not identical, to lyso-
somes of other cells. Azurophilic granule maturation 
is largely complete at the myelocyte stage of neutro-
phil development, at which point peroxidase-negative 

granules begin to form. On the basis of their time of 
appearance and content, the latter are subdivided into 
secondary (or specific) and tertiary (or gelatinase) 
granules. Specific granules develop in myelocytes and 
metamyelocytes and are rich in lactoferrin, whereas 
gelatinase granules form later (neutrophil band stage) 
and lack lactoferrin [16]. A fourth category of gran-
ules, secretory vesicles, are smaller than the others 
and appear during the late stage of nuclear neutrophil  
segmentation [17].

In addition to MPO, azurophilic granules contain 
a variety of acidic hydrolases and serine proteinases 
(e.g., elastase, proteinase-3, and cathepsins), as well as 
enzymes directed at nucleic acids and sugars (Table 
4A.1). Like lysosomes, azurophilic granules contain 
granulophysin (CD63) in their membrane [18]. In con-
trast to lysosomes, however, primary granules are 
deficient in lysosome-associated membrane proteins 1 
and 2 (LAMP-1 and LAMP-2). Similarly, the mannose-
6-phosphate receptor system – essential for lysosomal 
enzyme targeting [19]  – is not utilized by neutrophil 
azurophilic granules [20]. Thus, some authors con-
sider that azurophilic granules are best described as 
regulated secretory granules, rather than as special-
ized lysosomes [21].

In addition to soluble vesicular contents, specific 
granules possess an extensive array of membrane-
associated proteins including cytochromes, signaling 
molecules, and receptors (Table 4A.1). Specific gran-
ules thus form a storage depot of proteins that can be 
directed to the surfaces of phagocytic vacuoles as well 
as the plasma membrane. One particularly important 
family of soluble proteinases found in neutrophil- 
specific granules are the matrix metalloproteinases 
(MMPs), including neutrophil collagenase-2 (MMP-8), 
gelatinase-B (MMP-9), and leukolysin (MMP-25). 
Many of these are stored as inactive proenzymes. 
They undergo proteolytic activation following granule 

Myeloblast Promyelocyte Myelocyte
Meta 

myelocyte Band cell Neutrophil

Cell division Post-mitotic 
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Figure 4A.1.  Neutrophil development.
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fusion and interaction with azurophilic granule con-
tents, and are capable of disrupting major structural 
components of bacteria and/or the extracellular mem-
brane. Neutrophil MMPs appear to be crucial not only 
for bacterial killing, but also for neutrophil extravasa-
tion and migration [22].

The remaining two classes of vesicles are less well 
studied. Gelatinase granules resemble specific gran-
ules in size and density, and share some proteins in 
common with them. Gelatinase granules differ from 
specific granules, however, in that they contain high 
concentrations of gelatinase, a latent enzyme with the 
capacity for tissue destruction. Secretory vesicles are 
smaller and lighter than the other classes. They lack 
proteolytic enzymes but are rich in membrane-associ-
ated proteins, including receptors otherwise identified 

with the plasma membrane. Moreover, they are prefer-
entially directed not to phagosomes, but to the plasma 
membrane. Thus, secretory vesicles appear to serve 
mainly as a reservoir of neutrophil plasma membrane 
proteins (Table 4A.1).

Neutrophil Physiology: Activation  
and function

In order to carry out their role in acute inflamma-
tion, bloodstream neutrophils must first sense chemi-
cal mediators (chemoattractants) via cell membrane 
receptors. Next, neutrophils must attach to the acti-
vated endothelium through several interactions involv-
ing adhesion molecules and their receptors (rolling 
and adhesion). After passing through postcapillary 

   TABLE 4A.1.  Content of neutrophil granules

Azurophil granules Specific granules Gelatinase granules Secretory vesicles

CD63 (granulophysin) fMLP receptor fMLP receptor fMLP receptor

CD68 CD11b/CD18 CD11b/CD18 CD11b/CD18

Stomatin CD66 Cytochrome b558 Cytochrome b558

Presenilin 1 CD67 SCAMP Leukolysin (MMP-25)

 CD15 SNAP-23, -25 CD10

 Cytochrome b558 Leukolysin (MMP-25) CD13

 TNF receptor  CD14

 Fibronectin receptor  CD16

 Laminin receptor  CD45

 Thrombospondin receptor  CR1

 Vitronectin receptor  C1q receptor

 SCAMP  DAF

 SNAP-23, -25   

 Leukolysin (MMP-25)   

 NB1 antigen   

Myeloperoxidase Lysozyme Gelatinase (high concentrations) Plasma proteins

Acid mucopolysaccharide Lactoferrin Lysozyme  

α-1 Antitrypsin Gelatinase (MMP-9) Acetyltransferase  

α-Mannosidase Collagenase (MMP-8) β2-Microglobulin  

β-Glycerophosphatases β2-Microglobulin   

β-Glucuronidase Histaminase   

Cathepsins Heparanase   

Defensins Sialidase   

Elastase hCAP-18   

Lysozyme    

Proteinase-3    

BPI
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Intracellular Signaling and Second Messengers

Multiple intracellular systems propagate signals from 
the surface of neutrophils to their interiors. One 
particularly important system is constituted by low 
molecular weight (20–25 kDa) GTP-binding proteins 
(LMW-GBPs), also known as Ras-related or Ras super-
family proteins. In contrast to heterotrimeric G pro-
teins, these proteins are monomeric. However, they 
share with G proteins the ability to bind and hydrolyze 
GTP and serve as molecular switches. Four LMW-GBP 
subfamilies play important roles in neutrophils:  the 
Ras subfamily itself, whose members regulate cell 
growth and division; the Rho subfamily, functioning 
in cytoskeletal rearrangements and superoxide gener-
ation [28]; and the Rab and Arf subfamilies, critical for 
vesicular and endomembrane trafficking [29].

Second Messengers

Neutrophils also employ second messenger systems, 
in which small molecules generated at the plasma 
membrane diffuse through the cell to affect targets. 
Among the best-studied of the systems in neutrophils 
is phospholipase C (PLC). At the cell membrane, acti-
vated PLC cleaves phosphoinositol bisphosphate (PIP2) 
into diacyl glycerol (DAG) and inositol trisphosphate 
(IP3), which in turn increases calcium influx to induce 
protein kinase C activation. A second critical phos-
pholipase in neutrophils is cPLA2, which hydrolyzes 
the sn-2 position of membrane glycerophospholipids 
to liberate arachidonic acid (AA), a precursor of eico-
sanoids including prostaglandins (PGs) and leukot-
rienes (LTs) [30,31].

Nonlipid second messengers regulating neutrophil 
activation include cAMP, whose intracellular concen-
trations can rise rapidly upon neutrophil stimulation. 
It is thought that cAMP provides a mostly negative reg-
ulatory (off) signal, as direct exposure to membrane-
permeable analogs of cAMP inhibits many neutrophil 
responses, probably via activation of protein kinase A 
[32,33]. cGMP can also be generated by neutrophils, 
and appears to have a modest enhancing effect on 
some neutrophil responses.

Low levels of nitric oxide (NO) are also expressed in 
neutrophils following stimulation [34]. In addition to 
phagocytic and tumoricidal activity, NO in neutrophil 
appears to play an important role in signal transduc-
tion. Exogenously added NO exerts a variety of effects 
on neutrophils, including inhibition of the NADPH 
oxidase, actin polymerization, and chemotaxis [35]. 
Excessive NO production is seen during the course of a 
variety of rheumatic and inflammatory diseases, attest-
ing to the possible importance of its effects on neu-
trophils [36]. See Chapters 14 through 16 for further 
discussion on second messengers and NO functions.

venules (diapedesis), neutrophils migrate toward 
sites of inflammation where they recognize their 
target, engulf it (phagocytosis), and finally destroy 
it. Activated neutrophils also play an important role 
in further upregulating the inflammatory process. 
Eventually, neutrophils participating in acute inflam-
mation must be cleared from the inflammatory site as 
the inflammation resolves.

Stimuli and Receptors

Chemoattractants playing a role in neutrophil activa-
tion include lipid mediators (e.g., leukotriene B4 [LTB4] 
and platelet-activating factor), as well as proteins and 
peptides such as bacterial formylated peptides and 
the complement split product C5a. One important 
group of neutrophil chemoattractants are the CXC 
chemokines, characterized by the presence of paired 
cysteines (“C”), separated by any other amino acid 
(“X”) at the C-terminus. CXC chemokines that appear 
to be most critical for neutrophil recruitment include 
IL-8 (CXCL8), MIP-2 (CXCL2), and KC (CXCL1). At 
sites of inflammation, chemoattractants are either 
produced by inflammatory cells (e.g., LTB4 or IL-8), 
liberated from previously synthesized proteins (e.g., 
C5a), or derived from bacteria themselves (e.g., fMLP). 
Although all neutrophil chemoattractants can stimu-
late multiple aspects of neutrophil activation, they 
differ in both their relative potencies and the kinetics 
of their effects [23]. For example, neutrophil mobiliza-
tion from the bone marrow by G-CSF takes 4–6 hours, 
whereas IL-8-driven neutrophil mobilization into 
peripheral tissues takes only minutes [24,25].

Neutrophil responses to chemoattractants and 
other stimuli depend on the presence of specific sur-
face receptors. On the basis of microarray analysis, 
receptors for various inflammatory stimuli are signifi-
cantly expressed only in terminally differentiated neu-
trophils [26]. Important examples include receptors 
for interferon (IFN) α and γ; IL receptors IL-1R, IL4R, 
IL-6R, IL-10R, and IL-17R; tumor necrosis factor 
(TNF) receptors 1 and 2; and CXC and CC chemokine 
receptors such as IL-8R-α and β, CXCR-4 and CCR-1, 
2, and 3. Whereas growth factors and cytokines signal 
through various classes of protein tyrosine kinase–
based receptors, chemoattractants signal mostly via 
G-protein–coupled receptors (GPCRs).

Once a GPCR is activated by its ligand, the recep-
tor undergoes a conformational change, causing acti-
vation of an associated heterotrimeric GTP-binding 
protein (G protein). In neutrophils, the predominant 
G proteins are of the Gi family [27]. All G proteins 
function as “molecular switches,” alternating between 
an inactive guanosine diphosphate (GDP)- and active 
guanosine triphosphate (GTP)-bound state, ultimately 
going on to regulate downstream cell processes.
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leukocytes travel primarily through the center of the 
blood vessel lumen, where flow is fastest. In response 
to proinflammatory signals, both the neutrophils and 
the blood vessels undergo a series of changes. As a 
consequence of vascular dilatation blood flow slows, 
facilitating leukocyte interactions with endothelial 
cells. A process of rolling adhesion ensues, in which 
P- and L-selectins on neutrophils, and E-selectins on 
endothelia, interact with sialyl-Lewisx moieties (s-Lex) 
on their respective partners. These interactions are 
reversible and transient, and prepare the cells for a 
tighter binding step to follow. In response to CXCL8 
(released by tissue macrophages and transported 
actively through the venular endothelial cells [49]), 
complement or formyl peptide fragments generated 
at the inflammatory site, integrins (predominantly 
LFA-1 and CR3 [Mac-1]) already expressed on neu-
trophil surfaces are stimulated to undergo confor-
mational changes that render them adhesive for their 
cognate receptors. Concurrently, macrophage-derived 
TNFα and/or IL-1β induce endothelial cell expression 
of the integrins’ cognate ligands, ICAM-1 and ICAM-2. 
The result is tight binding, and arrest of neutrophil 
motion [50].

Movement of neutrophils out of the circulatory 
system, or diapedesis, requires first the interaction 
between molecules of CD31 (expressed by PMNs 
and also by the intercellular junctions of endothe-
lial cells) allowing the cell to pass through the endo
thelium [51]. The secretion of a broad range of MMPs 
degrades the basement membrane and permits the 
neutrophil passage through the acellular matrix. 
By mechanisms not fully established, the basement 
membrane appears to reseal behind the exited neu-
trophil. Once in the interstitial compartment, neutro-
phils migrate along the chemotactic gradient toward 
the site of injury or infection [52]. The mechanism of 
chemotaxis involves, in part, directed localization of 
chemoattractant receptors to the leading edge of the 
neutrophil (“headlight phenomenon”) and cytoskele-
tal rearrangements to permit unidirectional motion.

Phagocytosis and Bacterial Killing

Once recruited to the inflammatory site, neutrophils 
directly recognize, phagocytose, and destroy foreign 
pathogens. Phagocytosis – a specialized form of endo-
cytosis – is the cellular process of engulfing particles 
by the cell membrane to form an internal phagosome. 
Initiation of phagocytosis can be achieved by neutro-
phil recognition of pathogen-associated molecular 
patterns, or PAMPs, small repetitive molecular motifs 
that are found on bacteria and/or viruses but not on 
mammalian cells. PAMPs are recognized by Toll-like 
receptors (TLRs) [53,54] and other pattern recognition 
receptors (PRRs). Indeed, it has been demonstrated 

Kinases and Kinase Cascades

Intracellular kinases and kinase cascades also partici-
pate in neutrophil regulation. Protein kinase C (PKC) 
is a family composed of three subsets (PKC-α, β, and 
γ) with overlapping but distinct functions. PKCs are 
activated in response to several chemoattractants, 
and studies support a role for PKC in neutrophil sur-
vival and function. Activation of specific isotypes of 
PKC is known to be involved in membrane alteration 
and motility, oxidative phosphorylation, and apopto-
sis modulation of neutrophils. Exogenous activators of 
PKCs, including phorbol myristate acetate (PMA) and 
palmitoyl-2-linoleoylglycerol hydroperoxide (PLG-
OOH), stimulate neutrophil responses such as adhesion 
and O2-generation [37,38]. Moreover, inhibitors of PKC 
(including chelerythrine chloride and staurosporine) 
block stimulation of neutrophil functions [39].

Mitogen-activated protein kinases (MAPK) are a 
family of serine/threonine-specific protein kinases 
that respond to extracellular stimuli (mitogens) and 
regulate cellular activities including gene expression, 
mitosis, differentiation, and cell survival/apoptosis. 
MAPKs include the Erk, p38, and Jun kinase (Jnk) 
subfamilies. In neutrophils, chemoattractants, colony 
stimulating factors, and other stimuli such as LPS are 
capable of activating all three classes of MAPK [40–42]. 
Current evidence support a role for Erk in neutrophil 
activation [43,44], including adhesion and phagocyto-
sis processes [32,45].

Phosphatidylinositol 3-kinases (PI 3-Ks) phospho-
rylate lipid (phosphotidylinositol) targets. The main 
active product of class I PI 3-Ks appears to be phosphati-
dylinositol trisphosphate (PIP3). Chemoattractants 
such as N-formyl-methionyl-leucyl-phenylalanine 
(FMLP) rapidly activate PI 3-K in neutrophils, regu-
lating O–

2 generation, adhesion, chemotaxis [46], and 
degranulation [47]. A role for PI 3-K in the regulation 
of neutrophil survival and apoptosis has also been 
established [48].

The Consequences of Neutrophil 
Activation: Adhesion, Migration,  
And Bacterial Killing

Neutrophil Adhesion and Migration

The ability of bloodstream neutrophils to adhere to 
endothelium is an essential step required to concen-
trate them and direct them to sites of inflammation. 
Membranes on both neutrophils and endothelial 
cells have the capacity to express multiple families of 
interacting adhesion molecules. These include selec-
tins, integrins, and intercellular adhesion molecules 
(ICAMs), as well as sialylated glycoproteins. Under 
noninflammatory conditions, neutrophils and other 
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stimulation (Figure 4A.2). The NADPH oxidase system 
converts oxygen molecules (O2) into superoxide anions 
(O2

–). A second enzyme, superoxide dismutase (SOD), 
then converts O2

– into hydrogen (H2O2), which can 
kill microorganisms. H2O2 can be further converted 
by myeloperoxidase into hypochlorous acid (HOCl, 
chlorine bleach), which also has potent antibacterial 
activity. Whereas the membrane components of the 
NADPH oxidase are localized to specific granules, 
myeloperoxidase is localized to primary granules; 
thus, the production of HOCl cannot occur until both 
granule classes fuse into the phagolysosome.

Oxygen-independent degradation also depends on 
the fusion of granules into the phagolysosome. As 
detailed at the beginning of this chapter, primary, 
specific, and gelatinase granules contain proteolytic 
enzymes such as lysozyme and metalloproteinases, as 
well as defensins and cationic proteins (e.g., bacteri-
cidal permeability inducing protein, BPI) with intrinsic 
antimicrobial properties required for the destruction 
of invading microorganisms [59].

Most recently, a unique, nonphagocytic mechanism 
of bacterial killing has been identified in neutrophils. 
Neutrophil extracellular traps (NETs) are extracel-
lular neutrophil structures composed of chromatin 
and granule proteins that bind and kill microorgan-
isms [60]. In settings of extreme stimulation, and in 
the presence of stress from ROS, neutrophils may 
undergo a novel form of cell death characterized by 
cell membrane breakdown and the release of NETs. 
These NETs can bind and neutralize extracellular 

that human neutrophils are able to express all TLRs 
except for TLR3. Upon TLR stimulation, neutrophil 
shape is altered and phagocytosis is increased [55].

Neutrophil phagocytosis is greatly facilitated by 
opsonization, or the coating of bacterial or other 
targets with immunoglobulins and complement C3b 
fragments. Antibody-coated pathogens are recognized 
by both complement and immunoglobulin Fc recep-
tors on the neutrophil surface [56,57]. Neutrophils 
possess receptors to the IgG isotypes IgG1 and IgG3 
(FcγRI [CD64], FcγRII [CD32], and FcγRIII [CD16]). 
Opsonization of bacteria by immunoglobulins plays 
a particularly important role in the response of neu-
trophils to bacteria with polysaccharide capsules, 
since their capsules help them evade direct phagocy-
tosis [58].

Neutrophil mechanisms of pathogen destruction 
are multiple, and involve granule fusion, toxic oxygen 
radical production, activation of latent proteolytic 
enzymes, and the activity of antibacterial proteins. The 
phagosome undergoes fusion with neutrophil granules 
to form a phagolysosome, the protected space in which 
pathogen degradation occurs.

Oxygen-dependent degradation of pathogens 
requires a NADPH oxidase system and a respira-
tory burst: a rapid production and release of reac-
tive oxygen species (ROS) such as NO, superoxide 
anion, and hydrogen peroxide, all of which are highly  
toxic to bacteria. The NADPH oxidase enzyme is a 
membrane-bound multimeric complex that assembles 
from membrane and cytoplasmic proteins upon cell 
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of context on the determination of inflammatory 
outcomes.

Cytokine Production

Although the neutrophil protein synthetic appara-
tus is partly disabled, neutrophils remain capable 
of limited protein synthesis, including the produc-
tion of cytokines. Cytokines released by neutrophils 
include MIP-1-α and β (CCL3 and CCL4), transform-
ing growth factor-β (TGF-β), as well as IL-8 (CXC8), 
growth-related oncogene-α (Gro-α/CXCL1), and the 
granulocyte chemotactic protein-2 (CXCL6) [67]. IL-1α 
and β, TNFα, and IL-6 may also be produced by neu-
trophils, although this remains a matter of discrep-
ancy [68]. The production of each chemokine requires 
a relatively selective combination of stimulants [69]. 
For example, in the presence of LPS and TNFα, only 
IL-8, Gro-α, and MIP-1-α are produced, while LPS and 
IFNγ additionally induce the synthesis of CXCL 9 and 
10. Neutrophils under conditions of inflammation may 
upregulate the synthesis not only of the cytokines, but 
also of their cognate receptors, leading to autocrine-
stimulation loops that regulate cell trafficking and 
immune responses [70].

B-lymphocyte stimulator (BLyS), a member of 
the TNF superfamily of ligands, and TNF-related 
apoptosis-inducing ligand (TRAIL) have been reported 
to be secreted by G-CSF and IL-8–timulated neutro-
phils, respectively [71,72]. Whereas BlyS supports the 
survival and maturation of B cells, TRAIL acts to stim-
ulate the antitumor and antiviral actions of T cells. 
Through these and other products, neutrophil activa-
tion may not only provide direct attack on pathogens, 
but also support the transition from innate to adaptive 
immunity.

Just as neutrophils have the capacity to make 
anti-inflammatory lipids, they may also produce 
anti-inflammatory proteins. TGF-β has a dual role. On 
the one hand, it is a potent chemoattractant for human 
neutrophils [73], and enhances neutrophil cytokine 
production, including that of TGF-β itself [74]. On the 
other hand, TGF-β also has potent antiinflammatory 
effects [75] that may contribute to the resolution of the 
inflammatory state. Activated neutrophils also pro-
duce IL-1 receptor antagonist (IL-1Ra), an endogenous 
inhibitor of IL-1β signaling [76]. The value of recombi-
nant IL-1Ra (anakinra) in the treatment of autoinflam-
matory conditions such as Still’s disease [77] highlights 
the biological importance of endogenous IL-1Ra.
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Finally, the application to neutrophils of the new para-
digm of apoptosis, defined as the process of regulated 
cell death that prevents release of their cytotoxic and 
proteolytic contents, is now used to explain how some 
processes lead to resolution of inflammation or infec-
tion without tissue damage, simply by allowing neu-
trophil apoptosis to occur.

Neutrophil Differentiation, Maturation, 
and Other Generalities

Polymorphonuclear neutrophils are the most abun-
dant circulating leukocyte type in humans, normally 
present at 2.5–7.5 × 109 cells/L in the blood. PMN are 
members of the granulocyte family of leukocytes, which 
also comprises eosinophils and basophils and that 
were thus named because they are not well stained 
either by eosin, a red acidic stain, or by methylene 
blue, a basic or alkaline stain. All three types of gran-
ulocytes contain heterogeneous cytoplasmic granules 
(500–1,500/neutrophil), which are storage pools for 
mostly cell-specific intracellular enzymes, cationic 
protein, receptors, and discrete proteins. A morpho-
logical peculiarity of the neutrophil concerns their 
nucleus, which is polymorphous and usually consists 
of three to five sausage-shaped masses of chromatin 
connected by fine threads.

Mature neutrophils are terminally differentiated, 
nondividing cells, with a rich supply of cytoplasmic 
glycogen. They develop and maturate in the bone mar-
row from pluripotent CD34+ stem cells (over a 7–14 day 
period, at a rate of approximately 5–10 × 1010 cells on 
a daily basis), under the regulatory effects of several 
colony-stimulating factors (CSFs), including interleu-
kin-3 (IL-3), granulocyte-macrophage CSF (GM-CSF) 
and granulocyte CSF (G-CSF). Transcriptional profil-
ing studies have suggested that, whereas macrophages 
represent the default myeloid cells that mature, 

Introduction

Polymorphonuclear neutrophil leukocytes (PMN) are 
“professional” phagocytic cells of the innate immune 
system that act as the first line of defense against 
invading pathogens, principally bacteria and fungi but 
also viruses. Because of their powerful microbicidal 
equipment, they have a major role in inflammatory 
responses other than anti-infectious defenses. In fact, 
after agonist challenge, neutrophils have the capacity 
to generate reactive oxygen species (ROS) and release 
lytic enzymes with potent antimicrobial activity, 
which are all essential for pathogen killing. Conversely, 
PMN-derived ROS and proteases may also damage the 
surrounding tissues if released in an uncontrolled man-
ner, as observed in inflammatory diseases dominated 
by neutrophils. Nevertheless, it is now clear that the 
role of neutrophils goes far beyond phagocytosis and 
pathogen killing, as uncovered in the past two decades 
(Figure 4B.1). For instance, it has been documented 
that neutrophils have the capacity to migrate toward 
the lymph nodes and to express major histocompat-
ibility complex class II (MHC II) molecules, once 
appropriately activated. An additional and fascinating 
aspect that has gradually come to light is the ability of 
neutrophils to newly express a number of genes, whose 
products lie at the core of inflammatory and immune 
responses. Not only neutrophils synthesize numerous 
proteins involved in their effector functions, including 
some complement components and Fc receptors, but 
they also produce a variety of cytokines and chemok-
ines. Since the latter molecules exert a broad spectrum 
of biological activities, it is reasonable to assume that 
neutrophils, by producing and releasing cytokines, 
may significantly contribute to the regulation of many 
different processes and, in turn, act as key regulators 
of cross talks among immune, endothelial, stromal, 
and parenchymal cells, as well as important players 
in autoimmune diseases and antitumoral responses. 
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granulocytes arise through the selective expression  
of a subset of transcription factors (Egr1, HoxB7, 
STAT3) during differentiation. Colony-stimulating fac-
tors exert their growth and differentiation effects on  
progressively more committed stages of cell matura-
tion, starting from the myeloblast, the promyelocyte, 
the myelocyte, the metamyelocyte, the nonsegmented 
granulocyte (band neutrophils), and, finally, the 
mature neutrophil with segmented nuclei. Targeted 
genetic disruption experiments in mice have clearly 
shown that G-CSF and its receptor are essential for 
the maintenance of normal levels of blood neutrophils. 
Importantly, both GM-CSF and G-CSF can also posi-
tively influence the survival and functions of mature 
neutrophils.

Within the circulation, PMNs are 10–20 nm in 
diameter and exist in two pools in a dynamic equilib-
rium: a circulating pool and a “marginated” pool, the 
latter believed to be sequestered within the microvas-
culature of many organs. Cell-labeling experiments 
have shown that the lifespan of neutrophils in the cir-
culation is short, with a half-life of approximately 7–12 
hours. In the resting uninfected host, the production 
and elimination of neutrophils are balanced, resulting 
in fairly constant concentration in peripheral blood. 
Neutrophil turnover must therefore be under strict 
control, as demonstrated by the spontaneous apoptosis 

that neutrophils undergo before their removal by mac-
rophage in the lung, spleen, and liver. During patho-
logical conditions (for instance, during a bacterial 
infection), the number of circulating neutrophils dra-
matically increases (even up to 10-fold, a condition 
called neutrophilia), as a result of either an accelerated 
release of neutrophils from the bone marrow com-
bined with a stimulated maturation of immature neu-
trophils by CSFs, or a demargination from the lungs or 
the spleen. Under these conditions, the generation of 
specific chemotactic agents triggers the migration of 
neutrophils to the site of infection where their phago-
cytic activities and defensive functions are exerted. In 
the absence of an inflammatory stimulus, one mech-
anism shown to control the release and reuptake of 
neutrophils in the mouse bone marrow involves the 
interaction of stromal cell–derived factor-1α /CXCL12 
and its cognate receptor on the neutrophil, CXCR4. 
Expression of CXCR4 increases, in fact, as neutro-
phils age, and consequently is thought to result in 
cells homing to murine bone marrow. The importance 
of CXCR4 is illustrated by the findings in patients 
with the myelokathexis syndrome, also referred to as 
WHIM (warts, hypogammaglobulinemia, infections, 
and myelokathexis) syndrome, which is now specifi-
cally attributable to a defect in CXCR4 expression. 
Patients who have this disorder have severe leukopenia 
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Figure 4B.1.  Potential effector functions of neutrophils at sites of infection and inflammation.
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and neutropenia, with accumulation of neutrophils  
in the bone marrow and alterations in the trafficking 
of lymphocytes and hematopoietic progenitor cells as 
well.

Neutrophil Microbicidal Mechanisms

Neutrophils have been described as mobile arsenals 
that seek and destroy a variety of targets, mainly fol-
lowing phagocytosis. Two primary processes are uti-
lized by neutrophils to eliminate invading pathogens. 
One of them involves the generation of ROS, which 
include O2

– (superoxide anion), H2O2 (hydrogen perox-
ide), singlet oxygen, and other products derived from 
the metabolism of H2O2. The other process involves the 
release of their intracellular granules, which contain 
lytic enzymes and antimicrobial polypeptides. The 
former mechanism is referred to as the “respiratory 
burst,” which is defined as an increase in the oxida-
tive metabolism following the uptake of particles, or 
in response to soluble inflammatory stimuli, leading to 
the generation of O2

– through the activation of an enzy-
matic system that is unique to phagocytic cells (neu-
trophils, eosinophils, monocytes, and macrophages), 
the NADPH oxidase. This latter enzyme consists of a 
multiprotein complex which is dissociated and thus 
dormant in unstimulated PMN, formed by a flavocy-
tochrome-b558, which is an heterodimer of gp91phox and 
p22phox (phox standing for phagocyte oxidase) chains, 
four cytoplasmic components, namely p40phox, p47phox, 
p67phox, and the small GTP-binding regulatory protein, 
Rac1/2. Upon cell stimulation, the cytosolic components 
become phosphorylated and assemble together with 
the cytochrome and Rac1/2 on the plasma membrane, 
thus forming the active enzyme. NADPH oxidase then 
produces the superoxide free radical by catalyzing the 
transfer of electrons from NADPH to molecular oxygen. 
Once discharged into the phagosome, O2

– is converted 
to hydrogen peroxide (by superoxide dismutase), which, 
in the presence of neutrophil myeloperoxidase and the 
abundant Cl– ions taken up from extracellular fluids, is 
metabolized into hypochlorous acid (HOCl). The latter, 
in addition to numerous other microbicidal oxidants, 
synergizes with granule proteins to kill microbes in the 
neutrophil phagosome. While O2

– and H2O2 are mod-
erately bactericidal, the production of HOCl is one of 
the neutrophil’s major weapons against microbes. 
Furthermore, O2

– can act as a substrate for the reac-
tions with other cellular radicals, for example, O2

– reacts 
with nitric oxide to form the very reactive peroxynitrite 
(OONO–) molecule, a potent cytotoxic oxidant. In the 
phagosome, the high concentrations of ROS are very 
toxic, and, ultimately, contribute to the killing of the 
phagocytosed microbe. The same oxidants can how-
ever damage “innocent bystanders” and provoke the 
tissue destruction. Interestingly, neutrophils contain 

large reserves of endogenous antioxidants, including 
glutathione and ascorbate, which serve to protect them 
from the oxidative stress.

The critical role of NADPH oxidase and its prod-
ucts in host defense is best illustrated by chronic 
granulomatous disease (CGD), which is a rare 
condition with an incidence of about 1/250,000 indi-
viduals. CGD is the most common clinically signifi-
cant inherited disorder of neutrophil function, in 
which mutations in any of the NADPH oxidase com-
plex subunits (except p40phox) can lead to a severe 
immunodeficiency characterized by defective kill-
ing of phagocytosed pathogens by phagocytic leu-
kocytes because of their inability to generate ROS. 
This condition leads to recurrent life-threatening 
infections that are difficult to treat and which can 
lead to early death. These infections typically involve 
microorganisms for which oxidant-mediated kill-
ing is particularly critical for effective host defense, 
including Staphylococcus aureus, Aspergillus species, 
Nocardia, and a variety of Gram-negative enteric 
bacilli. Additional and distinctive hallmarks of CGD 
patients are aberrant inflammatory responses and 
the formation of inflammatory tissue granulomas, 
which can obstruct the gastric outlet or urinary 
tract or cause granulomatous colitis and the symp-
toms of inflammatory bowel disease. Such chronic 
inflammatory complications are thought to reflect 
an important role for superoxide in downregulating 
the inflammatory response, even though a definitive 
confirm is required.

The second mechanism used by neutrophils for 
the elimination of pathogens relies on the release and 
activity into the phagosome of potent degradative 
enzymes contained in their granules (Figure 4B.2). 
Granule proteins are cytotoxic and immune regu-
latory molecules synthesized at defined stages of 
neutrophil maturation in the bone marrow, with no 
further de novo expression occurring once the PMN 
has entered the bloodstream. Traditionally, neutrophil 
granules are subdivided into peroxidase-positive gran-
ules (based on the presence of myeloperoxidase), also 
called primary or azurophil granules, and peroxidase-
negative granules that include the specific (second-
ary) granules, the gelatinase (tertiary) granules, and 
the secretory vesicles. Distinctions between granule 
classes can be made upon analysis of marker pro-
teins, even if their strict compartmentalization is not 
a dogma (Figure 4B.2). For instance, proteinase 3, a 
serine protease described in azurophil granules is also 
localized in the membrane of secretory vesicles, the 
most mobilizable compartment of neutrophils, and in 
the plasma membrane as well.

The azurophilic or primary granules, so named 
because they are the first to appear during hemopoi-
esis in the promyelocyte stage, constitute the densest 
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The second major type of granule is termed spe-
cific or secondary. Specific granules are formed in the 
myelocytic stage, are less dense and smaller than the 
azurophil ones, and stain heavily for glycoproteins. 
They are known to contain relatively unique constit-
uents, including collagenase, haptoglobin, and vita-
min B12-binding protein. Secondary granules mainly 
participate in the antimicrobial activities of the PMN 
by mobilization of their arsenal of antimicrobial sub-
stances, for example, lactoferrin, NGAL (neutrophil 
gelatinase-associated lipocalin), lysozyme, hCAP18 
(cathelicidin human cationic antimicrobial protein of 
18 kDa, the proform of LL-37), and pentraxin-3, either 
to the phagosome or the exterior of the cell, their mobi-
lization being very important in modulating inflam-
mation. In general, the mechanisms of the inhibitory 
effect of antimicrobial proteins include depriving ions 
essential for microbial survival, degrading structural 
components of microorganisms (e.g., peptidoglycan), 
and disrupting the integrity of target cell membrane 
by punching pores in the membrane or by perturbing 
membrane integrity.

granule populations and undergo limited exocytosis in 
response to stimulation. Azurophil granules are pack-
aged with acidic hydrolases and antimicrobial proteins 
and they are believed to contribute primarily to the 
killing and degradation of engulfed microorganisms 
that take place in the phagolysosome. They contain 
myeloperoxidase (MPO, which is responsible for the 
characteristic greenish color of pus and is often used 
as specific marker for azurophilic granules), hydro-
lases, lysozyme, matrix metalloproteinases, and three 
structurally related serprocidins (serine proteases 
with microbicidal activity): proteinase-3, cathepsin G, 
and elastase, which display proteolytic activity against 
a variety of extracellular matrix components, such as 
elastin, fibronectin, laminin, type IV collagen, and 
vitronectin. Azurophil granules also contain antimi-
crobial molecules such as bactericidal/permeability-
increasing protein/BPI (which is important for killing 
Gram-negative bacteria) and α-defensins, a family 
of small cysteine-rich antibiotic peptides with broad 
antimicrobial activity against bacteria, fungi, and cer-
tain enveloped viruses.
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Figure 4B.2.  Main constituents of neutrophil granules.
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needed at the same time. Primary neutrophil defects 
causing disorders of degranulation are very rare. Two 
such genetic disorders affecting neutrophil granules 
have been described, the Chediak–Higashi syndrome 
and the neutrophil-specific granule deficiency, both 
of which are associated with increased frequency of 
bacterial infections. Another common disorder of 
granules is the MPO deficiency, the most common 
inherited disorder of phagocytes, in which deficiency 
in MPO prevents the formation of hypochlorous acid 
from chloride and hydrogen peroxide. There is a 
remarkable lack of clinical symptoms in most indi-
viduals with MPO deficiency, despite in vitro defects 
in the neutrophil ability to kill Candida albicans and 
Aspergillus fumigatus hydra.

Neutrophil Receptors

Since their interactions with the external milieu are cru-
cial for innate responses, neutrophils have developed a 
recognition apparatus that is able to specifically bind a 
wide range of extracellular ligands. Following ligation 
of one or more types of surface receptors, neutrophils 
generate a number of activation steps, via the genera-
tion of a cascade of intracellular “second messengers.” 
These steps are biochemical events which mediate the 
transmission of biological information between mem-
brane receptors and various intracellular components 
involved in specific effector functions. Consequently, 
neutrophil receptors are able to regulate a wide range 
of functions, including adhesion, migration, phagocy-
tosis, survival, cell activation, gene expression induc-
tion, proinflammatory mediator release, and target 
cell killing. The transduction machinery is mainly, 
but not exclusively, located in the plasma membrane 
and is composed of a series of enzymes (i.e., kinases, 
phosphatases, adenylate cyclase, phospholipases, and 
other enzymes involved in lipid metabolism) or regu-
latory proteins (G-protein subunits, channel proteins, 
anchoring and adaptor proteins) which, in turn, gener-
ate, or whose activities are regulated by, several other 
second messengers (calcium ions, inositol phosphates, 
diacyglycerol, phosphatidate, cAMP, and so forth). A 
nonexhaustive list of neutrophil receptors includes   
(i) receptors for proinflammatory mediators (i.e., the 
anaphylotoxin complement component C5a, leukot-
riene B4 [LTB4], platelet-activating factor [PAF], sub-
stance P, and bacterial formylated peptides typified by 
fMLP); (ii) receptors for cytokines such as interferon-γ 
(IFNγ), IL-1, IL-4, IL-6, IL-10, IL-13, IL-15, IL-18, tumor 
necrosis factor-α (TNFα), G-CSF, GM-CSF, and many 
others; (iii) receptors for chemokines, including those 
for IL-8/CXCL8 and GROα/CXCL1, called CXCR1 
and CXCR2; (iv) receptors/adhesion molecules for the 
endothelium (see later); (v) receptors for tissue matrix 
proteins and for lectins; and (vi) opsonin receptors, 

Tertiary granules (whose primary constituent is 
gelatinase, a metallo-enzyme) are produced at the 
metamyelocyte stage during differentiation and more 
easily exocytosed by mature neutrophils than second-
ary granules. These characteristics reflect the fact that 
tertiary granules are important primarily as a reservoir 
of matrix-degrading enzymes and membrane recep-
tors needed during PMN extravasation and diapedesis. 
Thus, whereas the larger specific granules are rich in 
antibiotic substances, the smaller gelatinase granules 
are not. Finally, the secretory vesicles (the fourth type 
of granules) are created by endocytosis during terminal 
neutrophil maturation in the bone marrow and are the 
most readily mobilizable. The propensity for exocytosis 
is reflected in the density of vesicle-associated mem-
brane protein (VAMP-2), a fusogenic protein associated 
with the granule membrane. Secretory vesicles contain 
plasma proteins like albumin and thus do not release 
toxic substances when they fuse with the plasma mem-
brane and empty their content. Their importance lies 
in their membrane, which is the main store of recep-
tors (including β 2-integrins, the complement receptor 
1 [CR1], receptors for formylated bacterial peptides 
(formylmethionyl-leucyl-phenylalanine [fMLP]-recep-
tors), CD14, the Fcγ III receptor CD16, and the metal-
loprotease leukolysin), which, when translocated to the 
cell surface, allow the neutrophil to interact with other 
ligands and to respond to soluble mediators. Thereby, 
the relatively inactive, on the endothelium rolling PMN, 
is transformed into a cell that is capable of interact-
ing with the endothelium, monocytes, and dendritic 
cells (DC) and to better receive inflammatory signals 
from the environment. An additional protein described 
to be stored in secretory vesicles is heparin-binding 
protein (HBP, also known as CAP37 and azurocidin), 
whose release at the initial stage of PMN extravasation 
is thought to be of essential importance in the PMN-
induced increase in vascular permeability. Finally, 
peroxidase-negative granules also contain three met-
alloproteases with great physiological and pathophy
siological significance, namely collagenase, matrix 
metalloproteinase-8 (MMP-8), gelatinase (MMP-9), 
and leukolysin (MMP-25) (Figure 4B.1).

It is now established that PMN granules are not 
just emptied like bags, but are rather released upon 
specific signals that the PMN senses in the local envi-
ronment. The mechanisms underlying the secretion of 
the four morphologically distinct populations of gran-
ules may be under separate control, as reflected by the 
order of exocytosis observed after ionophore-induced 
progressive elevation of cytosolic calcium:  secre-
tory vesicles, gelatinase granules, specific granules, 
and, lastly, azurophilic granules. It is thus plausible 
that during its journey from the bloodstream to the 
inflammatory site, the PMN releases its granules in a 
hierarchical order because not all stored proteins are 
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studies mainly performed in macrophages or DCs  
of gene-targeted mice, it has emerged that LPS trig-
gers two classes of genes via TLR4, whose regula-
tory signals are transduced by discrete intracellular  
adaptor molecules with TIR (Toll-IL-1 receptor) 
domains that bind to the same TLR4. One class is  
defined as “MyD88 (myeloid differentiation factor- 
88)-dependent,” because it is not induced in MyD88– / – 
mice, and that mostly includes proinflammatory  
mediators such as TNFα, IL-1, IL-12p40, and CXCL8. 
In this pathway, MyD88 and TIRAP/MAL (TIR 
domain containing adapter protein/myeloid differ-
entiation factor-88 adapter-like protein) mediate a 
rapid and early activation of the transcription fac-
tor NF-κB, whose nuclear translocation is essential 
for transcriptional induction of the above-mentioned 
proinflammatory genes. The other class is defined 
as “MyD88-independent” because it relies on a more 
delayed activation of both NF-κB and IRF (IFN-
regulatory factor)-3 transcription factors in MyD88– / – 
mice, which ultimately lead to the expression of IFNβ 
and subsequently to an IFNβ-dependent STAT1 activa-
tion. Genes that belong to this last class are thus reg-
ulated by endogenous IFNβ and activated in a more 
delayed manner compared to those of the “MyD88-
dependent” pathway. They include, for instance, a 
number of antiviral genes, Th1-activating chemokines 
such as MIG (monokine induced by IFNγ)/CXCL9, 
IP-10 (IFN-inducible protein-10)/CXCL10 and I-TAC 
(IFN-inducible T-cell alpha chemoattractant)/CXCL11, 
anticancer molecules such as TRAIL (TNF-related 
apoptosis-inducing ligand), and iNOS (inducible NO 
synthase). Along the “MyD88-independent” pathway, 
both the TRIF (TIR domain-containing adapter induc-
ing IFNβ) and TRAM (TIR domain-containing adapt-
er-inducing IFNβ-related adapter molecule) adaptor 
proteins transduce the activation of redundant protein 
kinases, TBK1 (TRAF family-associated NF-κB bind-
ing kinase [TANK]-binding kinase-1) and IKK (IκB 
kinase, IKK)-ε, which phosphorylate IRF3 on Ser/Thr 
residues. As a result, IRF3 dimerizes, translocates to 
the nucleus, associates with other coactivators (for 
instance, CBP/p300), and ultimately contributes to 
activate IFNβ gene transcription.

Recent studies, aimed at clarifying the molecu-
lar mechanisms whereby the LPS–TLR4 complex 
transduces its signals in human neutrophils, have 
uncovered that LPS does not mobilize the so-called 
MyD88-independent pathway for its inability to 
activate TBK1 and, in turn, IRF3 phosphorylation 
(Figure 4B.3). Consequently, neither IFNβ nor all the 
genes classically grouped as “IFNβ-dependent” is 
inducible in LPS-treated neutrophils. Curiously, lack 
of TBK1 activation by TLR4 ligands occurs despite 
the constitutive expression of all the intracellular 
signaling and regulatory components involved along 

such as those for the Fc portion of γ-immunoglobulins 
(FcγRs) and those for the major cleavage fragments of 
the complement system (CRs). Neutrophils constitu-
tively express the low-affinity FcγRs (FcγRIIA/CD32A 
and FcγRIIIA/CD16A), and, when exposed to IFNγ or 
G-CSF, the high-affinity FcγR (FcγRI/CD64) as well. 
CR expressed by neutrophils are CR1 (also known as 
CD35), which binds to complement components C1q, 
C4b, C3b, and Mannan-binding lectin (MBL); CR3 
(α Mβ 2 integrin, CD11b/CD18, or MAC-1), which binds to 
iC3b, ICAM-1, and some microbes; CR4 (α Xβ 2 integrin, 
CD11c/CD18), which binds to iC3b. By expressing these 
latter receptors, neutrophils are able to recognize and 
bind, in a cooperative manner, IgG-opsonized parti-
cles and/or complement-opsonized microbes, and then 
activate their phagocytosis.

Neutrophils also express a variety of pattern rec-
ognition receptors (PRRs). The latter represent an 
emerging class of sensors that function by recogniz-
ing the so-called pathogen-associated molecular pat-
terns (PAMPs). The latter ligands constitute a limited 
set of conserved molecular patterns that are unique 
to microbes and that induce signaling cascades that 
ultimately activate a plethora of effector mechanisms 
by immune and nonimmune cells, which all serve to 
clear the invading pathogens. PRRs are involved in the 
initiation of the inflammatory response upon infec-
tion, activating multiple pathways of host defense, 
cytokine production, cell survival, and ROS produc-
tion, without, by themselves, triggering phagocytosis. 
Examples among PRRs include the Toll-like recep-
tors (TLRs) and nucleotide-binding oligomeriza-
tion domain (NOD) proteins, two families of innate 
immune recognition receptors which are required 
for the detection of a broad range of microbial prod-
ucts including, for instance, lipopolysaccharide (LPS, 
recognized by TLR4), peptidoglycan and bacterial 
lipopeptides (recognized by TLR2), foreign DNA (rec-
ognized by TLR9), viral RNA (recognized by TLR3, 7, 
and 8), and muramyldipeptide (recognized by NOD1). 
Neutrophils express all TLRs (with the exception of 
TLR3), whose activation has been shown to influence 
many functional responses. For instance, engage-
ment of TLR can  (a) modulate neutrophil expres-
sion of adhesion molecules; (b) regulate neutrophil 
recruitment directly through effects on chemokine 
receptor expression and indirectly through effects 
on CXCL8 generation by neutrophils themselves;  
(c) “prime” (see later) neutrophils for enhanced ROS 
production; (d) prolong neutrophil survival both 
directly and indirectly (via monocyte activation). 
Crucial in the regulation of many neutrophil effec-
tor functions is TLR4. Being the specific receptor for 
LPS, great efforts have been made to characterize 
the molecular mechanisms whereby TLR4 regulates 
the expression of target genes in myeloid cells. From 
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neutrophils are able to activate antiviral responses 
via helicase recognition and thus contribute to local 
or systemic IFNβ production.

The Role of Neutrophils in Acute 
Inflammation

When pathogenic agents enter into (or localize within) 
a tissue, neutrophils are rapidly recruited to the 
infected site by a sequence of events that begins with 
the elaboration of mediators able to promote their 
migration from the intravascular compartment. Such 
inflammatory mediators include not only cytokines 
such as TNFα, IL-1β, or IL-17A (this latter being one of 
the most abundant product of the Th17 subset of proin-
flammatory T lymphocytes), which orchestrate neutro-
phil recruitment through their capacity to trigger the 
production of chemotactic factors, but also various 
products derived from numerous sources, including 
activated plasma components and tissue macrophages 
or endothelial cells. Classical chemotactic factors 
include C5a, LTB4, fMLP, and chemokines of the CXC 
family (CXCL8/IL-8, CXCL1/GROα, CXCL5/epithelial 
cell neutrophil-activating protein-78, etc.), the latter 
molecules representing the main and more specific 
chemoattractant involved in neutrophil recruitment, 
according to many in vivo (gene-targeted) models.

When neutrophils need to be recruited to an 
inflammatory site, they adhere to endothelial cells, 
transmigrate by diapedesis (the process of squeezing 
between endothelial lining cells), and crawl toward a 
corresponding chemotactic gradient (a process called  
chemotaxis) to the injury site. The detection of chemot-
actic stimuli by neutrophils leads, in fact, to the activa-
tion of signaling pathways, cytoskeletal rearrangement, 
and changes in cell surface molecules that coordinate 
to facilitate migration. Recently, chemotaxis has been 
shown to be dependent on phosphoinositide 3-kinase 
(PI3K)-γ, which belongs to a family of class I PI3Ks. 
Adhesion of blood neutrophils (and of other leukocytes 
as well) to the endothelium during inflammation is a 
multistep and highly complex phenomenon, which  
requires specific leukocyte–endothelial interactions 
involving different families of adhesion molecules, 
which may vary according to the precise stimulatory 
conditions. Adhesion molecules include members of 
the selectin family and their cognate carbohydrate and 
glycoprotein ligands, which mediate leukocyte deceler-
ation along the vessel wall (a process called “rolling”), 
as well as the integrins and their cognate immunoglob-
ulin superfamily ligands, which mediate high-affinity 
adhesion of leukocytes to venules. Neutrophil integ-
rins consist of a family of at least three different glyco-
proteins, each one composed of an identical β-subunit 
(β 2, known as CD18) noncovalently linked to differ-
ent α-subunits (known as CD11a/CD18, lymphocyte 

the MyD88-independent cascade, including TRAM, 
TRIF, NAP1, TRAF3, TBK1, IKKε, and IRF3 in neu-
trophils. In view of the fact that the other known 
TLR-dependent transduction pathway ultimately sig-
naling through TBK1 and IRF3, namely the “TLR3/
TRIF-dependent pathway,” is also nonfunctional in 
neutrophils (for their lack of TLR3 expression) it is 
intriguing that human neutrophils should constitu-
tively express TBK1 and IRF3. This puzzle has been 
recently clarified, as revealed by capacity of human 
neutrophils to trigger an immunoregulatory and anti-
viral gene expression program, in response to intra-
cellularly administered polyinosinic:polycytidylic 
acids [poly(I:C)], specifically via TBK1 and IRF3 acti-
vation (Figure 4B.3). Poly(I:C) is a synthetic mimetic 
of viral double-stranded RNA (dsRNA), which is 
known to interact either with endosomal TLR3 or 
with cytoplasmic RNA helicases (involved in viral 
RNA recognition) such as MDA5 (melanoma differ-
entiation-associated gene 5) and RIG-I (retinoic acid–
inducible gene I). Accordingly, human neutrophils 
constitutively express significant levels of both MDA5 
and RIG-I. The biological relevance of these findings 
were strengthened by the observations that murine 
neutrophils infected with picornaviruses such as 
encephalomyocarditis virus (EMCV), whose dsRNA 
recognition specifically requires MDA5 (Figure 4B.3), 
were found to produce large amounts of either IFNβ 
or TNFα. Taken together, these data have revealed that 
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receptors. The phenotype of this disorder is similar 
to LAD-I, but it can also be associated with defects in 
integrin-mediated platelet aggregation and excessive 
bleeding.

After the process of emigration, during which neu-
trophils undergo shape changes and mobilize their 
granules to the cell surface, cells arrive to infection 
foci, where they adhere to extracellular matrix com-
ponents such as laminin and fibronectin, and begin 
to react with the etiopathogenetic agent. When neu-
trophils are exposed to inflammatory mediators such 
as cytokines (IFNγ, GM-CSF, G-CSF) or LPS, they 
become “primed” or hyperresponsive to subsequent 
activating stimuli, in this way acquiring the capacity to 
exhibit maximal degranulation and respiratory burst 
responses and enhanced cytokine and lipid mediator 
release. Accordingly, agents that “prime” neutrophils 
usually also extend their lifespan by inhibiting apop-
tosis. In addition, activated neutrophils at inflamma-
tory sites also synthesize large quantities of important 
inflammatory lipid mediators, including LTB4 and 
PAF, which together facilitate the extravasation and 
recruitment of additional waves of granulocytes to 
inflamed tissues.

Although neutrophil granulocytes do not appar-
ently show any particular specificity for antigens, they 
nevertheless play an important role in host protection 
against microorganisms, by eliminating them through 
phagocytosis (the process of eating particles). In fact, 
many cells in our body are capable of phagocytosis, but 
only neutrophils and macrophages do it to an extent 
sufficient to consider them as “professional phagocytes” 
(up to 10–12 particles [e.g., bacteria] can be engulfed 
by a single neutrophil [see Figure 4B.4]). Phagocytosis 
is triggered upon the binding of opsonized microor-
ganisms through, for instance, FcγRs and CRs, or 
through nonspecific glycosylated receptors that recog-
nize certain lectins on target microorganisms. During 

function antigen [LFA-1], CD11b/CD18 [Mac-1], CD11c/
CD18 [p150,95], and CD11d/CD18). Upon encounter-
ing chemoattractants, probably displayed bound to  
glycosaminoglycans on the vessel wall, integrins  
are converted from an inactive to an active con-
formation. Activated integrins then interact with 
counter-receptors (e.g., ICAM-1 [intercellular adhe-
sion molecule-1] and ICAM-2) on the surface of the 
endothelium, to lead to the strong adhesion and 
arrest of the leukocyte. The neutrophils then flatten 
and migrate between and right through the endothe-
lial cells of postcapillary venules to the surrounding 
tissue, following the gradient of specific chemotactic 
factor(s). The former process involves homophilic 
interaction of CD31 and JAM-A on neutrophils and 
endothelial cells where CD31 and JAM-A act sequen-
tially to mediate neutrophil migration through the 
venular walls. The process of transmigration under 
the influence of adhesion molecules or chemotac-
tic factors, as well as the exposure to other stimuli 
in local tissues, often result in a marked release by 
neutrophils not only of preformed proinflammatory 
mediators, such as those contained in the granules, 
but also in the rapid production of ROS or the activ
ation of cytokine gene expression.

The fundamental importance of adhesive glycopro-
teins for the neutrophil functions in vivo is illustrated 
by those individuals, genetically lacking the leukocyte 
adhesive proteins, who display an abnormally high 
susceptibility to bacterial infections. Several types of 
leukocyte adhesion deficiency (LAD) disease have been 
identified. LAD-I is an autosomal recessive disorder in 
which mutations of the β2 integrin family typically 
eliminate expression of all three integrin complexes. 
Because of the multiple defects in adhesion-related 
functions, LAD-I patients develop recurrent bacterial 
and fungal infections, typically with S. aureus or Gram-
negative enteric microbes. Characteristic clinical fea-
tures include frequent skin and periodontal infections, 
delayed separation of the umbilical cord and ompha-
litis, and deep tissue abscesses. Neutrophilia with 
paucity of neutrophils at inflamed or infected sites is 
also characteristic. LAD-II, caused by mutations in the 
membrane transporter for fucose, is associated with 
loss of expression of fucosylated glycans on the cell 
surface. Fucosylated proteins such as sialyl-Lewis X 
(CD15s) are ligands for endothelial selectins and are 
important for the early phases of leukocyte adhesion 
to endothelial cells. Patients with LAD-II also have 
leukocytosis and form pus poorly, although infections 
tend to be less severe in LAD-II patients compared to 
LAD-I patients. Finally, LAD-III has been described in 
four patients and appears to be an autosomal reces-
sive disorder. LAD-III is characterized by defects in 
cell signaling that interfere with activation of multiple 
classes of integrins downstream of G-protein–coupled 

Figure 4B.4.  Smear of neutrophils that have phagocytosed 
opsonized red cells.
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be another major explanation for the pathology seen 
in CGD.

While all of the above-mentioned events are nec-
essary and essential for neutrophil-mediated micro-
bicidal activity and digestion of engulfed particles, 
the same effector mechanisms can also be involved 
in other effects of PMN, such as amplification of the 
inflammatory process, preparation of the tissue-
healing processes, tumoricidal activity and cytotoxic-
ity, and tissue matrix injury if ROS and proteases are 
massively released or leaked into the external milieu.

Neutrophil-Derived Cytokines

Cytokines orchestrate the complex networks mediat-
ing the myriads of cellular interactions that ultimately 
regulate effector cell functions. T cells, DC and natu-
ral killer (NK) cells, monocytes, and macrophages are 
considered to be major producers of cytokines during 
natural and adaptive immunity. However, numerous in 
vitro and in vivo studies have made it clear that PMNs 
also have the ability to synthesize and release immuno-
regulatory cytokines. Such findings, while challenging 
the traditional concept of neutrophils viewed as “ter-
minally differentiated cells, devoid of transcriptional 
and protein synthesis activity,” have made it clear that 
the contribution of neutrophils to host defence and 
natural immunity extends well beyond their tradi-
tional role as professional phagocytes. It is important 
to mention that, at least in vitro, neutrophils usually 
(but not always) make fewer molecules of a given 
cytokine than do monocytes/macrophages or lympho-
cytes on a per-cell basis. In vivo, however, neutrophils 
constitute the majority of infiltrating cells in inflamed 
tissues and often outnumber mononuclear leukocytes 
by one to two orders of magnitude. Thus, the fact that 
neutrophils clearly predominate over other cell types 
under various in vivo conditions suggests that, under 
those circumstances, the contribution of neutrophil-
derived cytokines can be of foremost importance. 
Interestingly, at the molecular level, studies address-
ing cytokine release by neutrophils have revealed that 
the induction of cytokine production in neutrophils 
is usually preceded by an increased accumulation 
of the related mRNA transcripts. Similarly to other 
cell types, cytokine expression in neutrophils can be 
regulated at the transcriptional, posttranscriptional, 
translational, and posttranslational levels. Elegant 
studies have also shown that the inflammatory cytok-
ines produced by neutrophils are generally encoded 
by immediate-early response genes, which in turn 
depend on the activation of transcription factors such 
as those belonging to the NFκB, STAT (signal trans-
ducers and activators of transcription), ETS, CCAAT/
enhancer-binding proteins (C/EBP), and AP-1 fami-
lies of transcription factors. Moreover, a wide range 

the phagocytic process, the foreign particle is internal-
ized, initially through membrane recruitment to the 
site of particle contact, and then via membrane exten-
sions outward to surround the particle. Subsequently, 
particle engulfment within cytoplasmic phagosomes 
occurs, which eventually fuse with granules, thereby 
forming phagolysosomes. This, in turn, results in the 
subsequent release of proteolytic enzymes and other 
bactericidal components into the phagolysosome. At 
the same time, NADPH oxidase assembles on the pha-
gosome membrane after phagocytosis and starts to 
generate ROS into the phagolysosome to kill bacteria 
by oxidizing microbial proteins and lipids. The activ-
ity of NADPH oxidase also leads to the acidification 
of the phagosome, which enhances the effectiveness 
of pH-sensitive antimicrobial compounds. In addition, 
activation of gene transcription and cytokine produc-
tion occur during phagocytosis, representing another 
critical feature of neutrophils for the development of 
an effective immune response. For instance, recruited 
neutrophils that encounter a pathogen respond by pro-
ducing further chemokines, in particular CXCL8, to 
amplify the innate immune response.

Beside oxygen-dependent and independent kill-
ing mechanisms, neutrophils also use powerful 
structures to capture and kill microbes in the extra-
cellular space, the so-called NETs (neutrophil extra-
cellular traps), thus fulfilling their antimicrobial 
function even beyond their life span. NETs consist 
of threads of nuclear chromatin, with a diameter of 
approximately 15 nm, which are decorated with anti-
microbial peptides and enzymes (e.g., BPI, neutro-
phil elastase, and cathepsin G), but lack membranes 
and cytosolic markers. Typically during NET for-
mation, the nuclear envelope and the granule mem-
branes gradually dissolve, two phenomena that allow 
mixing of the cytoplasmic components. Pathogens 
trapped by NETs are killed by the high local con-
centration of antimicrobial peptides and enzymes, 
similar to the situation in the phagolysosome. NETs 
entrap not only various Gram-positive and Gram-
negative bacteria, such as S. aureus, Salmonella 
typhimurium, Streptococcus pneumoniae, and group 
A streptococci, but also pathogenic fungi, such as  
C. albicans. Current data suggest that the formation 
of NETs involves a novel cell death mechanism, which 
is neither apoptotic nor necrotic, and that does not 
seem to be dependent on the activation of caspases. 
NADPH oxidase–dependent ROS are instead formed, 
and subsequent signaling ultimately leads to the dis-
integration of nuclear and cellular membranes and 
to the release of DNA and effector molecules that 
mix to form extracellular traps. Accordingly, NETs 
are now thought to be important in CGD, as neutro-
phils from these individuals do not form NETs. This 
raises the possibility that the absence of NETs might 
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that the ability of neutrophils to produce such a vari-
ety of cytokines enables them to significantly influ-
ence many processes, not only the multiple aspects 
of the inflammatory and immune responses, but 
also hematopoiesis, wound healing, and antiviral 
defense. For instance, other than typical proinflam-
matory cytokines such as TNFα and IL-1β, being 
expected to be produced by inflammatory cells, neu-
trophils have been shown to also secrete BLyS/BAFF 
(B-lymphocyte stimulator/B-cell activating factor) 
and APRIL (a Proliferation-Inducing Ligand). Since 
BAFF and APRIL are well known to be essential for 
B-lymphocyte homeostasis and related pathologies, 
it is plausible to assume a role of neutrophils not 
only in sustaining B and plasma cell antibody pro-
duction and survival, but also in promoting B-cell-
dependent autoimmune diseases and tumors, as 
already elegantly demonstrated in the case of B-cell 
lymphoma. Along the same line, the recent findings 
that neutrophils exposed to type I and II IFN express 
and produce another TNF superfamily member 
selectively involved in tumor cell killing and autoim-
munity, namely TRAIL, have opened an additional 
perspective to exploit neutrophils for novel roles in 
anticancer responses, whose importance has been 
recently highlighted in the BCG immunotherapy 
for bladder cancer. Experimental studies of tumor 
cure and prevention have, in fact, suggested that, 
at least in some models, engagement of neutrophil 
functions can be crucial for the establishment of an 

of stimuli that are able to induce cytokine synthesis 
in PMN has been already identified. It is clear, for 
instance, that cytokines themselves, chemotactic fac-
tors (fMLP, LTB4, PAF, C5a, and CXCL8), phagocytic 
particles, microorganisms (such as fungi, viruses, and 
bacteria), and PRR ligands can all induce the synthe-
sis and release of cytokines by neutrophils. Not only 
do the magnitudes and kinetics of cytokine release 
vary substantially depending on the stimulus used, 
but also the pattern of production is influenced to a 
great extent by the stimulus used, each one inducing 
a characteristic signature. Thus, since neutrophils 
might usually represent the first cell type encounter-
ing, and interacting with, the etiologic agent in an 
inflammatory context, a stimulus-specific response 
of neutrophils in terms of cytokine production might 
help in predicting the evolution of certain types of 
inflammatory and immune reactions.

Table 4B.1 lists all the cytokines that, to date, have 
been shown to be released by neutrophils in vitro, 
either constitutively or following appropriate stimu-
lation, or in vivo. Numerous in vivo observations, in 
fact, not only have confirmed and reproduced the 
in vitro findings, but often have clarified their bio-
logical meanings and implications. As outlined in 
Table 4B.1, neutrophils can produce proinflamma-
tory, anti-inflammatory, immunoregulatory, angio-
genic and fibrogenic cytokines, chemokines, and 
ligands belonging to the TNF superfamily. At first 
sight, an analysis of the table immediately suggests 

Table 4B.1.  Cytokines expressed in resting or activated human neutrophils

C-X-C chemokines Proinflammatory cytokines Colony-stimulating factors
  IL-8/CXCL8

GROα, GROβ, GROγ
ENA-78/CXCL5
CINC-1*, CINC-2α
CINC-3/MIP-2/CXCL1
PF4/CXCL4
GCP-2/CXCL6
IP-10/CXCL10
MIG/CXCL9
I-TAC/CXCL11

 
C-C chemokines

MCP-1/CCL2
MIP-1α, CCL3
MIP-1β, CCL4
MIP-3α, CCL20
MIP-3β, CCL19
PARC/CCL18
MDC/CCL22*

 
 

  TNFα
IL-1α, IL-1β
IL-16(?), IL-17(?)
IL-18
MIF
IL-6(?), IL-7, IL-9

 
Anti-inflammatory cytokines

IL-1ra
TGFβ 1, TGFβ 2
IL-4(?), IL-10(?)

 
Immunoregulatory cytokines

IFNβ*, IFNβ, IFNγ(?)
IL-12
IL-23(?)

 
Other cytokines

Oncostatin M
GDF (?)
NGF*, BDNF*, NT4*

G-CSF
M-CSF(?)
GM-CSF(?)
IL-3(?)
SCF*(?)

 
Angiogenic and fibrogenic factors

VEGF
HB-EGF
FGF-2
TGFα
HGF

 
TNF superfamily members

FasL 
CD30L
TRAIL
LIGHT*
Lymphotoxin-β*
APRIL, BAFF/BLyS
RANKL

Cytokines in bold refer to neutrophil studies in animal models confirming human findings. *: mRNA only; (?): it 
requires definitive corroboration.
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activate a positive-feedback loop to induce accumula-
tion of a larger number of neutrophils. Then, specific 
CC-chemokines would be produced by neutrophils to 
serve an instrumental role in recruiting the required 
leukocyte types necessary for the subsequent phases 
of infection.

Remarkably, neutrophils have also been shown to 
produce biologically active MIP-3α /CCL20 and MIP-
3β /CCL19, two structurally related CC-chemokines 
that have been suggested to play a fundamental role 
in trafficking of, respectively, immature and mature 
DC to mucosal surfaces and lymphoid organs. DCs 
are professional antigen-presenting cells that are piv-
otal in the induction of T-cell responses to combat 
infection. Immature DCs are scattered throughout 
the peripheral tissues, where they sample antigens 
and process these into peptides that are loaded onto 
MHC II molecules for presentation to T cells. Such 
a process occurs during maturation of DC, which is 
paralleled by upregulation of MHC II molecules, co-
stimulatory molecules and proinflammatory cytok-
ines that enable DC to stimulate pathogen-specific 
T cells efficiently. DC can produce IL-12 in response 
to intracellular bacteria and instruct Th1 polariza-
tion to produce IFNγ and trigger effective cellular 
immune responses. By contrast, DC instruct Th2 
polarization in response to extracellular parasites, to 
produce IL-4, IL-5, and IL-13 and to induce appropri-
ate anti-parasite immunity. Thus, DC tailor immune 
responses to the type of pathogen for rapid and com-
plete clearance of infection. It has been postulated 
that neutrophil-derived MIP-3α/CCL20 and MIP-3β/
CCL19 might contribute to the recruitment of DC, at 
various stages of maturation, to sites of inflammation 
and disease for cross talks with immunocompetent  
T lymphocytes and regulation of the immune response. 
Likewise, several antimicrobial compounds released 

effective antitumoral immune response and immune 
memory reaction. Cytotoxic mediators of tumor 
and endothelial cell killing produced by neutrophils 
include TNFα, defensins, proteases (such as elastase 
and cathepsin G), ROS, nitric oxide, and angio-
static chemokines (CXCL9/MIG, CXCL10/IP-10, and 
CXCL11/I-TAC). In addition, it has been observed 
that neutrophils may indirectly generate massive 
amounts of bioactive, angiostatin-like fragment, 
inhibiting basic FGF (fibroblast growth factor) plus 
VEGF (vascular endothelial growth factor)-induced 
endothelial cell proliferation. However, as described 
for macrophages, neutrophils can also favor malig-
nant growth and progression, in relation to the type 
of tumor environment in which they reside: they may 
do so, for instance, via the production of proangio-
genic cytokines such as VEGF and CXCL8, or act-
ing as a distinct myeloid-derived suppressor cell 
subpopulation releasing, at least in mice, arginase 
1–mediated urea and ornithine.

Neutrophil Cross Talk with Other Cell 
Types: Role of Neutrophil-Derived 
Chemokines

Amongst the cytokines produced by neutrophils, 
chemokines are particularly relevant because of their 
ability to selectively recruit discrete cell populations 
into sites of injury and thereby effectively regulate 
leukocyte trafficking. In addition, chemokines play 
fundamental roles in coordinating the immune sys-
tem responses, in regulating B- and T-cell develop-
ment and in modulating angiogenesis. As displayed 
in Figure 4B.5, activated neutrophils may potentially 
produce several chemokines, including IL-8/CXCL8, 
GROα/CXCL1, monocyte chemotactic protein-1 
(MCP-1/CCL2), macrophage inflammatory protein-1α 
(MIP-1α/CCL3), and MIP-1β/CCL4 and MIG/CXCL9, 
IP-10/CXCL10, and I-TAC/CXCL11. As examples, LPS 
or TNFα-treated neutrophils produce CXCL8, CXCL1, 
CCL3, and CCL4; fMLP-treated neutrophils produce 
CXCL8 only; and IFNγ plus LPS- or IFNγ plus TNFα-
treated neutrophils specifically produce, among other 
chemokines, CXCL9, CXCL10, and CXCL11. Because 
the chemokines produced by neutrophils are primar-
ily chemotactic for neutrophils, monocytes, DCs, NK,  
and T-helper type 1 and type 17 cells, a potential 
role for neutrophils in orchestrating the sequential 
recruitment to, and activation of, distinct leukocyte 
types in the inflamed tissue is plausible. Broadly 
speaking, a general scenario that has already been 
validated in various experimental models is that, 
after migration to a focus of infection, neutrophils 
are stimulated by the etiological agent to initially 
produce the chemokines that are chemoattractive for 
neutrophils themselves, including CXCL8. This would 
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receptors expressed by Th2 cells. Indeed, secretion 
of these chemokines has been shown to enable neu-
trophils to augment Th1 cell responses by preferen-
tial attraction of Th1 cells to the sites of infection. 
Therefore, it is tempting to speculate that the pro-
duction of cytokines and chemokines by neutrophils 
not only influences the development and control of 
Th1 responses, but may also be involved in the cross 
talk with Th17 cells. Finally, it has also been pro-
posed that mature postmitotic neutrophils can also 
“transdifferentiate” into much-longer-lived cells with 
macrophage- or DC-like characteristics, which might 
constitute a further way for neutrophils to act as regu-
latory cells of the adaptive immune response.

Neutrophil Apoptosis

As previously mentioned, neutrophils are short-lived 
cells. In culture, neutrophils undergo spontaneous 
death, with a half-life of around 12–16 hours. It is 
believed that this behavior reflects a phenomenon that 
has adapted to ensure a strict control on neutrophil 
turnover and maintain the number of neutrophils rel-
atively stable in healthy individuals. Deregulation of 
the neutrophil death rate may in fact cause unwanted 
and exaggerated inflammation, autoimmunity, or can-
cer, instead of providing a perfect balance between 
their immune functions and their safe clearance. An 
accelerated neutrophil death may lead to a decrease 
of neutrophil counts (neutropenia), which augments 
the chance of contracting bacterial or fungal infec-
tions and impairing the resolution of such infections, 
while a delayed neutrophil death elevates neutrophil 
counts (neutrophilia). The importance of appropri-
ately controlling the turnover of neutrophils is clearly 
manifest at inflammatory foci, where it contributes 
to limit neutrophil activities and minimize the risk 
of externalization of excessive amounts of cytotoxic 
molecules (i.e., from the mobilization of neutrophil 
cytoplasmic granules). Conversely, the removal of 
apoptotic neutrophils is thought to be another impor-
tant step in preventing the release of granule contents 
and cytoplasmic danger signals into the extracellular 
fluid, thereby halting further injury during resolution 
of inflammation. One can, in fact, imagine that sup-
pression or delay of the basal apoptotic rate of PMN 
by an agent would be deleterious for the host during 
inflammation, because PMN might remain activated 
and thus would perpetuate tissue damage by releas-
ing their toxic products. A paradigmatic example for 
complete resolution of inflammation, without relevant 
subsequent lung injury, is pneumococcal pneumonia, 
which is characterized by an extensive neutrophil 
accumulation that is followed by neutrophil apop-
tosis and timely removal of apoptosing cells by lung 
macrophages.

by neutrophils, for instance, α-defensins, lactofer-
rin, LL-37, and cathepsin G (Figure 4B.1) have been 
found to act as chemoattractants for immature DC 
and T cells. In addition, neutrophils proteolytically 
activate prochemerin to generate chemerin, one of the 
few chemokines that attracts both immature DC and 
plasmacytoid DC. On the other hand, immature DC 
are also known to produce CXCL8/IL-8 early upon 
stimulation, thereby attracting more neutrophils for 
a more proximal colocalization. This ensures, for 
instance, that neutrophils and DC are present at the 
same place at the same time during pathogenic chal-
lenge to enable cross talk between these cells. Current 
evidence now indicates that neutrophils can indi-
rectly play a role in adaptive immunity, not only by 
recruitment of immune cells, such as DC or specific 
T lymphocyte subsets, for instance Th17 or Th1, but 
also by instructing directly DC and inducing adap-
tive immune responses. Upon coculture of immature 
DC with activated neutrophils, in fact, DC maturate, 
as demonstrated by upregulation of HLA-DR, the 
maturation marker CD83, the co-stimulatory mol-
ecules CD86 and CD40, and IL-12-production, and, in 
turn, trigger T-cell proliferation and strong Th1 cell 
responses. Such neutrophil-induced maturation of 
DC is in part mediated by neutrophil-derived TNFα, 
as well as by cellular contacts regulated by a defined 
set of receptors expressed by both neutrophils and 
DC. This is also reflected in vivo, for instance during 
Crohn’s disease, which is characterized by inflamma-
tion of the colon mucosa and Th1 responses, in which 
DC and neutrophils can be found in close proximity.

Recent reports suggest that neutrophils might 
travel to the lymph nodes during infections and 
express MHC II and co-stimulatory molecules, in  
the latter case when appropriately activated by IFNγ, 
TNFα, and GM-CSF. However, whether neutrophils 
transmit signals to naive T cells remains still puz-
zling. It is possible that within the lymph nodes neu-
trophils undergo apoptosis and are taken up by DC. As 
a consequence, DC can present PMN-derived antigens 
to T cells. Other evidence indicates that neutrophils 
have also a role in directing T-cell polarization, for 
instance through their capacity to produce the Th1-
inducing cytokine, IL-12. The latter has been clearly 
demonstrated in mice, in which strong Th1-dependent 
T-cell responses that result in pathogen clearance are 
elicited upon infection with C. albicans, Helicobacter 
pylori, or Legionella pneumophila: strikingly, depletion 
of neutrophils reverses the Th1 responses into a pre-
dominant Th2-response, therefore making the mice 
susceptible to infection. Another mechanism whereby 
neutrophils may interact with Th1 cells is through 
the production of chemokines such as CCL3/CCL4, 
CXCL9, CXCL10, and CXCL11, which act on CCR5 
and CXCR3 of Th1 cells but not on the chemokine 
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this form of death has been shown to be induced 
by Siglec-9 (sialic acid binding immunoglobulin-
like lectin-9) ligation, with the concurrent stimula-
tion with certain proinflammatory cytokines. While 
there is almost nothing known about the role and the 
mechanisms triggering autophagy in neutrophils, 
one critical question is whether the autophagic-like 
neutrophil death shares the anti-inflammatory prop-
erties of apoptosis or whether it induces additional 
inflammation.

Whatever the case is, the key role of apoptosis in 
resolution of neutrophilic inflammation has gained 
increasing attention over the past few years and 
is appreciated as crucial to allow safe clearance of 
potentially dangerous neutrophils from tissues. In 
view of its relevance, studying and discovering mol-
ecules that modulate the PMN apoptotic rate is of 
great importance in biology and medicine. Many of 
the molecular events involved in the apoptosis path-
way have been already identified, with their exquisite 
regulation becoming better appreciated. For instance, 
evidence now suggests that neutrophil death is medi-
ated by a complex network of intracellular death/
survival signaling pathways, which can be modulated 
by a variety of extracellular stimuli. Signals such as 
adhesion, transmigration, hypoxia, prosurvival fac-
tors, and cytokines (LPS, G-CSF, GM-CSF, and IFNγ), 
can all delay neutrophil apoptosis and extend their 
lifespan, thereby enhancing the ability of neutrophils 
to function during inflammatory challenge. Even 
glucocorticoids have been shown to delay neutrophil 
apoptosis in vitro, a finding which might have poten-
tial clinical implications. For instance, while in severe 
asthma, eosinophils and neutrophils are often found 
together, neutrophils may gradually replace eosino-
phils in proportion to the severity and/or duration of 
the disease, perhaps reflecting the ability of corticos-
teroids to induce eosinophil apoptosis while inhibit-
ing this process in neutrophils. By contrast, death 
signals (for instance, “death” receptor engagement, 
cytokine depletion, or ingestion of bacterial patho-
gens such as Escherichia coli or S. aureus) intervene 
to trigger apoptosis once neutrophil function is com-
plete, and prepare their phagocytic removal. At the 
molecular level, neutrophil apoptosis is a highly and 
exquisitely regulated process involving many mol-
ecules and proteolytic cascades such as FasL, TNFα, 
TRAIL, ROS, caspases, IAP (inhibitor of apoptosis 
protein), survivin, and Bcl-2 family members such 
as Mcl-1 and A1. Both intrinsic (via mitochondria) 
and extrinsic (via death receptor signaling) apoptotic 
pathways have been described in neutrophils. For 
instance, neutrophils often undergo apoptosis after 
phagocytosis, in a ROS-dependent fashion and fol-
lowing the cleavage and activation of caspases 8 and 
3. A novel, recently identified but unexpected player 

Neutrophil spontaneous death in culture shares 
many features of classical apoptosis, such as cell 
body shrinkage, cellular crenation, exteriorization 
of phosphatidylserine (PS) from the inner to the 
outer leaflet of the plasma membrane, exposition 
of “eat-me” signals for phagocytosis by scavengers, 
vacuolated cytoplasm, mitochondria depolarization, 
nuclear condensation, and internucleosomal DNA 
fragmentation. Neutrophil apoptosis proceeds, in 
vitro, through an execution phase during which cell 
dismantling is initiated, with or without fragmenta-
tion into apoptotic bodies but with maintenance of a 
near-intact cytoplasmic membrane. This cascade is 
ultimately followed by a transition to a necrotic cell 
elimination traditionally called “secondary necro-
sis.” Secondary necrosis involves an activation of 
self-hydrolytic enzymes and swelling of the cell or 
of the apoptotic bodies, as well as a generalized and 
irreparable damage to the cytoplasmic membrane 
culminating with cell disruption. For instance, 
elimination of alveolar macrophages in a model of 
pneumococcal pneumonia was shown to affect the 
clearance of accumulated neutrophils and to result 
in extensive apoptotic secondary necrosis of neutro-
phils followed by an exaggerated lung inflammation 
and increased lethality.

Neutrophil apoptosis is also associated with the 
loss of receptor expression (for instance, CD16) and 
greatly reduced responsiveness to external stimuli, as 
revealed by impaired chemotaxis, respiratory burst, 
degranulation, phagocytosis, and cytokine synthe-
sis. It is thus plausible that, within an inflammatory 
context, neutrophils become functionally isolated 
from their environment. Another form whereby neu-
trophils can die, for instance following a dramatic 
insult by an exterior aggression damaging enough 
to produce irreversible alterations, is primary necro-
sis. In this mode of cell death, there is an immediate, 
extensive, and irreparable damage to the cytoplasmic 
membrane associated with loss of plasma membrane 
integrity, so that release of harmful neutrophil con-
tents is not prevented. Interestingly, some of the fea-
tures of classical apoptosis, including those observed 
in constitutive neutrophil death, are also shared by 
autophagic cell death, another recently character-
ized physiological cell death process. Autophagy is a 
caspase-independent, cell death program, featured by 
the degradation of cellular components in autophagic 
vacuoles within the dying cell and little chromatin con-
densation. The autophagosomes fuse with endosomes 
or lysosomes to form amphisomes or autolysosomes, 
respectively. Lysosomal proteases ultimately degrade 
the luminal content of the autophagic vacuole of the 
autolysosome. In vivo, it has been demonstrated that 
cells dying through autophagy are phagocytosed by 
surrounding cells. In primary human neutrophils, 
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phenomenon of discrimination between apoptotic 
and viable cells involves redistribution of eat-me sig-
nals into patches (to increase their avidity toward 
receptors) as well. Engulfment of apoptotic cells by 
macrophages (also called “efferocytosis”) is influ-
enced by cytokines such as IL-1 and TNFα, glucocor-
ticoid hormones, prostaglandins, and also interaction 
of surface adhesion molecules with neighboring cells 
and extracellular matrix components. Lipoxins also 
stimulate macrophages to phagocytose apoptotic 
PMN. Expression of 15-lipoxygenase on nonphlogis-
tic macrophages, which had phagocytosed apoptotic 
PMN, induces lipoxin A4 release, thus resulting in 
a decreased PMN recruitment and in an increase in 
apoptotic PMN removal. After apoptotic cell inges-
tion, macrophages phenotypes switch to induce 
tissue repair or emigrate in the lymphatic system, 
suggesting that phagocytosis of apoptotic cells is 
involved in the negative regulation of macrophage 
activation and that PMN apoptosis could be con-
sidered as endogenous “active” anti-inflammatory 
process. Furthermore, phagocytosis of apoptotic neu-
trophils by human macrophages in vitro suppresses 
the release of macrophage-derived proinflammatory 
mediators such as TNFα, IL-1β, or GM-CSF and it 
induces the release of anti-inflammatory mediators, 
like TGF-β1, IL-10, PGE2, leukocyte protease inhibi-
tor, and reparative growth factor. This process thus 
confers an anti-inflammatory phenotype to macro
phages that helps to lead to resolution of inflamma-
tion, but that could predispose to development of 
autoimmunity if not efficient.

Neutrophils in Human Diseases

Previous sections have already summarized some 
of the most common inherited disorders concern-
ing the functions of neutrophils that impair critical 
responses for host defense. Typically, patients with 
defects in neutrophil function present, in infancy or 
childhood, with recurrent and/or difficult to treat 
bacterial infections. The microorganisms causing 
these infections are often unusual or opportunis-
tic pathogens and typically infect the skin, mucosa, 
gums, lung, or draining lymph nodes, or cause deep 
tissue abscesses. However, many of these disorders 
have characteristic clinical and microbiological fea-
tures that are related to the specific nature of the 
defect in neutrophil function.

Other than in inherited impairments of neu-
trophil functions, dramatic clinical consequences 
may be observed also during acquired neutropenia.  
For instance, susceptibility to infectious diseases 
increases sharply when neutrophil counts fall below 
1,000 cells/μL. When the absolute neutrophil count 

in the regulation of PMN apoptosis is CDK (cyclin-
dependent protein kinase), which has been shown 
to induce PMN apoptosis and overrides the effect of 
potent survival mediators, such as LPS and GM-CSF, 
by a mechanism involving caspase activation and 
reduction of Mcl-1. The possible use of synthetic 
CDK inhibitors in the nonproliferating neutrophils 
is exciting and opens new opportunities of therapeu-
tic strategies, for instance in models of pulmonary 
inflammatory diseases.

Although it is of great importance to discover 
and explain the mode of action of apoptotic neutro-
phil modulators, it is also of major interest to fully 
understand the mechanisms involved in the recogni-
tion of apoptotic PMNs. First of all, apoptotic cells 
release lysophosphatidylcholine to attract mono-
cytes and macrophages. To allow macrophages to 
ingest apoptotic PMN, and differentiate them from 
viable cells, neutrophil membrane is altered in the 
way that they express specific molecules and recep-
tors. Recognition and engulfment is, for instance, 
facilitated by the loss of phospholipids asymmetry 
and phosphatidylserine (PS) exposure (“eat-me sig-
nal”) to the outer leaflet of the apoptotic cell surface. 
However, this phenomenon does not seem to be suf-
ficient for the recognition of apoptotic cells. Other 
proteins, such as calreticulin or annexin-1, the latter 
being externalized on apoptotic cell membrane colo-
calized with PS, might participate in the removal of 
neutrophils by macrophages. Several other recep-
tors have been reported to play a role in the inges-
tion of apoptotic cells by macrophages: some of them 
involved in tethering to the phagocyte and others 
in signaling pathways leading to actin cytoskeleton 
rearrangement and engulfment during membrane 
extension and fusion. These receptors on phagocytes 
include the controversial PSR, the vitronectin recep-
tor, scavenger receptors like CD36 and CD14, lectins, 
Mer, integrins (α vβ 5 and α vβ 3), CR2 (complement 
receptor-2), CR3, β2-GPI receptor, and CD91. They 
can interact directly with apoptotic cells or indi-
rectly through bridging proteins, like C1q, β 2-GPI, 
Gas6, and MFG-E8. In addition, components of the 
innate immune system play a role in regulating apop-
totic cell clearance since the opsonization of apop-
totic cells increases their removal by macrophages. 
Interestingly, although the presence of such “eat me” 
signals has been largely documented, the presence 
of “don’t eat me” signals on the surface of viable 
nonapoptotic cells has also been recognized. In this 
respect, CD47 or CD31 have been identified as “don’t 
eat me” molecule and the proposed model is that loss 
or inactivation of CD47 effects accompanies apop-
tosis and allows the apoptotic cells to be recognized 
and cleared. On the other hand, it appears that this 
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inflammatory bowel diseases); (iv) diseases caused 
by crystal deposition (gout, articular chondrocal-
cinosis); (v) immune complex–mediated diseases 
(vasculitis, lupus, Goodpasture’s syndrome); (vi) anti-
neutrophil cytoplasmic antibody (ANCA)-associated 
vasculitis (Wegener’s granulomatosis, pauci-immune 
necrotizing crescentic glomerulonephritis); (vii) air-
way diseases in which considerable observational and 
experimental data support an association between 
neutrophils and the severity and progression (chronic 
obstructive pulmonary disease, bronchiectasis, bron-
chiolitis, cystic fibrosis, and even certain forms of 
asthma are characterized by neutrophil infiltration 
of the airway wall). One of the key challenges in  
neutrophil-dominated conditions is how to manipu-
late neutrophil function to abolish their destructive 
potential in a way that does not compromise their 
antibacterial and antifungal capacity. This has been 
difficult to achieve, as successful treatments in ani-
mal models have frequently proven ineffective or 
limited by side effects when used in human inflam-
matory diseases.

Conclusions

Contrary to what is traditionally thought, the neutro-
phil is now recognized as a highly versatile and sophis-
ticated cell with significant synthetic capacity and an 
important role in linking the innate and adaptive arms 
of the immune response. Even though the ability of neu-
trophils to transcribe many genes is no longer a matter 
of debate, the research conducted in the recent years has 
brought forward exciting discoveries that have greatly 
broadened our knowledge on the functional role of this 
cell type and uncovered novel links involving neutro-
phils to unsuspected physiopathologic processes. For 
instance, evidence on their capacity to change pheno-
type under specific circumstances; or on their active 
involvement in the resolution of inflammation (other 
than in its regulation); or also on their unquestionable 
regulatory role in angiogenesis and tumor fate; or else 
on their response to, and release of, a wide variety of 
cytokines and chemotactic molecules have made it 
clear that the obsolete concept of the neutrophil as 
a “terminally differentiated, synthetically inert cell” 
found in most biomedical textbooks is clearly no lon-
ger tenable. Time is now mature for pathologists, cell 
biologists, physicians, and, why not, the same immu-
nologists to definitively change such an outdated view 
and start thinking the neutrophil biology in a more  
modern way.
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falls to < 500 cells/μL, control of endogenous micro-
bial flora (e.g., mouth, gut) is critically impaired; when 
it is < 200/μL, the inflammatory process is absent. 
Neutropenia can be due to depressed production 
(i.e., hereditary neutropenias), increased peripheral 
destruction, or excessive peripheral pooling. The most 
common neutropenias are iatrogenic, resulting from 
the use of cytotoxic or immunosuppressive therapies 
for malignancy or control of autoimmune disorders. 
Interestingly, acute neutropenia, such as that caused 
by cancer chemotherapy, is more likely to be associ-
ated with increased risk of infection than neutropenia 
of long duration. Recombinant human G-CSF usu-
ally reverses this form of neutropenia. A neutrophilia 
occurs instead when the number of circulating neu-
trophils dramatically increase (even up to 10-fold), 
for instance from increased neutrophil production, 
increased marrow release, or defective margination. 
The most important acute cause of neutrophilia is 
infection, which is caused by both increased produc-
tion and increased marrow release of neutrophils. 
Increased marrow release and mobilization of the 
marginated leukocyte pool are also induced by glu-
cocorticoids. Persistent neutrophilia with cell counts 
of 30,000–50,000/μL is called a leukemoid reaction, 
a term often used to distinguish this degree of neu-
trophilia from leukemia. In a leukemoid reaction, the 
circulating neutrophils are usually mature and not 
clonally derived.

Apart from the disorders associated with genetic 
dysfunctions or quantitative alterations of neutro-
phils, there are certain pathological situations in 
which neutrophils themselves become the predomi-
nant contributors to tissue injury, especially when 
the mechanisms supposed to control and inactivate 
their hypothetical beneficial and protective effec-
tor functions are deregulated. For instance, the 
latter may occur when the acute insult cannot be 
resolved, when the shut off of the neutrophil influx 
(that may involve inactivation of proinflammatory 
mediators and/or temporal change in the pattern of 
chemokines produced) is impaired, or when the safe 
clearance of dying neutrophils from the inflamma-
tory site is altered. An uncontrolled production and 
release of oxidants and proteases by neutrophils, 
acting either individually or in concert, appear to be 
responsible for much (but not all) of the tissue injury 
observed in such cases. Examples of such patholo-
gies, tentatively classified according to the major 
neutrophil-activating event (some of them covered in 
other chapters), are (i) diseases caused by ischemia-
reperfusion injury (i.e., myocardial infarction, trans-
plantation); (ii) bacterial infections (adult respiratory 
distress syndrome, endotoxic shock, osteomyelitis, 
endocarditis, acute and chronic pyelonephritis); (iii) 
cytokine-mediated diseases (rheumatoid arthritis, 
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In the past decade, experimental models have 
linked mast cells and their products in a broad range 
of inflammatory diseases, as well as host defense. 
Moreover, numerous activating stimuli for mast cells 
have been identified that do not require signaling 
through FcεRI. These findings suggest several contexts 
in which mast cells contribute to protective immunity, 
and disease states in which IgE-independent mecha-
nisms of mast cell activation are functionally relevant. 
It therefore seems likely that mast cell–targeted treat-
ment strategies have potential efficacy in the context of 
nonallergic inflammatory diseases, as well as in their 
traditionally accepted place in allergy.

Characteristics of Mast Cells

Mature mast cells can be found in all vascularized 
organs. Morphologically, mast cells in tissues range 
between 7 and 20 μm in diameter and appear as round, 
spindle-shaped, or spider-like cells in tissues with 
round or oval nuclei. They have thin 1–2 μm processes 
(microplicae) emanating from their plasma mem-
branes (Figure 5.3). Ultrastructurally, mast cells have 
multiple electron-dense granules (Figure 5.3). In mice 
infected with helminthic worms, mast cells appear 
in the mucosal epithelium of the intestine with strik-
ingly altered, stellate granule morphology (Figure 5.3). 
Mast cells are readily identified in tissues using cat-
ionic dyes that bind their unique secretory granules. 
These dyes (toluidine blue, methylene blue) impart a 
blue-to-purple change in color known as “metachro-
masia” (Figure 5.1). Of all hematopoietic cells, only 
basophils share this staining feature. The metachro-
matic staining of mast cell granules reflects their con-
tent of highly sulfated heparin and chondroitin sulfate 
glyosaminoglycans bound to a protein core, termed 
“serglycin” due to the presence of alternating serine 
and glycine residues in its amino acid structure. The 
sulfated glycosaminoglycans of the mast cell granule 

Introduction

Mast cells are tissue-dwelling hematopoietic effector 
cells that are endowed with a range of potent inflam-
matory effector molecules. They are implicated in both 
allergic and nonallergic diseases, as well as in innate 
and adaptive immunity to infectious agents based 
on animal studies. Mast cells constitutively reside in 
a perivascular distribution in connective tissues and 
at mucosal surfaces (Figure 5.1). They are especially 
abundant in tissues that form interfaces with the 
external environment (skin, conjunctivae, intestinal, 
and airway mucosa), suggesting a strategic placement 
so as to function in a first line of host defense. Mast 
cells are best known for their role as effectors of clas-
sic type 1 hypersensitivity (allergic) reactions. In such 
reactions, mast cell activation is initiated by the bind-
ing of multivalent allergen to membrane-bound IgE 
that is coupled with the tetrameric high-affinity Fc 
receptor for IgE (FcεRI) on mast cells. IgE-dependent 
activation of mast cells results in their release of pre-
formed inflammatory mediators that are stored in 
their secretory granules, including histamine, neutral 
proteases, preformed cytokines, and proteoglycans 
(Figure 5.2). In addition, activated mast cells secrete 
newly synthesized lipid mediators that are the prod-
ucts of endogenous arachidonic acid metabolism, 
such as prostaglandin (PG)D2, leukotriene (LT)B4, and 
LTC4, the parent molecule of the cysteinyl leukotrienes 
(cys-LTs). Finally, activated mast cells synthesize and 
secrete a host of proinflammatory cytokines over a 
period of hours. Thus, the net result of IgE-dependent 
tissue mast cell activation includes the rapid develop-
ment of plasma extravasation, tissue edema, broncho-
constriction, leukocyte recruitment, and persistent 
inflammation. These events contribute to the patho-
genesis of anaphylaxis, urticaria, angioedema, and 
acute exacerbations of asthma, each of which are dis-
eases in which mast cells play a role.

Mast Cells as Sentinels of Inflammation

Joshua A. Boyce
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Figure 5.2.  Mast cell activation products and bioactive effects. Cross-linkage of 
FcεRI with multivalent antigen induces exocytosis and eicosanoid formation within 
minutes, with attendant effects on the vascular and airway smooth muscle. Later, 
cytokines and chemokines are generated de novo and secreted. Several additional 
receptor-dependent mechanisms can induce mast cell activation independently 
of IgE.
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Figure 5.1.  Staining features of mast cells. (A) Sections of a mouse ear showing toluidine blue (left) and chloroac-
etate esterase (CAE) (right) stains. Mast cells are shown using arrows. Higher magnification images (insets) are shown 
of typical spindle-shaped mast cells in the connective tissue of the ear. (B) CAE stains of a cross-section of a naive 
mouse trachea showing mast cells (arrow) in proximity to smooth muscle bundles in the submucosa. (C) Trachea of an 
antigen sensitized and challenged mouse showing CAE-stained intraepithelial mucosal mast cells (arrows). (Courtesy 
of Wei Xing, M.D., Ph.D., Harvard Medical School.)
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core are essential for the normal storage of proteases 
(tryptases, chymases) and amines (histamine and 
serotonin). Accordingly, since proteases account for 
a major portion of the mast cell’s granule by weight, 
mast cells can also be identified by immunostains or 
biochemical reagents that detect their proteases, such 
as chloroacetate esterase activity (an indicator of chy-
motryptic proteases) (Figure 5.1) or antibodies against 
tryptase or chymase in the human.

Although all known mast cells stain metachromati-
cally with toluidine blue dye, they vary in their pro-
tease content, which is the best-established index of 
mast cell heterogeneity. Subsets of human tissue mast 
cells that contain tryptases, chymase, cathepsin G, 
and carboxypeptidase A (CPA) are found in perivas-
cular connective tissues, skin, and muscularis of the 
uterus and intestine. In contrast, mast cells containing 
tryptases but lacking chymase, cathepsin G, and CPA 
are the dominant subtype found in lung, as well as the 
mucosal surfaces of the gut and nose. Although the 
mouse genome encodes an array of mast cell–restricted 
inducible chymases that do not exist in the human, it 
is noteworthy that two of these proteases (mouse mast 
cell protease [mMCP]-1 and mMCP-2) are selectively 
expressed by mast cells arising in the mucosal epithe-
lium of the gut during helminth-induced intestinal 
inflammation. Humans with deficient T-cell function 
selectively lack tryptase-positive mast cells in the gut 
mucosa, whereas mice without functional T cells can-
not develop mMCP-1- and mMCP-2-positive mast cells 
in the intestinal mucosa. Thus mast cell development 

in mucosal epithelial surfaces is T-cell-dependent, 
whereas mast cell development in other locations is 
independent of T cells. Moreover, the profile of pro-
tease expression is a marker of the subsets (see the fol-
lowing section). Rodent and human studies indicate 
that regional differences in protease expression are 
accompanied by heterogeneity in other effector prop-
erties, such as proteoglycan content, cytokine genera-
tion, and eicosanoid production. It seems plausible 
that mast cells can alter their phenotypic properties in 
response to factors derived from the adaptive immune 
system so as to fine tune their capabilities in accord 
with the context. It is important to note that numerous 
additional members of the tryptase family have been 
identified in recent years that are also present in mast 
cell granules. On the basis of precedent in rodents, it 
seems very likely that human mast cells will prove to 
be even more heterogeneous than currently thought, 
again reflecting “fine tuning” of their functions by the 
microenvironment.

Mast Cell Growth and Development

Role of the Kit Receptor Tyrosine Kinase  
and Stem Cell Factor

While mast cells originate from the bone marrow, the 
fact that they are found only in tissues implies that 
their terminal development occurs in their ultimate 
tissue destinations. The molecular basis of mast cell 
development has been studied primarily in rodents. 

Submucosal MC Intraepithelial MC

A B

3 µm

Figure 5.3.  Ultrastructure of submucosa (left) and intraepithelial mast cells (right) 
from the jejunum of a mouse infected with Trichinella spiralis. Note microplicae 
(arrow) and dense cytoplasmic granules in the submucosal mast cell, and the large, 
stellate granules of the intraepithelial mast cell. (Photomicrograph courtesy of Daniel 
Friend, M.D., Harvard Medical School.)
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give rise to three colony types: mast cell colonies, 
macrophage colonies, and colonies containing mix-
tures of both cell types. Thus fully committed human 
mast cell progenitors are likely a subpopulation of the 
CD34+Kit+CD13+ population of cells in peripheral 
blood and in tissues.

Comparatively little is known about the mecha-
nisms that control the trafficking of mast cell progeni-
tors to tissue, their movement within tissue, and their 
incremental recruitment with inflammation. In mice, 
the β 7 integrin is instrumental to the homing of mast 
cell–committed progenitors to the intestine, and is 
also involved in the de novo recruitment of these cells 
to the lung during experimentally induced allergic 
pulmonary inflammation. Subsequent studies have 
implicated potential roles for the chemokine receptor, 
CXCR2, and for the inflammatory leukotriene LTB4 
in the recruitment of mast cell progenitors to sites of 
inflammation. A range of chemokines are active on 
human and mouse mast cells in vitro, but to date, no 
mast cell–selective chemokine has been identified.

Accessory Mast Cell Growth Factors

Allergic mucosal inflammation is characteristic of 
asthma, rhinitis, and other human diseases associated 
with atopy. Each of these diseases involves increases 
in the numbers of mast cells in the involved mucosa 
surface. The likely mechanisms responsible for these 
increases have been identified largely through stud-
ies of helminth infection in rodents. As is the case 
for human allergic disease, antihelminthic intestinal 
immune responses typically induce eosinophilia, IgE 
production, and Th2 cytokine generation, along with 
striking increases in the numbers of mast cells arising 
in the intestinal epithelial surface. This mucosal mast 
cell hyperplasia is essential for the elimination of some 
helminths. Not surprisingly, mast cell hyperplasia does 
not occur with normal kinetics or magnitude in mice 
lacking SCF and Kit. However, mast cell hyperplasia 
is also severely blunted or absent in T-cell–deficient 
mice, as well as mice with targeted deletions in the 
genes encoding IL-3 or IL-4. Antibody neutralization 
of either IL-3 or IL-4 also decreases the magnitude of 
helminth-induced mast cell hyperplasia. In contrast 
to the mucosal surface, the losses of IL-3 or IL-4 do 
not change the number of mast cells in the intestinal 
submucosa or in other connective tissue locations. 
Furthermore, mice with tissue-specific overexpression 
of an IL-9 transgene display a hyperplasia of mast cells 
in the mucosal compartments of both the intestine 
and lung. Thus in vivo studies implicate at least three 
T-cell–derived cytokines in mast cell hyperplasia that 
are generated during Th2 immunity in mice.

In vitro studies indicate that IL-3, IL-4, and IL-9 can 
control the rate of SCF-driven mast cell proliferation 

The receptor protein-tyrosine kinase Kit (CD117) is 
encoded by the proto-oncogene c-kit. Two mast cell–
deficient strains of spontaneously emerging labora-
tory mice proved to have loss-of-function mutations at 
the W locus at which c-kit resides (termed W/Wv and 
Wsh/Wsh mice, respectively). Another strain of mast 
cell–deficient mouse (Sl/Sld) has a loss-of-function 
mutation at the Steel (Sl) locus that encodes the mem-
brane-bound form of the tissue-associated growth 
factor, stem cell factor (SCF). Since SCF is the ligand 
for Kit, the molecular defects of these three mouse 
strains define the fundamental requirements for mast 
cell development. Although no mast cell deficiency is 
reported in humans, a gain-of-function point mutation 
in Kit is associated with systemic mastocytosis, a dis-
ease of increased mast cell burden. This confirms the 
importance of the SCF-Kit axis in mast cell develop-
ment across species. SCF is constitutively expressed as 
a membrane-bound protein by fibroblasts, endothelial 
cells, and other cell types that juxtapose to mast cells 
in peripheral tissues. In vitro studies using mouse and 
human mast cells confirm that soluble SCF protects 
mast cells from apoptosis, induces proliferation, can 
cause migration, and can induce some degree of acti-
vation and secretion independent of FcεRI and IgE. 
The mutant mice lacking normal Kit or SCF function 
are often used for diseases models to implicate func-
tional roles for mast cells.

The identity of the Kit-positive cell population giving 
rise to mast cells in the tissue became evident over the 
past three decades as a result of several independent 
experimental observations. Schrader and colleagues 
reported that the intestinal mucosa of mice contained 
cells with lymphocyte-like morphology that were Thy-1 
negative and capable of mast cell differentiation in vitro 
when treated with a splenocyte-conditioned medium. 
Rodewald and colleagues identified a population of 
cells isolated from fetal mouse blood that expressed 
high levels of c-Kit and low levels of Thy-1, which gave  
rise to pure colonies of FcεRI-positive mast cells when 
cultured with a combination of recombinant SCF 
and IL-3. These cells, termed “promastocytes,” lacked 
developmental potential for other hematopoietic lin-
eages. Intraperitoneal injection of purified promasto-
cytes reconstituted the population of peritoneal mast 
cells in genetically mast cell–deficient W/Wv mice. 
More recently, fully committed mast cell progenitors, 
marked by their expression of CD34, FcεRI, and β 7 inte-
grin, were identified in the intestine and in the aller-
gen-challenged lungs of adult mice.

Human mast cell progenitors in the bone marrow 
and circulation have not been definitively identified 
but are contained within the CD34+/Kit+ cell subpop-
ulation and are clearly distinct from the basophil lin-
eage. Cells isolated from human blood that are CD34+/
Kit+ and also positive for CD13 (aminopeptidase N), 
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have reduced the number of tissue mast cells, albeit 
not to the same extent as mice bearing mutations in 
the c-kit or scf genes. MITF controls c-kit transcrip-
tion in mast cells, and regulates the expression of sev-
eral proteases. MITF is also important in controlling 
the expression of hematopoietic prostaglandin D2 syn-
thase (H-PGDS), the terminal enzyme required for the 
synthesis of prostaglandin D2 (PGD2), the most abun-
dant cyclooxygenase product of mast cells. The gua-
nine nucleotide exchange factor RasGRP4, which is 
highly mast cell restricted, is also required for the nor-
mal expression of H-PGDS, suggesting that RasGRP4 
and MITF might cooperate in a coordinated transcrip-
tional system. To date, the parallel roles of MITF and 
RasGRP4 have not been defined in human mast cells.

The GATA family of zinc finger transcription factors 
are also involved in mast cell development. GATA-1 is 
involved in the differentiation and survival rates of 
mast cell precursors, and promotes expression of the 
FcεRI α- and β-chains. GATA-2 is important for the 
differentiation of mast cells from yolk sac precursors. 
The GATA consensus sequence is found in the pro-
moter region of genes expressed by mast cells, includ-
ing CPA, several proteases, and FcεRIα. PU.1, an Ets 
family transcription factor, may also play a role in the 
regulation of  mast cell development, possibly in coop-
eration with GATA-2.

Mast Cell Activating Receptors

FcεRI

FcεRI-dependent mast cell activation is a primary mech-
anism by which allergens induce effector responses in 
allergic disease. All tissue mast cells express the vari-
ant of FcεRI composed of an Fc-binding α subunit, a β 
subunit, and two γ subunits. Occupied by monomeric 
allergen-specific Ig, FcεRI is cross-linked by multiva-
lent allergens, resulting in signal transduction events 
that result in immediate granule fusion and exocy-
tosis, arachidonic acid metabolism, and induction 
of cytokine and chemokine gene transcription. The 
importance of these processes to the pathophysiology 
of allergic responses is undisputed. Early and late-
phase allergic responses to allergen challenge in the 
nose and lung of atopic individuals are blocked by the 
administration of cromolyn, a drug that inhibits mast 
cell activation, and can also be blocked by the admin-
istration of a therapeutic anti-IgE antibody. IgE-driven 
early and late-phase reactions induced experimentally 
in mice are also mast cell dependent.

While the role of FcεRI in allergic disease is well 
established, its role in the normal function of the 
immune system is less clear. Mice genetically defi-
cient in FcεRI develop normally and have normal T- 
and B-cell functions, and can eliminate Schistosoma 

(comitogenesis), rate of apoptosis, or expression of cer-
tain key genes. IL-3 can substitute for SCF for inducing 
mast cell growth in vitro from mouse bone marrow 
(although it lacks this activity in cultures of human 
bone marrow or cord blood). Although human IL-3 
fails to promote mast cell growth by itself, the IL-3 
receptor is constitutively expressed by human mast 
cell progenitors, is inducible on mature human mast 
cells, and mediates an SCF-driven comitogenic effect 
on human mast cells and their progenitors in vitro. In 
the absence of SCF, IL-3 also sustains the survival of 
human mast cells derived from cord blood or isolated 
from surgically resected intestinal tissue. IL-9 induces 
the expression of the mucosal proteases mMCP-1 and 
mMCP-2 by mouse mast cells in vitro, and upregulates 
the expression of several mRNA transcripts involved 
in the control of cell survival and cell cycle progres-
sion in human mast cells. IL-10 shares the feature of 
inducing mMCP-1 and mMCP-2 expression by mouse 
mast cells with IL-9, and also strongly stimulates his-
tamine synthesis and granule development.

Of the T-cell–derived cytokines, IL-4 may be espe-
cially pivotal regulating functional responses of mast 
cells in mucosal inflammation. First, IL-4 is important 
for Th2 cell development and the production of IgE. 
Second, IL-4 has several direct effects on the devel-
opment and/or function of mast cells. In vitro, IL-4 
amplifies SCF-driven proliferation of both mouse and 
human mast cells in vitro, and strongly upregulates 
the expression of leukotriene C4 synthase (LTC4S), 
the terminal enzyme needed for the production of 
LTC4, the parent of the cys-LTs, in the mast cells of 
both species. Surprisingly, the induction of LTC4S is 
necessary for a normal proliferative response to IL-4, 
which is markedly blunted in human or mouse mast 
cells in which cys-LT generation is blocked by either 
pharmacologic or genetic means. Extracellular cys-
LTs can induce mast cell proliferation in vitro by act-
ing at the type 1 receptor for cys-LTs (CysLT1R) and 
inducing transactivation of Kit. These findings may 
explain a profound deficiency in intraepithelial mast 
cells identified in LTC4S knockout mice subjected to 
a model of allergen-induced pulmonary inflamma-
tion. Collectively, these studies confirm the dynamic 
nature of mast cell phenotype and its dependency on 
tissue-specific determinants such as local cytokines, 
and implicate a major potential role for cys-LTs as sig-
naling molecules in amplifying mast cell development 
with mucosal inflammation.

Transcription Factors and Signaling Molecules

The microphthalmia transcription factor (MITF) is a 
basic helix–loop–helix leucine zipper-type protein that 
is central to mast cell and melanocyte development. 
Mice with a loss-of-function mutation in the mitf gene 
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IgG, FcγRIII. This receptor shares β and γ subunits 
with the FcεRI, but has not been identified on human 
mast cells. Human mast cells exposed ex vivo to IFNγ 
inducibly express high-affinity FcγRI receptors, and 
generate the same mediator profile in response to 
cross-linkage of this receptor as they do via FcεRI. 
The importance of mast cell activation by these IgG-
dependent pathways in human health and disease is 
unknown.

Pattern Recognition Receptors

In recent years, several studies have linked the activi-
ties of mast cells to the innate immune response, 
reflecting their capacity for activation in response to 
pathogen-derived molecules and endogenously gener-
ated mediators. On the basis of studies of c-kit mutant 
mice, mast cells are required for protective neutro-
philia occurring in response to experimentally induced 
Gram-negative septic peritonitis and pneumonia. The 
activation of mouse mast cells in response to virulent 
strains of Klebsiella pneumoniae was linked to CD48, a 
glycosylphosphatidylinositol-anchored protein. Mouse 
mast cells also express a number of Toll-like receptors 
(TLRs). In Gram-negative septic peritonitis, expression 
of TLR4 by mast cells is required to induce normal 
protective neutrophilia for microbial clearance. Skin 
mast cells are activated by bacterial peptidoglycan 
through TLR2 to mediate the influx of granulocytes to 
the site of intracutanous challenge with staphylococcal 
peptidoglycan.

G-Protein–Coupled Receptors

The complement fragments C3a and C5a (“anaphy-
lotoxins”) are established agonists for mast cell acti-
vation that can be generated as by-products of both 
adaptive and innate immune responses. Each induces 
signaling through a specific GPCR. Human mast cells 
stimulated by exogenous cys-LTs secrete cytokines and 
chemokines but do not release histamine. LTD4, the 
initial extracellular metabolite of LTC4, triggers mast 
cell activation through the type 1 receptor for cys-LTs 
(CysLT1R). LTE4, the terminal product of the cys-LTs, 
also activates human mast cells ex vivo to generate 
PGD2 and chemokines, but does so through a path-
way involving an uncharacterized GPCR that induces 
a secondary signal through peroxisome proliferator-
activated receptor (PPAR)γ, a lipid-activated transcrip-
tion factor. Mast cell activation through the adenosine 
A3 receptor can also induce mediator release that 
potentiates airway reactivity in mice. It is likely that 
these GPCR-dependent mechanisms for mast cell acti-
vation can elicit or modify mediator release in nonal-
lergic diseases and host defense responses that involve 
contributions from mast cells.

mansoni from the intestine with normal kinetics after 
experimental infection. Nonetheless, they do develop 
increased hepatic granulomas and hepatic fibrosis. 
Deficiencies in mast cells or IgE also impair the ability 
of mice to eliminate Haemaphysalis longicornis ticks, 
suggesting a role for IgE-mediated hypersensitivity 
for resistance against this parasite. The elimination of 
adult T. spiralis worms from the intestine is delayed in 
an IgE-null strain of mice, and the number of viable 
larvae encysting in the skeletal muscles doubled in the 
IgE-null mice compared to infected wild-type controls. 
Thus, IgE may serve an amplifying function in the con-
tainment and/or elimination of certain multicellular 
parasites. However, there is no infectious disease rec-
ognized to date that absolutely requires IgE or FcεRI 
for protective immunity.

FcεRI expression on the surface of mast cells and 
basophils is regulated at several levels. FcεRI is sta-
bilized at the cell surface on encounter with IgE. 
Peritoneal mast cells from IgE-null mice show strik-
ingly lower levels of surface FcεRI than do wild-type 
littermates, which increase with the intravenous 
administration of IgE. Circulating basophils from 
atopic individuals show levels of surface FcεRI that 
correlate with circulating levels of IgE. Moreover, 
depletion of IgE in humans using a therapeutic anti-
body sharply decreases FcεRI surface expression 
by circulating basophils and mast cells in both the 
lungs and the skin. Surface expression of FcεRI on 
mast cells ex vivo are increased, in a dose-dependent 
manner, by the addition of IgE. Incubation of in vitro 
bone marrow–derived mast cells with IgE enhanced 
not only their FcεRI expression but also signal trans-
duction and mediator release in response to FcεRI 
cross-linking. Certain clones of IgE can also induce 
cytokine secretion and sustain the survival of mouse 
mast cells independently of antigen in vitro. It is not 
clear whether this mechanism operates in vivo or in 
humans.

Cytokines can also regulate FcεRI expression and 
signaling. Human mast cells derived in vitro respond 
to the addition of exogenous IL-4 with dose- and time-
dependent enhancement of their surface FcεRI expres-
sion. Mast cells from human intestine have similar 
responses to IL-4. In both instances, the effect of IL-4 
is to drive transcription of FcεRIα, providing more 
subunits for surface expression. Not surprisingly, this 
mechanism is synergistic with the stabilization of sur-
face receptors by the addition of exogenous IgE. Both 
mechanisms amplify mediator release in response to 
cross-linkage of FcεRI.

Fcγ Receptors

In rodents, anaphylaxis can occur through IgG-
dependent activation of the low-affinity receptor for 
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Mast Cell Pathobiology

Anaphylaxis

IgE-dependent activation of mast cells (and possibly of 
basophils) is thought to underlie the pathophysiology 
of all systemic allergic reactions. The panel of media-
tors derived from mast cells include those that induce 
urticaria (histamine), vascular leak (histamine, LTD4, 
PGD2), hypotension (histamine), bronchoconstriction 
(histamine, LTC4, PGD2), flushing (PGD2), and intes-
tinal peristalsis (LTC4), all of which are associated 
signs or symptoms of anaphylaxis. The serum levels of 
mature β-tryptase, a protease stored in abundance in 
the granules of mast cells, are elevated during the first 
2–4 hours after many anaphylactic events. Because of 
its relatively long half-life when compared with his-
tamine, β-tryptase is a more useful marker of mast 
cell activation in vivo than is histamine. Interestingly, 
“pseudoallergic” or “anaphylacticoid” systemic reac-
tions to cyclooxygenase inhibitors and radiocontrast 
media, which are not thought to be mediated by IgE, 
can also be associated with elevated levels of β-tryptase, 
indicating the likely involvement of mast cells in these 
syndromes after their activation by idiosyncratic 
mechanisms. Surprisingly, β-tryptase levels are often 
not elevated in anaphylaxis caused by food ingestion. 
Although this may indicate a principal role for baso-
phils, the lack of basophil-specific markers of activa-
tion precludes a definitive explanation at this time.

Asthma

Most evidence from human studies supports a role for 
mast cells and their mediators as effectors in asthma. 
Bronchial biopsies from patients with asthma contain 
increased numbers of mast cells relative to biopsies 
obtained from nonasthmatic control subjects, irre-
spective of whether the asthmatic patients are atopic 
or nonatopic. The increased numbers of mast cells 
reflect distributions in the mucosal epithelium and in 
the bronchial smooth muscle layer, the latter being a 
region in which mast cells are rarely found in nonasth-
matic individuals or patients with eosinophilic bron-
chitis (a syndrome of bronchial mucosal inflammation 
without AHR or airflow obstruction). In contrast, sub-
stantial numbers of mast cells are found at this tissue 
site in asthmatic patients. The increase in the numbers 
of mast cells in the mucosal epithelial surface of biopsy 
specimens from asthmatic patients likely reflects the 
T-cell–driven pathway that amplifies mast cell devel-
opment. The numbers of mast cells in bronchial biopsy 
specimens from asthmatic patients predict therapeu-
tic failure during weaning from glucocorticoids.

Mast cell degranulation is prominent in postmor-
tem bronchial tissues from patients who die from 

Effector Cytokine Receptors

Recently, tissue-derived effector cytokines have been 
identified as potentially major inducers of mast cell 
activation. IL-33, which signals through T1/ST2, and 
thymic stromal lymphopoietin (TSLP), which signals 
through a heterodimeric receptor sharing a subunit 
with the IL-7 receptor, are both generated by injured 
or inflamed epithelium. Mast cells express the recep-
tors for both cytokines, and both can potently induce 
mast cells to generate cytokines and chemokines. Thus, 
IL-33 and TSLP provide potential mechanisms whereby 
mucosal injury can induce a direct response from mast 
cells without a requirement for antibody or FcεRI.

Inhibitory Receptors

Immunoglobulin-like and Fc Receptors

Mast cells express several receptors that inhibit their 
activation, potentially contributing to homeostasis in 
mast cell–dependent inflammatory responses. Mouse 
mast cells possess at least four inhibitory receptors that 
contain an immunoreceptor tyrosine-liked inhibitory 
motif (ITIM). These include the closely related low-
affinity Fc receptors for IgG, FcγRIIb1 and FcγRIIb2, 
leukocyte immunoglobulin-like receptor B4 (LILRB4, 
previously called GP49B1), and CD300a. Each of these 
receptors inhibits exocytosis and eicosanoid genera-
tion when colligated with FcεRI. Mice with targeted 
disruption of FcγRIIβ or LILRB4 show exaggerated 
experimentally induced IgE-dependent anaphylactic 
responses in vivo. RNA transcripts for LILRB4 have 
been detected in human mast cells, but their func-
tion has not been confirmed. Unlike FcγRII, the nat-
ural counterligands for LILRB4 and CD300a are not 
known.

G-Protein–Coupled Receptors

Mast cell activation can be inhibited by GPCRs that 
couple to Gs proteins and adenylyl cyclase (AC). 
Stimulation of mast cells through the β 2 adrenergic 
receptor, the A2B receptor for adenosine, and the 
EP2 receptor for PGE2 all block IgE-dependent mast 
cell activation responses. Inhalation of PGE2 by sub-
jects with asthma prevents both early and late asth-
matic responses. A recent study revealed that the A2B 
receptor for adenosine plays a major role in regulat-
ing endogenous levels of cyclic AMP in mouse mast 
cells, and A2B knockout mice display exaggerated 
IgE-dependent anaphylactic responses. Since GPCRs 
are good targets for pharmacologic compounds, 
these G-coupled receptors all represent promising 
therapeutic targets, and agonists of the β 2 adrenergic 
receptor are stables of asthma treatment.



J.A. Boyce72

support for the pathogenetic contributions of mast 
cells. In addition, diseases in which allergen-specific 
IgE is not demonstrable, such as chronic urticaria, 
urticaria, or anaphylaxis provoked by physical stimuli 
(such as exercise, cold exposure, or heat exposure) also 
involve contributions from mast cells. In most of these 
circumstances, the mechanism of activation remains 
obscure but may involve autoantibodies or neural 
circuits.

Atherosclerosis

Degranulated mast cells characteristically present in 
atherosclerotic plaques and sites of plaque rupture. 
The serum of patients presenting with acute myocar-
dial infarction show elevations of both histamine and 
mature β-tryptase, suggesting mast cell activation 
occurs concomitantly with ischemia. Mast cell gran-
ule constituents (heparin, proteases) can contribute 
to foam cell formation and cholesterol accumulation 
through effects on lipoproteins, and plaque instabil-
ity through effects on the extracellular matrix and 
inhibition of smooth muscle proliferation. Mast cell 
chymase also facilitates angiotensin-II formation and 
endothelin metabolism. Mast cell–derived eicosanoids 
can serve as vasoconstrictors and can promote neu-
trophil recruitment. Thus, there are several potential 
mechanisms by which mast cells could contribute to 
the pathogenesis of acute vascular events.

Roles Implicated by Animal Models

The increasing use of c-kit mutant mice in experi-
mental models has led to a steadily increasing num-
ber of diseases involving mast cells. As noted earlier, 
mast cells are essential for the initiation of protective 
innate immunity to bacteria in certain experimental 
models. This function in part reflects their ability to 
store and rapidly generate and release TNFα. More 
recently, a critical role for the tryptase mMCP-6 in 
septic peritonitis was inferred from studies of mice 
lacking this protease. Other studies have linked the 
protective neutrophilia to the production of LTB4, a 
powerful neutrophil chemotactic factor. Models of 
contact dermatitis, inflammatory arthritis, aortic 
aneurisms, bullous pemphigoid, and multiple sclero-
sis all implicate potential roles for mast cells as effec-
tors. Although evidence for mast cell contributions to 
these diseases in humans is inferential at present, it 
seems possible that mast cells may prove to be ther-
apeutic targets in at least some of these disorders, 
provided the responsible mediators and activation 
mechanisms become evident. Since animal models 
also support prominent roles for mast cells and their 
mediators in protective immunity to helminths, bac-
teria, and a range of other pathogens, the challenge 

asthma and is also observed in bronchial biopsy spec-
imens from living asthmatics. The levels of tryptase 
and other mast cell mediators often are markedly 
increased in the bronchoalveolar lavage (BAL) fluid of 
asthmatic patients relative to their levels in specimens 
obtained from nonasthmatic controls, even without 
allergen provocation. Thus, both mast cell hyperpla-
sia and ongoing mast cell activation are characteristic 
features of asthma. Therapeutic anti-IgE is an effi-
cacious treatment for atopic asthma. However, it is 
unlikely that FcεRI-dependent mechanisms account 
for the entirety of mast cell contributions to asthma, 
particularly since mast cell numbers (and indices of 
local mast cell activation) are increased in both atopic 
and nonatopic individuals.

Mastocytosis

Mastocytosis refers to a group of disorders that are 
characterized by increased mast cell burden in the skin 
and/or internal organs. When mastocytosis is limited 
to the skin (cutaneous mastocytosis), it may be iso-
lated to one lesion (mastocytoma), or more commonly 
is manifested by multiple brown-to-tan, flat lesions 
(urticaria pigmentosa) that swell with gentle pressure 
(Darier’s sign). The lesions of urticaria pigmentosa are 
usually present in cases of systemic mastocytosis as 
well, defined by mast cell infiltration of internal organs 
(lymph nodes, spleen, bone marrow). As many as 80% 
of patients with systemic mastocytosis bear a somatic 
mutation of the c-kit gene resulting in a single amino 
acid substitution (D816V) that renders the Kit receptor 
constitutively active. There are several subtypes of sys-
temic mastocytosis (indolent, aggressive, and others) 
that vary in clinical presentation and prognosis, all of 
which are associated with this single mutation, raising 
the likelihood of additional genetic or environmental 
factors that modify the clinical course. Unfortunately, 
the D816V variant of Kit resists inhibition by currently 
available tyrosine kinase inhibitors. Most of the signs 
and symptoms of systemic mastocytosis (flushing, 
pruritis, headache, diarrhea and abdominal pain, and 
hypotension) are attributable to nonspecific mast cell 
mediator release. Total pro-β-tryptase levels (but not 
mature β-tryptase levels) are generally elevated in sys-
temic, but not cutaneous, mastocytosis, as a reflection 
of total body mast cell burden.

Other Allergic Conditions

All atopic diseases (i.e., associated with allergen-
specific IgE) involve mast cell activation. These include 
allergic rhinitis, rhinosinusitis, allergic conjunctivitis, 
oral allergy syndrome, and atopic dermatitis. The com-
parative success of H1 histamine receptor blockade 
for the treatment of these conditions provides strong 
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from the common myeloid precursor by means of the 
common granulocyte precursor. However, the penulti-
mate and ultimate steps in basophil development are 
presently unclear. There are two models of basophil 
ontogeny, both of which are supported by experimen-
tal data. The first posits that basophils and mast cells 
share a common parent cell distinct from that which 
produces eosinophils. This hypothesis is most strongly 
supported by a murine model in which a bipotent cell 
could differentiate into either mast cells or basophils 
in the mouse spleen. The discovery of a cell with ultra-
structural features of mast cells and basophils in 
humans with chronic myelogenous leukemia agrees 
with this model. However, a genetic analysis using 
the D816V mutation in the c-kit receptor in patients 
with the disease systemic mastocytosis as a trackable 
marker did not suggest a close lineage relationship 
between mast cells and basophils, as basophils were 
found to carry the mutation in a minority of patients 
(5 of 33) and only when other lineages (monocytes, neu-
trophils) also harbored D816V. If a common basophil 
mast cell precursor cell exists, it would be expected to 
carry the D816V mutation more frequently in masto-
cytosis and would occur at least occasionally in the 
absence of other lineage involvement.

The second, competing hypothesis is that there is 
a basophil–eosinophil precursor distinct from a cell 
that gives rise to mast cells. This hypothesis is sup-
ported by the finding that peripheral blood cells from 
atopic donors can, when cultured in methylcellulose 
and with conditioned media, produce colonies from 
single cells that are either pure basophils or mixtures 
of basophils and eosinophils, suggesting the pres-
ence of a circulating basophil–eosinophil precursor. 
Quantification of such precursors demonstrates that 
atopic patients have fluctuating numbers of these 
bipotent progenitors, with fewer observed during ste-
roid treatment and more detected after allergen chal-
lenge. Similar cells have been obtained from the bone 

Introduction

Named after their affinity for alkaline stains and pos-
sessed of numerous potent inflammatory substances, 
basophils are the rarest of the granulocytes, typically 
constituting 0.5%–1.5% of peripheral blood leuko-
cytes. Studied both for their suspected effector roles in 
parasitic and allergic diseases and for their similarity 
to mast cells, these peripheral blood cells are increas-
ingly hypothesized to have important immunoregula-
tory functions. This chapter focuses primarily on the 
human basophil, but makes reference to the basophils 
of other species to point out phenotypic differences 
from human basophils, to describe phenomena that 
have been elucidated best in nonhuman basophils, 
and to describe murine and other mammalian models 
of disease in which the role of the basophil has been 
explored.

Identification

Historical Discovery

Paul Ehrlich, the German Nobel prize winner who 
made foundational contributions to immunology, is 
credited with the first description of the human baso-
phil in 1879 in a paper in which he also proposed the 
name Mastzellen for connective tissue cells that also 
took up aniline dyes in their numerous cytoplasmic 
granules. Because of their infrequency among periph-
eral blood leukocytes, basophils were given scant 
attention until their functional similarity to mast cells 
in terms of IgE-mediated histamine release was appre-
ciated more than eight decades later.

Development

Like other leukocytes, basophils derive from totipo-
tent hematopoietic stem cells, and are believed to arise 
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marrow and peripheral blood of patients with myeloid 
leukemias, and hybrid cells with histochemical and 
ultrastructural features of both basophils and eosino-
phils can be derived from normal human cord blood 
precursors.

Drawing firm conclusions from these studies is lim-
ited by the potentially confounding effects of patho-
logical conditions in human donors (allergic diseases, 
mastocytosis, malignancy), medications donors take 
to treat these diseases, and the lack of details and vari-
ation in culture conditions (cytokines, growth factors, 
and conditioned media) among studies. The possibility 
that there may be two or more basophil subpopula-
tions, one more closely related to mast cells, another 
more akin to eosinophils, has not been explored, but 
would resolve the apparently conflicting data and 
would suggest that basophils resemble dendritic cells 
in their developmental heterogeneity. An alterna-
tive reconciling hypothesis is that basophils and/or 
eosinophils may, in some contexts, (de)differentiate 
into hybrid cells, but definitive studies documenting 
this are presently lacking.

The current dogma posits that basophils exit the 
bone marrow as fully differentiated cells, as they are 
identified in peripheral blood relatively easily, and 
once isolated are functional for mediator release. 
However, basophils in inflamed tissues have distinct 
biochemical properties and may survive significantly 
longer than those in the circulation, suggesting that 
blood basophils may be partially functional cells that 
only fully mature after diapedesis or that they have a 
more plastic phenotype than currently appreciated.

Phenotypic Characteristics

Appearance

As at the time of their discovery, basophils are still 
identified routinely by their microscopic appearance. 
In addition, their identity is assessed by analysis of 
their pattern of expression cell surface proteins.

Light Microscopy Image
Basophils from peripheral blood avidly take up 
alkaline stains, such as alcian blue and trypan blue. 
Importantly, the granules of basophils (and mast cells) 
acquire a purple, not blue (as seen in other granulated 
cells such as monocytes and neutrophils), color upon 
interaction with these dyes; hence, the staining is 
termed “metachromatic” (Figure 6.1A). Basophils have 
numerous, moderately sized, metachromatic cytoplas-
mic granules and a bean-shaped or bilobed nucleus. 
Immunohistochemically, peripheral blood basophils 
from normal donors generally have a very low con-
tent of tryptase and do not contain chymase, classical 
markers of the mast cell.

Electron Microscopy Image
Viewed by electron microscopy, human basophils 
have a diameter of 5–7 microns, numerous amor-
phous round granules, and “stubby” cell surface pro-
cesses (Figure 6.1B). Compared to basophils, tissue 
mast cells are larger; have more numerous, smaller, 
and more electron dense granules that have either a 
lattice or scroll substructure; and possess distinctly 
longer and thinner plasma membrane processes. 
Basophils undergo dramatic ultrastructural changes 
with activation, but the pattern and degree of altera-
tion vary depending on the particular stimulus used. 
Thus, for example, “anaphylactic degranulation,” 
with granule-to-granule fusion or granule-to-plasma 
membrane fusion was seen best with stimuli that 
engage the high-affinity Fc receptor for IgE (FcεRI), 
while recombinant histamine releasing factor was 
most potent in inducing uropod formation, and the 
more gradual process of piecemeal degranulation 

Figure 6.1. (A)  Light micrographs of human peripheral blood 
basophils stained with Wright’s Giemsa. Note the numerous 
dark purple, metachromatic granules, and the bilobed or  
trilobed (close up) nucleus. (B) Electron micrograph of a human 
basophil in a capillary.
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was observed after stimulation by monocyte chemot-
actic protein-1.

Cell Surface Markers

Basophils are often identified by their pattern of 
plasma membrane proteins. Like mast cells, baso-
phils have high cell surface binding of IgE by means 
of their expression of FcεRI. CD123, the α chain of the 
IL-3 receptor, is also easily detected on these cells, as 
are CD11b and CD13. Often, the positive expression 
of these two proteins is used in conjunction with the 
absence of expression of a panel of lineage markers 
(such as CD2, CD14, CD16, CD19, and MHC class II) to 
identify basophils on flow cytometry (Figure 6.2).

Over a decade ago, the murine monoclonal anti-
body 2D7 was found to bind to the secretory granules 
of basophils (but not those of eosinophils, neutrophils, 
or mast cells). Likewise, the antibody BB1+ has been 
reported to be basophil specific. Antibody J175–7D4 
stains basophils based on its binding to proma-
jor basic protein, which is not expressed by mature 
eosinophils.

Cell surface protein expression is highly dynamic. 
With basophil activation through cross-linking of 
FcεRI, there is increased expression of a number of 
basophil cell surface markers, including CD13, CD63, 

CD107a, CD164, and CD203C. This observation is the 
basis of various in vitro basophil activation assays 
that have been used to identify circulating allergen/
antigen-specific IgE. Expression of specific cell surface 
receptors through which basophils may be activated is 
described later.

Products of Basophils

Histamine
Histamine, the best known mediator released by baso-
phils, is present preformed in cytoplasmic granules, 
and is rapidly released in response to stimuli that 
induce degranulation. While the platelets of some spe-
cies (e.g., rabbits) also contain histamine, basophils 
seem to be the exclusive source of this mediator in 
human peripheral blood. The histamine content of 
basophils is typically on the order of 1.0 pg per cell. 
When quantifying the release of histamine from baso-
phils, results are often reported as a percent of hista-
mine release, with the total histamine content being 
determined by complete lysis of the cells using hypo-
tonic and/or acidic media. Thus, for example, extensive 
cross-linking of FcεRI on a population of basosphils 
with allergen, anti-IgE, or anti-FcεRI may result in 
50%–90% histamine release, with exocytosis begin-
ning within 2–5 minutes of activation and completed 
by 30–45 minutes.

Lipid Mediators
Unlike histamine, the major lipid mediators of baso-
phils, leukotriene C4 (LTC4), and platelet activating 
factor (PAF) are newly synthesized upon cell activa-
tion. Although not preformed, the kinetics of their 
release after basophil activation with physiological 
and nonphysiological stimuli rivals that of histamine, 
initially being detected 1–5 minutes after activation 
and approaching maximal release by 15 minutes. 
When purified basophils are activated, the released 
LTC4 (<5–80 ng/million basophils) remains stable 
in solution. However, when basophils are selectively 
stimulated in the presence of other leukocytes, such 
as the mononuclear cells (monocytes, T cells, B cells, 
NK cells, and dendritic cells) with which they copurify 
during density gradient centrifugation, there is further 
metabolism of LTC4 to the most stable of the cysteinyl 
leukotrienes, LTE4. Unlike mast cells, basophils lack 
the enzyme hematopoietic prostaglandin (PG)D2 syn-
thase, and are thus incapable of generating PGD2.

Cytokines and Chemokines
The discovery that basophils release significant 
amounts of important immunoregulatory proteins 
is arguably the seminal finding that rescued the cell 
from being relegated to the status as a “mere” innate 
immune effector cell or surrogate mast cell. It also 
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Figure 6.2.  Flow cytometric identification of peripheral blood 
basophils. Basophils (right lower quadrant, within the bold cir-
cle) are typically positive for CD123 (the IL-3 receptor α chain, 
x-axis) and negative for the lineage markers IL-2, -14, -16, and 
-19 (y-axis). The cells within the ellipse are plasmacytoid den-
dritic cells, which may be distinguished from basophils by their 
expression of other cell surface markers such as blood dendritic 
cell antigen-2 (BDCA-2, CD303), and BDCA-4 (neuropilin-1,  
CD304), not shown here.
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rather efficient removal of contaminating polymor-
phonuclear neutrophil (PMN) and eosinophils. This is 
sufficient for many purposes, in which selective baso-
phil activation can be effected by stimulation through 
FcεRI and monitored by measuring histamine release. 
Employing multistep density gradient centrifugation, 
peripheral blood mononuclear cells can be enriched 
for basophils from their baseline frequency 10–20 
fold. Thereafter, basophils can be purified further by 
countercurrent elutriation. Relying on the rarity of 
circulating mast cell precursors, the absence of FcεRI 
expression by resting eosinophils, and the relative 
paucity of FcεRI expression by plasmacytoid dendritic 
cells, early techniques positively selected basophils 
by means of magnetic microbeads coated with anti-
FcεRI. Once bound, the basophils are separated from 
the non-basophils by application to a column placed 
in a magnetic field that restrains the microbeads while 
all unbound cells flow through the column.

Negative Selection

Because positive selection techniques that depend on 
ligation of cell surface receptors such as FcεRI risk 
activating the cells, they have largely been replaced 
by the inverse method – the binding and removal of 
all non-basophils in a sample to purify unbound baso-
phils by negative selection. Such an approach depends 
on a panel of cell surface markers strongly and con-
sistently expressed by eosinophils, neutrophils, mono-
cytes, NK cells, T cells, B cells, and various subtypes 
of dendritic cells. To succeed in purifying basophils, 
an antibody against at least one marker on each non-
basophil must be included. In this case, magnetic 
beads bind to non-basophils and the cell mixture is 
again subjected to column filtration. The unlabeled 
basophils flow through the magnetic field and are 
collected while other cells are trapped. Basophils of 
>95% purity and >50% recovery can be achieved using 
negative selection techniques.

Stimuli For Secretion

FcεRI and ITAM-Linked Receptors

FcεRI has been the most extensively studied cell sur-
face receptor on the basophil. As in mast cells, this 
receptor is composed of an α chain whose extracellu-
lar domain binds to the CH3 region of the IgE heavy 
chain, a β chain, and two copies of a γ chain shared 
with numerous other receptors such as those for IgG. 
Although other cells, including eosinophils and plas-
macytoid dendritic cells, express the α and γ chains, 
and thus bind IgE and react to its cross-linking, they 
lack the β chain. The intracellular domains of the β 
and γ chains contain immunoreceptor tyrosine-based 

justified the exploration of what roles basophils might 
play in the initiation, maintenance, and resolution of 
inflammation, especially that of allergic diseases.

Chief among the cytokines produced by basophils is 
interkeukin-4 (IL-4), which is released by basophils in 
response to stimulation both through FcεRI (by means 
of specific allergen, anti-IgE, or anti-FcεRI – see the dis-
cussion of this receptor later) and via IgE-independent 
stimuli such as the complement fragment C5a. Basophils 
possess mRNA encoding IL-4 at baseline, but cell acti-
vation augments this by more than threefold. The mass 
of IL-4 released varies among donors, ranging from 
less than 20 to more than 600 pg/million basophils. The 
kinetics of secretion are slower than that of histamine 
and the lipid mediators, with a half time to maximal 
release of approximately 1.5 hours and maximal release 
generally seen by 4–8 hours. The inhibition of IL-4 
release by basophils in the presence of cyclohexamide 
indicates that new protein synthesis is required.

Basophils also release IL-13 (<20–2,000 pg/million 
cells) in response to IgE cross-linking and to non-IgE-
mediated stimulation. As with IL-4, new protein synthe-
sis is required, but maximal release may not be achieved 
until 16–24 hours, depending on the agonist. One study 
of normal and asthmatic subjects revealed that during 
the first 6 hours after specific allergen challenge in vitro, 
basophils outnumbered T cells by fourfold as sources of 
IL-4 and by twofold as sources of IL-13.

Basophils release macrophage inflammatory 
protein-1α (MIP-1α) in amounts and according to 
kinetics similar to those of IL-13 secretion, and are 
also sources of the cytokine GM-CSF chemokines pro-
duced by basophils in response to IgE cross-linking 
include IL-8, MIP-5, and eotaxin.

Others
Although best known as the products of eosinophils, 
major basic protein and Charcot–Leyden crystals con-
taining lysophospholipase are produced by basophils. 
Likewise, basophils contain small amounts of mast 
cell tryptase, and release this mediator in response to 
anti-IgE. Recently, the cytotoxic serine protease gran-
zyme B has been detected from activated basophils, 
and basophils were able to directly kill target cells at 
least in part by means of this mediator, in a caspase-
dependent mechanism and to a degree rivaling natural 
killer (NK) cells.

Isolation Techniques

Positive Selection

Basophils comprise 0.5%–1.5% of circulating leuko-
cytes. They can be enriched modestly by density gradi-
ent centrifugation over Ficoll or Percoll, during which 
they co-sediment with the mononuclear cells with 
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Syk tyrosine kinase is involved in signal transduction 
from LILRA2, as predicted for a receptor that also 
employs the common γ chain.

GPCR

Formyl Peptide Receptors

The tripeptide formylated methionine-leucine-phenyl
alanine (fMLP) is a bacterial product capable of 
inducing histamine release and LTC4 generation by 
basophils. However, as a direct agonist, it is unable 
to elicit significant release of the cytokines IL-4 and 
IL-13 from these cells. Basophils consistently express 
at least three formyl peptide receptors: FPR, FPRL1, 
and FPRL2.

C5a

After FcεRI, the most potent activating basophil 
receptor is that of the complement fragment C5a. 
Agonization of C5aR leads not only to mediator release 
from all three basophil compartments when basophils 
are primed or stimulated in the presence of IL-3, but to 
chemotaxis as well. Basophils also express C3aR, the 
receptor for a second anaphylotoxin, but this molecule 
is a less potent basophil secretogogue when compared 
to C5a.

Chemokines

The impressive (and likely as yet incompletely deter-
mined) variety of chemokine receptors expressed on 
the surface of basophils allows them to respond to a 
broad gamut of factors that influence cell trafficking 
(see Table 6.1). Many ligands for basophil surface recep-
tors have both chemotactic or chemokinetic and vari-
able prosecretory activities, making impossible a sharp 

activating motifs (ITAMs). Cross-linking of IgE results 
in the phosphorylation of critical tyrosine residues in 
these motifs, providing docking sites for proteins such 
as the tyrosine kinase Syk and the induction of a com-
plex intracellular signaling network that culminates 
in mediator release. In particular, it was first demon-
strated in basophils (and later confirmed in mast cells) 
that the expression of FcεRI is dynamic and directly 
proportional to the ambient concentration of IgE. This 
has been exploited clinically with the development of 
therapy for allergic diseases such as asthma and food 
allergy with monoclonal antibodies directed against 
FcεRI. These antibodies bind to circulating IgE and 
thereby prevent its interaction with FcεRI. Not only 
does this lead to reduced binding of specific IgE to 
FcεRI, but also reduced expression of FcεRI, which 
together lead to blunted IgE-dependent responses. 
The presence of FcεRI is often detected by means of 
flow cytometry using a monoclonal antibody directed 
against the extracellular portion of the α chain, such 
as 22E7 (which binds to the α chain whether occupied 
by IgE or not) and 15A5 (which only binds unoccupied 
α chain), or by binding of labeled IgE. Because of the 
dynamic expression of FcεRI, basophils may have any-
where from a few thousand to hundreds of thousands 
of these receptors on their surface. The cross-linking 
threshold for mediator release from a given basophil 
may likewise range broadly from a few hundred to 
tens of thousands of FcεRI receptors.

Basophils also consistently express the Ig super
family  member leukocyte immunoglobulin-like 
receptor A2 (LILRA2, also known in alternative 
nomenclature systems as LIR7, ILT1, and CD85h). 
The ligands for this receptor are as yet unidentified, 
but cross-linking by means of a monoclonal antibody 
results in mediator release from all three basophil 
“compartments”  – preformed histamine from gran-
ules, newly synthesized LTC4, and IL-4. As with FcεRI, 

TABLE 6.1. B asophil GPCR receptors and their counterligands

Receptor Ligands

Platelet activating factor receptor PAF

C5aR C5a

FPR, FRPL1, FPRL2 fMLP, urokinase plasminogen activator (uPA)

CCR1 MIP-1α, MCP-3

CCR2 MCP-1 (CCL2), MCP-3

CCR3 Eotaxin (CCL11), RANTES, MCP-3

CXCR1 IL-8

CXCR2 Nap-2

CXCR4 Stromal cell–derived factor 1 (SFD1, CXCL12)

Oxoeicosanoid receptor (OXE) 5-oxo-ETE
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one for histamine (H2) and two for LTC4 (CysLTR1 and 
CysLTR2). While this suggests autocrine actions of his-
tamine and cysteinyl leukotrienes, the implications of 
this have not been fully elucidated. In addition, expres-
sion of BLT1 allows LTB4 to induce degranulation of 
basophils.

Cytokines

IL-3 is the best studied cytokine influencing baso-
phils, and the α chain of the IL-3 receptor (CD123) is 
so strongly and consistently expressed on the cell sur-
face that it is often used as a marker to help identify 
basophils. Exposure of basophils to IL-3 has profound 
effects on both cell viability and mediator release in 
response to activation. IL-3 at a concentration of 10 
ng/mL retards basophil apoptosis and augments the 
release of histamine, LTC4, and IL-4 in response to 
IgE-dependent and -independent stimuli by “priming” 
(e.g., a 15-minute exposure before activation). At this 
and higher concentrations, IL-3 can elicit some media-
tor release on its own. In vitro experiments suggest 
that IL-3 is necessary (and possibly sufficient) to drive 
precursor cells toward the basophil phenotype.

Basophils also express receptors for IL-2 (CD25), 
IL-4, IL-5, and IL-8. The influence of these cytokines 
as well as of GM-CSF and SCF on basophil develop-
ment and the longevity and function of mature baso-
phils are less well established than those of IL-3. IL-5, 
and GM-CSF are able to prime basophils for LTC4 syn-
thesis and the release of IL-4 and IL-13 in response 
to C5a, but with less potency than IL-3. Unlike IL-3, 
these cytokines do not elicit mediator release directly. 
Nerve growth factor (NGF) augments mediator release 
by basophils in response to C5a.

Toll-Like Receptors

Basophils have been shown to express both mRNA and 
protein for Toll-like receptors (TLRs), TLR2 and TLR4. 
In importance, extensive experience demonstrates little 
reproducible effects of the TLR4 ligand lipopolysaccha-
ride (LPS) on basophils, possibly because these cells do 
not express CD14, the LPS co-receptor present on LPS 
responsive cells such as macrophages. In contrast, the 
TLR2 ligand peptidoglycan directly induces IL-4 and 
IL-13 secretion from basophils. This activation appears 
to be cytokine selective, as it occurs in the absence of 
any histamine or LTC4 release, though peptidoglycan 
augments their release in response to anti-IgE.

Histamine Releasing Factors

Originally named for their ability to induce degranu-
lation, these enigmatic mediators also induce IL-4 
release from basophils and augment cytokine release 

distinction among these components of cell activation. 
Thus, for example, C5a and fMLP elicit both mediator 
release from and chemotaxis of basophils, while IL-3 
augments basophil chemokinesis but not chemotaxis. 
Basophils express the stem cell factor (SCF) receptor 
c-kit, allowing SCF, which is not directly chemotactic, 
to augment basophil movement in response to C5a, 
MIP-1α, MCP-1, and eotaxin. Some chemotactic factors 
promote only selected mediator release, as exemplified 
by the abilities of MIP-1α, MCP-1, and eotaxin, which 
all direct basophil movement, to elicit LTC4 generation 
but not IL-4 or IL-13 production.

One study of the transendothelial migration of 
basophils using human vascular endothelial cells 
(HUVEC) documented a tenebrous array of molecules 
that initiate or influence basophil movement, often 
with complex additive or synergistic effects and dis-
tinct (sometimes partially overlapping) time courses 
of maximal receptor expression and ligand potencies.

Basophils express α 4 β 1 (CD29/CD49d) and β 2 integ-
rins (specifically CD11a/CD18 and CD11b/CD18), both of 
which contribute to diapedesis by allowing basophils 
to bind VCAM-1 and ICAM-1 and adhere to endothelial 
cells. As noted earlier, basophils produce a number of 
chemotactic factors, many of which may bind to their 
receptors contributing to an autocrine and/or a posi-
tive feedback system in which basophils promote their 
own recruitment. The results of numerous studies sug-
gest a convoluted system of receptors and ligands that 
orchestrate the movement, modulate the activation, 
and promote the longevity of basophils in inflamed tis-
sues. Although labyrinthine in its details, this network 
resembles that regulating eosinophils, a fact that has 
been emphasized by those who assert a close onoto-
logic relationship between these two granulocytes.

CRTH2

Among the most prominent biochemical differences 
between mast cells and basophils is the ability of the 
former and the inability of the latter to produce the lipid 
mediator PGD2. However, basophils express the CRTH2 
receptor (chemotactic receptor homologous molecule 
expressed on TH2 cells), which is the second receptor 
for PGD2, DP2. Thus, basophils can respond to this 
chemotactic factor, suggesting that activation of mast 
cells (e.g., through IgE by allergen or parasite antigen) 
may lead to the recruitment of basophils to inflamed 
tissues. Agonization of CRTH2/DP2 also leads to Ca2+ 
influx, augmentation of degranulation induced by anti-
IgE and by fMLP, and increased expression of CD11b.

Histamine and Leukotriene Receptors

Interestingly, basophils possess cell surface receptors 
for the inflammatory mediators they produce at least 
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related receptors such as LILRB3 and LILRA2 (whose 
genes are found along with those encoding the other 
LILRs in the leukocyte receptor complex on chromo-
some 19q13.42) are paired immunoregulatory switches, 
differentially expressed on various leukocytes and 
potentially binding related ligands with distinct affini-
ties and kinetics to exert fine control over the func-
tions of basophils and other inflammatory cells.

Basophils also express the inhibitory IgG recep-
tor FcγRIIB (CD32), which possesses a single ITIM. 
Costimulation of basophils through both FcεRI and 
FcγRIIB delays and limits Ca2+ influx and attenu-
ates degranulation and IL-4 release. These effects 
appear to be mediated by phosphorylation of the ITIM 
tyrosine residues, providing a docking site for the SH2 
domain-containing phosphatase SHP-1, which then 
dephosphorylates key activating signal transduction 
components such as Syk. These observations form the 
basis of two novel approaches to antagonizing baso-
phil and mast cell contributions to allergic inflamma-
tion. The first is a bifunctional Fcγ–Fcε fusion protein 
composed of part of the Fc portion of IgG that binds 
to FcγRIIB linked to a part of the Fc portion of IgE 
that binds to FcεRI. This protein effectively co-ligates 
FcγRIIB to FcεRI, constraining all IgE-mediated acti-
vation of basophils and mast cells. The second is a 
fusion protein composed of the same part of the Fc 
portion of IgG that binds to FcγRIIB linked to the 
major cat allergen Fel d1. By co-ligating FcγRIIB to 
Fel d1 specific IgE, this protein is an effective allergen-
specific antagonist of basophil and mast cell activation 
appropriate for immunotherapy.

CD200R is a further example of an inhibitory recep-
tor expressed by basophils. Intriguingly, a number 
of pathogenic viruses, including the human herpes 
viruses HHV-6, -7, and -8 express homologues of the 
ligand CD200, and are capable of downregulating acti-
vation of basophils.

Functional Implications of  
Basophil Activation

Tissue Effects of Mediator Release

The widespread activation of circulating basophils, 
with the release in minutes of preformed granule con-
tents and the rapid de novo synthesis of lipid media-
tors, is predicted to result in systemic vasodilation and 
thus a decreased blood pressure. Indeed, since hista-
mine, LTC4, and PAF possess such vasoactive proper-
ties, this is a model of anaphylaxis especially attractive 
to explaining the rapid systemic allergic reactions to 
specific allergens administered intravenously (e.g., 
those to IV antibiotics) and to nonspecific secre-
togogues such as radiocontrast media and hyper- and 

in response to IgE-mediated stimulation of these 
cells. Early reports suggested the existence of at least 
two histamine releasing factors (HRFs), one that 
depends on cell surface IgE and at least one that is IgE-
independent. Some HRF activity was subsequently 
attributed to the action of chemokines. HRFs are pro-
duced by a variety of cells, such as endothelial cells, 
platelets, monocytes, and B lymphocytes. Much about 
HRFs remains to be explored. The receptors for HRF 
are currently unknown, and basophils from some 
donors do not respond to HRF. One particular HRF, 
human recombinant HFR (HrHRF) has been purified, 
sequenced, and studied in detail. This 23 kDa protein 
induces histamine release from the basophils of a sub-
population of atopic individuals. Responsiveness to 
HrHRF depends on IgE present on the basophils and 
in the serum of these donors, termed IgE+. This IgE+ 
can confer HrHRF responsiveness to any basophil, as 
opposed to the IgE from HrHRF unresponsive donors, 
termed IgE–, which cannot. While HrHRF depends 
on IgE+, it appears to have its own receptor, as it also 
primes unresponsive basophils for histamine release in 
response to anti-IgE and fMLP. In addition to inducing 
histamine release from the basophils of responders, it 
elicits IL-4 secretion from these cells (also in an IgE+ 
dependent manner) and primes even nonresponder 
basophils for IL-4 and IL-13 secretion in response to 
anti-IgE. The signal transduction mechanisms of HRF-
mediated activation involves the tyrosine kinase Syk, 
but other critical details, such as the identity of the 
HrHRF receptor, are lacking.

Inhibitory Receptors

Appreciation of the importance of inhibitory receptors 
on the functions of basophils (as with those of other 
inflammatory cells) has increased dramatically dur-
ing the past decade. Basophils consistently express the 
leukocyte immunoglobulin-like receptor B3 (LILRB3), 
a member of the inhibitory subgroup of LILRs. 
Although the related inhibitory receptors LILRB1 and 
2, which are expressed on the surface of basophils 
from a minority of donors, are known to bind nonpoly-
morphic regions of MHC class I molecules, the ligands 
for LILRB3 are currently undetermined. Co-ligation 
of LILRB3 to an activating receptor such as FcεRI or 
LILRA2 results in the attenuation of mediator release 
from all three basophil compartments. LILRB3 pos-
sesses a relatively long cytoplasmic tail that contains 
immunoreceptor tyrosine-based inhibitory motifs 
(ITIMs). When phosphorylated, the tyrosine residues 
in these regions allow the docking and activation of 
phosphatases that antagonize the kinases involved in 
the propagation of activating signal transduction net-
works. It is tempting to hypothesize that evolutionarily 
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skewing:  once IgE production is established by Th2 
cells, the IgE sensitizes basophils, and IgE-dependent 
stimulation of these basophils leads to their elaborat-
ing additional pro-IgE production signals, further 
encouraging B cells to make IgE. Importantly, how-
ever, recent data from in vivo murine models suggests 
that basophils may be an early, innate influence on B 
cells that initiates IgE production. This is not a direct 
effect of basophils on B cells, but rather is mediated 
by basophils inducing Th2 skewing, and it is the Th2 
cells that directly induce B cells to undergo ε isotype 
switching. Thus, the basophil may be an answer to 
the mystery of the origins of Th2 skewing as well as a 
player in a potential positive feedback loop of IgE pro-
duction for those antigens that can activate basophils 
for IL-4 production and CD40L expression by an IgE-
independent mechanism.

Evidence For Roles in Diseases

Asthma and Rhinitis

Determining the precise contribution of the basophil 
to human diseases has been challenging. Basophils 
are considered to participate in allergic and antipara-
sitic inflammatory reactions, based on their biochemi-
cal and morphological resemblances to mast cells and 
eosinophils.

Their role in asthma was suggested by early stud-
ies that documented increased numbers of peripheral 
blood basophils and histamine concentrations in symp-
tomatic asthmatics. Numerous basophils are pres-
ent in sputum samples from patients with untreated 
asthma exacerbations, while 95% of the IgE-positive 
cells in bronchoalveolar lavage (BAL) fluid from asth-
matic subjects have the morphologic and flow cytomet-
ric characteristics of basophils. Allergen inhalation by 
subjects with atopic asthma induces increases in spu-
tum basophils at both early (7 hours after inhalation) 
and late phase (24 hours after inhalation) time points. 
The magnitude of this increase correlated with airway 
hyperresponsiveness (AHR) in response to methacho-
line in some studies, but this finding is controversial as 
other studies do not support or confirm this result.

Using the basophil-specific antibody 2D7, signifi-
cantly more basophils were detected in postmortem 
lung section of patients with fatal asthma than in con-
trol patients who had asthma but died of other causes. 
The basophils were observed in both large and small 
airways and were present in the epithelium, submu-
cosa, and alveolar wall. A subsequent study using 2D7 
to identify basophils in biopsy specimens after aller-
gen-induced late asthmatic responses showed that 
basophils accounted for a significant percentage of 
cells positive for IL-4 mRNA and the majority (72%) 

hypotonic solutions. However, unlike mature, tis-
sue-bound mast cells, circulating basophils must be 
recruited to tissues to participate in more typical aller-
gic or antiparasitic inflammatory reactions, and this 
process may take hours to days. In the skin, the mani-
festations of basophil activation due to the release of 
these mediators include edema, erythema (wheal and 
flare reactions), and pruritus. In the gut, mucosal 
changes such as edema and the transmucosal loss of 
fluid, accompanied by increased peristalsis result in 
nausea, vomiting, diarrhea, and cramping abdomi-
nal pain (colic) as seen in food allergies. In the upper 
respiratory tract, similar changes in the nasal mucosa 
appear as congestion and rhinorrhea, while broncho-
constriction and wheezing typify the effects of LTC4 
and other mediators in the lower respiratory tract. The 
relative contribution of mast cells and basophils to 
IgE-dependent allergic responses has been the subject  
of debate. However, the observation that histamine but 
not PGD2 is released into the nasal secretions during 
late-phase allergic reactions are argued for involve-
ment of the basophil.

Recruitment and Modulation of Other  
Immune Cells

Their expression of numerous cytokines and chemok-
ines suggests that over a longer time course (hours to 
days), basophils may recruit other immune cells to 
inflammatory lesions, and kinetic studies support this 
by demonstrating that basophils arrive in inflamma-
tory tissues concomitant with or before other cells such 
as eosinophils and lymphocytes. Once there, basophils 
may modulate the function of these cells by means of 
extracellular mediators and by cell surface receptors 
recognizing their counterligands. The details of such 
cell–cell interactions await complete elucidation, but 
likely vary among different disease models.

The most intriguing advance in the appreciation of 
the potential immunoregulatory role of the basophil is 
the observation that activation of this innate immune 
cell can induce ε isotype switching and IgE produc-
tion by human B cells when the two cell types are 
cocultured in vitro. Originally observed in response to 
nonphysiological stimulation of peripheral blood baso-
phils (with PMA and ionomycin), this effect on B cells 
is also seen with activation of KU812 cells (a basophil-
derived cell line) and with FcεRI-mediated activation 
of human cord blood–derived basophils. In all these 
systems, B-cell isotype switching is accompanied by 
and dependent on the production of IL-4 and IL-13 
by the basophil (or KU812 cell) and expression of the 
costimulatory molecule CD40L (CD154). This phenom-
enon has traditionally been interpreted as represent-
ing the ability of basophils to reinforce previous Th2 
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Immunologic Skin Disease

Cutaneous allergic inflammation takes a number 
of forms, one of the most common of which is urti-
caria (hives) with or without angioedema (swelling). 
Analogous to studies of the airways, the involvement of 
basophils in antigen-induced late phase skin reactions 
(LPR), a model of cutaneous allergy, has been assessed 
by staining skin biopsies with the BB1 antibody. After 
local antigen challenge, basophils were detected in the 
dermis (especially around blood vessels) at 6 hours, 
peaked at 24 hours, and started to resolve at 48 hours. 
Maximal basophil numbers reached 40% of peak 
eosinophil numbers, and approximately one-third of 
the basophils had an appearance consistent with par-
tial degranulation. A similar study employing the 2D7 
antibody also demonstrated a dramatic influx of baso-
phils into the dermis around blood vessels 6 and 24 
hours after allergen injection. Importantly, these 2D7-
positive dermal basophils were negative on stating for 
metachromatic granules with toluidine blue, suggest-
ing that degranulation had occurred and indicating 
that light microscopy might underestimate the pres-
ence of basophils.

A comparison of biopsies of allergen-induced 
cutaneous LPR with those from patients with 
chronic idiopathic urticaria (CIU) and those from 
normal controls demonstrated increased numbers of 
BB1 positive basophils in the LPR and CIU tissues 
compared with nonatopic controls. Approximately 
35%–50% of patients with CIU have IgG auto
antibodies directed against IgE or FcεRI, but there 
were no statistically significant differences in the 
numbers of dermal basophils between those with 
and without such antibodies. In  situ hybridization 
demonstrated mRNA for IL-4 in both LPR and CIU 
biopsies, but it was unclear what fraction of IL-4 
mRNA positive cells were basophils (as opposed to 
Th2 lymphocytes). A number of studies have used 
peripheral blood basophils in assays for histamine 
release to detect anti-IgE or anti-FcεRI autoantibod-
ies in the serum of patients with CIU, and found that 
basophil histamine is dependent on or augmented by 
the complement fragment C5a.

Basophils have been detected infiltrating the 
lesions of bullous pemphigoid, erythema multiforme, 
incontinentia pigmenti, and rejection of first set skin 
allographs. Thus, basophils may be involved in the 
pathobiology of many immunologic skin diseases.

Anaphylaxis

Anaphylaxis is a severe, rapidly progressive, life 
threatening systemic allergic reaction typically trig-
gered by allergens such as foods (e.g., peanut, shell-
fish), drugs (e.g., penicillin, aspirin), insect venom, and 

of cells positive for IL-4 protein. Employing the BB1 
antibody that recognizes basophil granules and defin-
ing basophils and tryptase negative, increased num-
bers of basophils were seen at baseline in the lungs 
of atopic asthmatics compared to atopic subjects 
without asthma and control patients with nonatopic 
asthma. Basophil numbers increased further after 
antigen inhalation, but these cells were outnumbered 
tenfold by eosinophils and mast cells, suggesting that 
the basophil may play a predominantly regulatory role 
rather than being an effector cell.

Using flow cytometry to detect intracellular cytokine 
production in peripheral blood mononuclear cells from 
asthmatic and nonasthmatic, nonatopic subjects, one 
study determined that, as expected, specific antigen 
elicited IL-4 and IL-13 secretion only from the basophils 
of the asthmatics. Of note, under such circumstances, 
basophils outnumbered T cells as IL-4 producing cells 
by fourfold. Two hours after antigen stimulation baso-
phils were the exclusive cellular source of IL-13, sug-
gesting that in the peripheral blood basophils are the 
dominant cellular source of Th2 cytokines in the first 6 
hours after stimulation with allergen.

Like asthma, allergic rhinitis is an allergen-driven 
mucosal inflammatory condition with an immedi-
ate and a late phase (6–8 hours later). Among such 
biphasic responders, there is an increase in the 
histamine content of nasal secretions at both time 
points. However, elevated concentrations of PGD2 are 
observed only in the immediate phase. As, in con-
trast to mast cells, basophils lack the ability to pro-
duce PGD2, these findings suggest that the immediate 
phase is dominated by the activation of mast cells 
and that mediator release in the late phase is derived 
from newly recruited basophils. Data in support of 
this model were obtained in a study of patients with 
nasal allergy to grass pollen. At baseline, biopsies 
of the nasal mucosa demonstrated no basophils (as 
assessed by staining with the BB1 antibody). Within 
1 hour after local allergen challenge, biopsies demon-
strated a significant influx of basophils into the epi-
thelium and lamina propria, and basophils remained 
detectable in the lamina propria at 24 hours and 1 
week after challenge. Basophil numbers increase 
in the circulation of patients with ragweed allergic 
patients during ragweed season, suggesting that an 
antigen induced signal reaches the bone marrow 
and augments basophil production and/or attenuates 
basophil apoptosis.

Thus, the role of basophils in asthma and rhini-
tis is suggested by their recruitment to the airways 
in acute asthma and following antigen challenge; by 
the pattern of mediator production in the late phase 
allergic response; and by the increased numbers in the 
circulation of basophils producing Th2 cytokines after 
antigen challenge.
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these diseases. Basophils from patients with hook-
worm infection (Necator americanus) degranulate in 
response to hookworm antigen, and the proteases 
secreted by this parasite have been shown to induce 
cytokine release from purified human basophils. This 
latter finding suggests that hookworm proteases may 
be innate (i.e., IgE-independent) activators of baso-
phils important in early antiparasitic responses that 
later include IgE production (see earlier section for 
a discussion of basophil induction of B-cell ε isotype 
switching). Likewise, peripheral blood basophils from 
patients harboring active infection with the filarial 
worm Brugia malayi produced significant amounts 
of IL-4 in response to B. malayi antigen. Importantly, 
this IL-4 response was quantitatively on a par with 
that of parasite-specific T cells and was triggered by 
lower concentrations of antigen. Together, these stud-
ies suggest that at least for some infections, parasite 
antigens may elicit IL-4 release from basophils in 
an IgE-independent manner and that basophils may 
therefore be influential in establishing Th2 immune 
antiparasitic immune responses.

Other Human Diseases

Using the BB1 antibody, basophils have been identi-
fied in the gastric mucosa of patients with moderate 
to severe gastritis due to Helicobacter pylori infection. 
Hp(2–20), a peptide derived from the gut pathogen, is 
a potent chemoattractant for basophils, likely through 
the FPR-like 1 and 2 receptors (Table 6.1). While 
Hp(2–20) could induce Ca2+ influx into basophils, this 
stimulus did not elicit histamine release or cytokine 
(IL-4 or IL-13) secretion from these cells in vitro. 
The nature, mechanisms, and effects of basophil acti-
vation, if it occurs in the context of H. pylori infection, 
remain to be fully elucidated.

Peripheral blood basophils from normal individu-
als, unlike their mast cells, express a poorly charac-
terized 45 kDa cell surface protein that binds the IgM 
mAb Bsp-1. As noted earlier, these cells have trace 
amounts or no detectable mast cell tryptase, chymase, 
or carboxypeptidase in their granules, and little cell 
surface expression of c-kit. However, in the peripheral 
blood of patients with asthma, atopy (allergic rhinitis, 
atopic dermatitis, urticaria), and drug allergy there are 
significant numbers of metachromatic, Bsp-1 positive 
cells with segmented nuclei (i.e., with the morphology 
of basophils) that possess tryptase, chymase, and/or 
carboxypeptidase in their granules. In addition, these 
cells expressed detectable amounts of c-kit on their 
surface. These data suggest that basophils in aller-
gic disease may have a plastic phenotype and/or that 
basophils and mast cells are developmentally related, 
though this is controversial (see the discussion of baso-
phil ontogeny earlier).

latex. Typical routes of allergen entry include ingestion 
(foods and some drugs), injection (intradermal for 
venom, intravenous for some drugs), and inhalation 
(latex). Anaphylaxis is a clinical diagnosis, dependent 
on the appearance of common symptoms and signs 
in specific organ systems (e.g., pruritus, urticaria, 
and angioedema; asthma; and abdominal pain, nau-
sea, vomiting, and diarrhea) in the context of allergen 
exposure. With the exception of food-induced anaphy-
laxis, an elevation in the serum concentration of mast 
cell tryptase is so frequently seen that its absence casts 
some doubt upon the diagnosis, though it does not cat-
egorically rule out anaphylaxis. This in conjunction 
with decades of histological and biochemical data 
have established that mast cells are central to most 
forms of anaphylaxis.

Whether basophils are activated in one or more 
subtypes of anaphylaxis, depending perhaps on the 
triggering allergen and the route of exposure is the 
subject of investigation. The absence of elevations in 
serum tryptase in food induced anaphylaxis has led 
some to hypothesize that basophils may play a domi-
nant role in this subtype of the disease. Individuals 
who develop anaphylaxis to the venom of stinging 
insects can be effectively treated with incremental 
subcutaneous injection of increasing doses of the 
responsible antigen over several hours or, more com-
monly, several weeks. This treatment is called immu-
notherapy. One recent study of peripheral blood 
basophils from patients with venom-induced anaphy-
laxis and those from patients with only large local 
sting reactions indicated that CD63 expression was 
higher at baseline (i.e., prior to sting challenge) among 
patients with systemic reactions (anaphylaxis) who 
were receiving venom immunotherapy compared to 
patients with large local reactions who were receiving 
immunotherapy. Basophils increased their expression 
of CD69 and CD203C in response to in vivo sting chal-
lenge. The authors suggested that basophils may thus 
be useful biomarkers of venom-induced anaphylaxis, 
but whether basophil activation is either necessary or 
sufficient for human anaphylaxis is unclear.

Parasitic Infections

Parasitic infections typically elicit elevated serum 
concentrations of IgE and eosinophilia. Evidence for 
basophils participating in immune responses against 
parasites is largely extrapolated from animal models 
(see later). While basophilia (increased numbers of 
circulating basophils) is commonly observed in non-
human models, it is very rarely observed in human 
infections. One study documented that basophilia 
occurred in only 4 out of 668 patients with confirmed 
parasitic infection. However, data from other stud-
ies suggest that human basophils are functional in 
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apoptosis (programmed cell death) just as they do in 
eosinophils.

LT Receptor Antagonist

Basophils both produce and respond to cyLTs. 
Antagonism of the cysLT1 receptor by montelukast 
in patients with asthma had no effect on basophil 
degranulation in response to anti-IgE, but did result 
in modest inhibition of LTC4 release from these cells, 
indicating differential regulation of these distinct 
mediator compartments and a possible cysLT feed-
back mechanism.

Anti-IgE

As noted earlier, the expression of FcεRI by basophils 
is directly proportional to the ambient concentration 
of free IgE. Humanized monoclonal antibodies (e.g., 
omalizumab) that bind to the CH3 domain of the IgE 
heavy chain compete with the binding site of the FcεRI 
α chain, thus preventing IgE from adhering to the sur-
face of basophils by means of the high-affinity receptor. 
This leads to a dramatic and nearly complete decline 
in FcεRI expression on the surface of basophils. This 
greatly impairs FcεRI-mediated activation of baso-
phils, including histamine release, LT secretion, and 
cytokine production. Over the course of weeks after 
cessation of treatment, free IgE concentrations, FcεRI 
expression, and basophil mediator responses return to 
baseline.

Diagnostic Tests Using Basophils

A number of tests using basophils have been devel-
oped to assist in the diagnosis of allergic diseases by 
means of an in vitro assay that is ideally easily per-
formed, minimally invasive (requiring a peripheral 
blood sample as opposed to skin testing or allergen 
challenge), rapid, reproducible, and widely applica-
ble. Generally, these tests involve exposing basophils, 
either in a peripheral blood sample or purified to vary-
ing degrees, to a suspected allergen, such as environ-
mental substances (e.g., plant pollens, animal dander, 
dust mite antigens), drugs (e.g., NSAIDs, antibiotics, 
chemotherapeutic agents), foods, and Hymenoptera 
venom. Because basophils are believed to be the exclu-
sive source of histamine in human peripheral blood, 
measuring histamine release 30–60 minutes after 
exposing the patient’s blood cells to the antigen deter-
mines whether basophil activation occurred. Other 
tests rely on changes in the expression of certain baso-
phil cell surface markers, such as CD63, CD69, and 
CD203C as assayed by flow cytometry. Some assays 
combine measurements of mediator release with flow 
cytometry.

Guinea Pig and Mouse Models of Disease

Decades ago, studies of basophils from other mam-
malian species were frequently performed in guinea 
pig models and occasionally in rats and mice. 
Recently, the murine model has come to dominance, 
but advances have been limited by two difficulties. The 
first is in definitively identifying mouse basophils, as 
murine basophils appear to differ morphologically 
and in terms of cell surface receptor expression from 
their human counterparts. The second is the lack of a 
genetic basophil “knockout” model corresponding to 
mast cell deficient mice strains.

Guinea pig and murine models of parasitic infec-
tions, such as ectoparasites (ticks) in the former and 
Nippostrongylus brasiliensis in the latter, have been 
used to explore both the contribution of basophils to 
host defense and the ontogeny of basophils, as both 
species (unlike humans) typically develop basophilia 
in response to parasite invasion. These studies estab-
lished basophils as important sources of cytokines 
such as IL-4 and IL-13.

Recently, a murine model of response to an aller-
gen (the protease papain) indicated a critical immu-
noregulatory role for basophils. After immunization 
with papain, basophils entered draining lymph nodes 
and initiated Th2 differentiation by releasing IL-4 and 
the cytokine thymic stromal lymphopoietin (TSLP), 
leading to papain-specific IgE production. Depletion 
of basophils using the MAR-1 antibody revealed the 
dependence of Th2 development on basophils (by 
means of IL-4 and TSLP) but not on mast cells. Other 
recent studies have investigated the roles of murine 
basophils in a model of IgG– (as opposed to IgE–) 
mediated anaphylaxis and in antibody memory 
responses.

Pharmacological Regulation  
of Basophil Responses

Several drugs that are commonly used to treat asthma 
and allergic diseases have been shown to have an effect 
on basophil numbers and function. The relevance 
of these findings to the therapeutic efficacy of these 
medications depends on the putative role of basophils 
in these conditions. As outlined earlier, this remains 
somewhat controversial, and is the subject of ongoing 
investigation.

Steroids

Administration of intravenous hydrocortisone and 
inhaled beclomethasone was shown three decades ago 
to decrease the number of peripheral blood basophils 
concomitant with their therapeutic effects in asth-
matics. Indeed, steroids appear to augment basophil 
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is the subject of intense investigation, the conclusions 
of which will depend in part on the relevance of animal 
models to human disease and our ability to directly 
interrogate basophil function in humans. There is still 
much to explore in terms of the basic mechanisms and 
intercellular interactions of basophils.
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Some potential pitfalls with these tests include their 
inability to determine whether basophil activation is 
IgE dependent or independent; the assumption that an 
absence of basophil activation correlates with nonre-
sponsiveness of mast cells to a given antigen; and the 
possibility that an allergen might elicit the release of 
one or more important but less cell-specific mediators 
(e.g., LTC4, PAF) but not histamine, resulting in a false 
negative test. It is important also to note that the baso-
phils of some individuals do not release histamine or 
leukotrienes in response to FcεRI cross-linking. This 
so-called nonreleasing phenotype has been attributed 
to a delayed and blunted Ca2+ influx in response to FcεRI 
cross-linking, possibly due to impaired expression and/
or activity of the signaling molecule, Lyn kinase.

Conclusions

Human basophils are the rarest of peripheral blood 
granulocytes. Their expression of the high-affinity Fc 
receptor for IgE, the range of mediators they produce, 
and their presence in tissues and circulation follow-
ing allergen challenge suggest that they are involved in 
asthma, allergies, and selected infections. While their 
precise roles in health and disease are still incom-
pletely understood, recent data suggest that they may 
be important immunoregulators, especially in allergic 
diseases and parasitic infections. Their role as immu-
noregulatory cells, particularly a role in “priming” 
Th2-dependent allergic reactions, as opposed to effec-
tor cells of allergic disease would be consistent with 
their presence in low numbers in the resting state. This 
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granules, and secretory vesicles. Primary and second-
ary granules together number approximately 200 per 
cell and contain an electron-dense matrix containing 
the eosinophil’s characteristic cationic proteins includ-
ing eosinophil peroxidase, the eosinophil-derived 
neurotoxin, and the eosinophil cationic protein (the 
eosinophil’s two ribonucleases RNase2 and RNase3, 
respectively) (Figure 7.2). In addition, the secondary 
granules contain an electron-dense crystalloid core 
composed of two related cationic proteins, major basic 
protein-1, and major basic protein-2. The small, amor-
phous granules contain arylsulfatase and acid phos-
phatase [2]. The Charcot–Leyden crystal (CLC) protein 
is present within the primary granule population 
(which represent less than 5% of total granules) and in 
the agranular spaces beneath the eosinophil’s plasma 
membrane. When released by eosinophils that undergo 
cytolytic degranulation in tissues such as the lung and  
gastrointestinal (GI) tract, the CLC protein may form 
the characteristic hexagonal bipyramidal structures 
known as CLCs, a hallmark of eosinophil involvement 
in host allergic and other immune responses. These 
crystals can be observed in the stool or sputum of 
patients with nonspecific eosinophilic inflammation 
associated with inflammatory bowel diseases, aller-
gic intestinal disease and asthma, respectively (Figure 
7.3). The CLC are slender, hexagonal bipyramidal crys-
tals that stain purplish-red in tissue sections stained 
with hematoxylin and eosin (H&E). Eosinophils also 
contain lipid bodies, nonmembrane-bound lipid-rich 
organelles often confused with granules and pres-
ent in many types of leukocytes and other cells [3]. 
Eosinophils contain greater numbers of lipid bodies 
than do neutrophils, and the numbers of lipid bod-
ies increase during eosinophil activation in vitro and 
engagement in inflammatory reactions in vivo [4]. 
The functions of lipid bodies include incorporation 
of fatty acids such as arachidonate. They likely serve 
as intracellular depots for its storage and metabolism, 

Introduction

Eosinophilic granulocytes, commonly referred to as 
eosinophils, or less commonly as acidophils, were first 
identified by Paul Ehrlich in 1879. He named these 
bilobed nucleated cells as eosinophils because of their 
intense staining with the acidic dye eosin. Ehrlich 
completed his original studies that defined the eosino-
phil’s morphological features during a time when he 
was committed to a clinical practice as well as basic 
research, an early example of a physician scientist. 
Combining his clinical expertise with his laboratory 
discoveries, he proposed a variety of functions for 
eosinophils that included phagocytosis, granule secre-
tion, and chemotaxis.

Eosinophils are normally present as a minority 
of the peripheral blood leukocyte pool and primar-
ily reside within tissues containing mucosal surfaces 
such as the uterus and gastrointestinal tract. While 
their exact function is not certain, eosinophils are 
thought to possess both beneficial and deleterious 
properties as participants in both innate and adap-
tive host immune responses. As an arm of the innate 
defense system, eosinophils are strongly proposed to 
be responsible in part for combating parasitic infec-
tions, particularly with helminths. When recruited in 
excess, eosinophils are currently thought to partici-
pate in mediating the pathogenesis of allergic diseases 
such as asthma, atopic dermatitis, gastrointestinal 
diseases, and hypereosinophilic syndromes.

Eosinophil Morphology

Eosinophils are approximately 12–17 μm in diameter, 
and represent 1%–6% of the total blood leukocyte pop-
ulation (Figure 7.1). The human eosinophil’s nucleus 
is characteristically bilobed, and usually circular or 
ovoid [1]. The cytoplasm of the eosinophil is filled with 
a number of secretory organelles that include primary 
and secondary (crystalloid/specific) granules, small 
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as suggested by the localization of many of the 
eosinophil’s eicosanoid-forming enzymes including 
5-lipoxygenase, leukotriene C4 synthase, and cycloox-
ygenase in the lipid body [5]. These four organelles, 
along with vesiculotubular structures and small ves-
icles involved in transport and secretion in the acti-
vated cell, serve as the major subcellular sites for the 
eosinophils’ armamentarium of preformed cytotoxic 
and inflammatory mediators.

Eosinophil Mediators

Granule Proteins

Studies of the biochemistry, biologic activities, and, in 
particular, the localization in tissues of the distinctive 

enzymatic and nonenzymatic cationic protein constit-
uents of the eosinophil’s secondary (specific) granule 
provided the first convincing evidence for the role of 
the eosinophil in the pathogenesis of inflammation 
and tissue damage in eosinophil-associated diseases 
[6]. In addition, identification of eosinophil-specific 
granule constituents in tissues by a variety of sensi-
tive and specific immunochemical methods provided 
additional evidence for the participation of the eosino-
phil in diseases not normally associated with blood or 
tissue eosinophilia, for example, certain skin diseases 
[7]. Studies in the past 15–20 years of the biochemis-
try, functions, and localization in tissues of the unique 
enzymatic and nonenzymatic cationic proteins present 
in eosinophil granules provide compelling evidence 
supporting a pathologic proinflammatory and effector 

A B

Figure 7.1.  Eosinophils in peripheral blood smear. Fast green 
staining of eosinophils in human peripheral blood with a 
neutral red counterstain. Cytoplasmic granules appear bril-
liant turquoise green and the bilobed nucleus is stained red 
(Magnification A: 20×, B: 100×).

Figure 7.2.  Electron microscopic view of the human eosino-
phil. Electron micrograph of a human eosinophil with granules 
showing electron dense cores (2500×, Courtesy of Dr. Ann 
Dvorak, Beth Israel Deaconess Medical Center, Boston, MA).

A B

Figure 7.3.  Charcot–Leyden crystals from bronchial lavage fluid. Photomicrographs of birefringent 
Charcot–Leyden crystals, a hallmark of degranulated eosinophils (A: 40×, B: 100×).
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role for the eosinophil in directly inducing tissue dam-
age. The distinctive cationic granule protein constit-
uents of the eosinophil include the two major basic 
proteins (MBP-1, MBP-2) (Figure 7.4), the eosinophil 
peroxidase (EPO) (Figure 7.5), and the ribonucleases 
eosinophil cationic protein (ECP), and eosinophil-
derived neurotoxin (EDN). Eosinophils also have the 
capacity to express a variety of toxic oxidative inter-
mediates [8], eicosanoid and other lipid mediators of 
inflammation, and most recently, inflammatory and 
hematopoietic cytokines integral to the normal and 
pathologic roles of this granulocyte in health and dis-
ease. Studies of the mechanisms by which the eosino-
phil granule cationic proteins are secreted or released 
into tissues have demonstrated that they can be selec-
tively secreted, depending on the activation stimulus, 
by a number of different secretory pathways ranging 
from classical granule fusion and exocytosis (e.g., in 
killing parasitic helminths), piecemeal degranulation 
(PMD; vesicular transport from the granules in the 
absence of classical exocytosis), and cytolytic degran-
ulation (release of intact membrane-bound granules 
directly into the tissue upon eosinophil apoptosis/cell  
death) [9].

Cytokines

Eosinophils are a rich source of both Th1 and Th2 
cytokines that may participate in immune regula-
tion, leukocyte chemotaxis, and cell growth (Table 
7.1) [10]. While other cell types such as lymphocytes 
can produce larger quantities of a variety of cytokines 
localized within inflammatory sites, eosinophils may 
act in a different role. For instance eosinophils, like 
mast cells, have the capacity to synthesize cytokines, 

and then store them in their cytoplasmic granules. 
Thus, rather than a lag period between stimulation 
and release of cytokine, eosinophils are able to pro-
vide immediate and focused cytokine release at sites 
of inflammation [11].

Traditionally, eosinophils are associated with the 
generation of Th2 immune responses and are increased 
in immune environments rich with Th2 cytokines such 
as IL-4, IL-5, and IL-13 as seen in asthma. IL-5 medi-
ates eosinophil expansion and differentiation from  
progenitors in the bone marrow, recruitment, prim-
ing, and activation, and prolongs tissue survival in 
response to allergic stimuli [12]. Activated eosino-
phils also express granulocyte-macrophage colony-
stimulating factor (GM-CSF) which functions in an 
autocrine fashion to prevent apoptosis and prolong 
their survival in tissues such as the lung in asthma. 
Interestingly, basal levels of eosinophil development 
can occur in the absence of IL-5, and antigen-induced 
tissue eosinophilia can occur independent of IL-5 as  

Figure 7.4.  Gastrointestinal eosinophilic inflammation. Immuno
peroxidase detection of major basic protein-1 in a section of 
inflamed murine small intestine. Black arrow shows eosinophilic 
infiltration in epithelial surface whereas orange arrow shows 
inflammation in the muscularis (20×).

B

A

Figure 7.5.  Eosinophilic esophagitis inflammation. (A) H&E 
of the esophageal epithelium from a patient with eosino-
philic esophagitis (20×). (B) Eosinophil peroxidase staining of 
the esophageal epithelium from a patient with eosinophilic 
esophagitis (20×). (Courtesy of Cheryl Protheroe and James 
Lee, Mayo Clinic Scottsdale, AZ.)
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Alternatively, eosinophils themselves can produce 
Th1 cytokines such as IL-2, IL-6, IL-12, TNF-α, and 
IFN-γ [27–29]. Th1 cells are recruited by CXCL9 
(monokine induced by IFN-γ) and CXCL10 (IFN-γ-
inducible protein-10) [30]. IL-6 has been shown to 
inhibit Th1 and increase Th2 differentiation of eosino-
phils through induction of naive T-cell IL-4 production 
[31]. In some Th1 models of inflammation, eosinophil-
derived IFN-γ is increased [10]. In addition TNF-α is 
essential for IFN-γ induced secretions of Th1 chemok-
ines [28]. Eosinophils secrete chemokines such as 
the eotaxins, RANTES, and macrophage inflamma-
tory protein (MIP)-1α. Eotaxins (1, 2, and 3), secreted 
primarily by activated epithelial cells and T cells,  
are highly selective eosinophil chemoattractants that 
bind their cognate CCR3 receptor on the eosinophil’s 
surface. Eotaxin secretion by eosinophils strongly sug-
gests their ability to initiate and perpetuate an aller-
gic inflammatory response. RANTES can stimulate 
eosinophil and neutrophil influx while MIP-1α is pri-
marily involved in neutrophil trafficking [32].

Eosinophils also may participate in other biological 
processes. IL-4-deficient mice have reduced transplant-
associated eosinophilia. Impaired Th2 inflammation at 
the site of incompatible allograft transplants was also 
observed in these mice suggesting that eosinophils may 
modulate immune responses leading to transplant rejec-
tion [33]. Moreover, IL-4 and IL-13 are strongly associ-
ated with tumor cell death in several types of cancer 
[34]. In addition, the use of eosinophil-specific antibod-
ies has demonstrated that almost all human or mouse 
cancers are associated with an important eosinophil 
infiltrate at some point in tumor growth [35,36]. Finally, 
eosinophils are associated with tissue remodeling (e.g., 
epithelial cell hyperplasia, angiogenesis) and fibrosis 
(fibroblast activation, transdifferentiation into myofi-
broblasts increased deposition of extracellular matrix) 
in many eosinophil-associated diseases, and are a rich 
source of TGF-β [37].

Lipid Mediators

Eosinophils express cysteinyl leukotriene receptors 
(CysLT1R and CysLT2R), prostaglandin (PG)D2 type 2 
receptor, and platelet activating factor (PAF) receptor 
[38–40]. Eosinophil recruitment is induced by leukot-
rienes (LTB4, LTD4, LTE4), PAF, and 5-oxo-6,8,11,14-
eicosatetraenoic acid, suggesting that these lipid 
mediators may play a role in eosinophil transmigra-
tion [41–43]. Eosinophils have the capacity to secrete 
lipid mediators including PAF and leukotrienes such 
as LTC4. The release of these lipids increase leukocyte 
trafficking, endothelial adhesion, smooth muscle con-
traction, vascular permeability and mucus secretion 
and are considered one of the proinflammatory activi-
ties of the eosinophil [44].

suggested by the presence of tissue eosinophils in asth-
matic patients treated with anti-IL-5 [13]; these obser-
vations and others suggest a redundancy in eosinophil 
growth factors capable of driving eosinophil terminal 
differentiation and prolonging eosinophil survival in tis-
sues, factors that include IL-3 and GM-CSF. In contrast, 
numerous studies have shown the importance of IL-5 
during allergic responses, particularly for the ampli-
fication of blood and tissue eosinophilia. Employing 
experimental models of asthma, investigators have 
demonstrated that IL-5 neutralization can block various 
aspects of the asthmatic response [14,15]. Animal mod-
els have also shown that inhibition of IL-5 suppresses 
pulmonary eosinophilia in response to antigen inhala-
tion [16]. Moreover, eosinophil trafficking to the allergic 
lung is significantly reduced in IL-5–deficient (knock-
out) mice and in animals treated with anti-IL-5 antibod-
ies [17–19]. Finally, overexpression of IL-5 in transgenic 
mice is sufficient for the development of eosinophilia 
[20–22]. IL-4 activates human vascular endothelial 
and respiratory epithelial cells to produce eosinophil 
chemoattractant cytokines [23]. IL-4 and IL-13 pro-
duced by Th2 cells recruits and activates IgE-producing 
B cells, and enhances IgE-mediated responses [24]. 
IL-13 appears to have its own distinct role in allergic 
inflammation, acting as a key regulator of allergen-in-
duced airway inflammation, and goblet cell metaplasia 
[25]. Both molecules induce the expression of eotaxins 
by a STAT6-dependent pathway [26]. IL-13 alone is also 
an important eosinophil chemoattractant [12].

   �TABLE 7.1. E osinophils release interleukins, 
chemokines, and growth factors

Interleukins

IL-1, IL-2, IL-3, IL-4, IL-5, IL-6, IL-9, IL-10, IL-11, IL-12, IL-13, 
IL-16, IL-17

Chemokines

Epithelial cell–derived neutrophil activating peptide 
(CXCL5), eotaxin (CCL11), growth-related oncogene 
(CXCL1), interleukin-8 (CXCL8), IFN-γ-inducible protein 
(CXCL10), IFN-inducible T-cell alpha chemoattractant 
(CXCL11), macrophage inflammatory protein 1 (MIP-1α), 
monocyte chemoattractant protein 1 (CCL3), monokine 
induced by IFN-γ (CXCL9), MCP-3 (CCL7), MCP-4 (CCL13), 
RANTES (CCL5)

Growth factors

Heparin-binding epidermal growth factor-like binding pro-
tein (HB-EGF-LBP), nerve growth factor (NGF), transforming 
growth factor (TGF-α), transforming growth factor-beta 
(TGF-β1)

Others

Interferon (IFN-γ), tumor necrosis factor (TNF-α), 
granulocyte-macrophage colony-stimulating factor 
(GM-CSF)
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lineage [49]. Direct PU.1 protein–protein interaction 
alters GATA-1 conformation and/or binding to high-
affinity double GATA sites present in many eosino-
phil-specific gene promoters, increasing its activity 
and synergizing to strongly upregulate transcription 
of eosinophil lineage-specific genes such as MBP in 
developing eosinophil progenitors [49].

Eosinophil Migration

After maturation, eosinophils migrate through the vas-
cular space and traffic to mucosal surfaces includ-
ing the gastrointestinal tract (Figures 7.4 and 7.5) in 
response to a variety of different chemoattractants 
produced by cells present in the mucosa, particul
arly  epithelial cells. These chemoattractants or 
chemokines (chemotactic cytokines) including CCL11 
(eotaxin-1), CCL24 (eotaxin-2), CCL26 (eotaxin-3),  
and CCL5 (RANTES) participate in the recruit-
ment of eosinophils to mucosal surfaces and sites 
of allergic inflammation. Arachidonic acid metabo-
lites, especially certain leukotrienes such as (LTB4) 
are synthesized in leukocytes from arachidonic acid 
by 5-lipoxygenase. Leukotrienes are thought to play 
a role in allergic and asthmatic reactions by stimu-
lating bronchoconstriction and increasing vascu-
lar permeability [56]. Eotaxin production can lead 
to tissue eosinophilia. For instance, experimental 
induction of cutaneous and pulmonary late-phase 
responses in humans leads to synthesis of eotaxins 
by resident cells as well as infiltrative cells such as 
eosinophils [26].

Transmigration of eosinophils through the vascular 
endothelium into mucosal surfaces involves rolling, 
tethering, adhesion, and transendothelial migration 
[57,58]. Eosinophils express the transmembrane gly-
coproteins, selectins, that regulate rolling on endothe-
lia [59]. Adhesion and transmigration of eosinophils 
across the vascular endothelia to tissue is a tightly 
regulated process. Of the cytokines implicated in 
modulation of leukocytes recruitment, only IL-5 and 
the eotaxins have been shown to selectively regulate 
eosinophil trafficking [60]. Eosinophil chemoattrac-
tants alter the expression of vascular and leukocyte 
adhesion molecules and receptors such as selectins, 
integrins, and integrin receptors. Mucosal addressin 
cell adhesion molecule (MAdCAM)-1, vascular cell 
adhesion molecule (VCAM)-1, and intercellular adhe-
sion molecule (ICAM)-1 present on endothelial cells 
can be differentially expressed during transmigration 
[61]. VLA-4 of the p-integrin family is expressed on the 
surface of eosinophils [62] where it can interact selec-
tively with the activated endothelial ligand, VCAM-1 
[63]. Endothelial cell products and adhesion molecules 
(β1-, β2-, and β7-intergrins) [62] also participate in 
eosinophil trafficking.

Eosinophil Development

Life Cycle

Eosinophils are derived from hematopoietic stem cells 
and myeloid-committed progenitors that arise within 
the bone marrow. The human eosinophil progenitor 
is derived from the common myeloid progenitor pool, 
expresses a number of unique cell surface markers 
including IL-5Rα, CD34, CD38, IL-3Rα, is CD45RA 
negative, and is distinct from the human granulocyte-
macrophage progenitor (GMP) population that gives 
rise to neutrophils and macrophages [45]. Two groups 
of transcription factors, the C/EBP family and GATA-1, 
appear to synergistically participate in eosinophil 
development [46]. The importance of GATA-1 and the 
C/EBP factors (C/EBPα and C/EBPε) is emphasized by 
the fact that murine models with targeted deletions 
(knockouts) of these three factors are all eosinophil-
deficient [47]. However, GATA-1 appears to be the 
most important transcription factor for eosinophil 
lineage specification, since transgenic deletion of the 
high-affinity GATA-binding site in the HS-2 region of 
the GATA-1 promoter itself leads to a selective loss of 
eosinophils in the mouse [48]. Both GATA-1-specific 
expression and activity in eosinophils appears to be 
mediated by this high-affinity palindromic GATA site. 
This double GATA site is present in the GATA-1 pro-
moter and in the regulatory regions of many eosino-
phil specific genes (e.g., eotaxin receptor CCR3, CLC/
Gal-10, MBP-1, and IL-5Rα) [48–50].

Eosinophil differentiation and expansion from 
IL-5Rα+ common myeloid progenitor cells occurs 
in response to three important cytokines, IL-3, IL-5, 
and GM-CSF [51–53]. These three cytokines provide 
permissive proliferative and differentiation signals 
through transcription factors that include GATA-1, 
PU.1, C/EBPα, and C/EBPε. IL-5 is most specific 
to the eosinophil lineage of these cytokines and is 
responsible for selective differentiation of eosino-
phils [54] and stimulates eosinophil release from the 
bone marrow into the peripheral circulation [55]. At 
these sites, eosinophils are primed by Type 2 cytok-
ines released from Th2 helper cells. IL-5, GM-CSF, 
and IL-3 are important as well for eosinophil termi-
nal differentiation, activation, and are antiapoptotic, 
promoting long-term eosinophil survival in vitro and 
in tissues.

Eosinophils produce and store secondary granule 
proteins before their exit from the bone marrow. PU.1 
plays a critical role in eosinophil granule protein pro-
duction as evidenced by the fact that PU.1 null mice 
show attenuated MBP and EDN expression and addi-
tion of PU.1 induces MBP expression. A synergistic 
role for PU.1 in amplifying GATA-1-mediated gene 
transcription has been demonstrated in the eosinophil 
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to eosinophil granule protein release (e.g., ECP, EDN, 
EPO, MBP), superoxide generation, and the synthesis  
of LTC4 [73,77], although secretion of the granule cat-
ionic proteins is difficult to induce with traditional 
eosinophil-activating stimuli. Eosinophils also elabo-
rate the lipid mediator PAF and a wide range of cyto
kines and chemokines, not the least of which include 
IL-1β and TGF-β, two key players in the eosinophil-
mediated tissue remodeling and fibrosis seen in many 
eosinophil associated diseases [78–81]. Although the 
quantities of cytokines and chemokines released by 
the eosinophil compared to other leukocytes vary 
widely, GM-CSF is among the cytokines produced in 
greatest quantities by eosinophils [73], and as noted 
earlier, functions in part in an autocrine fashion to 
prevent apoptosis and prolong eosinophil survival once 
they are recruited into sites of tissue inflammation. 
Eosinophil priming for increased secretory and oxi-
dative responses, for example, by IL-5 and the eotax-
ins, and subsequent activation in vitro by a number 
of physiologically relevant agonists that include IL-5, 
IFN-γ, sIgA, and others, has been shown to induce 
secretion of the granule cationic proteins (EPO, MBP1, 
EDN, ECP) and eosinophil-expressed cytokines (e.g., 
RANTES and IL-4) in a unique process termed PMD 
[82,83] that involves the differential mobilization fol-
lowed by vesicular transport of these proteins to the 
cell surface and into the extracellular space [84–86]. 
This is in marked contrast to more classical secondary 
granule fusion and exocytosis, events rarely observed 
for eosinophils at sites of inflammation in tissues [87] 
but frequently observed in eosinophil-mediated killing 
of the larval stages of parasites (helminths), for exam-
ple, schistosomula of Schistosoma mansoni. Once 
secreted, the eosinophil granule cationic proteins are 
reported to have multiple proinflammatory activities 
that have been well-defined both in vitro and in vivo, 
including membrane, cell, and tissue-damaging cyto-
toxicity [88,89], the ability to selectively activate other 
inflammatory cells, such as mast cells and basophils 
to release inflammatory mediators (e.g., histamine) 
[90], and oxidative burst in neutrophils, potent block-
ing activity for inhibitory M2 muscarinic receptors in 
the airways in allergic asthma models [91], as well as 
the ability to augment TGF-β primed fibroblast elabo-
ration of the inflammatory and profibrotic IL-6 fam-
ily of cytokines including IL-6 and IL-11 [92], to name 
just a few. Thus, eosinophils (1) come fully armed with 
preformed mediators of inflammation, tissue dam-
age, remodeling, and fibrogenesis that are secreted at 
sites of eosinophilic inflammation in tissues in many 
eosinophil-associated allergic diseases such as asthma 
and hypereosinophilic syndromes such as eosinophilic 
esophagitis and (2) have the capacity to generate newly 
formed protein (cytokines, chemokines) and lipid 
mediators (LTC4, PAF) of inflammation when primed 

Eosinophils express the chemokine receptors CCR3 
and CCR1 [64–66]. Ligation of these receptors by mac-
rophage inflammatory protein (MIP)-1α, RANTES, 
macrophage chemotactic protein (MCP)-2, MCP-3, 
MCP-4, eotaxin-1, -2, and -3, and mucosa-associated 
epithelial chemokine (MEC) leads to increased expres-
sion of these receptors. Eosinophils also express 
chemokine receptor such as CXCR3, CXCR4, CCR5, 
CCR6, and CCR8 after IL-5 activation [67–69]. 
RANTES as well as the acidic mammalian chitinase 
participates in eosinophil chemoattraction [26,70] 
(Table 7.2). Trafficking of eosinophils into inflam-
matory sites involves several cytokines such as IL-4, 
IL-5, and IL-13. These cytokines, particularly IL-5, 
modulate leukocyte recruitment. IL-4 and IL-13 act as 
potent inducers of the eotaxins [71,72].

Activation of Eosinophil Degranulation 
and Mediator Release

For eosinophils to participate in the pathogenesis 
of local tissue inflammation, damage, remodeling, 
and fibrosis, more must occur besides their selective 
recruitment and accumulation. In fact, the state of 
activation of recruited eosinophils is now considered 
to be a critical aspect of their participation in disease 
pathophysiology. For example, a number of strains of 
IL-5 transgenic mice have massively increased numbers 
of eosinophils in their blood, spleen, and other tissues 
and organs, but without a second signal, these mice 
show little evidence of eosinophil-mediated pathology 
and are relatively healthy. One major pathway by which 
eosinophils are activated is through the cross-linking 
of surface immunoglobulin receptors, especially those 
involving IgA, and to a lesser extent IgG [73]. Although 
there is general agreement that murine eosinophils do 
not express the high-affinity FcεRI IgE receptor, its 
expression remains controversial for human eosino-
phils, which express very low levels, if any, FcεRI on 
their surface, and if present, clearly lack the β chain; 
so significant, direct activation of eosinophils via IgE 
remains highly unlikely [74–76]. Activation of eosino-
phils by a variety of cytokine and lipid stimuli leads 

   TABLE 7.2. E osinophils’ chemoattractants

Platelet activating factor (PAF), complement factor C5a, 
leukotriene B4 (LTB4), LTC4, N-formyl-methyionyl-leucyl-
phenylalanine (fMLP), 5-oxo-15-HETE, 5,15-diHETE

Cytokines

IL-2, IL-3, IL-5, IL-16, GM-CSF, Ecalectin

Chemokines

Eotaxins 1–3, MCP-2, MCP-3, MCP-4, RANTES, MIP-1α, 
IL-8, MDC
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suggests a protective role. Their increasing recogni-
tion in increased numbers in disease states supports a 
role in the pathogenesis of allergic, inflammatory, and 
neoplastic diseases. As more knowledge accumulates 
regarding the mechanisms of mediator production 
and release, chemotaxis, and life cycle, we will begin 
to understand the role of this enigmatic cell in health 
and disease.

Key Points

Eosinophils can synthesize a number of biologically active 
mediators and contain a number of preformed proteins both 
of which can be released upon appropriate stimulation.

A variety of mediators including eotaxins, PAF, LTB4, 
fMLP are potent eosinophil chemoattractants.

While eosinophils occupy 1%–6% of the peripheral white 
blood cell count, they are normally present in larger num-
bers within mucosal surfaces and increase during disease 
states.
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Hematopoietic Lineage

In man, macrophages are derived from bone marrow 
hematopoietic cells and constitute the terminally dif-
ferentiated cell type from the mononuclear phago-
cytic cell lineage. Monocytes are the immediate 
precursor cell types of macrophages and these cells 
have important functions in inflammatory responses 
on their own. It is monocytes that are liberated from 
bone marrow to circulate in the bloodstream where 
they are recruited to sites of inflammation. Tissue 
macrophages are present constitutively in the absence 
of inflammation where they are thought to contribute 
to the maintenance of many processes (see heteroge-
neity). During an inflammatory response, monocytes 
differentiate into macrophages within the tissue 
where they remain until their useful function is com-
pleted. It is thought that they either die by apoptosis 
in situ or are cleared by drainage to the lymphatic 
system.

Phenotypic Characteristics

Macrophages are characterized by their large size 
(approx 5–50 μm in diameter) and irregular shape. 
They generally contain a large kidney-shaped nuclear 
lobe (mononuclear). The cytoplasm is abundant and 
contains many large and small granules, which con-
tain the chemical cocktail needed to kill and digest 
invading pathogens.

Cell Surface Markers, Isolation of Macrophages

Macrophages are endorsed with an impressive reper-
toire of surface receptors, which allow these cells to 
have functionally diverse actions. Many of these recep-
tors are not exclusive to macrophage cell populations 

Introduction

Macrophages are a major leukocyte involved in 
orchestrating inflammatory responses. Their name 
is derived from the Greek term “big eaters” (mak-
ros, large; and phagein, eat). This gives some insight 
into the primary function of this cell in clearance of 
invading pathogens, cell debris, and apoptotic cells 
by a process of engulfment and digestion called 
“phagocytosis.” However, the role of the macrophage 
goes beyond that of what its name suggests. They 
are endowed with the ability to rapidly react to and 
secrete a plethora of biological agents and mediators 
that can influence the initiation, progression, and res-
olution of an inflammatory response and coordinate 
processes to establish acquired immunity against 
specific pathogens. This chapter is an overview of the 
basics of macrophage biology and function, with par-
ticular insights into the involvement of macrophages 
in disease pathogenesis as well as pharmacological 
modulation of macrophage responses as targets for 
treatment of disease.

Identification

Historical Discovery

Elie Metchnikoff first used the term “macrophage” 
to describe large mononuclear phagocytic cells he 
observed in tissues over 100 years ago. Macrophages 
are now recognized as the major phagocytic cell type 
with diverse characteristics and localities around the 
body where they are important for both innate and 
acquired immune responses as well as maintenance 
of tissue homeostasis and regulation of various pro-
cesses subsidiary to the immune defense such as 
hematopoiesis.

Macrophages
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and are shared by other cell types such as granulo
cytes and lymphocytes. There are macrophage-specific 
cell surface markers, which are used to identify and 
isolate these cells from unpurified cell populations.  
The F4/80 antibody was developed as one of the first 
macrophage-specific markers and remains one of the 
most common markers used for this purpose. The 
F4/80 antibody recognizes human CD97, a glycoprotein 
7-transmembrane domain protein receptor resembling 
the G-protein-coupled peptide hormone receptor fam-
ily. It is expressed highly in tissue macrophage popu-
lations, dendritic cells (DCs), Langerhans cells, and 
microglia. The receptor is also expressed in small to 
moderate levels in blood monocytes and eosinophillic 
granulocytes. No clear function of CD97 is apparent 
although the high degree of posttranslational modi-
fication of this protein could be linked to diverse 
functional characteristics of macrophages including 
cell–cell recognition and adhesion. Fluorescent mark-
ers conjugated to antibodies against the F4/80 antigen 
can be used to distinguish macrophages from other 
cell types. In this context, a cell sorter can distinguish 
those cells with higher fluorescent profiles, and due 
to the relatively specific binding capacity of the anti-
body for the macrophage F4/80 antigen, a purified 
macrophage population can then be singled out for 
analysis.

Cell Surface Receptors; Pathogen  
Recognition Receptors

The ability to discriminate between self and foreign par-
ticles by cells involves the recognition motifs expressed 
on prokaryotic cells. These motifs are highly conserved 
within the pathogenic organisms and are subsequently 
not subjected to the high rates of mutation occurring in 
other aspects of prokaryotic biology. Pathogen recogni-
tion receptors (PRRs) are receptors located both on the 
cell surface and in the intracellular environment that 
can recognize an array of pathogen-associated molecu-
lar patterns (PAMPs). On the cell surface, the Toll-like 
receptors (TLRs) form the major class of PRRs found on 
the surface of macrophages. There are 10 known TLRs 
in humans and 13 in mice, and most of these TLRs are 
located on the cell membrane although some are found 
in intracellular membranes such as those found on 
endosomes or lysosomes. These receptors endow the cell 
with the ability to recognize a range of PAMPs includ-
ing lipid and carbohydrate residues from Gram-positive 
bacteria (TLR1, TLR2, and TLR6), LPS from Gram-
negative bacteria (TLR4), fungal pathogens (TLR2), 
bacterial proteins such as flagellin and profilin (TLR5 
and TLR11 respectively), nucleic acid and its deriva-
tives (TLR3, TLR7, TLR8, and TLR9), double-stranded 
RNA (TLR3), synthetic antiviral compounds and gua-
nine nucleotide analogues (murine TLR7 and human 

TLR8), and DNA containing unmethylated CpG-motifs 
abundant in bacterial DNA (TLR9). The TLRs can also 
form heterodimers with other subtypes of TLRs or form 
complexes with accessory molecules (LPS-binding pro-
tein and CD14 in the case of TLR4). TLR-independent 
recognition of pathogens is important particularly for 
intracellular recognition of pathogens and can occur via 
the nucleotide-binding oligomerization domain (NOD)-
like receptors (NLRs) or retinoic acid–inducible gene I 
(RIG-I)-like helicases (RLHs). Macrophages use these 
receptors to form robust responses to various types of 
pathogenic infection, which stimulate an array of sec-
ond messenger pathways to mount diverse functional 
immune responses.

Heterogeneity

All members of the mononuclear phagocytic system 
(MPS) cell lineage share homology in morphologi-
cal and ultrastructural features, expression of spe-
cific enzymes and surface receptors, and the ability 
to engulf various particles. However, there are many 
different morphologically and functionally diverse 
subsets of macrophages that have adapted to perform 
tasks ideally suited to the surrounding environment.

Bone Marrow Macrophages
Cells of the monocytes-macrophage line are recruited 
into the bloodstream where they circulate and migrate 
into tissues where they differentiate into specific tis-
sue macrophages or, depending on the inflammatory 
status of the tissue environment, they will form acti-
vated inflammatory macrophages. However, mature 
macrophages are also found within the bone mar-
row where they play an important role in support and 
regulation of hematopoiesis. Release of granulocyte-
macrophage colony-stimulating factor (GM-CSF) can 
stimulate maturation of granulocyte macrophage and 
eosinophil colony formation in vitro.

Alveolar Macrophages
Alveolar macrophages are a distinct population of cells 
found within the lung where they provide protection 
against pathogens and particles inhaled from the air. 
They are the only type of macrophage that are exposed 
to environmental air and, as such, have developed 
characteristics appropriate for the task of clearing the 
abundance of potentially harmful bodies entering the 
body through this route. They characteristically con-
tain a large number of membrane-bound cytoplasmic 
inclusions, indicative of their ability to rapidly release 
a barrage of proteolytic enzymes and reactive oxy-
gen species to kill and clear foreign bodies. Damage 
to these cells is an important factor associated with 
increased host susceptibility to airborne infection and 
environmental toxins.
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Splenic Macrophages
Resident macrophages in the spleen are thought to 
function to trap and process foreign antigens, coordi-
nate with T and B cells in the lymphoid areas, as well 
as the engulfment and digestion of red blood cells in 
the red pulp. The specific phenotype of macrophages 
in the spleen varies between different locations and 
likely reflects the degree of functional specialization 
of these cells.

Kupffer Cells
The resident macrophages in the liver called Kupffer 
cells are responsible for clearance of particulate and 
soluble substances from the portal circulation pri-
marily by phagocytosis. They are responsible for the 
detoxification of endotoxin from the portal circulation 
and can present antigens to initiate T-cell lymphocyte 
responses. Ingestion of microorganisms by Kupffer 
cells triggers the release of a deluge of inflamma-
tory mediators that rapidly recruits monocytes to the 
liver to aid in clearance of invading pathogens. Thus, 
these cells are considered as an important front in the 
defense against infection but also contribute to acute 
liver damage sustained during liver toxicity (e.g., alco-
hol consumption) and cancer.

Microglial Cells
Microglial cells are the first and main line of defense 
against pathogens of the central nervous system (CNS). 
They differentiate from myeloid progenitor cells nor-
mally found within the bone marrow and differ from 
macrophages in their responses to various stimuli and 
their turnover rate. Microglial cells do not need to 
be replaced as often as other macrophages and have 
adapted a range of quiescent and activated states to 
maintain their function over longer periods. They are 
termed nonprofessional phagocytes due to their need 
to be activated before functions such as phagocytosis 
and antigen presentation are performed. They can rap-
idly respond to CNS challenges due to the ability of 
these cells to use potassium channels and changes in 
potassium levels as sensors of injury or infection.

Langerhans Cells
Langerhans cells are a type of DCs found predomi-
nantly and in large numbers in the epidermis where 
they function to recognize and capture antigens. DCs 
are the main cells responsible for antigen processing 
and presentation. They are derived from activated 
monocyte precursors and found in areas likely to come 
into contact with antigens such as the skin, nose, lungs, 
stomach, and intestines. They differ from tissue mac-
rophages in their morphology and primary function 
that in the case of the latter is phagocytosis. During 
an immature stage, they extend large cytoplasmic pro-
jections called dendrites (not the same as neuronal 

dendrites but from which they get their name) that 
increase their surface area and increase contact area 
with surrounding antigens. The surface of DCs are 
endowed with PRRs such as the TLRs that recognize 
and uptake various bacterial and viral antigens for 
processing via the major histocompatibility complex 
(MHC) molecule. Upregulation of the surface chemot-
actic receptor (CCR7) encourages the transport of the 
DCs to lymph nodes where phenotypic changes occur 
to facilitate the presentation of the processed antigens 
on their surface with naive T cells, thus orchestrating 
the adaptive immune response.

Mesangial Cells
Mesangial cells are specialized phagocytic cells 
located in the glomerular lobules of the kidney. They 
are thought to contribute to the support of these kid-
ney structures and to aid in filtration and regulation 
of blood flow to the glomerular capillaries through 
contractile responses, similar to smooth muscle cells. 
In fact, these cells are rare examples of phagocytic 
cells derived from smooth muscle and not mono-
cytes. Mesangial cells have many other characteristics 
that differ from that of the smooth muscle, they can 
respond to and secrete a number of vasoactive and 
immunomodulatory substances as well as antigen 
presentation making these cells important in the local 
response to injury in the kidney.

Other
Macrophages are present in many other areas of the 
body particularly where you would expect exposure to 
or processing of foreign pathogens such as the gut and 
lymphoid tissues. Interestingly, macrophages can fuse 
to form multinucleated cells often termed giant cells. 
The giant cells tend to form two main phenotypes 
(Figure 8.1): the Langhans cells (Figure 8.1A) where 
the nuclei are arranged in a horseshoe or ring shape 
around the outer periphery of the cell and the so-
called foreign body giant cell (Figure 8.1B) where the 
nuclei are more disorganized but often form a group 
of nuclei in the center of the cell. The precise functions 
of multinucleated giant cells, however, are unknown 
although they appear to be found in granulomatous 
disease and the origin of multinucleated osteoclasts.

Macrophage Activating Stimuli

The surface of the macrophage is equipped with many 
receptors that stimulate macrophage function such as 
adhesion, chemotaxis, secretion, and phagocytosis. 
Activating stimuli are often found in the inflammatory 
milieu and are commonly produced by macrophages 
themselves, other inflammatory cell types, or the invad-
ing organisms. Thus, the inflammatory environment 
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these particles by phagocytes. This process is called 
opsonization and, thus, Ig antibodies and comple-
ment are important particle opsonins. The Fc portion 
of the Ig complex is prominent upon opsonization of 
a particle and it is this portion that is readily rec-
ognized by Fc receptors (FcRs) on the surface of the 
macrophage. The FcRs involved in the internaliza-
tion of Ig complexes are the FcγRI, FcγRIIA, and 
the FcγRIII. Particles opsonized by complement 
proteins are recognized and facilitate phagocytosis 
through the stimulation of the complement receptors 
(CRs), also located on the surface of the macrophage. 
Several CRs exist on macrophages, namely CR1, 
CR3, and CR4, which recognize several complement 
proteins. For example, the CR1 binds C3b, C4b, and 

is instrumental in determining the type and intensity 
of the inflammatory response by the macrophage. It is 
imperative for macrophages to be able to distinguish 
between cells that are “self” and those that are “non-
self” during the inflammatory process. Surface recep-
tors expression by both macrophages and surrounding 
cells are a way in which macrophages are able to do 
this.

Fc and Complement

Immunoglobulin (Ig) antibody complexes and com-
plement proteins are found in abundance in the 
serum. They bind to the outside of pathogenic mate-
rial to facilitate the recognition and clearance of 

A

B

20 µm

20 µm

Figure 8.1.  Multinucleated giant cells of human macrophages differentiated from 
blood-derived monocytes. (A) Represents typical images of Langhans cells and (B) 
depicts examples of foreign body cells. (Images derived from work by Martin F. Lister, 
Charlotte M. Hamilton, and Adriano G. Rossi.)
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Chemokines

Chemokines are a specific group of peptide inflam-
matory mediators of the cytokine family that act as 
chemoattractants to induce the recruitment of inflam-
matory cells to the site of injury or infection. There are 
various subclasses of chemokines that are described as 
CC (e.g., monocyte chemoattractant protein-1; MCP-1), 
CXC (e.g., IL-8), and CX3C (fractalkine). They are 
classed depending on the molecular structure with CC 
chemokines containing two cysteine residues together 
and CXC chemokines containing two cysteine residues 
separated by another amino acid. A number of CC 
receptors and CXC receptors have been identified on 
the macrophage that can bind chemokines including 
MIP-1α, MIP-1β, RANTES, MCP-1, and IL-8.

Lipoproteins

Macrophages express receptors that allow them to 
recognize, uptake, and digest cholesterol-containing 
lipoproteins such as low-density lipoproteins (LDLs). 
Macrophages are also involved in oxidation of lipopro-
teins by macrophage produced ROS, a process linked 
with atherosclerotic plaque progression. The uptake of 
LDLs occurs through macrophage recognition recep-
tors for apoplipoprotein E and apoplioprotein B-100 
expressed on the LDL molecule. Scavenger receptors 
have also been implicated in the uptake of modified 
lipoproteins.

Integrins

Integrin molecules are expressed on the surface of 
many cell types including neutrophils, endothelial 
cells, and macrophages. They are important for cell 
adhesive interactions and are commonly upregulated 
on the surface of cells during inflammation. Cell 
adhesion during inflammation is particularly impor-
tant during macrophage migration and cell adhesion 
during phagocytosis. Integrins are recognized by 
macrophage receptors to facilitate adhesion and to ini-
tiate macrophage behaviors that allow cell movement 
including actin rearrangement.

Oligosaccharides

Oligosaccharide molecules terminating in fucose, 
mannose, galactose, and sialic acid are recognized by 
specific macrophage receptors. The discrimination of 
self and nonself particles is partly due to expression of 
cell specific oligosaccharide molecules. Bacterial and 
fungal membranes characteristically contain terminal 
monosaccharide residues that are recognized by the 
macrophage mannose receptor to facilitate phagocytic 
clearance of these particles.

C3bi. The CRs can also function to facilitate differ-
ent aspects of the phagocytic process such as particle 
binding (CR1) and internalization (CR3 and CR4). 
The Fc and complement pathways of particle uptake 
are different in that the Fc-mediated process is con-
stitutively active whereas the complement system 
can require the presence of additional stimuli, such 
as tumor necrosis factor alpha (TNF-α) for phagocy-
tosis to occur. Furthermore, the initial macrophage 
surface changes differ between these two receptor-
mediated phagocytic response with Fc receptors 
producing membrane projections to envelop the par-
ticle, whereas the complement system does not and 
the particle appears to sink into the cell. Differences 
also arise in the inflammatory response of mac-
rophages following phagocytosis mediated by either 
receptor; the FcR process is coupled with the release 
of proinflammatory mediators such as reactive oxy-
gen species (ROS) and arachidonic acid metabolites 
whereas CR-stimulated phagocytosis does not induce 
the release of either of these classes of molecules and 
is considered less proinflammatory.

Cytokines

During inflammation, cytokine release from inflam-
matory cells is greatly increased. Many different 
cytokines exist that orchestrate a number of impor-
tant immunomodulatory roles. Macrophages can be 
either classically activated or alternatively activated 
depending on the cytokine profile of the surround-
ing inflammatory environment. Classically activated 
macrophages are driven by cytokine activators inter-
feron gamma (IFN-γ), TNF-α, and also by microbial 
products such as LPS. Classically activated mac-
rophages are highly proinflammatory and microbi-
cidal cells that produce exaggerated levels of ROS 
and cytokines responsible for immune defense. In 
contrast, alternatively activated macrophages are a 
consequence of predominant IL-4 and IL-13 produc-
tion from Th2 cells dominant during parasitic infec-
tion. They induce macrophage production of specific 
chemokines, macrophage-derived chemokine (MDC) 
and thymus and activation-regulated chemokine 
(TARC), and upregulate the expression of receptors 
responsible for endocytosis and antigen presentation 
and enzymes responsible for arginase metabolism 
and granuloma formation. The alternatively activated 
macrophage does not produce a major respiratory 
burst and ROS products are considered less proin-
flammatory but nonetheless are critical for clear-
ing of parasitic infections. Other cytokines are also 
important for macrophage deactivation such as IL-10 
and transforming growth factor-beta (TGF-β), which 
promotes the resolution of the macrophage inflam-
matory response.
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and resolution of the inflammatory response, micro-
bial killing, antigen presentation, and wound healing 
to name a few (Table 8.1). The specific profile of agents 
released is dynamic and can switch from proinflam-
matory to antiinflammatory phenotypes, further dem-
onstrating the multi-faceted roles of the macrophage 
in inflammation.

Enzymes

Various enzymes are released from macrophages 
both constitutively and in response to Fc or comple-
ment receptor engagement, cytokines, or bacterial 
products. They are generally released to aid digestion 
of cell debris and pathogens by breaking down com-
ponents of cell membranes, connective tissue, and 
nuclear material (DNA). Lysozyme is secreted consti-
tutively and in large amounts by macrophages where it 
functions to digest bacterial cell walls. Enzymes that 
are released upon macrophage stimulation include 
proteases, lipases, deoxyribonucleases, phosphatases, 

Others

The above description of macrophage activating agents 
is by no means an exhaustive list as there are many 
other equally important mediators that have been dem-
onstrated to activate or modulate macrophage respon-
siveness. For example, there are many lipid mediators 
including prostaglandins, leukotrienes, lipoxins, and 
ether lipids (e.g., platelet-activating factor) which can 
influence macrophage function. Other agents known 
to affect macrophage function include adenosine, ATP, 
neuropeptides, nitric oxide, and so on, which are cov-
ered in other chapters.

Macrophage Secretory Products

Much has been discovered about macrophages over 
the past few decades that go beyond the phagocytic 
function from which they were originally described. 
These cells release many agents that influence and 
orchestrate many processes including enhancement 

   Table 8.1.  M  ajor macrophage secretory products

Complement proteins Cytokines
  C1
  C2
  C3
  C3b
  C3b inactivator
  C4

Enzymes
  Lysozyme
  Plasminogen activator
  Collagenase
  Elastase
  Angiotensin converting enzyme
  Cysteine proteinase
  Proteases
  Lipases
  Deoxyribonucleases
  Phosphatases
  Glycosidases
  Sulfatases
  Arginase

Proteins
  Alpha-proteinase inhibitor
  Alpha-macroglobulin
  Plasminogen activator inhibitor
  IL-1 inhibitor
  Neutrophil migration inhibitor
  Inhibitor of fibroblast growth
  Lipomodulin
  Glycoproteins
  Fibronectin
  Transferrin
  Transcobalamin II
  Apolipoprotein A and E

  Interleukin (IL)-1α and β
  IL-6
  MIP-2
  IFN-α and γ
  TGF-β
  TNF-α
  IL-8
  Colony stimulating factors  
    (G-CSF, M-CSF, and GM-CSF)

Reactive oxygen species
  Superoxide anions
  Hydrogen peroxide
  Hydroxyl radical
  Nitric oxide

Antioxidants
  Glutathione

Coagulation factors
  Factor V, VII, IX, and X
  1,25-dihydroxyvitamin D3
  Thromboplastin
  Prothrombin
  Prothrombinase
  Tissue factor
  Plasminogen activator

Bioactive lipids
  Prostaglandin E, F2α
  Cyclooxygenase
  Thromboxane A2

  Leukotriene B4 , C4, D4, E
  Platelet-activating factor
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Coagulation Factors

Macrophages secrete coagulation factors VII, IX, X, 
and V. The coagulation cascade is a critical pathway 
stimulated in response to injury or trauma where it 
promotes blood clotting and through recruitment and 
activation of platelets and wound healing through 
deposition of fibrin.

Reactive Oxygen Intermediates

Small molecular weight molecules such as O2
– and 

NO are released by activated macrophages. The rapid 
increase in macrophage oxygen consumption and 
reactive oxygen intermediate (ROI) production occurs 
in response to various inflammatory stimuli. This 
process is called the respiratory burst. These highly 
reactive molecules are the product of macrophage 
NADPH and iNOS enzyme activity. They are directly 
micobicidal but can also react with surrounding 
molecules to form other cytotoxic species including 
H2O2, ONOO–, and OH– that also contribute to defense 
against infection. The importance of these substances 
during infection is shown through the use of mouse 
models deficient in macrophage-derived ROS, which 
show markedly increased susceptibility to infection by 
various organisms.

Arachidonic Acid Intermediates

Macrophages are known to be important sources 
of products of the arachidonic acid pathway such 
as prostacyclin, thromboxane, PGE2, and LTB4. 
Macrophages contain the necessary enzyme compo-
nents involved in synthesis, control, and metabolism 
of these products such as PLA2 that forms arachi-
donic acid by cleaving phospholipid precursors 
and the cyclooxygenase and lipoxygenase enzymes 
that control the metabolism of arachidonic acid 
into active prostacyclin, prostaglandins, thrombox-
anes, and leukotrienes. The release of metabolites 
of arachidonic acid has multiple functions during 
inflammation including effects on macrophage func-
tions. Lipoxin A4 production increases the phago-
cytosis of neutrophils by macrophages and is thus 
considered important in the resolution phase of the 
inflammatory response. Macrophages are a signifi-
cant source of prostaglandin E that acts to control 
body temperature through its action on the tempera-
ture regulatory organ, the hypothalamus. The eleva-
tion of body temperature is considered an important 
defense mechanism that develops to create an envi-
ronment less suitable for pathogens to thrive in while 
simultaneously facilitating immune functions.

glycosidases, collagenase, elastase, and sulfatases. 
Enzyme secretion by macrophages also serves to acti-
vate or inhibit various pathways including the com-
plement pathway, renin-angiotensin system, and the 
kinin-kallikrein system.

Cytokines

Cytokines, many of which can themselves influence 
macrophage behavior (see above) are described as 
soluble peptide factors that can influence cell growth, 
function, and differentiation of many target cell types. 
Cytokine secretion by macrophages plays a pivotal 
role in orchestration of many stages of the immune 
response. Most cytokines are released during an 
inflammatory response when concentrations of sub-
stances such as TNF-α and IL-6 can be significantly 
increased in the inflammatory environment. Although 
TNF-α was one of the first cytokines discovered that 
is secreted by macrophages, these cells release many 
different cytokines although many share a common 
target and often work in synergy to achieve their 
function. Furthermore, the inflammatory milieu can 
influence the function of secreted cytokines. The cell 
priming phenomena is an example of how the inflam-
matory environment can affect macrophage responses. 
Stimuli that do not necessarily evoke an inflammatory 
response on their own, when presented with another 
inflammatory stimulus can cause a reaction that is 
massively increased. Such processes help explain how 
macrophages can adapt their responses in a manner 
appropriate to the inflammatory insult. The most well 
known macrophage priming agent is IFN-γ.

Complement Components

Macrophages can secrete many components of both 
the classical and alternative complement systems. 
These include C1, C2, C3, C4, C5, factor B, factor 
D, properdin, C3b inactivator, and α-IH. In addi-
tion, proteases secreted by macrophages can gener-
ate active fragments of the complement system such 
as C3a, C3b, C5a, and Bb. The complement system 
is involved in many immunoregulatory functions 
including lysing of foreign cells by forming C5–9 com-
plex or by acting as opsonins to promote recognition 
and uptake of particles by phagocytosis. Complement 
factors can also act directly to promote or suppress 
the inflammatory response by binding directly to 
complement receptors on the macrophage surface. 
Factors C3a and C5a are well-known macrophage 
chemoattractants whereas factor Bb, a product of the 
alternative complement pathway, suppresses mac-
rophage migration.
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and glucocorticoids, to name a few. Enhancement of 
macrophage clearance of apoptotic cells as an anti-
inflammatory strategy is a realistic target for the 
pharmaceutical industry as the process is likely to be 
important in the resolution of inflammation. Indeed, 
convincing evidence indicates that failed clearance of 
apoptotic cells contributes to the pathogenesis of dis-
eases such as systemic lupus erythematosus.

Chemotaxis

Chemotaxis is described as the movement of cells in 
response to a chemical stimulus (chemokine). These 
stimuli are often released by foreign pathogens or 
inflammatory cells (e.g., neutrophils) allowing cells 
such as macrophages to accurately migrate to the 
site of infection or injury. Chemotaxis is initiated 
by the stimulation of receptors on the macrophage 
surface, which in turn facilitate the rearrangement of 
cytoskeletal structures, resulting in movement of the 
cell in the direction of the stimulus. Rearrangement 
of cytoskeletal structures also allows the migration 
of cells through blood vessel cell layers into tissues in 
a process called transmigration. The most common 
chemotactic stimuli are bacterial products including 
formylated peptides and LPS although other inflam-
matory cells release factors such as IL-8, MCP-1, 
RANTES, and GM-CSF which can directly stimulate or 
enhance the chemotactic response of macrophages.

Antigen Processing and Presentation

In addition to the crucial role macrophages play in 
innate immune defenses, these cells are also important 
in orchestrating acquired immune responses. Antigen 
processing and presentation by macrophages to T- and 
B-cell lymphocytes allows for heightened recognition 
and clearance of pathogen-infected cells and anti-
body production against the pathogen, which allows 
for rapid clearance of the pathogen upon subsequent 
exposure. DCs are the major cell type responsible for 
antigen processing and presentation although mac-
rophages are also known to perform such duties and 
are classed as professional antigen presenting cells 
(APCs) along with antibody expressing B cells. These 
cells process pathogenic proteins in the cytoplasm 
following phagocytosis of virus or bacteria initiated 
through stimulation of PRRs on the surface of the 
APCs. The processing of antigens is dependent on the 
MHC molecules of which there are various classes (e.g., 
MHC I and MHC II). These complexes are brought into 
contact with foreign proteins within the endoplasmic 
reticulum (MHC I) where they are processed into dena-
tured or peptide fragments (antigens) by catabolism. 
The MHC associated with the antigen is then trans-
ported to the APC cell surface where it is recognized by 

Functional Responses of Macrophages

Phagocytosis of Cell Debris and Invading 
Organisms

As already mentioned, the process of engulfing and 
digesting particles (phagocytosis) is the characteristic 
most associated with, although not exclusive to, mac-
rophages. Most cells have some phagocytic capacity, 
such as some epithelial cell types, but these cells are 
not equipped with the complex repertoire of receptors 
specific for recognition of a large particle range and 
modulation of phagocytic rate. The process of phago-
cytosis is complex and involves a large number of rec-
ognition receptors and signaling events to initiate this 
process. The fundamental steps surrounding phago-
cytosis are as follows: recognition of particles requir-
ing to be phagocytosed, rearrangement of macrophage 
cytoskeleton to allow it to extend “arms” (pseudopo-
dia) and surround the particle and, lastly, to digest the 
particle. Different particles can stimulate an array of 
different receptors and signaling cascades and these 
processes are capable of cross talk and synergy add-
ing further complexity to the regulation of phagocyto-
sis. Thus, phagocytosis is a very dynamic process that 
allows for a diverse reactionary repertoire appropriate 
to the inflammatory insult. For example, the ingestion 
of Gram-negative microbial particles involves recep-
tors for LPS that trigger unique intracellular signal-
ing pathways to induce phagocytosis but which also 
modulate transcriptional activity of the macrophage. 
In particular, expression of the inflammatory mediator 
TNF-α is upregulated and released into the inflamma-
tory environment, where its presence can recruit and 
activate other inflammatory cells, thus allowing for an 
intense inflammatory response to clear the infection. 
In contrast to this, the ingestion of innate senescent 
cells, such as apoptotic neutrophils, occurs in a nonin-
flammatory manner using distinct recognition mecha-
nisms that utilize surface molecules on the surface of 
apoptotic cells (e.g., phosphatidylserine) and specific 
receptors of the surface of the phagocytic macrophage. 
Interestingly, when macrophages phagocytose apop-
totic cells (a process termed efferocytosis) their phe-
notype is changed in that the macrophage starts to 
reduce the amount of proinflammatory mediator being  
synthesized and liberated. Indeed, there is now strong 
evidence that these macrophages start to express 
mediators that can have anti-inflammatory potential 
(e.g., TGF-β and IL-10) thereby aiding the resolution 
of the inflammatory response. Phagocytosis in general 
is a highly regulatable process that can be modulated 
by endogenous mediators and by pharmacological 
intervention. The clearance by macrophages of apop-
totic cells can be modulated by complement compo-
nents, CD44 ligation, certain prostaglandins, lipoxins, 
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duties, it must be decommissioned by processes such 
as apoptosis in situ or by drainage by the lymphatics 
to the lymph nodes. Macrophages can respond to their 
environment through the vast array of receptors on 
their surface, which influences the behavior and tox-
icity of the macrophage. However, the complex biol-
ogy of macrophages leaves plenty of scope for things 
going awry. Dysfunction in maturity, migration, and 
phagocytic responses of macrophages ultimately result 
in a compromised ability to clear infection. Also, the 
inability to control macrophage responses can result 
in host tissue damage due to increased release of toxic 
substances.

Evidence For Roles in Diseases

Arthritis

Patients with arthritis have elevated levels of various 
macrophage-derived products that are associated with 
increased cartilage and bone degradation leading to 
compromised joint function. The chronic inflamma-
tory response in the joints of patients with arthritis 
is intimately associated with prolonged and continued 
cytokine production by an abundant inflammatory 
cell infiltrate, which includes large numbers of mac-
rophages. TNF-α, IL-1, and IL-6 have been identified 
as targets for anticytokine therapies for arthritis.

Atherosclerosis

The uptake and oxidation of cholesterol containing 
lipoproteins is associated with the production of foam 
cells; modified lipid-laden macrophages. These cells 
contribute to the progression and instability of athero-
sclerotic plaques and can promote inflammatory envi-
ronments that lead to plaque rupture and thrombus 
formation, the leading cause of myocardial infarction 
and stroke.

Ibd

Irritable bowel disease (IBD) includes Crohn’s disease 
and ulcerative colitis, which are chronic inflammatory 
diseases of the gastrointestinal tract. These diseases are 
caused by inappropriate or hypersensitive inflamma-
tory reactions to normal gut flora, a reduced capacity 
to resolve gut inflammation, and increased inflamma-
tory cell burden. Increased levels of inflammatory cell 
cytokines are found in patients with IBD, including 
macrophage-produced cytokines such as TNF-α and 
IL-6, which can contribute to increased tissue dam-
age (gut ulceration) and enhanced inflammatory cell 
recruitment, further exacerbating the inflammatory 
response. Patients with IBD have increased risk of 
developing malignancies within the gut.

CD4+ and CD8+ lymphocytes that can initiate a rapid 
cytotoxic response by initiating apoptosis of APCs that 
are infected with viral or bacterial pathogens. APCs 
also promote recruitment and clonal proliferation of T 
cells endowed with the specific recognition motifs for 
the MHC:antigen complex. Memory B cells express-
ing the antibody complex that recognizes the specific 
pathogenic antigen remain in circulation following res-
olution of the infection where they can rapidly activate 
T-cell–mediated responses and clearance of the patho-
gen should the host be infected again. This method of 
immunity is exploited in vaccine development where 
processed or fragments of bacterial or viral antigens 
are given to a host along with an adjuvant to enhance 
the response by activating APCs. Antibody expressing 
memory B cells persist and protect the host from infec-
tion without ever being exposed to the full brunt of the 
disease producing pathogen.

Secretion

Macrophages actively produce and secrete a large 
number of factors that have important immunomodu-
latory effects. Macrophages generate and secrete (a) 
cytokines and chemokines usually via transcriptional 
activation (e.g., NF-kB and AP-1) and protein synthe-
sis dependent mechanisms, (b) de novo generation of 
production of lipids and reactive oxygen species, and 
(c) preformed enzymes (see earlier). These factors can 
directly cause microbial killing, enhance or dampen 
an immune reaction, and facilitate the wound healing 
process.

Tumor Cell Control

Tumor-associated macrophages (TAMs) have recently 
been shown to be important in tumor biology as they 
secrete factors that can actively suppress cell prolif-
eration or cause lysis of tumor cells. There is a role 
for cell–cell contact in macrophage-mediated tumor 
control, which can specifically recognize and lyse neo-
plastic cells in a nonphagocytic process. Release of 
cytostatic and cytotoxic agents includes prostaglan-
dins, IL-1, TNF-α, ROS, and proteases.

Implications of Macrophage 
Dysregulation

The role of the macrophage in innate immunity has 
evolved to protect the host against injury and infec-
tion; however, macrophage function must be very 
tightly regulated to ensure minimal toxicity to host 
tissue and exacerbation of the inflammatory response. 
Dysfunctions in macrophage biology have been impli-
cated in many disease pathologies including arthritis 
and atherosclerosis. Once the macrophage performs its 
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reservoirs of HIV. M-CSF also promotes virus repli-
cation, underpinning the importance of macrophages 
in the pathogenesis and persistence of HIV. Some spe-
cies of Leishmania parasites can target macrophages 
by expressing phosphatidylserine (PS) residues to 
encourage phagocytosis (via mechanisms evolved to 
ingest apoptotic cells) of the organism where they 
then establish themselves as intracellular parasites. 
In addition, the PS-mediated Phagocytosis stimulates 
the macrophage into an anti-inflammatory mode by 
increasing release of IL-10 and TGF-β and by decreas-
ing NO production, which aid in the survival of extra-
cellular parasites and increase the susceptibility of 
the host to infection.

Pharmacological Regulation  
of Macrophage Responses

Macrophages play a pivotal role in immune defense 
and resolution of inflammation. Thus, pharmaco-
logical manipulation of macrophage functions such 
as enhancement of phagocytosis have become of 
increasing interest in conditions of chronic inflam-
mation. In addition, we have already touched upon 
how the macrophage can contribute to disease patho-
genesis, highlighting a possible route by which drugs 
can dampen the effects of macrophages in these 
conditions. Proinflammatory cytokines released by 
macrophages, such as TNF-α, can be significantly 
elevated in various diseases causing tissue damage 
and exacerbation and perpetuation of the inflamma-
tory response. Although many anti-inflammatory and 
immunomodulatory drugs can influence macrophage 
responsiveness two major examples of such agents 
are highlighted in the subsequent text.

Steroids

Pharmacological intervention in inflammatory con-
ditions is spearheaded by the use of steroidal anti-
inflammatory drugs. Glucocorticoids (GCs) are 
commonly used to treat inflammation such as rheu-
matoid arthritis and asthma but have significant 
drawbacks due to side effects. The primary mecha-
nism of action of GCs is the modulation of transcrip-
tion at the DNA level by activation or repression of 
GC response elements or by inhibition of transcrip-
tion factors such as NF-κB and AP-1. In addition, the 
effects of GC treatment on macrophage phagocytic 
responses have provided further insight into the anti-
inflammatory effects of these drugs. Macrophages 
treated with GCs such as dexamethasone were shown 
to markedly enhance the phagocytic capacity of mac-
rophages for apoptotic cells. This function of GCs has 
obvious advantages when considering the promotion 
of resolution of inflammation, particularly those that 

Lung Fibrosis

Lung fibrosis has a poor prognosis once developed. 
Idiopathic pulmonary fibrosis, asbestosis, silicosis, 
and interstitial lung disease all have hallmark scar-
ring and thickening of the lung tissue which leads to 
impaired gas exchange in the alveolar spaces of the 
lungs. Fibroblast proliferation, collagen deposition, 
and interstitial tissue remodeling lead to lung fibrosis, 
which is usually the result of a chronic inflammatory 
reaction. Macrophages are the driving force initiating 
and maintaining the fibrotic response by producing 
profibrotic cytokines such as TGF-β and proinflamma-
tory cytokines such as IL-6, IL-1β, and TNF-α.

Tumor Biology

Macrophages produce various factors important in 
the regulation of cell growth, proliferation, and sur-
vival. Macrophage products can initiate neoplastic 
cell death and are important in preventing cancers. 
In contrast, chronic inflammatory reactions can drive 
macrophage responses into “repair” mode where they 
switch functions and can promote tumor growth and 
progression. Tumor-associated macrophages (TAMs) 
(see earlier) are found at high density in some tumors 
where they support tumor growth through the pro-
duction of angiogenic factors, promotion of tissue 
remodeling and repair mechanisms, and release of 
growth factors. The major growth factor released 
by macrophages is vascular endothelial growth fac-
tor (VEGF) that promotes angiogenesis and can also 
attract monocytes to the tumor site. Many cancers 
are associated with chronic inflammatory responses 
such as lung cancer in asbestosis patients and stom-
ach cancer associated with Helicobacter pylori infec-
tion indicating a detrimental role for macrophages 
in cancer biology. In addition, the inflammatory 
microenvironment is rich is mutagenic factors such 
as ROS that can stimulate neighboring cells into a 
neoplastic phenotype.

Infection

Many pathogens have evolved defense mechanisms 
to avoid eradication by the immune response when 
invading the body. In some instances, pathogens use 
macrophages and their products to facilitate infec-
tion. The human immunodeficiency virus (HIV) 
enters the macrophage through receptors on its sur-
face where it can then replicate. HIV also relies on 
macrophages to sustain reservoirs of virus that are 
resistant to antiretroviral therapies, thereby form-
ing a continuing cycle of infection and disease pro-
gression. Increases in levels of M-CSF production by 
macrophages increases macrophage numbers and 
longevity associated with the maintenance of tissue 
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especially surrounding the changing inflammatory 
profiles of macrophages throughout an inflamma-
tory response; the so-called alternatively or classically 
activated macrophages. Many new agents are being 
researched that can directly or indirectly enhance the 
anti-inflammatory potential of these cells by promot-
ing anti-inflammatory cytokine production or by driv-
ing apoptosis of neutrophils to enhance phagocytic 
clearance using inhibitors of cyclin-dependent kinases 
(CDKs). Such therapies hold significant promise in the 
treatment of a number of conditions where current 
therapeutic strategies are limited, such as idiopathic 
lung fibrosis.
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are associated with large numbers of infiltrating neu-
trophils that require clearance following apoptosis to 
avoid release of histotoxic contents and inflammatory 
exacerbation.

Anti-TNF Therapy

A major inflammatory mediator associated with numer-
ous diseases including RA and Crohn’s disease is TNF-α. 
This has sparked research targeting this pathway as a 
novel treatment for chronic inflammatory conditions. 
Monoclonal antibodies directed against TNF and solu-
ble TNF receptors have produced promising results in 
this arena. They work by inhibiting the effector func-
tions of TNF-α by competitively binding the molecule in 
the extracellular environment, thus reducing the bind-
ing of TNF-α to its receptors. The rationale for targeting 
this cytokine came from the discovery that inhibiting 
TNF-α could also downregulate the production of other 
proinflammatory mediators including IL-1, IL-6, and 
GM-CSF. A potential drawback to the use of anti-TNF-α 
antibodies is the increased susceptibility to infection, a 
side effect found in TNF knockout mouse models.

Conclusions

Knowledge about macrophage biology has been 
greatly expanded over the past few decades. These 
cells are now considered integral cells in the innate 
immune system, involved in orchestrating many 
immune functions including phagocytic clearance of 
foreign materials or cell debris, secretion of a plethora 
of immunomodulatory molecules that can heighten 
or resolve the immune response and promote wound 
healing. Furthermore, these cells are also now known 
to have a role in initiation of the adaptive immune 
response. In chronic inflammatory conditions, the 
contribution of macrophages to the pathology of many 
diseases is now widely recognized and has highlighted 
many areas through which pharmacological manipu-
lation of macrophage responses can be used to treat 
these diseases, which include anticytokine thera-
pies and promotion of resolution of inflammation by 
stimulating the phagocytic capacity of macrophages. 
There is a continued research effort focused around 
these cells including using these cells as vectors for 
gene or drug therapy that home to areas of inflamma-
tion or injury. The complex signaling and functional 
responses of these cells leaves much to be understood, 
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blood cells in that they express a variable receptor 
on their surface that specifically detects foreign mol-
ecules. T cells express the T-cell receptor (TCR) and B 
cells express the B-cell receptor (BCR) which is identi-
cal to their secreted antibody molecules. The method 
of producing these receptors leads to enormous diver-
sity. As a result, B cells and T cells are highly specific 
for pathogenic molecules but cells of each specificity 
are relatively rare. B and T lymphocytes are therefore 
referred to as components of acquired or adaptive 
immunity. Unlike “innate” immune cells, which are 
more numerous but have less specific receptors, they 
“acquire” their specificity with time and are adaptable 
once differentiating. The following chapter details the 
function of these lymphocyte subsets, what signals 
cause them to become activated and factors that assist 
their development into further subtypes. This adapt-
ability is extremely important as it determines their 
ultimate function and enables the human body to 
eliminate a hugely diverse range of potentially danger-
ous organisms and foreign particles.

Antigen-Presenting Cells

Though part of the “adaptive” immune system, lym-
phocytes must interact with the “innate” immune 
system and one of these interactions is antigen presen-
tation – the key event in pathogen recognition by adap-
tive immune cells. To recognize pathogenic molecules, 
B cells use the BCR which binds pathogens directly. 
In contrast, T cells rely on other, more innate, anti-
gen-presenting cells (APCs) to break down pathogenic 
proteins into peptides, which are then presented to the 
TCR by the major histocompatibility complex (MHC). 
Innate APCs tend to be large, phagocytic cells that 
patrol the body and constantly ingest particles, dead 
cells, and other debris from tissues. Once ingested, 
these particles, typically proteins, are broken down 
within the cell and transferred onto carrier molecules 

Lymphocytes are a type of white blood cell or leuko-
cyte and are critical for the defense of the body against 
invaders such as infectious pathogens and foreign 
materials. There are approximately 1012 lymphocytes 
in the average human body, though this fluctuates 
considerably during illness. Indeed, fluctuation from 
a normal range is used as an indicator of disease. For 
example, immune deficiency leads to reduced lym-
phocyte numbers in the blood whereas infection or 
allergy leads to an increase. Several different types of 
lymphocyte exist, and though they display highly spe-
cialized and diverse functions, they all derive from a 
common hematopoietic stem cell in the bone marrow 
(Figure 9.1). Mature lymphocytes are found through-
out the body:  in the blood and lymphatic system; 
concentrated in immune specialized regions (lymph 
nodes, thymus, spleen, and Peyer’s patches); and scat-
tered in most other tissues.

Lymphocytes can be divided on the basis of size 
and granularity. Natural killer (NK) cells are large and 
highly granular, and there are two main types of small 
lymphocyte: B lymphocytes (or B cells) and T lympho-
cytes (or T cells). As we will see in this chapter, these 
are further subdivided based on their expression of 
different surface molecules, their secretion of different 
products important for immunity, and their ultimate 
effector function. B cells (so-called because they were 
originally identified in birds in the Bursa of Fabricius) 
are not only produced in the bone marrow but also 
mature there. However, the precursors of T cells leave 
the bone marrow and mature in the thymus (which 
explains the notation “T”). In general, B cells secrete 
proteins called antibodies that recognize and bind for-
eign particles and toxins found free within the body 
interior or protruding from an infected cell. T cells 
assist other immune cells such as B cells (via secreted 
proteins called cytokines) or attack body cells when 
they have been infected by viruses or have become 
cancerous. T and B cells differ from most other white 

Lymphocytes
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known as the major histocompatibility complexes or 
MHC. The ways in which APCs process and present 
antigen are illustrated in Figure 9.2.

The two main types or classes of MHC are known 
as MHC class I and MHC class II. MHC class I mol-
ecules are found on the surface of all nucleated cells 
and present peptides derived from the cell itself and 
from intracellular pathogens such as viruses. MHC I 
molecules continuously cycle from the endoplasmic 
reticulum (where they pick up antigen) to the cell sur-
face and back. If the cell is uninfected, the antigens 
presented on the cell surface will not be recognized 
by cytotoxic T cells. However, if the presenting cell is 
infected or cancerous, the T cell will target it for death 
as described later.

MHC class II molecules are generally found on the 
surface of professional APCs and typically present 

antigen from extracellular pathogens. The pathogens 
are ingested and broken down in endosomes and, in 
contrast to MHC class I, MHC class II molecules are 
loaded with antigen within these endosomes after 
passing through the endoplasmic reticulum. Once on 
the cell surface, MHC class II molecules present anti-
gen to CD4+ T helper cells, which become activated 
and provide help to other immune cells as detailed 
subsequently.

For many years, it was thought that these systems 
of presentation were mutually exclusive but it is now 
known that MHC class II–destined peptides can access 
the MHC class I pathway by a process called cross-
presentation. This process is thought to provide a way 
of presenting antigen from viruses that have evolved 
mechanisms to subvert the classical MHC class I pre-
sentation pathway.
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Figure 9.1.  T-cell and B-cell development. T and B cells derive from a common stem cell in the bone marrow. 
The precursors of T cells leave the bone marrow and mature in the thymus. Here, they express different mol-
ecules which aid the maturation process. Some of these are shown in the figure. Pro B cells express VLA-4 which 
binds VCAM-1 on bone marrow stromal cells. This interaction induces the expression of CD117 (also known as 
Kit) on the B cell, which is the receptor for stem cell growth factor (SCF). In the bone marrow, BCR rearrangement 
occurs. This process is mirrored in the thymus where pro T cells begin by expressing Kit and rearrange their TCR 
to produce a highly diverse population. In the thymus, γδ T cells diverge from the αβ T-cell lineage. Once the 
TCR and BCR have been selected, T and B cells migrate from the thymus and bone marrow to the periphery. 
Now the cells have reached maturity but are naive. They then circulate in the body until they encounter specific 
antigen, become activated and differentiate further. The different subsets of mature T cells are shown on the 
right along with internal transcription factors and other internal molecules used to identify them.
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T CELLS

T-Cell Development

T cells play multiple roles in immunity and disease 
depending on their ultimate phenotype after differen-
tiation. Unlike the BCR (antibody), the TCR does not 
see foreign particles or pathogens directly but requires 
them to be digested and presented by MHC molecules. 
The outcome of this recognition then depends on the 
T cell in question and will be discussed later. The TCR 
is a heterodimer of two chains but also requires a col-
lection of other membrane-proximal chains for signal-
ing (see Figure 9.3); these additional chains are known 
collectively as CD3. All T cells, regardless of their end 
phenotype, express CD3. However, broadly speaking 
there are two different types of CD3-expressing T cells. 
Helper T lymphocytes also express CD4 and cytotoxic T 

lymphocytes (CTLs) express CD8. As their names sug-
gest, CD4+ T cells secrete products to help other cells 
of the immune system and CD8+ CTLs cause death of 
the cell with which they interact. As we will see later, 
CD4+ and CD8+ cells can be further subdivided based 
on the products they secrete or additional receptors 
they express.

Both main T-cell subsets mature in the thymus 
where rearrangement of the genes encoding the two 
variable chains (α and β) of the TCR takes place. As 
this rearrangement is a random process the thymus is 
also a sorting factory and ensures, through a process 
of selection, that T cells do not exit the thymus capa-
ble of recognizing our own proteins. If they did, then 
autoimmunity would occur. Progenitor T cells (ProT) 
from the bone marrow move into the outer cortex of 
the thymus and proliferate. At this stage, they do not 
express CD4 or CD8 but express Kit (the receptor for 
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Figure 9.2.  MHC processing and presentation. MHC class I molecules typically present peptides derived from intracel-
lular sources whereas MHC class II molecules present those from extracellular sources.
  During viral replication, some proteins are released from the proteosome (1) and are taken into the endoplasmic 
reticulum (2). Here, they encounter the membrane-associated transporter protein TAP which loads the peptide onto the 
MHC class I binding domain. The peptide-loaded MHC I molecule then leaves the ER in a vesicle (3) and is transported 
to the cell surface where it displays the peptide to passing CD8+ T cells (4).
  Innate APCs can ingest proteins from the extracellular space (5). These are internalized and degraded in endosomes. 
Though MHC class II molecules are processed in the ER (6), they leave this compartment in vesicles before being loaded 
with peptide. The peptide-binding site of MHC II is protected by the CLIP fragment of the invariant chain which is 
only completely removed once the MHC-containing endosome has fused with the antigen-containing endosome (7). 
CLIP is removed by a related MHC class II protein (HLA-DM or HLA-DO), allowing the foreign peptide to bind, and the 
peptide:MHC complex is then transported to the cell surface where it can present antigen to CD4+ T helper cells (8).
  On rare occasions, externally derived peptides can be presented by MHC class I in a process known as cross-
presentation (9).
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that pass the test move on to a CD4+CD8+ (double pos-
itive) stage, which is marked by rapid proliferation and 
rearrangement of the α chain. With a functional α and 
β chain, the TCR of the T cell is ready to be checked 
for function via processes called positive and nega-
tive selection. Remember, T cells require antigen to be 
presented to them via MHC molecules. Cells that only 
weakly recognize self-antigen in MHC molecules die 
by neglect (they do not receive sufficient stimulation 
to survive); those which recognize it too strongly are 
deemed dangerous and are induced to die by a process 
known as apoptosis. Only those with moderate affinity 

stem cell growth factor [SCF]), CD44 and CD25 (part 
of the receptor for the T cell growth factor interleu-
kin [IL]-2). Following a number of rounds of division, 
CD25 and CD44 are lost from the surface and the TCR 
gene rearrangement takes place.

The β chain genes of the TCR are first rearranged 
through the actions of the recombination-activating 
genes RAG-1 and -2, and combine with a pre-α chain 
to generate what is known as a pre-TCR. This combina-
tion determines whether the β chain rearrangement is 
successful. Successful signaling through the pre-TCR 
allows the T cell to progress to the next stage. Cells 
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Figure 9.3.  TCR signaling. A T cell is activated when its TCR binds to antigenic peptide presented 
by an antigen-presenting cell (APC). This peptide is bound to MHC, and a co-receptor (CD4 or CD8) 
stabilizes the interaction by binding to nonpolymorphic regions of the MHC molecule. Protein tyrosine 
kinases, such as Lck, quickly act to phosphorylate the immunoreceptor tyrosine–based activation 
motifs (ITAMs) located on the intracellular portions of CD3 and the ζ chains of the TCR. The ζ chain–
associated protein ZAP 70 then binds and phosphorylates the membrane-bound adapter proteins, 
linker of activated T cells (LAT), and SH2 domain-containing leukocyte protein of 76 kDa (SLP-76). LAT, 
SLP-76 and another kinase, ITK, then activate phospholipase C (PLC)γ1 and recruit guanine nucleotide 
exchange factors (GEFs) to continue the signaling cascade.
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motifs on the MHC molecule. CD4 recognizes MHC 
class II molecules, which are mainly expressed on 
professionalAPCs; CD8 recognizes MHC class I mol-
ecules, which are expressed on the surface of all 
nucleated cells. Both receptors provide intracellular 
docking sites for the kinase Lck which, as described, 
initiates the phosphorylation cascade following TCR 
engagement. However, CD4 and CD8 vary in their  

for MHC plus antigen survive (only approximately 5% 
of potential T cells). Once past this selection stage 
RAG-1 and -2 are downregulated and the cells become 
single positive for either CD4 or CD8.

The process by which cells become helper (CD4+) or 
cytotoxic (CD8+) has not been fully determined. Two 
different types of MHC molecules present antigen to 
CD4 or CD8 T cells (MHC class II and class I, respec-
tively) and it is possible that the CD4 or CD8 pheno-
type is determined by which MHC the functional TCR 
encounters first; interaction with MHC II may induce 
CD4+ T cells whereas MHC I may promote CD8+  
T cells. However, the final distinction may arise as a 
result of the strength of action of TCR signaling compo-
nents. For example, MHC II binding the TCR enhances 
signaling to Lck compared to MHC I, and artificially 
attenuating TCR signaling allows MHC II–specific 
CD4+ T cells to become CD8+ over the course of the 
long differentiation process. Longer interactions and 
stronger TCR signals therefore favor CD4+ (helper)  
T-cell development over CD8+ (cytotoxic) T cells. Other 
signaling pathways, particularly involving the Notch 
proteins, are also important for lineage development 
(for an in-depth discussion of this, see Yang 2006).

T-Cell Receptor Signaling

The TCR is composed of several subunits that colo-
calize within the cell membrane, drawn together by 
virtue of their positive and negative charges. Eight 
subunits are required to form a complete TCR. The 
α and β chains form the foreign peptide:MHC recog-
nition site but lack a signaling domain, which is pro-
vided by two intracellular ζ chains. This central α β ζζ 
structure is flanked by two other complexes each com-
posed of a heterodimer of either one γ and one ε or 
one δ and one ε chain (collectively known as CD3). The 
intracellular domains of the γ, δ, ε, and ζ chains pro-
vide the substrate for the first step in TCR signal trans-
duction. Contained within them are immunoreceptor 
tyrosine-based activation motifs (ITAMs) which con-
tain tyrosine residues that, once phosphorylated by 
the Src family kinases (such as Lck), recruit the 70 
kDa ζ chain–associated protein ZAP-70. On binding to 
one or more ITAMs, ZAP-70 is activated setting off a 
series of phosphorylation events that culminate in the 
transcription of a number of genes. These pathways 
are summarized in Figures 9.3 and 9.4.

The Requirement for Co-Receptors

As described earlier, T cells differentiate during 
development into CD4+ and CD8+ subsets. These  
subsets are defined by their expression of the CD4 or 
CD8 co-receptor on the cell surface. CD4 and CD8 
colocalize with the TCR and recognize invariant 
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Figure 9.4.  Downstream signaling following TCR or BCR acti-
vation. Signaling through SLP-76, downstream of the TCR, and 
through Syk, downstream of the BCR, results in the activation 
of guanine nucleotide exchange factors (GEFs) which promote 
the activation of Ras-GTPases via the dissociation of GDP 
allowing Ras to bind fresh cytosolic GTP. This process acts as a 
molecular switch and leads to the activation, via other factors, 
of MAP kinase and the eventual activation and nuclear translo-
cation of the transcription factor cFos.
  LAT signaling in the T cell results in the activation of the 
enzyme phospholipase C (PLC)γ1. Syk in the B cell interacts 
with the B cell linker Blnk and Tec kinases to activate phospho-
lipase C (PLC)γ2. These enzymes convert inactive phosphati-
dylinositol bisphosphate (PIP2) into diacylglycerol (DAG) and 
inositol triphosphate (IP3). IP3 promotes the release of calcium 
ions from the endoplasmic reticulum and thus the activation of 
the phosphatase calcineurin. Calcineurin dephosphorylates the 
transcription factor nuclear factor of activated T cells (NFAT) 
which then translocates to the nucleus and activates the tran-
scription of genes involved in the synthesis of interleukin (IL)-2. 
DAG also acts with calcium ions to activate protein kinase C 
(PKC)θ at the plasma membrane. This kinase also activates a 
transcription factor, this time NF-κB, which translocates to the 
nucleus to initiate the transcription of a wide variety of genes 
involved in T-cell activation, proliferation, and survival.
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surface of T cells following their initial recognition of 
peptide: MHC complexes. These induced costimulatory 
molecules can be divided into three families based on 
their structure: the Ig-like superfamily, the integrins, 
and the TNF/TNF receptor superfamily.

CD28 is itself a member of the Ig-like superfam-
ily and interacts with CD80 and CD86 (also known as 
B7.1 and B7.2) on the surface of APCs. This interac-
tion results in the signaling cascades described earlier. 
However, if this interaction continues, the T cell will 
remain in a proinflammatory state and may be subject 
to activation-induced cell death (AICD). To counter-
act this, CD28 signaling results in the production of 
a related molecule: CTL antigen (CTLA)-4. CTLA-4 is 
very similar in structure to CD28 and displaces it, but 
instead of sending a positive signal via ITAMs, it deliv-
ers inhibitory signals to the T cell that arrest the activa-
tion cascade and “turn off” the inflammatory response. 
In most circumstances, however, we would require the 
T cell to continue its effector function. How then do we 
override CTLA-4? If the threat persists and stimulates 
T cells strongly, other “late costimulators” are induced 
to bypass CTLA-4. The inducible costimulator (ICOS) 
on T cells is one such molecule and another member 
of the Ig-like superfamily. Integrins, such as leuko-
cyte function-associated antigen (LFA)-1, also provide 
T cells with activation signals following interaction 
with their ligands on APCs, but are reliant on the 
presence of other costimulators, in particular CD28, 
to exert this effect. The TNF receptor superfamily 
(TNFRSF) includes several costimulatory molecules, 
which are typically upregulated late in T-cell activa-
tion, such as 4–1BB and OX40. These bind to equally 
inducible ligands on APCs. Without these additional 
late costimulators, T-cell activation would not per-
sist and certain pathogens might escape elimination. 
Furthermore, these late costimulators are vital for the 
development of memory T-cell populations. Without 
them, T-cell activation and progression is prevented 
too early to seed the memory T-cell pool. Development 
of memory is vital to thwart a similar infection on re-
encounter. Memory cells are more abundant and more 
easily activated than naive cells so can clear a second 
infection with the same pathogen more quickly and 
efficiently. A basic sequence of expression of costimu-
latory molecules on the T-cell surface and their ligands 
on the APC is illustrated in Figure 9.5.

Further Differentiation of T Cells

So far, we have discussed the T-cell subcategories of 
CD4+ helper and CD8+ cytotoxic T cells. CD4+ helper 
T cells (and recently CD8+ T cells) are further subcat-
egorized based on the cytokines they secrete. Most 
work has focused on helper CD4+ T cells and will be 
discussed here. So far, the subcategories are called 

downstream effects on the T cell. CD4+ T cells receive 
signals encouraging the production of cytokines and 
chemokines and the expression of molecules such 
as CD40L, which interacts with CD40 on B cells to 
encourage B-cell maturation and antibody class 
switching. Because CD4+ cells act, for the most part, 
in this indirect manner, they are known as T helper 
(Th) cells. In contrast, CD8+ T cells receive signals 
encouraging the release of cytotoxic compounds such 
as perforin and granzyme. Their direct, lytic activity 
means that CD8+ cells are known as CTLs.

Costimulatory Signaling

We have discussed the αβ TCR that recognizes foreign 
particles bound to MHC, the associated intracellular 
chains that make up the CD3 complex and the co-
receptors CD4 and CD8 that bind to MHC molecules 
and stabilize the interaction. Collectively this “signal 1”  
is still not enough for full T-cell activation. In fact, 
T cells that only receive signal 1 lose the ability to 
respond to antigen and acquire a quiescent, nonprolif-
erative phenotype. This state of “anergy” is central to 
the development of peripheral tolerance and ensures 
that harmless antigens, encountered in the absence 
of other “danger” signals, do not trigger a potentially 
damaging autoimmune or allergic response. Full acti-
vation requires “signal 2,” which is delivered by the 
cell that presents antigen to the T cell via MHC mol-
ecules: the APC. The additional molecules required to 
provide signal 2 are called costimulatory molecules. 
Evolutionarily, it is beneficial to require this second 
signal as it means that only “professional” APCs (mac-
rophages, dendritic cells, and B cells) can fully acti-
vate a T cell. Without the need for costimulation, T-cell  
activation could occur widely leading to bystander tis-
sue damage. The constitutively T-cell–expressed mol-
ecule CD28 provides the first, and strongest, of these 
costimulatory signals. CD28 on T cells binds to B7 
molecules (CD80 and CD86) on professional APCs and 
results in T-cell survival and proliferation. CD28’s asso-
ciation with lipid rafts leads to the close association of 
these structures with the TCR and an amplification of 
the protein tyrosine phosphorylation associated with 
TCR signaling. Downstream signals also increase the 
amount of IL-2 produced by the T-cell. IL-2 is the main 
cytokine involved in T-cell proliferation, increasing 
the expression of survival factors and pushing T cells 
to enter the cell cycle.

Late Costimulation

Though CD28 provides strong survival signals, further 
T cell–APC interactions are required for full T-cell 
effector function and to prevent T-cell death. Several 
other costimulatory molecules are induced on the 
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dose contribute, as do the level of costimulation, sig-
nals from the tissue microenvironment and transcrip-
tion factors. At present however, there is no overriding 
consensus, as it seems to vary with experimental con-
dition and/or the pathogen under investigation. Longer 
contact of MHC with the TCR is reported to produce a 
stable Th2 response; it is also suggested that a higher 
degree of stimulation is required for Th1 polarization. 
However, a number of parameters dictating cytokine 
profile outcome is standard. For example, differentia-
tion of Th1 responses involves activation of the IFN-γ 
gene and concomitant silencing of the IL-4 gene, while 
the opposite is seen on Th2 differentiation. Type I and 
II interferon signaling causes the STAT1-dependent 
formation of the IL-12 receptor; ligation of this IL-12R 
leads to activation of T-bet, a transcription factor criti-
cal for the development of Th1 responses, and STAT4-
dependent potentiation of IFN-γ production. In Th2 
responses, IL-4 signaling to a naive cell activates STAT6 
and the master transcription factor GATA-3. GATA-3 
suppresses STAT4 and the IL-12R whilst inducing posi-
tive epigenetic changes in the Th2 cytokine cluster of Il4, 
Il5, and Il13 genes (see Figure 9.6 for a summary).

For two decades, the Th1/Th2 polarization model 
was largely unaltered, until the recent description of 

Th1, Th2, T regulatory (Treg), and Th17 cells. Th1 cells 
secrete the cytokines interferon (IFN)-γ, TNF, and 
IL-2; Th2 cells secrete IL-4, IL-5, and IL-13; Th17 cells 
secrete IL-17 and TNF-α; and regulatory T cells secrete 
IL-10 and/or TGF-β (although IL-10 is also produced by 
Th2 cells). Researchers have attempted to find surface 
molecules that distinguish these different helper T-cell 
subsets for many years. However, those described so 
far remain equivocal and clear distinctions between 
the subsets, in terms of surface molecule expression, 
remain elusive.

The cytokine profiles of these cell types allow 
them to induce discrete immune responses accord-
ing to the nature of the threat. Th1 cytokines enable 
a cell-mediated immune response to target intracellu-
lar pathogens by activating CTLs, macrophages, and 
NK cells, whereas the Th2 cytokine response induces 
a humoral antibody response targeting extracellular 
pathogens. Th2 cell cytokines activate mast cells and 
basophils through IL-4 and eosinophils through IL-5. 
Th subset polarization also dictates the final type of 
antibody produced by B lymphocytes (see the subse-
quent text).

It is still unclear how these different helper T-cell 
subtypes develop. The nature of the pathogen and its 
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Figure 9.5.  Upregulated quickly after TCR stimulation, ICOS acts to boost the sig-
nals provided by CD28. As activation continues, late costimulatory molecules begin 
to appear along with the coinhibitory molecule CTLA-4. These molecules result in a 
cessation of proinflammatory cytokine production and an increase in the expression of 
prosurvival factors such as members of the Bcl family of antiapoptotic genes. On receiv-
ing these signals, the T cell stops proliferating, but avoids AICD and progresses into 
the memory pool. Memory T cells are able to survive long term and do not continue 
to express costimulatory molecules. However, the kinetics of costimulatory molecule 
reexpression are much faster.
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receptor RORα are regulated by STAT3 and are highly 
expressed in Th17 cells.

Effector Function of T Helper Cell Subsets

By virtue of their secreted cytokines (IFN-γ, TNF, and 
IL-2), Th1 effector cells are very efficient at promoting 
cell-mediated immunity; the cytokines they produce 
help to activate macrophages and NK cells, and pro-
mote survival of CTLs. These functions make Th1 cells 
important for the clearance of intracellular pathogens 
such as viruses. Th1 cytokines also induce antibody 
class (or isotype)-switching in B cells, leading to the 
production of IgG2a, as discussed later. However, an 
excessive Th1 response is frequently associated with 
immunopathology, or immune-mediated damage to 
the host, and has been implicated in some autoimmune 
diseases and inflammatory disorders. Th2 cells have a 
very different function; by producing cytokines such as 
IL-4, IL-5, and IL-13, they help to activate eosinophils 
and mast cells, and are important for the clearance 
of extracellular pathogens, especially parasites. Th2 
cytokines can also induce class switching in B cells, but 
promote the secretion of IgE, IgA, and IgG1. However, 
in some individuals, a disproportionate Th2 response 
is mounted which is a hallmark of allergic reactions 
and atopic disease such as asthma. Activated Th17 cells 
making IL-17, IL-21, and IL-22 are also important in 
host defense to infection, particularly for extracellu-
lar bacteria, as Th17 cytokines efficiently recruit neu-
trophils to the site of inflammation. Once again, Th17 
cells are highly inflammatory and, like Th1 cells, play a 
role in the pathogenesis of autoimmune disease. Figure 
9.7 summarizes the main roles of Th1 and Th2 cells in 
health, disease, and autoimmunity, and also highlights 
the complications that can arise if an inappropriate 
response is initiated during infection.

Regulatory T cells (Treg) comprise another impor-
tant T-cell subset that suppresses the activation of other 
cells in a contact-dependent or -independent manner. 
Treg interact with and suppress both Th1 and Th2 effec-
tor T cells. They can achieve this indirectly, by affect-
ing APCs, or directly through T–T interactions. There 
are four main Treg subsets; natural Treg constitutively 
express CD4 and CD25 as well as the transcription fac-
tor Foxp3. Their generation is dependent on TGF-β. 
Tr1 cells, by contrast, are induced Treg, which do not 
express Foxp3 but express high levels of CTLA-4 and 
require IL-10 for their differentiation and suppression. 
In addition to these Treg subsets, anergic CD4+ and 
CD8+ cells are capable of suppression by competing 
for antigen and IL-2; they have a very high-stimulation 
threshold and do not therefore become activated except 
in situations of very high antigen exposure.

The main functions of each Th subset and the cytok-
ines they produce are summarized in Figure 9.8.

the Th17 subset of cells. These are characterized by 
IL-17, IL-6, IL-22, and TNF-α production. Th17 cells 
are entirely separate from the Th1 and Th2 lineages; 
cytokines from Th1 cells antagonize Th17 generation, 
and it is likely that they have evolved to deal with dif-
ferent pathogens to those efficiently cleared by Th1 and 
Th2 responses. IL-23 polarizes naive cells into Th17 
cells in an ICOS- and CD28-dependent manner (Th1 
cells are dependent on CD28 but not ICOS). Generation 
of Th17 cells is independent of the STAT1, STAT4, and 
STAT6 signaling proteins but does require STAT3. In 
APC-free culture conditions, Th17 cells can be gener-
ated with the addition of only TGF-β and IL-6; these 
cytokines induce differentiation by activation of the 
nuclear receptor retinoic acid receptor-related orphan 
receptorγ (RORγ). The specific isoform RORγt and the 
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Figure 9.6.  Following signals from inflammatory cytokines, 
naive T cells begin to polarize into Th1 or Th2 cells. Transcription 
factors, induced following cytokine signaling, direct the 
changes in cell phenotype. The Th1 master transcription fac-
tor, Tbet, is induced after IL-12R ligation and STAT4 signaling. 
This induces further IL-12 production and expression of IFN-γ, 
and inhibits the activation of GATA-3:  the Th2 master regula-
tor. Similarly, GATA-3 activation in Th2 cells inhibits T-bet and 
STAT4 and allows the transcription of IL-4, IL-5, and IL-13 by 
inducing epigenetic changes such as induction of DNase I 
hypersensitive sites.
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IELs are mostly CD8+ but some have CD3 but no CD4 
or CD8. Their origin and development is unclear but 
they exist in athymic mice, albeit in reduced numbers. 
Unlike conventional T cells, γδ IELs do not recognize 
antigen presented by classical MHC molecules. Instead, 
it is believed that they are primed by the surrounding 
epithelial cells possibly via nonclassical MHC such as 
CD1. Despite their mucosal localization, and therefore 
the vast array of antigens that they must encounter, the 
γδ TCR is much less diverse than the αβ TCR. Rather 
than recognizing highly specific pathogen-derived 
sequences, they respond to molecules such as heat  

Intraepithelial T Cells

As with every biological system, there are a few excep-
tions to the rules. We cannot discuss lymphocytes with-
out highlighting a subset of T cells that resides among 
the epithelial cells that line our mucosal surfaces (i.e., 
gut, lung, genital tract, and skin); the intraepithelial 
lymphocytes (IELs). There can be as many as 20 IELs 
per 100 epithelial cells. Within this population a high 
proportion (50% in humans and 90% in mice) have 
an alternate TCR heterodimer of γδ (do not confuse 
these with the γ and δ chains within the CD3 cluster). 
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Figure 9.7.  The role of T helper cell responses in pathogen clearance and immunopa-
thology. Th1 and Th2 responses are important for pathogen clearance. However, both 
responses can exacerbate autoimmunity and in some diseases, the type of Th response 
generated can determine the outcome of infection as in the case of leprosy. The Th1/
Th2 paradigm has been at the forefront of research for many years but it is now clear 
that Th17 cells take part in many Th1-based responses and that these cells are also 
involved in many autoimmune diseases. Similarly, regulatory T cells can influence T cell 
responses, play a role in foetal tolerance and can inhibit tumor immunity.
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enter. Granzymes are a family of enzymes with ser-
ine protease activity which, after entering the target 
cell, degrade its internal proteins. A specific member 
of this family, granzyme B, cleaves and activates cas-
pase-3, which initiates the caspase cascade ultimately 
culminating in the degradation of cellular DNA, one 
of the hallmarks of cell death by apoptosis. Perforin 
and granzyme are both required for efficient killing 
of target cells, although some cytotoxic activity can 
be mediated by perforin alone. A further component 
of CTL lytic granules is granulysin, another protein, 
which can induce apoptosis and has antimicrobial 
properties. In killing a target cell, the CTL itself is 
unharmed and is able to kill several infected targets 
in rapid succession using internal stores of preformed 
lytic granules. The action of inducing cell death in the 
target cell via perforin/granzyme can be programmed 
in as little as 5 minutes, although the process of apop-
tosis may take several hours. Controlled cell death is 
required to contain infection because if cells die by 
necrosis (uncontrolled death), they can release infec-
tious intracellular pathogens in the process. CD8+ 
T-cell killing can be measured using the method out-
lined in Figure 9.9.

Another major mechanism by which a CTL can kill 
an infected cell involves interactions of cell surface 
receptors rather than stores of toxic granules. Fas ligand 
(FasL), a member of the TNF family, is expressed on the 
surface of activated CTLs as a homotrimer. It binds to 
Fas, a member of the TNFR superfamily on the target 
cell, and in doing so, produces a conformational change 
in Fas allowing the recruitment of death-domain con-
taining adaptor proteins such as FADD. This cluster-
ing of adaptor proteins ultimately results in activation 
of the caspase cascade, as described earlier for killing 
via perforin and granzyme, but is independent of these 

shock proteins that are upregulated on the epithelial 
cells following infection or transformation. The sug-
gestion therefore is that IEL behave more like innate 
immune cells than adaptive lymphocytes.

Effector Function of Cytotoxic (Killer)  
T Lymphocytes

As described previously, when an antigen-specific CD8+ 
T cell encounters the appropriate cognate peptide anti-
gen bound to MHC class I on a target cell, the T cell 
becomes activated. For CTLs, this activation results in 
two major effector functions:  cytokine secretion and 
targeted killing. Similar to effector CD4+ cells, there 
are subsets of effector CD8+ T cells, based on the profile 
of cytokines they secrete. Tc1 cells produce large quan-
tities of IFN-γ and TNF, and Tc2 cells secrete IL-4 and 
IL-5. However, unlike their CD4+ counterparts, Tc2 cells 
are rare in vivo, and as yet no equivalent population of 
Treg cells has been identified for CD8+ T cells.

As well as producing cytokines, CTLs perform a 
vital function by killing infected cells and tumors. 
Following the recognition step, during which the CTL 
binds the antigen-bearing target cell, the TCRs, and 
associated co-receptors on the T cell come together, 
forming a large cluster called the supramolecular acti-
vation cluster (SMAC). This aggregation triggers a reor-
ganization of the actin cytoskeleton within the CD8+ T 
cell, which allows it to correctly position its lytic gran-
ules to target the site of contact; a mechanism which 
limits nonspecific damage to surrounding cells. The 
highly specialized lytic granules found in CD8+ CTLs 
are also found in natural killer (NK) cells and contain 
several proteins important for triggering programmed 
cell death. Perforin, first, polymerizes to form pores 
in the target cell membrane allowing granzymes to 
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Figure 9.8.  T helper cell subsets. CD4+ T helper cells can be subcategorized according to the cytokines they secrete. These 
cytokines are primarily responsible for the effector function of each subset and these functions are listed. If the immune response 
is uncontrolled or responds inappropriately to harmless antigens, for example in allergy or autoimmunity, T cells can have detri-
mental effects and can contribute to pathology.
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on the stroma, which induces the expression of Kit on 
the B cell. Kit (CD117) is able to bind SCF, which is a 
proliferation factor.

The BCR is composed of two identical heavy chains 
(pink in Figure 9.10), of which there are five different 
alternatives or isotypes; and two identical light chains 
(green in Figure 9.10), of which there are two types 
(κ or λ). The two heavy and two light chains are held 
together by disulfide bonds. Different regions of the 
antibody have different functions in host defense. 
The two Fab portions (derived from fragment antigen 
binding) are shown at the top of the antibody mole-
cule and recognize foreign antigen. Unlike the TCR, 
the Fab portion of the BCR can do this directly with-
out the need for presentation. The Fc portion (derived 
from fragment crystalizable) binds to Fc receptors 
that are present on a wide variety of other immune 
cells including NK cells, macrophages, and dendritic 
cells (discussed later). This binding of soluble antibody 
to Fc receptors has significant consequences for the Fc 
receptor–bearing cells and different heavy chain iso-
types have different effects. Though antibody has sig-
nificant functions as a secreted molecule, B cells also 
retain it on their cell surface where it functions as the 
BCR. As with the TCR, the development of the BCR is 
a random process leading to a diverse and extensive 

enzymes. Since activated effector T cells can express 
both Fas and FasL, this is one of the major mechanisms 
by which CTLs can kill off other CTLs (a process known 
as fratricide) at the end of a robust immune response to 
reduce cell numbers back to homeostatic levels (known 
as the contraction phase).

B CELLS

B-Cell Development

B cells develop in the bone marrow in adults (the 
liver in foeti) and are continually produced through-
out life. The stromal cells present in the marrow are 
vital for B-cell differentiation owing to their produc-
tion of adhesion molecules, which bind to and activate 
the progenitor cells, and to their secretion of prodif-
ferentiation mediators such as SCF, IL-7, IL-11, and 
chemokines such as CXCL12. Development of a B cell 
in the bone marrow is marked by the expression of 
molecules which interact with these stromal cells, and 
in the periphery by the expression of immunoglobu-
lin genes. ProB (progenitor-B) cells are distinguished 
from the hematopoietic stem cells from which they are 
derived by the upregulation of B220 (CD45R) and the 
integrin VLA-4. These allow the B cell to bind VCAM-1 

Target cells are labeled with 
a radioactive compound such 

as chromium

Cells are infected or specific peptide
antigen is added to be presented to T cells

Effector CTL are added to the culture and 
recognize cognate antigen bound to MHC class I

on the target cell

TCR signaling activates the CTL to release its toxic granules
from intracellular stores

The target cell is lysed and the chromium it 
contained is released into the culture medium

The cells are removed and the amount of radioactivity 
released into the medium is measured against that is released

 by the target cells alone, or an irrelevant peptide antigen

Figure 9.9.  Measuring CTL activity in vitro. Activated cytotoxic T lymphocytes (CTLs) are programmed to kill cells that have been 
infected by viruses or that have become cancerous. However, not all CTLs are able to kill with equal efficiency and not all stimuli 
induce equally strong CTL responses. The assay outlined above can be used to quantify CTL killing in vitro and thus give an indica-
tion of the strength of the CTL response in vivo.
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present at that time remains. These cells are now com-
mitted to the B-cell lineage and mature further in 
the bone marrow until the need for interaction with 
stromal cells is lost; the cells can then move into the 
center of the bone and finally out into the periphery as 
mature but naive B cells.

The functional maturation of the B cell, so that it is 
capable of recognizing antigen, begins from the ear-
liest pro–B-cell stage and continues once the cell has 
left the bone marrow and moved out into the periph-
ery. This maturation involves swapping to different 
heavy chain isotypes and the expression of membrane 
immunoglobulins. The expression of different mem-
brane and surface immunoglobulins is the key differ-
ence between subsets of B cells, which do not diverge 
and mature separately as do T cells. However, the site 
at which B cells settle does affect their role and the 
molecules they express. Once they have left the bone 
marrow, B cells can either circulate the body in the 
lymphatics, or they can settle in a defined site such as 
the peritoneum, the pleural cavity, the lymph nodes, or 
the spleen. Cells in these sites are long-lived and have 
varied characteristics depending on the role they are 
required to play. Like the IEL T-cell population, a sepa-
rate subset of B cells exists that expresses the CD5 mol-
ecule. CD5+ B cells (also known as B1-cells) are found 
in the peritoneal and pleural cavities of mice, and the 
tonsils and blood in humans. Like IEL they are of a 
separate lineage to all other B cells, are dominant early 
in life, and gradually decline with age. Also like IEL, 
they have limited receptor diversity (in this case Ig). 
They respond to polysaccharide, rather than protein, 
antigens and produce IgM very early (within 48 hours) 
during inflammation. A key role of CD5+ B cells is to 
produce “natural” antibodies; these polyreactive low-
affinity antibodies bind a number of antigens including 
DNA and α1–3 dextran, and may thus provide a first 
line of defense against bacterial infection.

B-Cell Receptor Signaling

As mentioned earlier, the BCR consists of membrane-
tethered immunoglobulin (mIg):  a tetramer consist-
ing of a heavy (H) chain homodimer and two κ or two 
λ light (L) chains. Like the TCR, the BCR requires 
additional molecules to facilitate signal transduction 
via immunoglobulin. In the case of a B cell, this is 
a heterodimer of Igα/Igβ (CD79 α/β) subunits, which 
is noncovalently bound to surface immunoglobulin. 
Antigen binding to the Fab portion of mIg causes 
rapid phosphorylation of the ITAMs in the intracel-
lular domains of CD79 α/β by Src-family kinases, such 
as Lyn, leading to the activation of Syk (Figure 9.11). 
Syk, in turn, activates B-cell linker (Blnk) which phos-
phorylates and activates phospholipase Cγ2 (PLCγ2) 
and leads to the recruitment of guanine nucleotide 
exchange factors (GEFs). These then utilize the same 

repertoire capable of directly binding to a vast array of 
foreign proteins. Each B cell selectively expresses only 
one type of antibody and therefore recognizes one 
antigen. The specific nature of foreign protein binding 
by the B cell means it also functions as a highly sensi-
tive and specific antigen-presenting cell.

During development, immunoglobulin expression 
depends on functional gene rearrangement, which is 
dependent, like TCR production, on the recombinase 
genes RAG-1 and RAG-2. ProB cells rearrange the μ 
heavy chain gene to form an early BCR (preBCR). This 
surrogate allows testing of the ability of heavy chains 
to associate with light chains and other molecules 
important for BCR signaling such as CD79 α/β. If rear-
rangement of this initial heavy chain is unsuccessful 
or results in autoreactivity, secondary rearrangements 
are induced. During development in the bone mar-
row, signaling through the surrogate preBCR lowers 
the threshold for IL-7 responses, meaning cells which 
have productively rearranged the BCR are able to pro-
liferate and outnumber cells which have not. All imma-
ture B cells express IgM, and strong signals received 
through self-antigen binding to IgM in the bone mar-
row deletes self-reactive B cells in the same way that 
self-reactive T cells are deleted in the thymus. Some of 
these cells can be rescued by “receptor editing,” which 
allows the light chain recombination to continue until 
the self-reactive light chain has been replaced. Once 
the B cell has passed the test in the bone marrow, the 
RAG genes are no longer expressed and the light chain 

Fragment antigen 
binding (Fab)

Fragment 
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Figure 9.10.  Antibody structure. The BCR is composed of an 
antibody molecule which itself has four chains. Two of these are 
the identical heavy chains and two are the identical light chains. 
Light and heavy chains are composed of variable and constant 
regions. The variable regions colocalize in the two Fab fragments 
at the top of the molecule and recognize antigen. The lower Fc 
fragment is composed of the constant regions of the heavy chains 
and varies between antibody isotypes allowing each to perform a 
different function. When tethered in the B-cell membrane as the 
BCR, the Fc fragment loses this function and instead associates 
with CD79 to transduce signals to the B cell.
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signaling) this is encircled by a ring of integrins form-
ing the peripheral SMAC (pSMAC).

CD19 is an essential co-receptor on the surface of  
the B-cell membrane and its cytoplasmic domains con-
tain a number of binding sites for intracellular signal-
ing and adaptor molecules. It colocalizes with CD21 
and CD81 to function as an adaptor-like protein that 
facilitates the recruitment and activation of signal-
ing molecules such as Vav and PI3K, to the BCR (for a 
review of BCR signaling, see Hasler and Zouali, 2001).

B-Cell Effector Function

All naive B cells express IgM and IgD. However, differ-
ent antigens require different responses, and to fulfill 
these, the surface immunoglobulin isotype is changed 
in a process known as class switching. This involves a 
heavy chain gene rearrangement in the mature B cell 

signaling pathways as PLCγ1 and the GEFs involved 
in T-cell signaling (see Figure 9.4) to induce a vari-
ety of cellular processes, including regulation of gene 
expression, reorganization of the cytoskeleton, and 
immunoglobulin-mediated internalization of antigen 
complexes. Antigen internalized through the BCR is 
then processed in endosomal compartments and pre-
sented by MHC class II molecules to specific T cells.

The Requirement for Co-receptors

As with TCR signaling, simple stimulation through 
membrane immunoglobulin and its associated co-
receptors does not provide the full picture. Both mIg 
and CD79 interact with elements of the cytoskeleton 
causing an accumulation of immunoglobulin–antigen 
complexes in a central SMAC (cSMAC). In estab-
lished activation (but not required for immediate early 
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Figure 9.11.  BCR signaling. Like the T cell, the B cell needs a signal through its BCR to 
become activated. However, unlike the T cell, the B cell does not need an APC to pres-
ent processed peptides. B cells can recognize and respond to native foreign antigens. 
Like the TCR, the BCR lacks any significant intracellular signaling domains and must 
associate with accessory molecules in order to signal. In this case, signals are trans-
mitted by CD79, the α and β chains of which associate with the BCR and also contain 
ITAMs. When the BCR encounters antigen, Src family kinases, such as Lyn, quickly act to 
phosphorylate the ITAMs located on the intracellular portions of CD79. Another kinase, 
Syk, is then able to bind and becomes activated going on to phosphorylate the B cell 
linker (Blnk) and recruiting Tec kinases and guanine nucleotide exchange factors (GEFs) 
to continue the signaling cascade.
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the circulation, and is important for neutralization, 
opsonization, and complement fixation. IgA can be 
found as a monomer or dimer, and is the most abun-
dant isotype found at mucosal epithelia, such as the 
gastrointestinal and respiratory tracts – sites of fre-
quent pathogen exposure. IgA molecules are produced 
in very large quantities (measured in grams each day 
in humans) and are actively transported through epi-
thelial cells of the mucosa (as are pentameric IgM 
molecules). Because of its location at the front line of 
immune defense, IgA is highly efficient at neutralizing 
invading organisms. Very little IgD is produced in the 
body, and it has a negligible role in humoral responses. 
Only small quantities of IgE are produced and yet it 
fulfills an important biological role. It is found at very 
low concentrations in the blood or tissues because once 
secreted it is tightly bound to the surface of mast cells, 
via their high-affinity Fc receptors (discussed later). 

resulting in a different immunoglobulin class becom-
ing expressed.

It is one of the functions of activated T helper cells to 
promote immunoglobulin production and class switch-
ing in B cells. One of the most important of these inter-
actions is binding of CD40L (CD154) on the activated T 
cell to CD40 on the B cell. This ligation promotes B-cell 
proliferation, and drives the B cell to terminally differ-
entiate into a plasma cell that secretes large quantities 
of immunoglobulin or antibody. Furthermore, differ-
ent T-cell subsets will cause the expression of different 
immunoglobulin isotypes in response to the cytokines 
the T-cell secrete (see Table 9.1).

The primary functions of antibodies are  neutral-
ization and opsonization of pathogens; sensitization of 
effector cell types, such as NK cells, phagocytes, and 
mast cells; and activation of complement. Opsonization 
is the coating of foreign particles by antibodies to facil-
itate their uptake via Fc receptors (see Figure  9.12). 
Similarly, neutralization involves the coating of patho-
gens or the toxic compounds they release rendering 
them harmless to the host (see Figure 9.13). Each iso-
type varies in its efficiency for each of these functions, 
largely determined by the anatomical location of the 
antibody class. For example, IgM, the only isotype of 
antibody that can be produced without immunoglob-
ulin class switching, is found primarily in the blood. 
Its large pentameric structure makes it difficult for 
the IgM molecule to diffuse into tissues, but means 
it is very effective at activating complement proteins, 
which are plentiful in the blood. In contrast, IgG and 
IgE are always found as monomers, and diffuse easily 
into tissues. The method for detecting soluble levels of 
secreted antibody is shown in Figure 9.14.

IgG is the most abundant immunoglobulin isotype 
in plasma, largely as a result of its long half-life in 

Table 9.1. T he influence of different cytokines on the 
immunoglobulin expressed and secreted by B cells

 Cytokines

Ig isotype IFN-γ IL-4 TGF-β

IgM ↓ * ↓ ↓

IgG1 ↓ ↑  

IgG2a ↑ ↓  

IgG2b   ↑

IgG3 ↑ ↓ ↓

IgE ↓ ↑  

IgA   ↑

* ↓ indicates an inhibitory effect on that immunoglobulin isotype, 
↑ a stimulatory effect, and no arrow indicates no known effect.

Opsonization

Antibodies that have 
“opsonized” a pathogen
bind to the surface of a phagocyte
via the cell’s Fc receptors

Signaling through the Fc
receptors triggers the cell
to engulf the bound pathogen

The pathogen enters a 
phagosome within the cell,
which will fuse with a 
lysosome and destroy the 
pathogen

Figure 9.12.  Opsonization of pathogens by antibody. Another major role of antibody is to 'opsonize' foreign par-
ticles. The variable chains of antibodies can bind specific foreign peptides on the surface of pathogens. Once the 
variable regions have bound, the constant regions of the antibodies are recognized by Fc receptors on phagocytes, 
which engulf the antibodies along with the pathogen to which they have bound. The antibody/pathogen complex is 
then degraded in a phagolysosome within the phagocyte.
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For soluble cytokine For antibodies

Coat wells with anti-cytokine Ab, 
for example, anti-IFN-γ; this is called 

the capture antibody.

Coat wells with target antigen of
interest, for example, influenza virus.

Add samples containing cytokine of
interest, for example, cell culture 

supernatants, serum, etc.
Antibodies bind only the IFN-γ in
the culture, no other cytokines.

Add samples containing antidodies of interest,
for example, serum from flu-infected animals.
Only flu-specific antibodies bind to the plate.

Add anti-IFN-γ antibody of a different specificity
(binds a different epitope on IFN-γ protein).
This is called the detection antibody and 

often has an enzyme coupled to it, 
such as horseradish peroxidase (HRP).

HRP HRP HRP HRP

Add an enzyme-coupled detection 
antibody specific to the species 
or isotype of the target antibody,
for example, rat anti-mouse IgG1.

A substrate is added, which when converted by the enzyme on the detection antibody,
produces a  colored solution. The absorbance of the solution can be analyzed and is

proportional  to the amount  of cytokine or target antibody of interest found
in the sample.

Figure 9.14.  Enzyme-linked immunosorbent assay.

Antibodies can bind and neutralize
harmful substances, preventing
damage to host cells (e.g.,
secreted bacterial toxins)

Antibodies bound to pathogens
can block attachment to a host cell
(e.g., Ab against many viruses
can prevent receptor-mediated
endocytosis)

Figure 9.13.  Neutralization/immune exclusion by antibody.
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circulating immunoglobulin. The exposed Fc regions 
are recognized by FcRs on NK cells, triggering them 
to release toxic granules that result in apoptosis of 
the target cell, using the same mechanism as that 
employed by CTL discussed earlier. This NK cell  
activation through FcR via immunoglobulin bound 
to the surface of an infected cell is called antibody-
dependent cell-mediated cytotoxicity (ADCC) and is 
shown in Figure 9.15.

Natural Killer Cells

NK cells, so called because it was initially thought that 
they did not require activation in order to kill cancer-
ous cells, are a type of lymphocyte involved in innate 
immunity against pathogens and tumors. They arise 
from a common lymphocyte progenitor but are larger 
and more granular than T cells and B cells. NK cells 
account for up to 15% of peripheral blood lympho-
cytes and are located in several organs including the 
liver, peritoneal cavity, and placenta in homeostasis. 
However, numbers increase during disease because 
they are recruited and activated in response to inter-
ferons and other macrophage-derived cytokines pro-
duced during infection. By inducing apoptosis in 
infected cells, NK cells act early during the immune 
response and are able to limit viral spread until the 
adaptive immune response has developed. The impor-
tance of this role is apparent in patients with NK cell 
deficiency who are more susceptible to viral infection.

NK Cell Function

NK cells were originally defined by their ability to kill 
tumor cells in vitro. They sit between the innate and 
adaptive arms of the immune response and detect the 
presence of “altered self” by scrutinizing cells for the 
presence of MHC class I: the “missing self hypothesis.” 
In health, all nucleated cells express MHC class I. As 
discussed earlier, MHC class I molecules can present 
viral proteins to CTLs which then recognize the cell as 
infected and induce apoptosis. To escape recognition 
by CTLs, a number of viruses and tumors downregu-
late MHC class I. It is thought that NK cells evolved 

IgE is therefore the primary activator of mast cells, 
which are important for Th2-driven immune responses 
and feature in allergic reactions. (See Table 9.2 for a 
summary of antibody isotype functions.)

In addition to direct neutralization, activation of 
complement (leading to pore formation and lysis of 
the pathogen), and immune exclusion of pathogens 
(in which antibodies bind to and inactivate the micro-
organism, or block its binding to the host cell), anti-
bodies can also exert protective effects via binding to 
Fc receptors (FcR) on the surface of immune cells. At 
least eight different FcR have been identified, includ-
ing several splice variants of a single receptor. FcR are 
named based on the isotype of immunoglobulin they 
bind, so FcεR binds IgE, FcγR binds IgG, and so on. 
FcR vary in their distribution on cells and their bind-
ing affinity, but at least one type of FcR is expressed on 
DCs, macrophages, NK cells, neutrophils, eosinophils, 
basophils, mast cells, and B cells.

In most cases, binding of an immunoglobulin to an 
FcR via the Fc region results in cross-linking and sig-
naling that activates the FcR-bearing cell. In the case 
of macrophages, this binding via the FcR stimulates 
phagocytosis and increases the antimicrobial proper-
ties of the macrophage, allowing destruction of any 
engulfed pathogens. FcR and complement receptors 
are both found on the surface of many phagocytic 
cells such as macrophages and neutrophils, and sig-
naling through both of these pathways has a synergis-
tic effect on uptake and killing by the phagocyte. This 
process of coating a pathogen (with antibody and/or 
complement) to increase its uptake by phagocytic cells 
is called opsonization. Cross-linking of FcR on other 
cell types, such as mast cells and NK cells, can trigger 
exocytosis of toxic mediators stored in granules within 
the cell. Parasitic worms are frequently too large to 
be engulfed by phagocytes, but when coated with IgE, 
become targets for activated eosinophils, which bind 
via their FcεR. This binding causes release of granules 
containing destructive enzymes and toxic proteins, 
helping to clear the pathogen. NK cells can be trig-
gered to kill an infected cell by a similar mechanism. 
During a viral infection, viral peptides can be displayed 
on the surface of the infected cell and recognized by 

Table 9.2. T he dominant effector function (denoted in red) of secreted immunoglobulin isotypes

Ig isotype Neutralization  Opsonization Complement 
activation

NK cell  
activation (ADCC)

Mast cell 
activation

IgM                                 

IgD      

IgG                                                                                                                             

IgE                         

IgA                                  



Healthy cell Infected cell

NK cell NK cell

KIR

MHC class I

Virus 
promotes 
internaliza-

tion of MHC 
class I

Negative signaling 
through KIR 

overrides positive 
KAR signal

Positive signaling 
through KAR induces 
release of cytotoxic 

granules

KAR

KAR ligand

Figure 9.16.  NK cell killing. NK cells have evolved to recognize MHC class I molecules. 
When a NK cell interacts with a healthy cell, it receives signals through both killer 
activating receptors (KARs) and killer inhibitory receptors (KIRs). The balance of these 
signals suppresses the killing response and the healthy cell is released. If, however, the 
cell is infected with a virus or becomes cancerous, it loses MHC class I from its surface. 
The NK cell no longer receives an inhibitory signal through its KIRs so the KAR signal 
promotes the release of cytotoxic granules from the NK cell which induces apoptosis 
in the infected cell.

Virally infected cells express some viral proteins
at the cell surface that can be recognized and 
bound by specific antibodies

Fc receptors

An NK cell bearing Fc receptors can 
recognize Ab bound to the virus-infected
cell, and this interaction activates the NK cell 

The activated NK cell releases its
cytotoxic granules,  inducing
apoptosis in the infected cell
and limiting viral spread

Figure 9.15.  Antibody-dependent cell-mediated cytotoxicity (ADCC).
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to counter this escape mechanism by recognizing the 
absence of MHC class I as a hallmark of infection  
and inducing apoptosis in the manner of CTLs (see 
Figure 9.16). In response, a number of viruses have 
now evolved to produce proteins that mimic MHC 
class I on the surface of the infected cell and thus 
avoid NK cell–mediated killing.

To control their cytotoxic activity, NK cells possess 
two types of surface receptor: killer activating recep-
tors (KARs) and killer inhibitory receptors (KIRs). 
On encountering a healthy cell, KIRs recognize and 
bind to MHC class I molecules on the cell surface. 
KIRs contain immunoreceptor tyrosine-based inhib-
itory motifs (ITIMs) in their cytoplasmic domains 
that recruit intracellular tyrosine phosphatases and 
inhibit NK cell activation. If MHC class I is absent, 
then positive signals through a KAR drive the NK cell 
to perform its cytotoxic duties and secrete inflamma-
tory cytokines; principally IFNγ. NK cell killing is 
mediated by the same factors involved in CTL kill-
ing: perforin, which polymerizes to form pores in the 
infected cell; granzymes, which enter the target cell 
and activate the caspase cascade; and the Fas–FasL 
interaction. In the case of KARs, the ligands induc-
ing the killing response are still unclear though one 
KAR, NKG2D, has been shown to recognize a stress-
induced protein with similar structure to MHC  
class I.

Some NK cells express the TCR. These are known 
as NKT cells and can recognize antigen presented by 
APCs. However, the TCR they express is only semivari-
ant and recognizes a limited number of antigens on 
the nonpolymorphic CD1 molecule. As a result, they 
are also more “innate” than other T cells.
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to the different microenvironments in which they are 
found (Figure 10.1). Furthermore, when their tran-
scriptional profiles are examined using microarray 
techniques, fibroblasts hold a strong memory of their 
position and function in the body. Early studies dem-
onstrated that fibroblast transcriptomes (the global 
picture of transcribed genes measured using microar-
rays) could be clustered into peripheral (synovial joint 
or skin fibroblasts) versus lymphoid (tonsil or lymph 
node) groups according to their organ of origin, with 
the potential to shift their transcriptional profiles 
by treatment with inflammatory mediators such as 
tumor necrosis factor alpha (TNF-α), interleukin-4 
(IL-4), or interferon-γ. More extensive analysis of 
expression profiles from primary human fibroblasts 
by Rinn et al. has shown large-scale differences 
related to three broad anatomical divisions: anterior–
posterior, proximal–distal, and dermal–nondermal. 
Genes involved in pattern forming, cell-signaling, 
and matrix remodeling were found to predominantly 
account for these divisions. The gene expression 
profile of adult fibroblasts may therefore play a sig-
nificant role in assigning positional identity within 
an organism. This in turn provides evidence for the 
concept of a stromal address code, analogous to the 
endothelial area post code. According to this hypoth-
esis, chemokines, cytokines, and adhesion molecules 
produced by stromal cells control the accumulation, 
retention, survival, and differentiation of leukocytes 
in a site or organ-dependent manner, providing a 
plausible explanation for the well described but as 
yet poorly understood clinical finding that relapses in 
chronic inflammatory diseases are often tissue and 
site specific. For instance, despite some similarities 
at the level of leukocyte infiltrates rheumatoid arthri-
tis (RA) affects predominantly the joints, whereas 
multiple sclerosis affects the central nervous system. 
Support for this hypothesis also comes from the 
cancer field, where defective or altered stromal cell 

What is a Stromal Cell?

The architecture of organs and tissues is closely adapted 
to their function to provide microenvironments in 
which specialized functions may be carried out effi-
ciently. The nature and character of such microenvi-
ronments are primarily defined by the stromal cells 
that reside within the tissues. The most abundant cell 
types of the stroma are fibroblasts, which are respon-
sible for the synthesis and remodeling of extracellular 
matrix (ECM) components. In addition, their ability to 
produce and respond to growth factors and cytokines 
allows reciprocal interactions with adjacent epithelial 
and endothelial structures and with infiltrating leu-
kocytes. As a consequence, fibroblasts play a critical 
role during tissue development and homeostasis and 
have often been described as having a “landscaping” 
function. In this chapter, we concentrate on fibro-
blasts as the prototype stromal cell. However, the 
stroma also consists of blood and lymphatic vessels, 
and a wider definition of stromal cells might include 
endothelial cells, specialized cells such as pericytes 
(blood vessel supporting cells), and even tissue resi-
dent macrophages.

Stromal Cell Identity and Microenvironments

Tissue resident macrophages in the liver (Kupffer 
cells) and lung (alveolar macrophages) perform very 
different functions compared to macrophages in the 
brain (glial cells) or skin (Langerhans cells), yet they 
are all members of the monocyte/macrophage fam-
ily. Until recently, fibroblasts had been thought of as 
ubiquitous, generic cells with a common phenotype 
even within different tissues. However, we now know 
that fibroblasts from different organs are more like 
their macrophage counterparts, with unique mor-
phology and repertoires of ECM proteins, cytokines, 
costimulatory molecules, and chemokines specialized 
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function has been strongly associated with tumori-
genesis and progression of tumors to metastasis.

Stromal Cells and Inflammation

Inflammatory reactions proceed against the back-
drop of specialized stromal microenvironments. The 
response to tissue damage involves a carefully choreo-
graphed series of interactions between diverse cellu-
lar, humoral, and connective tissue elements. For an 
inflammatory lesion to resolve, dead or redundant cells 
that were recruited and expanded during the active 
phases of the response must be removed. In addition, 
resident stromal cells, largely defined by fibroblasts, 
attempt to repair damaged tissue. It is becoming 
increasingly clear that fibroblasts are not just passive 
players in immune responses, but that they play active 
roles in determining the switches that occur govern-
ing progression from acute to chronic inflammation, 
and also those governing resolution or the progression 
to chronic, persistent inflammation. The “switch to 

resolution” is an important signal that permits tissue 
repair to take place and enables immune cells to return 
to draining lymphoid tissues (lymph nodes) for immu-
nological memory to become established. However, 
in immune-mediated inflammatory diseases, stromal 
cells contribute to the inappropriate recruitment and 
retention of leukocytes, leading to chronic persistent 
inflammation. Research on the roles of stromal cells 
in inflammation and cancer medicine and specifically 
the parts played by fibroblasts in physiological and 
pathological inflammation will be examined later.

Stromal Cells: In Vitro and In Vivo

By virtue of their role in defining the geography of 
specialized tissues, fibroblasts and other stromal 
cells exist in living organisms within 3-dimensional 
environments, whereas the majority of experiments 
performed using fibroblasts in the laboratory are 
conducted within 2-dimensional environments. 
Furthermore, fibroblasts are frequently grown in 
nonphysiological stimuli such as serum, to which 
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Figure 10.1.  Fibroblast phenotype. (A) staining of live fibroblast cells in culture illustrating typical morphology and marked differ-
ences between synovial fibroblasts of the rheumatoid arthritis joint and skin fibroblasts. Red stain fibronectin demonstrates matrix 
production. (Blue stain = nuclear stain.) (B) Stromal cell status is confirmed by fluorescence microscopy of cells showing collagen 
synthetic enzymes (prolyl-4-hydroxylase) and matrix production (fibronectin) in skin fibroblasts. (C) Production of IL-6 measured by 
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TABLE 10.1.  Comparison of phenotypic expression of blood-borne mesenchymal precursors and RA synovial fibroblasts

Marker MSC/MPC RA synovial fibroblasts Tissue myofibroblasts Fibrocytes

Collagen I + + + +

Collagen III + + + +

Fibronectin + + + +

Vimentin + + + +

HLA-DR + +* – +

CD44 + + + +

CD45 – – – +

CD34 – – – +

VCAM-1 + + – –

Smooth muscle actin + +/– + –**

Bone morphogenic  
  protein receptors

+ + – Not known 

DAF (CD55) + + – Not known

BST-1 + + – Not known

*, Rapidly lost in culture; **, fibrocytes differentiate into SMA; –, positive fibroblasts.

fibroblasts would not normally be exposed unless 
tissue damage were to occur. It has been shown that 
the behavior of fibroblasts is different when cultured 
in artificial 3-dimensional environments. It is there-
fore all the more remarkable that fibroblasts cultured 
using conventional 2-dimensional techniques retain 
characteristics such as positional memory and unique 
cytokine profiles. This suggests a degree of epigenetic 
imprinting may account for the persistent changes in 
gene expression seen in these cells.

Embryological Origins of Fibroblasts

As mentioned earlier, even within a single tissue 
there is growing evidence that fibroblasts are not 
a homogeneous population, but exist as subsets of 
cells, much like tissue macrophages and dendritic 
cells (DCs). It is likely that connective tissue contains 
a mixture of distinct fibroblast lineages with mature 
fibroblasts existing side by side with more immature 
fibroblasts that are capable of differentiating into 
other connective tissue cells. Stromal cells have been 
defined in terms of their embryological origins and 
lineage relationships, and are generally considered to 
be mesenchymal in origin. However, the embryologi-
cal mesenchyme, from which fibroblasts are derived, 
is not in itself a germ layer (usually defined as ecto-, 
endo-, and mesoderm), but is variably considered to 
be either wholly composed of embryonic mesoderm, 
or a combination of the mesoderm and ecto- or endo-
derm layers. For instance, in the head and neck some 
mesenchyme is derived from neural crest cells (and 

hence from ectoderm). Moreover, cell populations 
have now been identified which appear to blur the dis-
tinction between hemopoietic and nonhemopoietic 
populations. In addition, other unexpected shifts in 
lineage have been reported, including differentiation 
from neural stem cells into myeloid and lymphoid 
hemopoietic lineage. Classification by such lineages 
that are no longer as restrictive as previously thought 
is therefore becoming increasingly awkward.

The problem of distinguishing fibroblasts of dif-
fering origin or maturity has historically been very 
difficult due to a lack of cell surface specific markers. 
Whereas the cluster of differentiation (CD) markers 
have revolutionized the isolation and study of leuko-
cyte subsets, there have been relatively few, poor qual-
ity discriminatory markers allowing the identification 
of fibroblast subpopulations. Fibroblasts have fre-
quently been identified by their spindle-shaped mor-
phology (Figure 10.1), elaboration of ECM, and lack 
of positive markers for endothelium, epithelial, and 
hemopoietic cells. However, recent studies have begun 
to identify novel markers which demarcate distinct 
subpopulations of stromal cells during development 
and which have the potential to act as markers for dif-
ferent subpopulations of fibroblasts each with differ-
ent roles. Such markers include smooth muscle actin, 
which marks out a population of secretory, activated 
cells termed myofibroblasts, and more recently discov-
ered markers such as CD248 and GP38 (podoplanin) 
(Table 10.1). The question of the origin of fibroblasts 
is an important one. Both inflammation and wound 
healing are characterized by the formation of new 
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Epithelial cells also rearrange their F-actin stress fibers 
and express filopodia and lamellopodia. A combination 
of cytokines and matrix metalloproteinases (MMPs) 
associated with digestion of the basement membrane 
is believed to be secreted and important in the process. 
The transition of epithelial to mesenchymal cell popu-
lations has been shown to occur in diseases of the lung 
and kidney where the process has been implicated in 
fibrotic disease (see Kalluri et al.).

An alternative explanation for the accumulation of 
stromal cells in chronic inflammatory conditions such 
as RA lies in the possibility of blood borne precursors. 
In the mid 1990s it was shown that vascular precursors 
(angioblasts) could be found circulating in the blood of 
normal individuals, and that they could be recruited to 
sites of vasculogenesis in a rabbit ischemic hind limb 
model. This demonstrated that circulating mesenchy-
mal precursors exist outside the hemopoietic system. 
Subsequent work has confirmed the presence of cir-
culating cells of a mesenchymal phenotype in human 
subjects. These cells bear a remarkable resemblance to 
the synovial fibroblasts found in the joints of patients 
with RA, which accumulate in enormous quantities in 
the joint lining despite little evidence of proliferation. 
Interestingly, Marinova-Mutafchieva et al. showed 

tissue. However, recent findings have suggested that 
the new cells that form the remodeled tissues are not, 
as was hitherto assumed, necessarily derived from the 
proliferation of cells that are resident in the adjacent 
noninjured tissue.

Sources of Tissue Fibroblasts

It is widely accepted that the principle origin for fibro-
blasts is from primary mesenchymal cells and that 
upon appropriate stimulation fibroblasts can prolif-
erate locally to generate new fibroblasts. Though an 
increase in fibroblast numbers caused by local prolif-
eration does occur, fibroblasts may arise from other 
sources (Figure 10.2). The first of these is local epithelial 
to mesenchymal transition (EMT). This is an essential, 
physiologically important developmental mechanism 
for diversifying cells in the formation of complex tis-
sues. However, fibroblasts also appear to be derived by 
this process in adult tissue following epithelial stress 
such as inflammation or tissue injury. EMT disaggre-
gates epithelial cells and reshapes epithelial cells for 
movement. The epithelium loses polarity as defined 
by the loss of adherens junctions, tight junctions, des-
mosomes, and cytokeratin intermediate filaments. 
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fibrocyte

differentiation

Blood-borne
mesenchymal
precursor cell

4. MPC to fibroblast
differentiation

3. Fibrocyte to
fibroblast
differentiation

Tissue
fibroblasts
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EpitheliumEndothelium

2. EM
T

Figure 10.2.  Routes of differentiation to tissue fibroblasts. In response to wounding or inflammation, 
increased numbers of fibroblasts are produced within tissue. (1) Fibroblasts can proliferate locally to gen-
erate new fibroblasts. (2) The transition of epithelial to stromal cell populations has been shown to occur 
in diseases of the lung and kidney. (3) Fibrocytes arise from the monocyte population in blood, then dif-
ferentiate toward fibroblasts in tissue. (4) Blood borne mesenchymal precursor cells may be recruited to 
tissues and undergo local differentiation to tissue fibroblasts.
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to normal, or develops into chronic persistent inflam-
mation. Once established, chronic inflammation is 
hard to “cure” as evidenced by the fact that despite 
increasingly focused approaches to suppressing 
active inflammation within tissues, a cure for chronic 
immune-mediated inflammatory diseases such as RA 
remains elusive, since on the withdrawal of effective 
anti-inflammatory therapies the disease inevitably 
relapses.

As an inflammatory process reaches its conclu-
sion, the resolution of inflammatory leukocyte infil-
trates within a microenvironment is governed by a 
number of dynamic factors: first, the balance between 
cell recruitment and emigration; second, the balance 
between cell death and proliferation; and third, the 
coordinated release of proresolution factors such as 
resolvins and adenosine (which will not be discussed 
further in this chapter). Recent evidence suggests that 
tissue stromal cells are able to determine the type and 
duration of leukocyte infiltrates in an inflammatory 
response. At the resolution of such responses, stromal 
cells contribute to the withdrawal of survival signals 
and normalization of chemokine gradients, allow-
ing infiltrating cells to undergo apoptosis or leave via 
draining lymphatics (Figure 10.3). Subversion of these 
pathways results in a switch to persistent inflamma-
tion that remains remarkably stable over time. We 
shall use the stromal microenvironment of the rheu-
matoid joint as a model to illustrate the role played in 
persistence of inflammation by stromal cells.

Stromal Cells as Innate Immune Sentinels

Classically, macrophages have been studied as sources 
of inflammatory cytokines and chemokines in response 
to innate immune stimuli, and portrayed as immune 
sentinel cells accordingly. However, when activated  
by substances released during tissue injury or the 
products of invading microorganisms, fibroblasts are 
capable of elaborating a broad repertoire of inflamma-
tory mediators which fully justifies their classification 
as immune sentinel cells. Through expression of toll-
like receptors, fibroblasts respond to bacterial prod-
ucts such as LPS by generating chemokines capable 
of recruiting inflammatory cells. Furthermore, fibro-
blasts are capable of bridging the innate and adaptive 
immune responses through expression of the mol-
ecule CD40. This molecule was initially assumed to 
be restricted in its expression to antigen-presenting 
cells such as macrophages and DCs. However, it is 
widely expressed by fibroblasts within discrete tissues. 
Engagement of CD40 by its ligand CD40L expressed 
on a restricted population of immune cells including 
activated T lymphocytes (Figure 10.4) is critical for 
the further induction of proinflammatory cytokines 
and chemokines during an immune response, as well 

that an influx of such cells preceded inflammation in 
a mouse collagen-induced arthritis model, suggesting 
that there may be a role for blood-borne stromal cell 
precursors in the initiation of inflammatory diseases.

Another circulating precursor cell that could 
account for the accumulation of fibroblasts in some 
diseases is a cell called the fibrocyte. Fibrocytes 
appear to comprise 0.1%–0.5% of nonerythrocytic 
cells in peripheral blood, and have been shown to rap-
idly enter sites of tissue injury and contribute to tissue 
remodeling in models of inflammatory lung disease. 
They are adherent cells with a spindle-shaped mor-
phology which express MHC class II as well as type 
I collagen and which arise from within the CD14-
positive (monocyte) fraction of peripheral blood. 
Fibrocytes are capable of matrix elaboration, and 
have been proposed to differentiate along a fibroblast 
lineage under the influence of cytokines, particularly 
TGF-β. The mere fact that a cell type apparently aris-
ing from within the monocyte lineage may become 
a “mesenchymal” stromal cell such as a fibroblast 
implies a further degree of plasticity and blurring of 
the apparently clear line between hemopoietic and 
nonhemopoietic lineages.

Fibroblasts versus Mesenchymal Precursor Cells

The potential role of circulating mesenchymal cell 
precursors (variously termed mesenchymal stem 
cells [MSC], mesenchymal stromal cells or mesenchy-
mal precursor cells [MPC]) as sources of tissue fibro-
blasts is highlighted by the remarkable capacity of 
these cells to differentiate into other members of the 
connective tissue family including cartilage, bone, 
adipocyte, and smooth muscle cells. This ability was 
initially demonstrated in bone marrow stromal cells, 
RAL synovial fibroblasts, and circulating mesen-
chymal cells, and was therefore suggested to define 
a characteristic mesenchymal phenotype, based on 
the hypothesis that the rheumatoid synovium could 
become populated by a large proportion of circulating 
mesenchymal precursor cells exported from the bone 
marrow. However, the property of trilineage differ-
entiation (“pluripotentiality”) has now been shown to 
be a property of many adult tissue fibroblasts, though 
varying somewhat between fibroblasts from differ-
ent tissues, implying a hitherto unsuspected degree 
of plasticity in the body’s stromal cell populations. 
The two previously separate fields of mesenchymal 
precursor cell biology and largely disease-centered 
fibroblast biology have therefore rapidly converged.

Stromal Cells in Immune Responses

Physiological inflammation is not a stable state. Such 
inflammation either resolves, and the tissue reverts 
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high basal and stimulated expression of signature 
cytokines such as IL-6, and chemokines (discussed 
later). RA synovial fibroblasts also express characteris-
tic adhesion and immune modulating molecules such 
as VCAM-1, galectin-3, and a specific repertoire of 
Toll-like receptors, which initiate innate immune cel-
lular responses. A satisfactory molecular explanation 
for the stable phenotype of RA synovial fibroblasts has 
until recently evaded the field. However, epigenetic 
changes including DNA methylation, histone modi-
fications such as acetylation, and microRNA expres-
sion have now been suggested to underlie the observed 
persistent changes in fibroblast gene transcription and 
posttranscriptional repression.

Signal Transduction Processes

Both innate and adaptive immune responses triggered 
in synovial fibroblasts initiate characteristic signal 
transduction events. These result from stimulation 
such as Toll-like receptor engagement, or exposure to 
a proinflammatory cytokine network within a persis-
tent chronic inflammatory infiltrate, as is seen in the 
case of RA. Many of the genes activated by such stim-
uli belong to the classical proinflammatory signaling 

as for antibody production by CD40 expressing B 
lymphocytes.

In some pathological states, activation of fibroblasts 
becomes persistent, leading to the hypersecretion of 
cytokines, chemokines, and matrix, which contribute 
to disease. The rheumatoid synovial fibroblast is a 
prime example of such persistent activation of fibro-
blasts. In RA, the fibroblasts take on a characteristic 
activated phenotype that remains stable even after 
culturing in vitro for many months. These cells play a 
direct role in tissue damage through secretion of mul-
tiple MMPs and cathepsins that degrade cartilage and 
bone tissues in the joint (Figure 10.4). Attachment to 
and direct, autonomous invasion of fibronectin-rich 
matrix such as cartilage has been demonstrated in 
the SCID mouse model of arthritis, in which cultured 
rheumatoid, but not osteoarthritis synovial fibroblasts 
invade and destroy co-implanted human cartilage. In 
vitro models such as the matrigel invasion assay pro-
duce corresponding results, in which the degree of 
invasion correlates with the degree of damage seen in 
the joints of patients from whose samples the fibro-
blast were initially grown. These models demonstrate 
the remarkably stable and disease-specific phenotype 
of cultured RA synovial fibroblasts which includes 
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Figure 10.3.  Regulation of inflammatory responses by the stroma. Evolution of an inflammatory response is char-
acterized by recruitment of immune system cells via production of inflammatory chemokines. Recruited cells may 
undergo proliferation and/or differentiation. As an inflammatory process reaches its conclusion, the resolution of 
inflammatory leukocyte infiltrates within a microenvironment is governed by a number of dynamic factors including 
the balance between cell recruitment and emigration and the balance between cell death and proliferation. Recent 
evidence suggests that tissue stromal cells are able to determine the type and duration of leukocyte infiltrates in an 
inflammatory response. At the resolution of such responses, stromal cells contribute to the withdrawal of survival sig-
nals and normalization of chemokine gradients, allowing infiltrating cells to undergo apoptosis or leave via draining 
lymphatics.
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knockout mice has demonstrated that JNK MAPK is 
crucial to the elaboration of MMPs such as the col-
lagenases, while P38 MAPK has also been implicated 
in regulation of other MMPs by synovial fibroblasts. 
The importance of these signaling pathways has 
led to the suggestion that MAPK should be targets 
for rational drug design. PI3K is frequently impli-
cated in production of mononuclear cell attracting 
chemokines such as CCL2 and CCL5 in stromal cells. 
For instance, PI3K and JNK are involved in IL-18 
regulation of CCL2 production by synovial fibro-
blasts. PI3K signaling frequently lies upstream of 
NF-κB activation, which plays an important role in 
regulating the cellular response to proinflammatory 

pathways such as NF-κB and the mitogen-activated 
protein kinases (MAPK) with increasing recognition 
of the importance of the phosphatidylinositol 3-kinase 
(PI3K) signaling pathways, particularly of the delta 
and gamma subtypes.

All three subpathways within the MAPK system 
(JNK, ERK-p42/p44, and p38) are heavily implicated 
in inflammatory signaling cascades of fibroblasts 
in the rheumatoid synovium. Furthermore, MAPK 
activation frequently overlaps with proinflammatory 
NF-κB pathways. Activation of these pathways leads 
to further induction of proinflammatory cytokines 
and chemokines, as well as regulating the survival 
of stromal cells by inhibiting apoptosis. Work using 
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Bacterial cell products activate toll receptors, proinflammatory cytokines, such as TNF, IL-1, and IL-6 are most 
abundantly secreted by infiltrating macrophages and neutrophils. Infiltrating T lymphocytes may activate 
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(ECM) by means of metalloproteinases and prostaglandin E2 (PGE2). A wide range of cytokines including 
IL-6 and GM-CSF and a broad range of chemokines may be elaborated. In conditions such as rheumatoid 
arthritis, interaction with bone metabolism is important:  RANKLigand promotes osteoclast differentiation 
and activation, while DKK-1 (Dickkopf) inhibits osteoblast activation. Alternatively, bone formation may be 
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modulate stromal cell survival such as platelet-derived growth factor (PDGF) and epidermal and fibroblast 
growth factors (EGF, FGF).
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fibroblasts and include CXCL8 (IL-8), CXCL5 (ENA-78, 
epithelial-cell–derived neutrophil attractant 78), and 
CXCL1 (GROalpha, growth-related oncogene alpha). 
Monocytes and T cells are recruited by a range of 
chemokines found at high levels in the synovium; 
CXCL10 (IP-10) and CXCL9 (Mig) are highly expressed 
in synovial tissue and fluid. CXCL16 is also highly 
expressed in the RA synovium and acts as a potent 
chemoattractant for T cells. CCL2 (MCP-1) is found in 
synovial fluid and known to be produced by synovial 
fibroblasts; it is considered to be a pivotal chemokine 
for the recruitment of monocytes. CCL3 (Mip-1alpha), 
CCL4 (Mip-1beta), and CCL5 (RANTES) are chemot-
actic for monocytes and lymphocytes, and are known 
products of synovial fibroblasts. CCL20 (Mip-3alpha) is 
also overexpressed in the synovium, and has a similar 
chemoattractant profile via its specific receptor, CCR6. 
CX3CL1 (Fractalkine) is also widely expressed in the 
rheumatoid synovium. A number of chemokine recep-
tors have been shown to differ between peripheral 
blood and synovial leucocytes, suggesting that they are 
enriched in the synovium either though their selective 
recruitment by endothelial expressed chemokines, or 
following upregulation by the microenvironment after 
their recruitment.

Stromal Support for Leukocyte Survival

Stromal cell support for the survival of leukocyte 
populations fulfills a physiological role in certain 
organs within the body. The selective recruitment and 
support of hemopoietic subsets is an essential physi-
ological function of stromal cells in specific microen-
vironments. For instance, immature B lymphocytes 
are completely dependent on factors such as IL-6 pro-
duced by bone marrow stromal cells. Though the bone 
marrow niche plays a critical role in the early devel-
opment of all hemopoietic leukocyte populations, it 
also acts as an active reservoir for terminally differ-
entiated leukocyte subpopulations, including CD4 
and CD8 T cells and neutrophils. The bone marrow 
stromal microenvironment therefore maintains not 
only the selective survival, differentiation, and prolif-
eration of all lineages of immature hemopoietic cells, 
but, in some cases, also the survival of their mature 
counterparts. The stromal microenvironment plays 
a crucial role in the maintenance of such survival 
niches, which are not generic, but highly specific to 
certain organs and tissues, resulting in site-specific 
differences in the ability of different stromal cells to 
support the differential accumulation of leukocyte 
subsets.

In the case of an inflammatory response, success-
ful resolution requires the removal of the vast major-
ity of immune cells that were recruited and expanded 
during the active phase of the inflammation. A 

stimuli. Furthermore, signaling due to IL-6 binding 
results in activation of the JAK-STAT pathways (Janus 
kinases [JAKs] and signal transducers and activators 
of transcription [STATs], particularly STAT-3). These 
pathways govern cell proliferation, differentiation, 
and apoptosis.

Fibroblasts also express chemokine receptors and  
respond to chemokine ligands. All functioning 
chemokine receptors appear to signal through per-
tussis toxin–sensitive heterotrimeric G proteins. 
Shape changes, firm adhesion, and chemotaxis, which 
involve restructuring of the cytoskeleton, utilize the 
Rho GTPase and phosphatidylinositol-3-OH kinase 
(PI3K) pathways. Other pathways downstream from 
PI3K include the modulation of gene transcription 
via the MAPK. Activation of pertussis toxin insensi-
tive pathways such as the JAK-STAT pathway has 
been proposed to result from either hetero- or homo-
oligomerization of chemokine receptors, leading to a 
range of functional outcomes such as cellular adhe-
sion. A further emerging signaling pathway of note is 
PLC-γ (phospholipase-C-γ). This phospholipid hydro-
lase phospholipase plays a major role in regulation of 
cell proliferation, development, and cell motility. It has 
been implicated in the control of stromal cell apop-
tosis and production of MMPs, which are important 
both in progression of cancer mediated by stromal 
cells and in damage to structures within the rheuma-
toid joint. PLC-γ downstream effects are usually medi-
ated through the ERK MAPKinases.

Stromal Cell–Leukocyte Interactions  
and Persistent Inflammation

The maintenance of a persistent leukocyte infiltrate 
at sites of chronic inflammation reflects a distorted 
balance between those factors that enhance cellular-
ity (leukocyte recruitment, proliferation, and reten-
tion) and those that decrease cellularity (cell death 
and emigration) (Figure 10.3). While the mechanisms 
responsible for the recruitment of leucocytes into and 
their proliferation within tissues have been well stud-
ied, those responsible for their survival, retention, and 
emigration within tissues have attracted much less 
attention.

Recruitment of Inflammatory  
Infiltrates into the Joint

Stromal elements such as synovial fibroblasts are sub-
ject to a proinflammatory cytokine network within 
the inflamed synovium. Direct contact interactions 
with other infiltrating cells such as T lymphocytes 
leads to high levels of expression of many inflamma-
tory chemokines (Figure 10.3). Neutrophil-attracting 
chemokines are expressed at high levels by stimulated 
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survival pathway shares all the essential hallmarks of 
a stromal cell, cytokine-mediated mechanism (high 
Bcl-XL, low Bcl-2, and lack of cell proliferation). Type I 
interferons (interferons alpha and beta), produced 
by synovial fibroblasts and macrophages, have been 
identified as one of the principal factors responsible 
for prolonged T-cell survival in the rheumatoid joint 
(Figure 10.5). Interestingly while type I interferon has 
been shown to be beneficial in multiple sclerosis (a dis-
ease in which tissue scarring and low levels of T-cell 
infiltrates are observed) these results suggest that type 
I interferon is not likely to be a successful therapy 
for RA patients, a prediction which has been borne 
out in clinical trials. It is likely that this mechanism 
of stromal cell–induced leukocyte survival occurs  
in many chronic inflammatory conditions in which 
T cells accumulate. Not surprisingly, other leukocyte 
subpopulations have been shown to derive support 
from stromal cells. While fibroblast support for T-cell 
and B-cell survival exhibits site-specific properties, 

number of studies have shown that during the resolu-
tion phase of viral infections, the initial increase in T 
cell numbers in peripheral blood that is seen within 
the first few days is followed by a wave of apoptosis 
occurring in the activated T cells. This situation is 
mirrored within tissues, where apoptosis induced by 
the molecule Fas occurs at the peak of the inflam-
matory response and may be responsible for limiting 
the extent of the immune response. In contrast, the 
resolution phase appears to be principally triggered 
by cytokine-deprivation–induced apoptosis, during 
which leukocytes compete for a shrinking pool of 
survival factors provided by the microenvironment, 
leading to programmed death of those cells that are 
surplus to requirements.

In RA, the resolution phase of inflammation 
becomes disordered. Recent studies have shown 
that a failure of synovial T cells to undergo apopto-
sis or programmed cell death contributes to the per-
sistence of the inflammatory infiltrate. The T-cell 
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Figure 10.5.  Inappropriate survival and retention of T lymphocytes mediated by synovial fibro-
blasts. Interferon-β, produced by synovial fibroblasts, has been identified as one of the principal 
factors responsible for prolonged T-cell survival in the rheumatoid joint. Similar mechanisms exist 
for stromal-induced survival of B cells. It is likely that these mechanisms of stromal cell–induced 
leukocyte survival occur in many chronic inflammatory conditions in which lymphocytes accumulate. 
In addition, aberrant ectopic expression of constitutive chemokines such as CXCL12 by synovial 
stromal cells contributes to the retention of T cells within the RA synovium. CXCL12 (SDF-1) and its 
receptor CXCR4 plays an important role, both in the constitutive traffic of lymphocytes and in the 
recruitment and retention of hemopoietic cells within the bone marrow. In the rheumatoid joint, 
fibroblast-derived TGF-β induces high levels of CXCR4 receptors in T cells, leading to retention of 
cells. CXCL12 is highly expressed on endothelial cells and fibroblasts at sites of T-cell accumula-
tion. Positive feedback loops enhance CXCL12 production by fibroblasts via CD40–CD40 ligand 
interactions.
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increased expression of CXCL12/CXCR4 by monocyte/
macrophage cells in RA compared with osteoarthritis. 
In addition, using implanted human synovial tissue 
in SCID mice, they demonstrated that monocytes are 
recruited into transplanted synovial tissue by CXCL12. 
Contact-mediated B-cell survival induced by synovial 
fibroblasts has also been shown to depend on CXCL12 
and CD106 (VCAM-1)-dependent mechanisms which 
are independent of TNF-α. Overexpression of CXCL12 
has also been identified as a distinct feature of rheu-
matoid, as opposed to osteoarthritis synovia using 
cDNA arrays. Data validating these findings in vivo 
have come from a collagen-induced arthritis model 
of RA in DBA/1 (interferon-γ receptor deficient) mice, 
where administration of the specific CXCR4 antagonist 
AMD3100 significantly ameliorated disease severity. 
In another murine collagen-induced arthritis model, 
the small molecule CXCR4 antagonist 4F-benzoyl-
TN14003 ameliorated clinical severity and suppressed 
DTH (delayed type hypersensitivity) responses. The 
CXCL12/CXCR4 constitutive chemokine pair therefore 
seems to play an important role in lymphocyte reten-
tion in RA.

Constitutive Chemokines and Lymphoid 
Neogenesis

Rheumatoid arthritis is one of a number of inflamma-
tory diseases in which the organization of the inflam-
matory infiltrate shares characteristics of lymphoid 
tissue. Follicular hyperplasia with germinal center 
formation can occur in autoimmune thyroid disease, 
myasthenia gravis, Sjögren’s disease, and RA, and 
may occur during infection with Helicobacter pylori 
and Borrelia burgdorferi. The lymphoid infiltrates in 
the rheumatoid synovium can be divided into at least 
three distinct histological groupings, varying from 
diffuse lymphocyte infiltrates through organized lym-
phoid aggregates to clear germinal center reactions. 
Moreover, there is conflicting evidence that such dis-
tinct histological types correlate with other serum 
indicators of disease activity. This form of inflamma-
tory lymphoid neogenesis relies upon inappropriate, 
but highly organized temporal and spatial expression 
by stromal cells of the constitutive chemokines, par-
ticularly CXCL13 and CCL21, which are required for 
physiological lymphoid organogenesis (Figure 10.6). 
The elegant choreography of lymphocyte–stromal 
interactions within lymph nodes is organized by 
expression of adhesive and chemotactic cues in over-
lapping and combinatorial fashions. Once they have 
encountered new antigen, DCs specialized in the pre-
sentation of antigen to lymphocytes undergo a process 
of maturation under the local influence of inflam-
matory cytokines and bacterial and viral products. 
As a result inflammatory chemokine receptors are 

neutrophil survival is dependent on prior cytokine 
activation of fibroblasts, and shows no differences 
between fibroblasts taken from different anatomical 
sites.

Stromal Cell Retention of Leukocytes  
in Persistent Inflammatory Disorders

While the inhibition of T-cell death by stromal cells 
at sites of chronic inflammation contributes to T-cell 
accumulation, it is unlikely to be the only mecha-
nism, because lymphocytes should be able to leave 
the inflamed tissue during the resolution of inflam-
mation, even if their death is inhibited. A number 
of studies have recently reported that the synovial 
microenvironment contributes directly to the inap-
propriate retention of T cells within the joint, by an 
active chemokine-dependent process. The presence 
of high levels of inflammatory chemokines, produced 
by stromal cells, is a characteristic of environments 
such as the rheumatoid synovium. However, recent 
data suggest that paradoxically constitutive chemok-
ines, which are involved in the recruitment of lympho-
cytes to secondary lymphoid tissues, are ectopically 
expressed in immune-mediated inflammatory dis-
eases. The constitutive chemokine CXCL12 (SDF-1) 
and its receptor CXCR4 emerged as unexpected but 
crucial players in the accumulation of T lymphocytes 
within the rheumatoid synovial microenvironment 
(Figure 10.5). This chemokine receptor pair plays 
an important role, both in the constitutive traffic 
of lymphocytes and in the recruitment and reten-
tion of hemopoietic cells within the bone marrow. 
Unexpectedly, CD45RO+ T lymphocytes in the rheu-
matoid synovium were found to express CXCR4 recep-
tors at high levels in the rheumatoid synovium. Its 
ligand CXCL12 was highly expressed on endothelial 
cells at the sites of T-cell accumulation. In addition, 
stromal cell–derived TGF-β is responsible for upregu-
lation of CXCR4 receptors on T cells in the synovium. 
Evidence also suggests that the stability of lympho-
cyte infiltrates is reinforced by a positive feedback 
loop, whereby tissue CXCL12 promotes CD40 ligand 
expression on T cells, which in turn stimulates fur-
ther CXCL12 production by CD40 expressing synovial 
fibroblasts. Furthermore, levels of CXCL12 secreted 
by synovial fibroblasts have recently been shown to be 
controlled in part by T cell derived IL-17.

There is therefore clear evidence in support of the 
hypothesis that aberrant ectopic expression of consti-
tutive chemokines such as CXCL12, CCL19, and CCL21 
by synovial stromal cells contributes to the retention 
of T cells within the RA synovium.

Other cell constituents of the rheumatoid inflam-
matory infiltrate may be affected by the CXCL12/
CXCR4 axis. Blades and colleagues have shown 
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chronic arthritis similar to RA. Clearly one of the 
many mechanisms of action of anti-TNF therapy 
may be the dissolution of such aggregates. In trans-
genic mouse models, expression of CXCL13 in the 
pancreatic islets was sufficient for the development 
of T- and B-cell clusters, but as they lacked follicu-
lar DCs, was not sufficient for true germinal cen-
ter formation. CCL21 does appear to be sufficient 
in some cases for lymph node formation; murine 
pancreatic islet models have demonstrated forma-
tion of lymph node like structures in the presence 
of CCL21, and lymphoid infiltrates in response to 
CCL19 expression. Weyand and colleagues used the 
histological heterogeneity seen in RA to identify 
those factors critical to the formation of lymphoid 
microstructures, showing that transcription levels 
of CXCL13 and CCL21 were increased 10–20 times 
in tissues with germinal centers compared to tis-
sues with other histological patterns. Multivariate 
analysis showed that LT-β and CXCL13 were neces-
sary, but not sufficient for lymphoid neogenesis. It 
has also been shown that CXCR5 is overexpressed in 
the rheumatoid synovium, consistent with a role in 

downregulated, and upregulation of the constitutive 
receptors CCR4, CCR7, and CXCR4 occurs, causing 
DCs to migrate into local draining lymphatics and 
thereby into peripheral lymph nodes. Trafficking of  
B and T cells is regulated by CXCL13 (BCA-1, B cell– 
attracting chemokine 1), its receptor CXCR5, and 
CCL21 and CCL19 (EBL-1-ligand chemokine, ELC), 
which are both CCR7 agonists. Within the lymph node 
CXCR5-bearing B cells are attracted to follicular areas, 
while T cells and DCs are maintained within parafol-
licular zones by local expression of CCL21 and CCL19. 
Some T cells which have been successfully presented 
with their cognate antigen by DCs then upregulate 
CXCR5, allowing them to migrate toward and interact 
with B cells.

The genesis of lymphoid follicular structures in 
diseases such as diabetes and RA appears to rely 
upon expression of such constitutive chemokines, 
in association with the lymphotoxins alpha and 
beta (LT-α and LT-β) and TNF-α. In this context, it 
is important to note that transgenic animals over-
expressing the TNF-α gene display increased for-
mation of focal lymphoid aggregates and develop a 
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Figure 10.6.  Inappropriate expression of constitutive chemokines leads to lymphoid neogenesis. Homeostatic 
chemokines (CXCL12, CXCL13, CCL19, CCL21) are components of the stromal code that help define niches such as the 
lymph node and bone marrow, governing leukocyte accumulation, differentiation, and survival. Stromal cells produce/
express the appropriate cytokine/chemokine/adhesion receptor that is recognized by cognate receptors on infiltrating 
leukocytes. During physiological inflammation, inflammatory chemokines (CCL2–5, CX3CL1, and CXCL1–11 and inflam-
matory mediators such as IFN-γ, TNF-α, and IL-1 are produced by stromal cells and lead to the recruitment of inflamma-
tory cells (lymphocytes, neutrophils, and monocytes). However, in persistent, pathological inflammation occurs in RA, 
stromal cells begin to aberrantly produce/express components of the physiological stromal code normally associated 
with lymphoid tissues, leading to lymphoid neogenesis.
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into account the interactions of both leucocytes and 
stromal cells. A very elegant example of this approach 
in vitro is the work of Smith and Lally, who developed 
a model of cellular recruitment to the rheumatoid syn-
ovium. Models of recruitment in which leukocytes 
adhere and migrate beneath cultured endothelial cells 
under flow conditions are well established as a means 
of investigating the mechanisms governing recruitment 
to tissues from the blood, and will be considered else-
where. Coculturing fibroblasts from skin and RA syn-
ovial membrane with endothelial cells showed that IL-6 
released from synovial (but not skin) fibroblasts was 
able to induce production of chemokines and adhesion 
molecules, resulting in greater neutrophil recruitment 
by synovial fibroblasts. Subsequent work interrogating 
the system using low-density gene arrays demonstrated 
that the effect of neutrophil attracting chemokines such 
as CXCL5 released from synovial fibroblasts was depen-
dent on the function of the chemokine transporter mol-
ecule DARC (Duffy antigen receptor for chemokines) 
which was also induced by coculture (Figure 10.8).

recruitment and positioning of B and T lymphocytes 
within lymphoid aggregates of the RA synovium. It 
therefore seems likely that expression of lymphoid 
constitutive chemokines contributes significantly 
to the entry, local organization, and exit of lympho-
cytes in the RA synovium. It also seems that the 
ectopic expression of chemokines is a general char-
acteristic of a number of chronic rheumatic condi-
tions, since another B-cell attracting chemokine 
CXCL13 (BCA-1) is inappropriately expressed by 
stromal cells in the salivary glands of patients with 
Sjögren’s syndrome.

Multiple Cell–Cell Interactions  
Involving Fibroblasts

A further pathological model in which fibroblasts 
become shifted into an activated phenotype is that 
of liver fibrosis. Models of hepatic fibrosis suggest 
that resident populations of hepatic macrophages 
are able to modulate the processes of fibrotic pro-
gression and subsequent liver recovery. Stellate cells 
(specialized liver fibroblasts) are known to differenti-
ate during the process of hepatic injury and fibrosis 
toward a profibrotic, secretory myofibroblast pheno-
type under the influence of cytokines such as TGF-β1, 
of which hepatic macrophages are a potentially 
important source. High expression of tissue inhibi-
tor of metalloproteinase-1 (TIMP-1) by stellate cells/
myofibroblasts appears to maintain their survival 
and inhibit degradation of matrix leading to fibro-
sis. During recovery from fibrosis in animal models, 
myofibroblasts undergo apoptosis accompanied by a 
fall in TIMP-1 expression and degradation of scar-
ring matrix. Expression by macrophages of TNF-
related apoptosis-inducing ligand (TRAIL) is one 
mechanism by which stellate cell apoptosis has been 
proposed to occur. Using a transgenic mouse model 
of fibrosis that allowed the conditional depletion of 
macrophage lineage cells, Duffield et al. were able to 
demonstrate a fascinating divergence of regulation 
of these processes. Depletion of macrophages during 
the induction/progression phase of fibrosis resulted 
in decreased scarring and fewer myofibroblasts, 
implying a role for macrophages in the activation 
of myofibroblasts. However, when macrophages 
were depleted in the early phases of recovery, sus-
tained accumulation of scarring matrix occurred  
(Figure 10.7), suggesting that at this stage of the 
inflammatory response macrophages are required to 
inactivate myofibroblasts.

These experiments demonstrate that modeling 
the behavior of stromal cells and leukocytes within 
microenvironments necessarily requires that we take 
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Figure 10.7.  Macrophage–stromal cell interactions in the 
regulation of fibrotic liver disease. Hepatic fibroblasts induce 
divergent effects on liver stellate cell activation in models 
of fibrosis. During fibrosis progression, TGF-β1 is a poten-
tial macrophage-derived stimulator of stellate cell activa-
tion. Depletion of macrophages during this phase results in 
decreased scarring and fewer myofibroblasts. During fibrosis 
regression, stellate cell apoptosis may occur under the influ-
ence of TRAIL. Depletion of macrophages early during fibrosis 
regression results in sustained accumulation of scarring matrix. 
Depletion of macrophages during the healing phase leads to 
sustained fibrosis.
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Embryological Origins of Fibroblasts

•	Stromal cells in tissues may differentiate from a variety 
of precursor cells.

•	Fibroblast precursor cells may have important roles in 
initiation of disease.

Stromal Cells in Immune Responses

•	Stromal cells function as innate immune sentinels elabo-
rating cytokines and chemokines in response to innate 
stimuli such as bacterial products and CD40 ligand.

•	Persistent activation of fibroblasts may lead to pathological 
disease via an inflammatory stromal microenvironment.

•	Classical inflammatory signal transduction pathways 
including NF-κB, MAPK, and PI3K are activated in fibro-
blasts during inflammation.

Stromal Cell–Leukocyte Interactions  
and Persistent Inflammation

•	Fibroblasts play an active role in recruiting leukocytes to 
persistently inflamed sites.

•	Infiltrating leukocytes are rescued from apoptosis by 
fibroblasts in persistent inflammation.

•	Inappropriate expression of constitutive chemokines by 
stromal cells results in recruitment and retention of leuko-
cytes within persistently inflamed microenvironments.

Summary

The demonstration of inflammatory “cross-talk” 
between cells of the stromal microenvironment result-
ing in recruitment of inflammatory cells illustrates the 
significant contribution within microenvironments of 
cells such as fibroblasts. Populations of leukocytes 
recruited to sites of inflammation should not there-
fore be considered or studied in isolation, but should 
be considered in the context of their complementary 
stromal microenvironment, which provides survival, 
differentiation, and positioning cues upon which the 
formation and persistence of leukocyte infiltrates 
depends.

Key Points

What Is a Stromal Cell?

•	Fibroblasts are a heterogeneous population of stromal 
cells with specialized roles within different organs and 
tissues.

•	Fibroblasts have a role in determining the location of 
tissue-specific diseases.
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Figure 10.8.  Three cell model of recruitment to the inflamed rheumatoid synovium. A 
multicellular coculture model of RA synovium was used to reconstruct the persistently 
inflamed RA microenvironment in vitro, by coculturing RA synovial fibroblasts or skin fibro-
blasts with human endothelial cells (EC). After a period of conditioning, fibroblasts and EC 
were isolated and screened using microarray analysis. Recapitulating the RA environment 
upregulated message for several CXC chemokines in ECs and RASFs, an effect that was 
absent in cocultures of ECs and skin fibroblasts. Flow adhesion assays demonstrated that 
only CXCL5 was functional on ECs cocultured with RASFs and recruited flowing neutro-
phils. EC expression of DARC was induced by coculture with RASFs, and antibody-blocking 
CXCL5 interactions with DARC or small interfering RNA (siRNA) targeting DARC expression 
abolished neutrophil recruitment. Thus, DARC edits the leukocyte recruitment code in a 
chemokine-specific manner in a model of human inflammatory disease, demonstrating the 
impact of inflammatory “cross-talk” between cells of the stromal microenvironment.
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lial cells drives recruitment of neutrophils in three cell 
coculture models.
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	 11 Neutrophil–Endothelial Cell Interactions

János G. Filep and Sean P. Colgan

Introduction

Neutrophils (polymorphonuclear leukocytes, PMN) 
have a clearly defined role in inflammation. In response 
to injury or infection, PMN migration across vascular 
endothelial cells is a first line of defense against infec-
tious agents, and defects in such PMN–endothelial 
interactions contributes to fulminate microbial infec-
tions, mucosal ulcerations, and delayed tissue healing. 
The protective aspects of PMN in disease are objectively 
exemplified by the clinical observation that patients 
with primary defects in PMN function, including neu-
tropenia and genetic PMN immunopathologies (e.g., 
leukocyte adhesion deficiencies, chronic granuloma-
tous disease, Chediak–Higashi syndrome, myeloper-
oxidase deficiency, etc.), exhibit ongoing mucosal 
infections.

This chapter focuses on our current understanding 
of how PMN interact with vascular endothelial cells 
under physiologic and pathophysiologic conditions 
(Figure 11.1).

Molecular Mechanisms of Pmn  
Adhesion and Transmigration

PMN migration across the endothelial surface is a 
result of an orchestrated series of events, ultimately 
resulting in PMN accumulation at sites of tissue injury. 
The recruitment signals, the cell–cell interaction steps, 
and the regulatory pathways for these events have 
been an area of extensive exploration in the past two 
decades. A number of recent reviews have addressed 
these steps in detail [1–4]. Here, we will summarize 
some of the major steps and guide the reader to the 
primary literature for more insight into this dynamic 
process.

It is now appreciated that adhesion-based inter-
actions involving specific cell adhesion epitopes are 
the primary means by which PMNs interact with 

endothelial cells. For example, PMN β2 integrins are 
required for PMN to migrate across both endothelial 
and epithelial surfaces. These integrins, like others, are 
heterodimeric glycoproteins that exist in four forms 
on the PMN. Each displays a unique α-subunit (CD11a, 
b, c, or d) and an identical β2-subunit (CD18). These 
receptors are best demonstrated in the genetic disorder 
leukocyte adhesion deficiency (LAD), in which patients 
lack normal expression of the CD18 β-subunit, and as 
a result, show increased susceptibility to infection due 
to abnormal leukocyte function [4]. These patients 
manifest severe mucosal disease, characterized pri-
marily by severe bacterial infections.

At the level of the vasculature, P-selectin (induced 
in acute injury) and E-selectin (upregulated in inflam-
matory conditions) mediate the initial capture and 
subsequent rolling of neutrophils along the wall of 
postcapillary venules. The selectins bind to special-
ized fucosylated sialoglycoconjugates, including the 
tetrasaccharide sialyl Lewis X (sLex), that decorate 
selected surface glycoproteins. P-selectin glycopro-
tein ligand-1 (PSGL-1) interacts with all selectins 
under physiological inflammatory situations. This 
molecule is expressed as a dimer on most leukocytes, 
and binding activity of PSGL-1 is conferred by the 
N-terminal region. Like the integrins, the importance 
of functional selectins is illustrated by the human 
genetic disease LAD type II, observed as recurrent 
infections as a result of deficiency in selectin ligands 
as a result of a mutation in the GDP-fucose trans-
porter gene [4].

Slow rolling on selectins allows neutrophils to sam-
ple chemokines presented at the surface of the endothe-
lium. Chemokines and their receptors provide cell- and 
tissue-specific activation signals that selectively regu-
late recruitment. Neutrophils as best characterized to 
bind to interleukin-8 (CXCL8) through their surface 
receptors CXCR1/2. Other leukocytes utilize a differ-
ent chemokine repertoire. T cells, for example, use 
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CCR7 for directed migration toward CCL21 and CCL19, 
while monocytes respond most avidly to CCL2 through 
its receptor CCR2, though they also bind CXCL8. The 
relative importance of chemokine signaling is further 
substantiated by the genetic disorder LAD type III, a 
defect wherein chemokine-triggered integrin activa-
tion on platelets and leukocytes is impaired due to 
defective Rap1 activation by the guanine nucleotide 
exchange factor CalDAG-GEFI [4].

The anatomical location of leukocyte extravasa-
tion within the vasculature has been the topic of much 
debate. Electron microscopy analyses and numerous 
in vitro studies using human umbilical vein endothe-
lial cells have supported the opinion that leukocytes 
emigrate between endothelial cells (i.e., the paracellu-
lar route). The determinants that mediate paracellular 
transmigration have been characterized and shown to 
involve adhesion molecules expressed and distributed 
at intercellular junctions. These molecules include 
platelet-endothelial adhesion molecule-1 (PECAM-1), 
junctional adhesion molecules (JAMs), and CD99 [5]. 
Conversely, migration directly through individual 
endothelial cells (i.e., the transcellular route) has 
been suggested. Electron microscopy of transmigrat-
ing PMNs in vivo have indicated that transcellular 
migration occurs in certain physiological settings, 
representing the route of emigration for 5%–20% of 
transmigrating PMNs. These more recent studies have 
supported the possibility that both the transcellular 

and paracellular pathways likely coexist. Table 11.1 
summarizes the steps and the molecules mediating 
leukocyte transmigration across endothelial cells.

Balance of Pro- And AntiAdhesive Forces

Endothelial cells play a critical role in the regulation 
of leukocyte adhesion and trafficking into inflamed or 
injured tissues. Alterations in shear patterns and mul-
tiple cytokines and growth factors present at the sites 
of inflammation can potentially influence these events 
and therefore development and outcome of the inflam-
matory response. Leukocyte adhesion can be limited 
by anti-inflammatory counter-regulatory mechanisms 
that maintain the integrity and homeostasis of the 
vessel wall. Consistently, impaired protective mecha-
nisms (e.g., decreased endothelial NO production or 
changes in laminar shear stress) would facilitate leu-
kocyte adhesion even in the presence of low amounts 
of proinflammatory stimuli. The endothelium inte-
grates the signals generated by proadhesive and anti-
adhesive forces.

Endothelial cell activation is predominantly medi-
ated through the NF-κB and JNK-AP-1 signaling path-
ways. Unlike physiological laminar shear stress, low or 
turbulent blood flow patterns evoke sustained oxida-
tive stress, resulting in activation of NF-κB and redox-
sensitive gene expression. Exposure of endothelial cells 
to proinflammatory cytokines, including IL-1, IL-8, 

Overview

Pro- and antiadhesive forces

Vascular permeability

Adhesion and transmigration

Outside-in signaling

Inflammatory milieu

Stimulus

Figure 11.1.  Graphical overview of this chapter, highlighting the areas of focus during neutrophil–endothelial 
interactions.
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by permanent NF-κB activation and VCAM-1 expres-
sion seen in endothelial cells located in atherosclerosis-
prone regions of the aorta of experimental animals.

The antiadhesion, anti-inflammatory mechanisms 
in the vascular wall involve antiadhesion external sig-
nals and intracellular mediators. Physiological laminar 
shear stress is of particular importance in protect-
ing the endothelium against inflammatory activation. 
Endothelial cells are constantly exposed to hemody-
namic forces generated by the pulsatile blood flow, 
hydrostatic pressure, cyclic strains, and wall shear  

interferon-γ and tumor necrosis factor (TNF), vaso-
active peptides, neuropeptides, minimally oxidized 
low-density lipoprotein, hyperglycemia and advanced 
glycosylated end products or smoking enhances pro-
duction of reactive oxygen species (superoxide in par-
ticular), peroxynitrite formation, triggers activation 
of JNK, leading to transcription of proinflammatory 
genes (Figure 11.2). Altered hemodynamic forces and 
proinflammatory signals, such as oxidized lipopro-
teins are likely to act in concert to induce expression of 
a proadhesive endothelial cell phenotype as illustrated 

   TABLE 11.1. L eukocyte adhesion cascade

Leukocytes Endothelial cells Major role

PSGL-1, E-selectin ligand-1 P-selectin, E-selectin Capture and rolling

Glycosylated CD44   

Sialyl Lewis X   

(neutrophils, monocytes, T cells)   

L-selectin GlyCam-1 Lymphocyte homing

Selectin signaling Selectin signaling Slow rolling

Chemokines → leukocyte activation   

Integrin affinity modulation   

  Migration arrest

LFA-1 ICAM-1  

VLA4 VCAM-1  

α4β2 integrin MADCAM-1  

outside-in signaling through   

LFA-1 and Mac-1: Scr kinases, PI3K,  Adhesion strengthening and spreading

VAV1, VAV2, VAV3   

  Transendothelial cell migration

Mac-1 ICAM-1  

 
 
 

  
 

Intravascular crawling (neutrophils,  
monocytes crawl, seeking preferred  
sites of transmigration)

 Junctional molecules  

LFA-1 JAM-A, JAM-1, ICAM-2 Paracellular route

Mac-1 JAM-C, ICAM-2  

PECAM-1 PECAM-1  

CD99 CD99  

Unknown ESAM  

Membrane protrusions into endothelial cells Vesiculo-vacuolar organelles Transcellular route

 ICAM-1 translocation to caveolae  

The original three steps are shown in bold: (1) rolling that is mediated by selectins; (2) arrest that is mediated by integrins; and (3) transendothelial 
migration. The table summarizes advances that have been made in defining additional steps.

Abbreviations:  ICAM-1, intercellular adhesion molecule-1; ICAM-2, intercellular adhesion molecule-2; ESAM, endothelial cell-selective adhe-
sion molecule; JAM, junctional adhesion molecule; LFA-1, lymphocyte function-associated antigen 1; Mac-1, macrophage receptor 1; PECAM-1,  
platelet/endothelial cell adhesion molecule 1; PSGL-1, P-selectin glycoprotein ligand 1; PI3K, phosphoinositide 3-kinase; MADCAM1, mucosal 
vascular addressin adhesion molecule 1; VCAM-1, vascular cell-adhesion molecule 1; VLA4, very late antigen 4.
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(IL-1ra). TGF-β is secreted as an inactive complex with 
a latency-associated peptide (LAP). Cytokine activa-
tion of endothelial cells or coculture of endothelial 
cells with pericytes or smooth muscle cells results in 
the formation of active TGF-β. TGF-β downregulates 
cytokine-induced E-selectin, ICAM-1 and VCAM-1 
expression, inhibits MCP-1 and IL-8 release, and 
attenuates the IL-8-dependent adhesion and trans-
migration of PMNs through the activated endothe-
lial cell monolayer. The TGF-β actions are mediated 
through three types of cell-surface receptors coupled 
to their downstream effectors, known as Smad pro-
teins. Smad proteins interact with the cAMP response 
element-binding protein (CREB)-binding protein 
(CBP), thereby blocking the association of CBP with 
the p65 subunit of NF-κB that is required for maxi-
mal transcriptional NF-κB activity. IL-10 is a pleiotro-
pic cytokine produced by Th2 lymphocytes, B cells, 
monocytes, and macrophages. IL-10 is thought to 
act as a negative feedback to inhibit the production 
of proinflammatory cytokines, but it can also inhibit 
leukocyte–endothelial cell interactions in vivo. IL-10 
attenuates leukocyte extravasation through decreas-
ing endothelial expression of P-selectin, E-selectin, 
and ICAM-1. Conversely, IL-10-deficient mice exhibit 
markedly elevated expression of ICAM-1 and VCAM-1 
in the vasculature and increased leukocyte adhesion 
in the mesenteric circulation in response to bacte-
rial LPS. The protective effects of IL-10 are mediated 

stress [6]. The antiadhesive and anti-inflammatory 
actions of pulsatile unidirectional flow may also 
prevail in conditions of activated endothelial cells. 
Prolonged exposure of endothelial cells to lami-
nar flow occurs in vivo, results in downregulation 
of ICAM-1, VCAM-1, and E-selectin expression and 
inhibition of leukocyte adhesion. Molecular mecha-
nisms of antiadhesive actions of laminar shear stress 
involve protection against oxidative stress and inhibi-
tion of the NF-κB and JNK-AP-1 signaling pathways 
(Figure 11.3). Laminar shear stress evokes expression 
of Cu/Zn superoxide dismutase (SOD), thereby effec-
tively reducing superoxide. Laminar shear stress is 
known to be the physiological activator/inducer of NO 
formation by endothelial NO synthase. Besides its role 
in the regulation of vascular tone and permeability, 
endogenous NO inhibits MCP-1 and IL-6 release and 
cytokine-induced expression of ICAM-1 and VCAM-1 
as well as leukocyte rolling and adhesion. These 
actions of NO are mediated by scavenging superoxide 
and through inhibition of NF-κB-dependent gene tran-
scription. NO increases transcription, expression, and 
nuclear translocation of IκBα, resulting in acceleration 
of p50/p65 nuclear deactivation. Laminar shear stress 
specifically abrogates cytokine-induced JNK activity 
(Figure 11.3).

Anti-inflammatory cytokines that exert antiadhesive 
effects include transforming growth factor-β (TGF-β), 
interleukin-10 (IL-10), and IL-1 receptor antagonist 
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Figure 11.2.  Impact of β2-integrin ligation on the fate of neutrophils. Mature neutrophils undergo constitutive apop-
tosis and removed from the circulation by macrophages. Neutrophil adhesion to β2-integrin Mac-1 (CD11b/CD18) 
ligands, fibrinogen, and ICAM-1 suppresses the cell death program through activation of the survival proteins Akt and 
ERK. The additional stimulation of neutrophils with death-inducing agonists, such as Fas or TNF, shifts the balance 
toward cell death by inducing ROS generation. ROS through lyn activates SHIP, which, in turn, inhibits Akt and induces 
apoptosis. Mac-1-dependent phagocytosis of complement opsonized bacteria promotes apoptosis. Phagocytosis 
results in the generation of ROS within the developing phagolysosomes. ROS triggers activation of caspase-8, lead-
ing to caspase-3 activation and acceleration of cell death. This overrides survival cues from Mac-1-stimulated ERK 
activation.
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cytoprotective genes, including the Bcl-2 family mem-
ber A1, A20, as well as heme oxyganase-1 (HO-1). A1 
and A20 inhibit adhesion molecule and IL-8 expression 
in endothelial cells by suppressing NF-κB activation. 
Gene transfer of HO-1 protects against hyperoxia-
induced PMN infiltration and lung injury [9]. HO-1 
deficiency in humans is associated with the presence 
of severe persistent endothelial damage [10]. Hypoxia 
or vascular injury induces upregulation and secretion 
of the glycoprotein Del-1 (developmental endothelial 
locus-1) that has been implicated in vascular remod-
eling during angiogenesis. Del-1 has recently been 
identified as an endogenous inhibitor of inflammatory 
cell recruitment. Indeed, endothelial Del-1 deficiency 
increased LFA-1-dependent PMN and monocyte adhe-
sion in vitro and in mice, whereas soluble Del-1 inhib-
ited LFA-1-dependent adhesion of PMN to immobilized 
ICAM-1 [11].

Pmn Influences on Vascular Endothelial 
Permeability

Macromolecule transit across blood vessels has 
evolved to be tightly controlled. Relatively low macro-
molecular permeability of blood vessels is essential for 

through the prevention of IκB degradation, suppres-
sion of NF-κB DNA binding activity [7], and desta-
bilization of mRNA of proinflammatory genes with 
clustered AU-rich element motifs. IL-1ra is a secreted 
protein that binds to the IL-1 receptors without sig-
naling. IL-1ra exhibits vascular protective effects in 
vivo and IL-1ra gene polymorphism is associated with 
coronary artery disease [8].

Peroxisome proliferators-activated receptors 
(PPARs) are transcription factors that regulate gene 
expression by forming a heterodimer with the retinoid 
receptor RXR that binds to specific DNA sequence ele-
ments termed PPAR-responsive elements. Activation 
of PPARα with its natural ligands n-3 fatty acids, or 
synthetic ligands, such as the lipid-lowering drugs 
fibrates, represses cytokine-stimulated expression 
of VCAM-1 and other proinflammatory mediators in 
human endothelial cells, resulting in reduced mono-
cyte adhesion. PPARα activators reduce the oxidative 
stress and induce expression IκBα, and as a result, may 
inhibit NF-κB activation, in addition to direct protein–
protein interactions between PPARα and NF-κB and 
AP-1 proteins involved in transrepression.

Endothelial cells may also acquire an autoprotec-
tive phenotype during inflammation by expressing 

PPARα
activators

PPARα

NO
Oxidative
stress

Proinflammatory
signals

Cu/Zn-SOD

p50 p65

p50 p65Anti-inflammatory
cytokines
(IL-10, IL-1ra, TGF-β)

JNK

Transcription of proinflammatory genes

Transcription of IκBα

Transcription of IκBα

IκBα IκBα

AP-1

Physiological
shear stress

Oscillatory or
low shear stress

Expression of ICAM-1, VCAM-1, and E-selectin

Figure 11.3.  Balance of pro- and antiadhesives forces. Oscillatory or low shear stress and proinflammatory signals trigger 
intracellular oxidative stress and JNK activation that activate the NF-κB- and AP-1-mediated transcription of proinflam-
matory genes, including ICAM-1, VCAM-1, and E-selectin. Physiological laminar shear stress stimulates the expression 
of Cu/Zn-SOD and production of NO. Cu/Zn-SOD reduces oxidative stress. NO and activation of PPARα induces IκBα 
expression, resulting in inhibition of NF-κB activation and deactivation of nuclear p50/p65. Anti-inflammatory cytokines 
block transcription of NF-κB-driven genes. Laminar shear stress can also block the JNK pathway.
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in endothelial permeability. However, only limited 
information exists regarding the biochemical events 
that maintain and dynamically regulate endothelial 
permeability in the setting of either PMN activation 
or TEM. A number of studies revealed that activated 
PMN release soluble factor(s) that support main-
tenance of endothelial permeability during PMN–
endothelial interactions.

The predominant barrier (~90%) to movement of 
macromolecules across a blood vessel wall is pre-
sented by the endothelium [12]. Passage of macro-
molecules across a cellular monolayer may occur via 
either a paracellular route (i.e., between cells) or a 
transcellular route (i.e., through cells). In nonpatho-
logic endothelium, macromolecules such as albumin 
(molecular weight ~40 kDa) appear to cross the cell 
monolayer by passing between adjacent endothe-
lial cells (i.e., paracellular) although some degree of 
transcellular passage may also occur. Endothelial 
macromolecular permeability is inversely related 
to macromolecule size. Permeability is also depen-
dent on the tissue of origin. For example, endothelial 
cells in the cerebral circulation (i.e., blood-brain bar-
rier) demonstrate an exceptionally low permeability. 
Endothelial permeability may increase markedly upon 
exposure to a variety of inflammatory compounds 
(e.g., histamine, thrombin, reactive oxygen species 
(ROS), leukotrienes, bacterial endotoxins) or adverse 
conditions (e.g., hypoxia, ischemia). Mechanisms  
also exist to maintain or balance endothelial perme-
ability during leukocyte TEM. For example, activated 
PMN release a number of soluble factors, such as 
ATP, AMP, adenosine, and glutamate, which promote 
endothelial barrier function.

Endothelial permeability is determined by cytoskel-
etal mechanisms that regulate lateral membrane 
intercellular junctions. Tight junctions, also known 
as zona occludens, comprise one type of intercellular 
junction and include the proteins zona occludens-1 
(ZO-1), ZO-2, cingulin, and occludin. Tight junc-
tions form narrow, cell-to-cell contacts with adjacent 
cells and comprise the predominant barrier to tran-
sit of macromolecules between adjacent endothelial 
cells. Disruption of cytoskeletal microfilaments (for 
instance, with cytochalasin B) produces reversible 
increases in endothelial permeability. JAMs represent 
another family of proteins important in the transit of 
PMN across the vascular interface. JAMs immuno-
globulin superfamily (IgSF) proteins expressed at cell 
junctions in epithelial and endothelial cells as well 
as on the surface of leukocytes, platelets, and eryth-
rocytes. The JAMs (JAM-A, -B, and  -C) are variably 
expressed in endothelial and epithelial cells and medi-
ate homophilic and heterophilic interactions within 
various tissues. Evidence suggests JAM proteins are 
important for a variety of cellular processes, ranging 

maintenance of a physiologically optimal equilibrium 
between intravascular and extravascular compart-
ments. Disturbances of endothelial barrier during dis-
ease states can lead to deleterious loss of fluids and 
plasma protein into the extravascular compartment. 
Such disturbances in endothelial barrier function are 
prominent in disorders such as shock and ischemia-
reperfusion and contribute significantly to organ 
dysfunction. The direct relationship between PMN 
activation and increased endothelial permeability is 
not clear. While PMN accumulation and increased 
vascular permeability are often coincidental, PMN 
activation can occur with limited or no net changes in 
endothelial permeability. Moreover, while PMN deple-
tion has been demonstrated to decrease organ injury 
in some models of ischemia and reperfusion, other 
models have suggested that PMN can exert protective 
influences in other models. Therefore, further infor-
mation regarding PMN–endothelial cell interactions 
and their influence on endothelial permeability may 
provide a better understanding of the regulation of 
endothelial permeability.

Approximately 70 million PMN exit the vascu-
lature per minute. These inflammatory cells move 
into underlying tissue by initially passing between 
endothelial cells that line the inner surface of blood 
vessels. This process, referred to as transendothe-
lial migration (TEM), is particularly prevalent in 
inflamed tissues. Understanding the biochemical 
details of leukocyte–endothelial cell interactions 
is currently an area of concentrated investigation. 
Recent studies of genetically modified animals 
have suggested that specific molecules may estab-
lish “bottlenecks” to the control of the inflamma-
tory response. For example, detailed studies have 
revealed that the process of leukocyte TEM entails 
a concerted series of events involving intimate inter-
actions of a series of leukocyte and endothelial gly-
coproteins that include selectins, β2 integrins, and 
members of the immunoglobulin supergene family 
(e.g., ICAM-1). Moreover, histological studies of TEM 
reveal that PMN initially adhere to the endothelium, 
move to nearby inter-endothelial junctions via dia-
pedesis, and insert pseudopodia into the interen-
dothelial paracellular space. Successful TEM is 
accomplished by temporary PMN self-deformation 
with localized widening of the interendothelial 
junction. Following TEM, adjacent endothelial cells 
appear to “reseal,” leaving no residual interendothe-
lial gaps. These histological studies are consistent 
with the observation that leukocyte TEM may result 
in little or no change in endothelial permeability to 
macromolecules. In the absence of this tight and 
dynamic control of endothelial morphology and 
permeability, interendothelial gap formation dur-
ing leukocyte TEM could lead to marked increases 
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reported source of HPB. As such, it is possible that the 
endothelium may self-regulate permeability through 
HBP under some conditions, and that mediators found 
within the inflammatory milieu may also increase 
endothelial permeability.

Outside-In Signaling Events in  
Pmn–Endothelial Cell Interactions

Outside-in signaling via β 2 integrins is required for 
PMN adhesion and transmigration across the activated 
endothelium as discussed earlier, as well as for other 
adhesion-dependent PMN function, including phago-
cytosis of complement-opsonized pathogens, binding 
to fibrinogen, immune complexes, and platelets. The 
biological importance of β 2 integrins is highlighted 
in patients with a mutation in the β 2 integrin sub-
unit shared by the LFA-1 and Mac-1 integrins. Thus, 
patients with LAD1 exhibit peripheral blood neutro-
philia, increased susceptibility to bacterial infections, 
and delayed wound healing [15]. PMN adherence to 
Mac-1 ligands also affects the fate of PMNs.

Mature PMNs are terminally differentiated cells 
that have the shortest half-life (~7 hours) among leu-
kocytes and die rapidly via apoptosis. This constitu-
tively expressed cell death program renders PMNs 
unresponsive to proinflammatory stimuli and pro-
motes their removal from inflamed areas by scavenger 
macrophages with minimal damage to the surround-
ing tissue, thereby facilitating the resolution of inflam-
mation. The fate of PMNs is profoundly influenced by 
signals from the inflammatory microenvironment. 
Inflammatory mediators, such as lipopolysaccharide, 
IL-8 and acute-phase proteins prolong PMN survival 
by suppressing apoptosis, whereas proapoptotic stim-
uli, such as TNF or Fas ligand reduce PMN longevity.

PMN transmigration across the endothelium sig-
nals a delay of PMN apoptosis through engagement of 
Mac-1 with its endothelial cell ligand ICAM-1. Likewise, 
PMN adherence to another Mac-1 ligand fibrinogen 
also extends their life span. The delay in apoptosis 
is mediated through activation of the Ser-Thr kinase 
Akt, and, to a lesser degree, the MAPK-ERK signal-
ing cascade, leading to inhibition of the mitochondrial 
pathway of apoptosis.

Although cross-linking Mac-1 alone provides sur-
vival signals, engagement of Mac-1 in the presence of 
proapoptotic TNF or Fas ligand accelerates apopto-
sis. Phagocytosis of opsonized bacteria by PMNs also 
evokes programmed cell death by a Mac-1-dependent 
pathway. This process is referred to as phagocytosis-
induced cell death or PICD [16]. Proapoptotic stimuli 
promote NADPH oxidase–stimulated release of ROS, 
which leads to activation of SHIP (Src-homology 
2 [SH2]-containing inositol 5-phosphatase) that 
hydrolyzes products of phosphoinositide 3-kinase 

from tight junction permeability, leukocyte transmi-
gration, platelet activation, and angiogenesis.

As alluded to earlier, activated PMN release a num-
ber of soluble factors that promote structural changes 
within the endothelium. One of the better understood 
pathways is nucleotide metabolism at the endothelial 
surface. Activated PMN can release nanomolar quan-
tities of ATP, and it is now accepted that the major 
pathway for extracellular hydrolysis of ATP and ADP 
is the ecto-nucleoside triphosphate diphosphohydro-
lase (NTPDase), previously identified as ecto-ATPase, 
ecto-ATPDase or CD39 [13]. CD39 is expressed on the 
vascular endothelium and its role to date has been 
to modulate platelet purinoreceptor activity by the 
sequential hydrolysis of extracellular ATP or ADP 
to AMP. This thromboregulatory potential of CD39 
has been recently demonstrated by the generation of 
mutant mice with disruption of the CD39 gene, and by 
a series of experiments where high levels of ATPDase 
expression are attained by adenoviral vectors in the 
injured vasculature [13]. Ecto-5’-nucleotidase (CD73) 
is a membrane bound glycoprotein that functions 
to hydrolyze extracellular nucleotides into bioactive 
nucleoside intermediates. Surface-localized CD73 con-
verts adenine nucleotides (e.g., AMP) into adenosine, 
which in turn, can activate transmembrane adenosine 
receptors or can be internalized through dipyridamole-
sensitive carriers. Activation of these pathways has 
been shown to enhance endothelial barrier function. 
Endothelial cells of many origins express constitutive 
CD73. The primary function attributed to endothelial 
CD73 has been catabolism of extracellular nucleotides, 
although CD73 may also mediate lymphocyte binding 
under some circumstances. Taken together, studies  
in vitro and in murine models define CD39 and CD73 as 
gatekeepers for the metabolic fine tuning of endothe-
lial permeability. Such innate protective pathways 
share the common strategy of increasing extracellular 
adenosine concentrations and promoting adenosine 
signaling at the cell surface.

In addition to factors, which preserve barrier func-
tion during transmigration (e.g., adenosine), PMN also 
release factors, which increase endothelial permeabil-
ity. For example, activation of PMN through β2 integ-
rins elicits the release of soluble factor(s) that induce 
endothelial cytoskeletal rearrangement, gap formation, 
and increased permeability [14]. This PMN-derived 
permeabilizing factor was subsequently identified as 
HBP (also called azurocidin and CAP37), member of 
the serprocidin family of cationic peptides. HBP, but 
not other PMN granule proteins (e.g., elastase, cathep-
sin G), was shown to induce Ca2+-dependent cytoskel-
etal changes in cultured endothelia and to trigger 
macromolecular leakage in vivo. Interestingly, HBP 
regulation of barrier may not be selective for PMN, 
and in fact, endothelial cells themselves are now a 
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to endothelial cell–cell borders, and translocates, with 
caveolin-1, to the basal plasma membrane. As caveolin-1, 
ICAM-1 and F-actin surround the transcellular chan-
nels around transmigrating lymphocytes, leukocyte- 
induced ICAM-1 recruitment to caveolae may initiate the 
formation of a transcellular passage for lymphocytes to 
cross endothelial cells [17].

Signaling pathways initiated by ICAM-1 binding 
to PMN LFA-1 or Mac-1 include enhanced ROS pro-
duction and activation of p38 MAPK, activation of the 
transcription factors AP-1 and NF-kB, induction of 
VCAM-1 gene transcription and increased expression 
of VCAM-1 on the cell surface and increased produc-
tion of IL-8 and RANTES. Ligation of constitutive or 
induced ICAM-1 increases intracellular glutathione 
level, thereby controlling endothelial redox status. 
Fibrinogen binding to ICAM-1 activates the survival 
signal ERK that has anti-apoptotic actions. This 
mechanism may be important in maintaining vascu-
lar integrity during ischemia/reperfusion injury, when 
fibrinogen is deposited on ECs.

Influence of the Inflammatory Milieu  
on Pmn–Endothelial Cell Interactions

In intact tissues, endothelial cells lie anatomically 
positioned adjacent to and physiologically juxtaposed 
to number of cell types, including leukocytes, fibro-
blasts, and smooth muscle cells. Such a setting makes 

through the Src kinase Lyn. This signaling path-
way would ultimately lead to decreased activation of 
the survival factor Akt. This purported mechanism 
of apoptosis might be particularly relevant in vivo 
under conditions of high PMN accumulation in tis-
sues. Phagocytosis also results in generation of ROS 
within the phagolysosomes through NADPH oxidase. 
NADPH oxidase–derived ROS contribute to microbi-
cidal activity and are also key intracellular trigger of 
PICD. ROS are required for activation of caspase-8, a 
signature of receptor-mediated cell death. Caspase-8, 
in turn, triggers activation of caspase-3, the main 
effector of apoptosis. Activated caspase-3 and -8 
overcome Mac-1 ligation-generated survival signals, 
eventually favoring cell death. Additional exogenous 
stimuli, such as TNF or granulocyte/monocyte colo-
ny-stimulating factor, present at inflammatory sites, 
may interfere with phagocytosis-activated intracel-
lular signals to shift the life-death balance of PMNs 
to either enhanced apoptosis or prolonged survival 
(Figure 11.4).

Upon leukocyte adhesion, ICAM-1 is capable of initiat-
ing outside-in signaling events in endothelial cells. ICAM-1 
binding to its ligands β2-integrins or fibrinogen, leads to 
activation of Src tyrosine kinases, which in turn results 
in phosphorylation of cortactin, an actin-binding protein 
that modulates the F-actin cytoskeleton and endothelial 
cell locomotion. Following engagement, apical ICAM-1 
is recruited to caveola- and F-actin–rich regions close 
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Figure 11.4.  Model of coordinated nucleotide metabolism and nucleoside signaling in inflammation. In areas of 
ongoing inflammation, CD39 and CD73, expressed on the surface of endothelial cells, coordinate the metabolism of 
ATP to adenosine. Activated PMN provide a readily available extracellular source of ATP that through two enzymatic 
steps results in the liberation of adenosine. Adenosine generated in this fashion is available for activation of surface 
endothelial adenosine receptors, particularly the A2BR. Activation of A2BR leads to increases in intracellular cyclic 
AMP, thereby enhancing endothelial barrier function. As such, this protective mechanism may provide an innate 
mechanism to preserve vascular integrity and prevent intravascular fluid loss.
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leukocytes and involve the activation of protein kinase 
C, since LXA4 inhibition required preincubation and 
PMN responses were sensitive to the protein kinase C 
inhibitor staurosporine. Additional mechanistic stud-
ies have revealed that LXA4 inhibit PMN β2 integrin 
(CD11/18) expression, and thus also block Mac-1 out-
side-in signaling. Lipoxins are rapidly (within minutes) 
converted to inactive compounds by myeloid cells. For 
this reason, stable lipoxin analogs have been synthe-
sized and biochemically and functionally studied in 
detail. In vivo, both native LXA4 and its metabolically 
stable have been demonstrated to block PMN traffick-
ing, to facilitate removal of apoptotic neutrophils by 
macrophages, and to serve as potent anti-inflammatory 
and proresolution molecules in a number of vascular 
injury models.

More recent studies have focused on omega-3 fatty 
acid–derived resolvins [18]. Increasing evidence sug-
gests that resolvin E1 (RvE1:  5S,12R,18R-trihydroxy
eicosapentaenoic acid) contributes to resolution of 
inflammation via interactions with the resolvin E1 
receptor (termed chemR23). RvE1 is generated at sites 
of inflammation through transcellular biosynthesis 
and has been shown to potently inhibit PMN TEM and 
to promote PMN clearance from the epithelial cell sur-
face in vitro. In vivo, RvE1 has been documented to 
attenuate colonic mucosal inflammation in vivo and 
to resolve oral inflammation in a rabbit periodontitis 
model.

Pmn–Endothelial Interaction  
As a Therapeutic Target

The multistep paradigm of leukocyte recruitment 
implies that inhibition of any of these steps, in par-
ticular rolling and firm adhesion, should interrupt the 
extravasation process and therefore prevent leukocyte 
trafficking into inflamed or injured tissues. Indeed, the 
anti-inflammatory effects of glucocorticoids and many 
nonsteroidal anti-inflammatory drugs can be attrib-
uted, in part, to inhibition of adhesion molecules on 
PMN or endothelial cells [19,20]. More selective thera-
peutic approaches include receptor–ligand blockade, 
allosteric inhibitors, inhibitors of inside-out and out-
side-in signaling pathways, and targeting expression 
of immunoglobulin superfamily ligands [19,21]. Thus, 
inhibition of the rolling and adhesion events using 
monoclonal antibodies against selectins and integ-
rins resulted in reduced leukocyte accumulation and 
striking protection against tissue injury in a variety 
of experimental models, including reperfusion injury, 
myocardial infarction, stroke, colitis, asthma, and 
rheumatoid arthritis [21]. Despite promising preclini-
cal results, the outcome of clinical trials that followed 
in these indications has been disappointingly incon-
sistent. With the exception of some beneficial effects 

paracrine cross-talk pathways an important part of 
cell–cell communication. Locally generated mediators 
can bind to endothelial surface receptors, and medi-
ate both physiologic and pathophysiologic functional 
responses.

A somewhat surprising observation in the past 
decade has been the finding that inflammatory set-
ting can be quite oxygen deficient (hypoxic). Ongoing 
inflammatory responses are characterized by dra-
matic shifts in tissue metabolism. These changes 
include lactate accumulation with resultant meta-
bolic acidosis and diminished availability of oxygen 
(hypoxia). Such shifts in tissue metabolism result 
from profound recruitment of inflammatory cell 
types, particularly PMN, which when activated can 
consume copious amounts of oxygen in the formation 
of oxygen radicals. At the tissue and cellular level, 
hypoxia induces an array of genes pivotal to survival 
in low oxygen states. As a global regulator of oxy-
gen homeostasis, the αβ heterodimeric transcription 
factor hypoxia-inducible factor (HIF) facilitates both 
oxygen delivery and adaptation to oxygen depriva-
tion. Genes induced by HIF include those necessary 
for cell, tissue, and whole animal adaptive responses 
to hypoxia. These proteins include enzymes involved 
in erythropoiesis, anaerobic metabolism, angio-
genesis, and vasodilatation. More recently, it is 
appreciated that a number of inflammatory genes 
relevant to PMN–endothelial interactions are also 
HIF-regulated. For example, the CD18 chain of the 
β2 integrin complex is transcriptionally regulated by 
HIF, providing a prime example of how the inflam-
matory milieu might impact local PMN–endothelial 
responses.

With regard to paracrine signaling, an area of 
intense investigation is lipid mediator generation 
and signaling at inflammatory sites. Important in 
the regard, both endothelial and nonendothelial cell 
populations express enzymes (e.g., lipoxygenases, 
cyclooxygenases) capable of utilizing arachidonic acid 
substrates to generate bioactive lipid mediators. Such 
lipid mediators can signal via autocrine or paracrine 
pathways and depending on the tissue, microenviron-
ment can convey a pro- or anti-inflammatory message. 
Of particular interest are a group of lipid mediators 
termed lipoxins and resolvins. Lipoxins are tetraene 
eicosanoids derived from membrane arachidonic acid 
through the combined action of 5-lipoxygenase (LO) 
and 12-LO or 15-LO (i.e., transcellular biosynthesis). 
A number of in vitro and in vivo studies revealed that 
lipoxins, and specifically lipoxin A4 (LXA4), function 
as an innate “stop signals,” acting to control local 
inflammatory processes. At nanomolar concentrations, 
LXA4 has been demonstrated to inhibit PMN transmi-
gration across confluent epithelia and endothelia. It is 
likely that the action(s) of LXA4 are predominantly on 
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provided unprecedented opportunities to define pre-
cise details of how PMN interact with endothelial cells 
at the molecular level. In particular, the leukocyte 
adhesion cascade has been augmented by several more 
steps, and the signaling network linking neutrophil 
and endothelial cell responses to activation of adhe-
sion molecules is beginning to emerge. More detailed 
signaling studies on leukocytes and endothelial cells 
may identify new targets for therapeutic interventions. 
Indeed, these studies promise to provide a rational 
basis to develop therapies with higher selectivity for 
leukocyte subsets for the treatment of inflammatory 
diseases.
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Arachidonic acid is released from cellular phospho-
lipids by the enzyme phospholipase A2 (Figure 12.1), 
which hydrolyzes the acyl ester bond. This important 
reaction, which represents the first step in the arachi-
donic acid cascade, is the overall rate-determining 
step in the generation of eicosanoids produced by most 
effector and immune cells.

Membrane-bound and soluble isoforms of phos-
pholipase A2 are classified as secretory (sPLA2) and 
cytoplasmic (cPLA2), which are differentiated based 
on molecular weight, pH sensitivity, regulation and 
inhibition characteristics, calcium requirements, and 
substrate specificity. The existence of multiple iso-
forms allows for tight control and regulation of the 
enzyme in different tissues to achieve selective bio-
logic responses. Phospholipases relevant in inflam-
mation are stimulated by such cytokines as TNF-α, 
GM-CSF, and IFN-γ, such growth factors as EGF, and 
the MAPK–PKC cascade. Glucocorticoids were once 
thought to act via the direct inhibition of phospho-
lipase A2 activity. More recent findings indicate that 
glucocorticoids act by inducing the biosynthesis of 
lipocortins, a family of phospholipase A2–regulatory 
proteins that comprise Annexin 1, which mediates 
part of the anti-inflammatory actions of glucocorti-
coids (see later and Chapter 10).

Cyclooxygenases: Biosynthesis of Prostanoids

The unbound form of intracellular arachidonic acid 
(unesterified: not bound to phospholipids) is rapidly 
converted in a cell type–specific manner by COX, 
LOX, or epoxygenase (cytP450) enzymes that dic-
tate the class of local eicosanoids generated. The 
COX pathway leads to the formation of prostaglan-
dins, prostacyclin, and thromboxanes (Figure 12.2); 
the LOX pathways lead to leukotrienes and lipoxins; 
and the epoxygenase pathways lead to epoxyeicosa-
tetraenoic acids (Figure 12.1). Cyclooxygenases (also 

Introduction

Autacoids are locally acting substances that are rap-
idly biosynthesized in response to specific stimuli, act 
quickly, and are usually deactivated by metabolism. 
Eicosanoids are a chemically diverse family of arachi-
donic acid–derived autacoids that have critical roles in 
cardiovascular, inflammatory, and reproductive physi-
ology. Pharmacologic interventions in eicosanoid path-
ways  – including the nonsteroidal anti-inflammatory 
drugs (NSAIDs), COX-2 inhibitors, and leukotriene 
inhibitors  – are useful in the clinical management 
of inflammation, pain, and fever. Given the many 
important bioactivities of lipid mediator eicosanoids, 
resolvins, and protectins, future research may lead to 
the development of new therapeutics for the treatment 
of inflammatory conditions, autoimmune diseases, 
asthma, glomerulonephritis, cancer, sleep disorders, 
and Alzheimer’s disease.

Biosynthesis of Eicosanoids

Eicosanoids are crucially involved in a number of met-
abolic pathways that have diverse roles in inflamma-
tion and cellular signaling. These pathways center on 
reactions involving the metabolism of arachidonic acid 
(Figure 12.1). The following considers the biochemical 
steps leading to arachidonic acid synthesis, then dis-
cusses the cyclooxygenase (COX), lipoxygenase (LOX), 
epoxygenase, and isoprostane pathways of arachidonic 
acid metabolism. Arachidonic acid (cis-,cis-,cis-,cis-5,
8,11,14-eicosatetraenoic acid), the common precursor 
to eicosanoids, must be synthesized from the essen-
tial fatty acid precursor linoleic acid (cis,cis-9,12-
octadecadienoic acid), which can be obtained only 
from dietary sources. In cells, arachidonic acid is 
esterified to the sn2 position of the membrane phos-
pholipids predominantly in phosphatidylcholine phos-
phatidylethanolamine, and phosphatidyl inositol. 
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Cyclooxygenase products and actions
Vessel wall

PGH2

COOH

OH

O

O

TXA2

TXB2

Nonenzymatic
hydrolysis

TP

Inactive

Endothelium

PGI2

Hydrolysis

Inactive

IP

TX
synthase

O

O
COOH

OH

O

COOH

OH

OH

HO

OH

COOHO

OH

OH

COOH

O

OHOH

Platelets

O

O

Vasodilation
Inhibits aggregation

6-keto-PGF1α

Vasoconstriction
Platelet activation

PGI
synthase

Figure 12.2.  Prostaglandin and thromboxane biosynthesis, and major functions. The biosynthetic pathways from 
arachidonic acid to prostaglandins, prostacyclin, and thromboxane are shown. Note that tissue-specific enzyme 
expression determines the tissues in which the various PGH2 products are produced. NSAIDs and COX-2 inhibitors 
are the most important classes of drugs that modulate prostaglandin and TXA2 production.

Thromboxane antagonists and PGE2 synthase inhibitors are each potential new pharmacologic strategies cur-
rently in development. COX, cyclooxygenase; PG, prostaglandin; TX, thromboxane.

GPCR specific for eicosanoids: denoted DP, PGD2 receptor; EP, PGE2 receptor; FP, PGF2α receptor; IP, PGI2 recep-
tor; TP, TXA2 receptor. Each of these receptors specifically and stereoselectively signals with its cognate ligand 
eicosanoid. NSAID, nonsteroidal antiinflammatory drug.
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known as prostaglandin H or endoperoxide synthases) 
are glycosylated, homodimeric, membrane-bound, 
heme-containing enzymes that are virtually ubiqui-
tous in animal cells from invertebrates to humans. 
Two COX isoforms, denoted COX-1 and COX-2, are 
found in humans. Although COX-1 and COX-2 share 
60% sequence homology and near superimposable 
three-dimensional structures, the genes are located 
on different chromosomes, and the enzymes differ in 
cellular, genetic, physiologic, pathologic, and pharma-
cologic profiles (Table 12.1). Each COX catalyzes two 
sequential reactions, that is, an oxygen-dependent 
cyclization of arachidonic acid into prostaglandin G2 
(PGG2) followed by a peroxidase reaction that reduces 
PGG2 to PGH2.

As a result of differences in cellular localization, 
regulatory profile, tissue expression, and substrate 

requirement, COX-1 and COX-2 ultimately produce 
different sets of eicosanoid products. Constitutively 
expressed COX-1 is believed to function in physiologic, 
or “housekeeping,” roles such as vascular homeosta-
sis, maintenance of renal and gastrointestinal blood 
flow, renal function, intestinal mucosal proliferation, 
platelet function, and antithrombogenesis. A number 
of “as-needed,” or specialized, functions are attrib-
uted to the inducible COX-2 enzyme, including roles in 
inflammation, fever, pain, transduction of pain stim-
uli in the spinal cord, mitogenesis (particularly in the 
gastrointestinal epithelium), vascular hemodynamics, 
deposition of trabecular bone, ovulation, placentation, 
and uterine contractions of labor. The role of constitu-
tive COX-2 expression in areas of the nervous system 
as the hippocampus, hypothalamus, and amygdala 
remains to be elucidated.
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flow. PGE2 is also involved in inflammatory cell activa-
tion, and PGE2 that is biosynthesized by COX-2 and 
PGE2 synthase in endothelial cells at the blood-brain 
barrier appears to have a role in fever.

Thromboxane and Prostacyclin

Platelets express high levels of the enzyme thrombox-
ane synthase, but do not contain prostacyclin synthase. 
TxA2 is the chief eicosanoid product of platelets. TxA2 
has a half-life of only seconds (~10–20 seconds) before 
it is nonenzymatically hydrolyzed to the inactive form 
TxB2. TxA2, which signals via a 7-transmembrane 
G-protein–coupled Gq mechanism, is both a strong 
vasoconstrictor and an agonist of platelet adhesion 
and aggregation. In contrast, the vascular endothelium 
lacks thromboxane synthase but expresses prostacyclin 
synthase. PGI2 is, therefore, the primary eicosanoid 
product of the vascular endothelium. PGI2, which sig-
nals via Gs, functions as a vasodilator and inhibitor of 
platelet aggregation. In other words, PGI2 is a physio
logic antagonist of TxA2. The vasodilatory actions of 
PGI2, as with those of PGE2, also confer cytoprotective 
properties (Figure 12.2A and 12.2B).

The local TxA2 and PGI2 levels are critical in the reg-
ulation of systemic blood pressure and thrombogen-
esis. Imbalances can lead to hypertension, ischemia, 
thrombosis, coagulopathy, myocardial infarction, and 
stroke. In certain populations of the Northern lati-
tudes (including Inuit, Greenlander, Irish, and Danish 
populations), the incidence of heart disease, stroke, 
and thromboembolic disorders is less than in Western 
populations. The diet of these Northern people is 
richer in whale and fish oils as compared to Western 
diets and, as a result, it contains relatively smaller 
amounts of arachidonic acid precursors but relatively 

Prostanoids: The Prostaglandins

Prostaglandins are a relatively large class of structur-
ally similar compounds that each carries potent and 
stereospecific biological actions that are important in 
host mechanisms in acute inflammation. The name 
derives from their initial identification in the genitouri-
nary system of male sheep. Prostaglandins all share a 
chemical structure, called a prostanoid, consisting of 
a 20-carbon carboxylic acid containing a cyclopentane 
ring and a 15-hydroxyl group, and are divided into 
three major subseries  – PG1, PG2, and PG3. The sub-
script numeral indicates the number of double bonds 
present in each molecule. The PG2 series is the most 
prevalent because these are direct products of arachi-
donic acid. The PG1 series derive from the arachidonic 
acid precursor dihomo-γ-linolenic acid (DHGLA), an 
eicosatrienoic acid, while the PG3 series derive from 
eicosapentaenoic acid (EPA).

Prostaglandin (PG)H2 is central to the COX pathway 
(see Figure 12.2) because it is the unstable transient 
precursor to PGD2, PGE2, PGF2 α, and thromboxane 
A2 (TxA2), as well as prostacyclin (PGI2). The distri-
bution of these eicosanoids in tissues is determined 
by the expression pattern of the different enzymes of 
prostaglandin synthesis (i.e., PG synthases) present 
in specific cells in the tissues (see Figure 12.2), which 
gives rise to a cell type–specific biosynthesis profile of 
eicosanoids.

The prostaglandins are important in many physio-
logic processes; most are not directly related to inflam-
mation (highlighted in Table 12.2). Note especially the 
important housekeeping functions of PGE2, broadly 
referred to as cytoprotective roles, in which organs 
such as gastric mucosa, myocardium, and renal paren-
chyma are shielded from the effects of ischemia by 
PGE2-mediated vasodilation and regulation of blood 

   TABLE 12.1.  COX-1 and COX-2

General properties COX-1 COX-2

Expression Constitutive Inducible  
Constitutive in parts of nervous and vascular systems

Tissue location Ubiquitous expression Inflamed and activated tissues, tumor cells

Subcellular localization Endoplasmic reticulum ER and nuclear membrane

Substrate selectivity Arachidonic acid, eicosapentaenoic acid Arachidonic acid, γ-linolenate, α-linolenate, linoleate, 
eicosapentaenoic acid

Role Gastroprotection and renal maintenance 
functions

Proinflammatory, mitogenic, and growth factors 

Inducers 
 

Generally not induced 
 

LPS, TNF-α, IL-1, IL-2, EGF, IFN-γ mRNA rises 20- to 
80-fold upon induction in many tissues regulated 
within 1–3 hours

Inhibitors NSAIDs low-dose aspirin Endogenous glucocorticoids, IL-1β, IL-4, IL-10, IL-13 
NSAIDs, COX-2 inhibitors
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   TABLE 12.2.  Prostanoid specific enzymes, receptors, and key immune bioactions

Prostaglandin Synthetic enzyme Tissues expressing  
synthetic enzyme

Receptor type and  
signaling mechanism

Bioactions 

PGD2

 
PGD2 isomerase 
(a) Lipocalin type  
(b) Hematopoietic

Mast cells Neurons 
 

DP1  
DP2 

Gs

 
Bronchoconstriction (asthma),  
  resolution  
Sleep control functions

PGE2

 
 
 
 
 
 
 
 
 
 
 

PGE2 isomerase 
(a) Cytosolic  
(b) Microsomal 1  
(c) Microsomal 2 
 
 
 
 
 
 
 
 

Many tissues, including  
  macrophages and  
  mast cells 
 
 
 
 
 
 
 
 
 

EP1  
EP2  
EP3  
EP4  
Other 
 
 
 
 
 
 
 

Gq 
Gs 
Gi 
Gs

 
 
 
 
 
 
 
 

Potentiation of responses  
  to painful stimuli  
Vasodilation 
Bronchoconstriction 
Cytoprotective: modulates  
  gastric mucosal acid  
  secretion, mucus, and  
  blood flow  
Vasodilation 
Bronchoconstriction 
Inflammatory cell activation 
Pyrexia  
Mucus production

PGF2α

 
 

PGF2α reductase
 
 

Vascular smooth  
  muscle  
Uterine smooth  
  muscle

FP 
 
 

Gq

 
 

Vascular tone  
Reproductive physiology  
  (abortifacient)  
Bronchoconstriction

The prostanoid receptors are G-protein–coupled receptors (see Brink et al. for further details).

larger amounts of EPAs. As a result, the thromboxane–
prostacyclin levels tip toward vasodilation, platelet 
inhibition, and antithrombogenesis. These combined 
effects and change in balance of TX-PGI represent 
one possible explanation for the observation that these 
populations have a lower incidence of cardiovascular 
diseases and is one rationale for increasing dietary 
fish consumption in Western diets.

Lipoxygenase Pathways

The LOX pathways (Figure 12.3A and 12.3B) are a 
major route for converting arachidonic acid to bioac-
tive mediators, namely formation of both leukotrienes 
and lipoxins. Lipoxygenases are enzymes that catalyze 
insertion of molecular oxygen into arachidonic acid 
using nonheme iron generating specific hydroperox-
ides. Three lipoxygenases, 5-, 12-, and 15-lipoxygenases 
(5-LOX, etc.), are the major LOX found in humans. The 
lipoxygenases are named for the position of the inserted 
molecular O2 in arachidonic acid. The immediate prod-
ucts of LOX reactions are hydroperoxyeicosatetraenoic 
acids (HPETEs). HPETEs can be reduced to the cor-
responding hydroxyeicosatetraenoic acids (HETEs) by 
enzymes using glutathione peroxidase (GPx). The 5-LOX 
produces 5-HPETE, the direct precursor to LTA4, which 
in turn is the precursor intermediate for the potent 
bioactive leukotrienes (Figure 12.3). Lipoxygenases 
are also involved in converting 15-HETE and LTA4 to 
lipoxins (see later). 5-LOX requires translocation to the 
nuclear membrane for activity. The 5-LOX-activating 
protein (FLAP) helps 5-LOX translocate to the nuclear 

membrane, form an active enzyme complex, and accept 
the arachidonic acid substrate.

Leukotriene Biosynthesis

Leukotriene biosynthesis is initiated by the 5-LOX-
mediated conversion of arachidonic acid into 5-HPETE 
and further into leukotriene A4 (LTA4). Note that 5-LOX 
catalyzes both the steps in leukotriene biosynthesis in 
a concerted manner (Figure 12.3). Depending on the 
cell type, LTA4 is next converted to either LTB4 or LTC4. 
The enzyme LTA4 hydrolase converts LTA4 to LTB4 in 
neutrophils as well as erythrocytes, macrophages, and 
monocytes. LTA4 conversion to LTC4 occurs in mast 
cells, eosinophils, basophils, and macrophages by the 
addition of a γ-glutamylcysteinylglycine tripeptide (glu-
tathione), which may be cleaved by peptidases to gen-
erate LTD4 and LTE4. Together, LTC4, LTD4, and LTE4 
represent the cysteinyl leukotrienes (Figure 12.3).

LTB4 acts via two G-protein–coupled receptors, BLT1 
and BLT2. Binding of LTB4 to BLT1, which is expressed 
on tissues involved in host-defense and inflammation 
(leukocytes, thymus, spleen), leads to proinflammatory 
sequelae, most importantly neutrophil chemotaxis, 
aggregation, and transmigration across epithelium 
and endothelium. LTB4 upregulates neutrophil lyso-
somal function and free radical production, enhances 
cytokine production, and potentiates the actions of 
natural killer cells. The role of the second LTB4 recep-
tor denoted BLT2 remains unknown.

The cysteinyl leukotrienes (LTC4, LTD4, and LTE4) 
bind to CysLT1 receptors to cause vasoconstriction, 
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modulate the actions of leukotrienes and cytokines. LX 
are important in resolution, serving as agonists and 
counter-regulating mediators.

At sites of inflammation, there is typically an inverse  
relationship between the amounts of lipoxin and leu-
kotriene present. LXA4 receptors are present in the 
lung, spleen, and blood vessels, and on neutrophils. 
Lipoxins stop neutrophil chemotaxis, adhesion, and 
transmigration through endothelium (by decreasing 
P-selectin expression), inhibit eosinophil recruitment, 
stimulate vasodilation (by inducing synthesis of PGI2 
and PGE2), inhibit LTC4- and LTD4-stimulated vasocon-
striction, inhibit LTB4 inflammatory effects, and inhibit 
the function of NK cells. Lipoxins are potent (active 
at similar concentrations as leukotrienes) agonists of 
resolution mechanisms, which include stimulating 
the uptake and clearance of apoptotic neutrophils by 
macrophages. Lipoxin production may, therefore, be 
important in the resolution of inflammation, and an 

bronchospasm, and increased vascular permeabil-
ity. Cysteinyl leukotrienes are responsible for airway 
and vascular smooth muscle contraction that occurs 
in asthma, allergic, and hypersensitivity processes. 
Leukotrienes are powerful lipid mediators that exert 
their bioactions already in low nM concentrations, 
and together, both arms of the leukotriene pathways, 
that is, LTB4, and the cysteinyl leukotrienes, are held 
to play key roles in psoriasis, arthritis, and various 
inflammatory responses. More recent findings also 
place them as local mediators in vascular disease as 
well as atherosclerosis.

Lipoxin Biosynthesis

Lipoxins (LOX interaction products) are derived from 
arachidonic acid and contain four conjugated double 
bonds and three hydroxyl groups. The two main lipox-
ins are LXA4 and LXB4 (Figure 12.4). The lipoxins 
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   TABLE 12.3.  Pathophysiology: human diseases with
   dysregulated eicosanoids

Asthma Atherosclerosis

Inflammatory bowel disease Cardiovascular diseases

Arthritis Skin disorders

Glomerulonephritis Reperfusion organ injury

Alzheimer’s disease Periodontal disease

Cancer

imbalance in lipoxin–leukotriene homeostasis may 
be a key factor in the pathogenesis of inflammatory 
disease.

Epoxygenase Products

Microsomal cytochrome P450 epoxygenases are 
able to oxygenate arachidonic acid, resulting in the 
formation of epoxyeicosatetraenoic acid (EET) and 
hydroxyacid derivatives (Figure 12.1). These are major 
pathways in tissues that do not express COX or LOX, 
for example, certain cells of the kidney. The epoxy-
genation of arachidonic acid results in four different 
EETs, depending on which double bond in arachi-
donic acid is modified. Dihydroxy derivatives of EETs, 
formed by hydrolysis, may have roles in the regulation 
of smooth muscle cells and vascular tone by inhibit-
ing the Na+/K+-ATPase, as well as in renal function by 
regulating ion absorption and secretion. With respect 
to inflammation, dihydroxy EETs inhibit platelet COX 
and expression of intercellular adhesion molecules 
(ICAMs). Downregulation of ICAMs inhibits plate-
let and inflammatory cell aggregation. Thus, specific 
EETs (i.e., 11,12-EET at micromolar levels) may play 
a role in regulating inflammation at certain sites and 
within select tissues. Future research may reveal more 
definitive functions for EETs in inflammatory cells 
and immune system.

Isoprostanes: Markers of Oxidative Stress

Phospholipid-esterified arachidonic acid is susceptible 
to free-radical–mediated peroxidation; cleavage of 
these modified lipids from the phospholipid by phos-
pholipase A2 gives rise to the isoprostanes (Figure 12.1). 
During oxidative stress, isoprostanes are found in the 
blood at levels much higher than those of COX prod-
ucts. Two isoprostanes in particular, 8-epi-PGF2α and 
8-epi-PGE2, are potent vasoconstrictors. Isoprostanes 
may function in activating NF-κB, phospholipase Cγ, 
protein kinase C, and calcium flux. Because the for-
mation of isoprostanes depends on cellular oxidation 
conditions, isoprostane levels may be indicative of oxi-
dative stress and a wide range of pathologies. Urinary 
isoprostane levels are used as a marker of oxidative 
stress in ischemic syndromes, reperfusion injury, ath-
erosclerosis, and hepatic diseases. Isoprostanes are not, 
however, known to have direct roles in host defense.

Metabolic Inactivation of Eicosanoids

Following their local actions, the prostaglandins, leu-
kotrienes, thromboxanes, and lipoxins are inactivated 
locally by hydroxylation, β-oxidation (resulting in a 
loss of two carbons), or ω-oxidation (to dicarboxylic 
acid derivatives). These degradation processes render 

the molecules more hydrophilic and, therefore, excre-
table in the urine.

Pathophysiology

The immune response and subsequent inflamma-
tion are the body’s mechanisms for combating for-
eign invaders. This overall response is designed to 
remove the inciting stimulus and resolve tissue dam-
age. In some cases, the response mechanism itself 
causes local tissue damage, such as when activated 
neutrophils inadvertently release proteases and 
reactive oxygen species (ROS) to the local milieu. In 
other settings, if the inflammatory reactions persist 
for too long, each counter-regulation, or the immune 
system misidentifies a part of self as foreign; these 
abnormal, misdirected immune responses can cause 
significant and chronic tissue injury. Eicosanoids 
are implicated in selected inflammatory diseases, 
including asthma, inflammatory bowel disease, 
rheumatoid arthritis, atherosclerosis, and glomeru-
lonephritis (see Table 12.3).

Modulators and Inhibitors

Given the extensive and diverse roles of the many 
eicosanoids, the complexity of the pathways offers a 
variety of targets for controlling inflammation and 
aberrant immune responses. Strategies considered 
include altering the expression of key enzymes, com-
petitively and noncompetitively inhibiting the activity 
of specific enzymes (i.e., PGE2 synthases), activating 
receptors with exogenous receptor agonists, and pre-
venting receptor activation with exogenous receptor 
antagonists. As with all other approaches, the thera-
peutic benefits must be weighed against the potential 
unwanted side effects.

Phospholipase Inhibitors: Inhibition of phos-
pholipase A2 prevents the generation of arachidonic 
acid, the rate-limiting step in eicosanoid biosynthe-
sis. In the absence of proinflammatory mediators 
derived from arachidonic acid, inflammation is lim-
ited. Glucocorticoids (also known as corticosteroids, 
of which prednisone is a member) are a mainstay of 
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myocardial infarction and stroke. Recall that aspirin 
is antithrombotic because of its irreversible inhibition 
of COX that prevents platelets from biosynthesizing 
TxA2. Within an hour of oral aspirin administration, 
the COX-1 activity in existing platelets is irreversibly 
destroyed (vide supra). The importance of this lies in 
the fact that platelets circulate in the bloodstream for 
~10 days but cannot synthesize new protein. Therefore, 
irreversibly acetylated COX-1 is not replaced by freshly 
synthesized proteins. These platelets are irreversibly 
inhibited for their lifetime. Although aspirin also irre-
versibly inhibits vascular endothelial cell COX-1, the 
endothelial cells can synthesize new COX-1 protein, 
as well as possess constitutively expressed COX-2, and 
thus can rapidly resume synthesis of PGI2. A single 
administration of aspirin decreases the amount of 
thromboxane that can be generated for several days, 
shifting the vascular local TxA2–PGI2 levels toward 
PGI2-mediated vasodilation, platelet inhibition, and 
antithrombogenesis.

Aspirin-mediated inhibition of COX-2 prevents the 
generation of prostaglandins. Unlike COX-1 which is 
totally inactivated, aspirin-modified COX-2 retains 
a part of its catalytic activity that forms a new prod-
uct, 15R-HETE, from arachidonic acid. By analogy to 
lipoxin biosynthesis (Figure 12.4), 5-LOX then converts 
15R-HETE to 15-epi-lipoxins, which are stable epim-
ers (carbon 15 position epimers) of native lipoxins. 
These epimers are collectively called aspirin-triggered 
lipoxins (ATLs). 15-Epi-lipoxins mimic the functions of 
lipoxins as anti-inflammatory and proresolving media-
tors. 15-Epi-lipoxins or 15R-epi-lipoxins may represent 
an endogenous mechanism of anti-inflammation, and 
their production is believed to mediate at least part of 
the anti-inflammatory effects of aspirin. Development 
of 15-epi-lipoxin analogues could lead to new anti- 
inflammatory drugs that do not have the unwanted  
side effects associated with COX-1 inhibition. There 
are several additional classes of NSAIDs that include 
ibuprofen, naproxen, ketoprofen, and flurbiprofen. 
The acetic acid NSAIDs include indole acetic acids  – 
indomethacin, sulindac, and etodolac  – and the phe-
nylacetic acids diclofenac and ketorolac (a substituted 
phenylacetic acid derivative).

Acetaminophen, although sometimes classified 
along with NSAIDs, is by definition not an NSAID. 
Although acetaminophen has analgesic and antipyretic 
effects similar to aspirin, the anti-inflammatory effect 
of acetaminophen is insignificant because of its weak 
inhibition of cyclooxygenases. Acetaminophen ther-
apy can, however, be valuable in patients, for exam-
ple children, who are sensitive to the side effects of  
aspirin. The key side effect of acetaminophen is hepa-
totoxicity. Modification of acetaminophen by hepatic 
cytochrome P450 enzymes produces a highly reac-
tive molecule that is detoxified by conjugation with 

therapy in a multitude of autoimmune and inflam-
matory diseases. Glucocorticoids induce a family of 
secreted calcium- and phospholipid-dependent pro-
teins called lipocortins. Lipocortin interferes with the 
action of phospholipase A2, and thus limits the release 
of arachidonic acid. Annexins, such as Annexin 1- and 
Annexin 1–derived peptides, are also induced by glu-
cocorticoids that, in turn, act at GPCR on leukocytes 
to block proinflammatory responses and enhance 
endogenous anti-inflammatory mechanisms including 
activation of the lipoxin A4 receptor. Small molecule 
inhibitors of specific phospholipases are in develop-
ment; they may offer the potential for reducing some 
adverse effects associated with glucocorticoid use.

Cyclooxygenase Inhibitors: A number of COX 
pathway inhibitors are currently in wide use. These 
are some of the most frequently prescribed over-the-
counter drugs. NSAIDs are important because of their 
combined anti-inflammatory, antipyretic, and analge-
sic properties. The ultimate goal of most NSAID thera-
pies is to inhibit COX generation of proinflammatory 
eicosanoids and to limit the extent of inflammation, 
fever, and pain. The drugs’ antipyretic activity is likely 
related to their decreasing the levels of PGE2, particu-
larly in the region of the brain surrounding the hypo-
thalamus. Despite the benefits of current NSAIDs, 
these drugs only suppress the signs of the underlying 
inflammatory response.

A multitude of NSAIDs have been developed over 
the past century. All NSAIDs, except aspirin, act as 
reversible, competitive inhibitors of COX. Generally, 
these drugs block the hydrophobic channel in COX in 
which the substrate arachidonic acid binds, thereby 
preventing access of arachidonic acid to the active 
site of the enzyme. Traditional NSAIDs inhibit both 
COX-1 and COX-2 to different degrees. Because of 
inhibition of COX-1, long-term NSAID therapy has 
many deleterious effects. The cytoprotective roles 
of the COX-1 eicosanoid products are eliminated, 
leading to a spectrum of NSAID-induced gastropa-
thy including dyspepsia, gastrotoxicity, subepithelial 
damage and hemorrhage, gastric mucosal erosion, 
frank ulceration, and gastric mucosal necrosis. 
Regulation of blood flow to the kidney is likewise 
perturbed, potentially causing renal failure.

Aspirin is the first and the oldest of the NSAIDs and 
is widely used to treat mild to moderate pain, head-
ache, myalgia, and arthralgia (see Figure 12.5). In con-
trast to other NSAIDs, aspirin acts in an irreversible 
manner by acetylating the active site serine residue in 
both COX-1 and COX-2. Acetylation of COX-1 destroys 
the enzyme’s COX activity and thereby prevents the 
formation of COX-1–derived prostaglandins, throm-
boxanes, and prostacyclin.

Daily low-dose aspirin is used as an antithrombotic 
agent for prophylaxis and postevent management of 
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activity of the enzyme. The only iron chelator drug 
in clinical use is zileuton, a benzothiophene deriva-
tive of N-hydroxyurea that inhibits 5-LOX. In asthma, 
zileuton induces bronchodilation, improves symptoms, 
and generates long-lasting improvement in pulmonary 
function tests. Interfering with the role of FLAP could 
represent an approach to the selective inhibition of 
5-LOX activity and leukotriene function. Recall that 
5-LOX is activated after the enzyme localizes to the 
nuclear membrane and docks with FLAP; FLAP also 
binds arachidonic acid released by phospholipase A2 
and shuttles it to the 5-LOX active site. FLAP inhibi-
tors that both prevent and reverse LOX binding to 
FLAP are in clinical development.

CysLT Receptor Antagonists: Leukotriene 
receptor antagonism represents the receptor-based 
mechanism for inhibiting leukotriene-mediated bron-
choconstriction and smooth muscle actions. Cysteinyl 
leukotriene receptor (CysLT1) antagonists are effective 
against antigen-, exercise-, cold-, and aspirin-induced 
asthma. These agents significantly improve bronchial 
tone, pulmonary function tests, and asthma symp-
toms. Montelukast and zafirlukast are the currently 
available cysteinyl leukotriene receptor antagonists; 
the main clinical application is in asthma treatment.

Crystal Structures in the Eicosanoid  
Cascade – Basis for Rational Drug Design

Over the past decade, crystal structures have been 
determined for several important enzymes in the eico-
sanoid cascade. In many instances, these structures 
have been used to perform rational, structure-based 
drug design, a process in which lead compounds are 
developed and optimized through repeated cycles of 
structure determinations of enzyme–inhibitor com-
plexes and chemical refinement.

Starting from the top of the cascade where arachi-
donic acid is released from membrane phospholip-
ids by the high-molecular weight cPLA2, a “master” 
enzyme which funnels substrate to both the COX and 
LOX pathways. The structure of cPLA2 has been solved 
and revealed an N-terminal calcium-dependent lipid-
binding/C2 domain and a catalytic unit with a Ser-Asp 
dyad. Interestingly, there is a lid that must move to 
allow substrate access to the active site, explaining the 
interfacial activation of the enzyme.

As mentioned, crystal structures of the membrane 
associated COX-1 and COX-2 are available and have 
been instrumental for development of the second gen-
eration COX-2 inhibitors that exploit the small struc-
tural differences of a side pocket in the two isoenzymes. 
In addition, several downstream prostaglandin syn-
thases have been structurally characterized, including 
PGD, PGI, and PGF synthases, as well as cytosolic and 
microsomal PGE synthase type 2.

glutathione. An overdose of acetaminophen can over-
whelm glutathione stores. This can lead to cellular 
and oxidative damage and, in some settings, to acute 
hepatic necrosis.

The anti-inflammatory, analgesic, and antipyretic 
effects of the NSAIDs do vary somewhat among the 
many drugs in this group. Hence, successful NSAID 
therapy is still considered more of an art than a sci-
ence for each patient, and therapy should be directed 
toward achieving the desired anti-inflammatory, 
analgesic, and antipyretic effects while minimizing 
the unwanted side effects from relative inhibition of 
COX-1 and COX-2.

COX-2 Selective Inhibitors: COX-2 was identified 
in the early 1990s, and intense research swiftly led to 
the development of COX-2 selective inhibitors for clin-
ical use. Compared with COX-1, COX-2 has a larger 
hydrophobic channel through which substrate enters 
the active site. Subtle structural differences between 
COX-2 and COX-1 topography allowed development 
of drugs that act preferentially on COX-2 rather than 
COX-1. The COX-2 selective inhibitors including cele-
coxib, rofecoxib, valdecoxib, and meloxicam are sul-
fonic acid derivatives that display 100-fold selectivity 
for COX-2 compared to COX-l. The relative inhibition 
of the two COX isozymes by these drugs in any given 
tissue is also a function of drug metabolism, pharma-
cokinetics, and possibly enzyme polymorphisms. The 
COX-2 selective inhibitors have similar anti-inflamma-
tory, antipyretic, and analgesic properties as the tradi-
tional NSAIDs, but they do not share the antiplatelet 
actions of the COX-1 inhibitors.

Currently, it is not clear if they are less safe 
than other NSAIDs, and only celecoxib remains 
an approved drug. The long-term safety profiles of 
COX-2 inhibitors are in question. There is concern 
that COX-2 inhibitors  – in particular, rofecoxib, a 
widely marketed COX-2 inhibitor – have deleterious 
effects on the cardiovascular and renal systems by 
inducing hypertension, renal failure, and cardiac 
failure. Prolonged inhibition of vascular COX-2 
within endothelial cells reducing PGI2 formation may 
account for the increased thrombogenesis uncovered 
in clinical trials. In addition, inhibition of COX-2 may 
generate potential problems in resolution, wound 
healing, and angiogenesis. Also, COX-2 selective 
inhibitors are much more expensive than equivalent 
doses of many NSAIDs, especially aspirin.

Lipoxygenase 5-LOX Inhibitors: Selective inhi-
bition of the 5-LOX has the potential to represent a 
major therapeutic modality in diseases involving 
leukotriene-mediated pathophysiology, including 
asthma, inflammatory bowel disease, and possibly 
atherosclerosis and rheumatoid arthritis. Drugs that 
impair or alter the ability of LOX to utilize its non-
heme iron properly would be expected to inhibit the 
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catalytic machineries as well as the design of potent 
and specific inhibitors of LTC4 synthase, a hitherto 
unexploited drug target. Furthermore, crystal struc-
tures of FLAP with bound inhibitors have been pre-
sented, demonstrating the protein sites at which this 
class of antileukotrienes interact. Also, another 5-LOX 
supporting protein, the 16 kDa CLP (coactosin-like 
protein), was structurally determined by both NMR 
and crystallography. The next step in the structure 
biology of the eicosanoid cascade will be the structure 
determinations of eicosanoid receptors, a huge chal-
lenge that requires enormous human and financial 
efforts. If successful, it will certainly have a profound 
impact on drug development.

Platelet-Activating Factor

Biosynthesis and Actions

In the early 1970s, the name platelet-activating fac-
tor (PAF) was coined to describe a bioactivity or sub
stance(s) that, when released from basophils during 
IgE-induced anaphylaxis, activated platelets. This 
bioactive substance was subsequently isolated and its 
structure elucidated as a group of molecules charac-
terized by the structure 1-O-alkyl-2-acyl-sn-glycero-3-
phosphocholine (Figure 12.8). Individual molecules 
of PAF differ only within the number of carbons 
in the alkyl group. Like the eicosanoids, PAFs are 
derived from membrane phospholipids by phospho-
lipase A2. Upon cellular activation, phospholipase A2 
also affects the deacylation of 1-O-alkyl-2-acyl-glycero-
3-phosphocholine yielding lyso-PAF plus unester-
ifed fatty acid. Lyso-PAF can then be acetylated by  

To date, only a single mammalian LOX has been 
structurally characterized, viz. rabbit 15-LOX. This 
enzyme has an N-terminal β-barrel domain resem-
bling the C-terminal domain of certain lipases, and a 
catalytic domain with an active site pocket starting at 
the protein surface that puts the fatty acid substrate in 
an optimal position relative to the catalytic iron. This 
structure has been used to create model structures 
of 5-LOX. However, the inherent limitations of these 
models preclude their use in rational drug design.

Continuing along the 5-LOX/leukotriene pathway, 
the soluble, 70 kDa, LTA4 hydrolase has also been crys-
tallized. The protein is folded into three domains and 
the L-shaped active site goes all the way from the sur-
face deep into the protein (Figure 12.6). The structure 
reveals the molecular background of the enzyme’s abil-
ity to convert LTA4 into LTB4 and also to cleave peptide 
bonds. Moreover, the 3-D structure offers a chemical 
terrain that is almost ideal for structure-based drug 
design.

The other branch of the leukotriene pathway lead-
ing to the cysteinyl-leukotrienes is governed by LTC4 
synthase, an integral membrane protein. This enzyme 
is a member of a larger protein family denoted 
MAPEG, which also includes FLAP (five-lipoxygenase 
activating protein) and mPGES-1 (microsomal PGE 
synthase type 1), believed to synthesize proinflamma-
tory PGE2. Recently, high-resolution crystal structures 
of LTC4 synthase were presented revealing a trimeric 
enzyme, with a GSH binding site composed of resi-
dues from two neighboring monomers and a hydro-
phobic, superficial cleft, presumably accommodating 
the substrate LTA4 (Figure 12.7). These structures will 
certainly enable the molecular characterization of the 

Figure 12.6.  Overall structure of LTA4 hydrolase. The N-terminal, catalytic, and 
C-terminal domains are colored in blue, green, and red, respectively. The active site is 
indicated as a gray volume in the central parts of the protein. Figure created by Fredrik 
Tholander.
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acetyl-coenzyme A (acetyl-CoA) transferase to give 
PAF. As much as 40% of the fatty acid released from the 
sn-2 position during PAF biosynthesis by human neu-
trophils is arachidonic acid. Hence, PAF biosynthesis 

by activated inflammatory cells is often accompanied 
by the generation of eicosanoids.

A number of different cell types generate PAF, 
including leukocytes (neutrophils, basophils, and 
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respiratory insufficiency, decreased cardiac output, 
and hypotension.

Integrated Inflammation Schema:  
Lipid Mediators in Resolution

As described earlier, eicosanoids are generated locally 
in numerous complex reactions. It is not necessary to 
remember every mediator, but rather to understand the 
general scheme of these synthetic pathways. This sec-
tion, along with Table 12.4, provides a concise overview 
of the functions of eicosanoids relevant to host defense, 
inflammation, and resolution of inflammation.

Acute inflammation is the result of an intricate net-
work of molecular and cellular interactions induced 
by responses to a variety of stimuli, such as trauma, 
ischemia, infectious agents, or antibody reactions. 
Acute superficial inflammation generates local pain, 
edema, erythema, and heat; inflammation in visceral 
organs can have similar symptoms and result in severe 
impairment of organ function.

Leukotrienes and lipoxins, as well as thrombox-
anes, prostaglandins, and prostacyclins, are critical 
for generating, maintaining, and mediating inflam-
matory responses. The inflammatory cascade is initi-
ated when cells in a particular region are exposed to a 
foreign substance or are damaged. That insult stimu-
lates a local cytokine cascade (including interleukins 
or TNF) that raises the expression of COX-2 mRNA 
and enzyme levels. COX-2 then facilitates production 
of the proinflammatory and vasoactive eicosanoids 
(see additional illustrations in Chapter 2).

eosinophils), macrophages, and mast cells, as well as 
platelets. Of interest, PAF biosynthesis can also occur 
in some noninflammatory and resident cells, such as 
endothelial and epithelial cells, suggesting that PAF 
may serve a physiologic function in addition to its role 
as a mediator of inflammation. A wide range of stimuli 
can activate PAF biosynthesis. For example, PAF bio-
synthesis by neutrophils is stimulated by phagocytosis 
of serum-treated zymosan, C5a fraction of comple-
ment and formyl-methionyl-leucyl-phenylalanine (a 
synthetic peptide that mimics the action of the formy-
lated peptides contained in bacterial cell walls), as 
well as the divalent cation ionophore A23187. These 
stimuli increase the levels of intracellular calcium and 
lead to activation of phospholipase A2. The stimuli for 
PAF biosynthesis are cell-type specific. For example, 
thrombin, angiotensin II, and vasopressin do not trig-
ger the generation of PAF in inflammatory cells, but 
stimulate PAF formation in vascular endothelial cells.

PAF Actions in vitro and in vivo: As a mediator, 
PAF is implicated in the pathogenesis of both acute 
inflammation and hypersensitivity disorders. PAF 
is also likely to be an important mediator in several 
other conditions, including endotoxic shock, vascu-
litis, and arterial thrombosis. As the name indicates 
PAF is a potent activator of platelets (activation and 
aggregation) and of human neutrophils. PAF stimu-
lates neutrophil adhesion, lysosomal enzyme release, 
the generation of ROS and eicosanoids. PAF causes 
rapid margination of neutrophils onto endothelial cell 
walls in vivo, and promotes neutrophil migration to 
the extracellular space. PAF may also be a regulator 
of lymphocyte function, either directly or via indirect 
routes that can involve the generation of specific eico-
sanoids, for example, prostaglandins and leukotrienes. 
PAF has been shown to inhibit lymphocyte prolifera-
tion in response to various mitogens. In turn, lympho-
cytes can generate PAF upon stimulation, particularly 
by agonists that increase intracellular calcium.

Local administration of PAF by intradermal injec-
tion in laboratory animals or human subjects is asso-
ciated with neutrophil margination and intravascular 
thrombosis. There is an associated increase in vascular 
permeability, edema, and in hyperalgesia. Hence, PAF 
causes many of the cardinal features of inflammation.

Intravenous injection of PAF has profound effects 
on bronchial smooth muscle tone and the cardiovas-
cular function of laboratory animals. Intravenous 
PAF causes a syndrome that is very similar to that of 
acute anaphylaxis (i.e., severe acute hypersensitivity 
reaction). PAF induces contraction of bronchial and 
vascular smooth muscle, including coronary artery 
smooth muscle. In addition, there is a marked increase 
in vascular permeability and exudation of plasma 
into the extravascular space, including the lungs 
(pulmonary edema). As a result, the animals develop 

   TABLE 12.4. R oles of lipid mediators in the steps 
   of inflammation

Action Lipid mediators involved

Vasoconstriction PGF2 α, TxA2, LTC4, LTD4, LTE4

Vasodilation (erythema) PGI2, PGE1, PGE2, PGD2, LXA4, 
LXB4, LTB4

Edema (swelling) PGE2, LTB4, LTC4, LTD4, LTE4

Chemotaxis, leukocyte 
adhesion

LTB4, HETE, LXA4, LXB4

Increased vascular 
permeability

LTC4, LTD4, LTE4

Pain and hyperalgesia PGE2, PGI2, LTB4

Local heat and  
systemic fever

PGE2, PGI2, LXA4

Eicosanoid class 
switching

PGE2, PGD2

Stimulate resolution Lipoxins, resolvins, and protec-
tins (see Table 12.6 for specific 
steps and actions in resolution)
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Locally high concentrations of PGE2, LTB4, and 
cysteinyl leukotrienes promote the accumulation and 
infiltration of inflammatory cells by increasing blood 
flow and vascular permeability. LTB4 and 5-HETE are 
also important in attracting and activating neutrophils. 
LTB4, formed by activated neutrophils at the site of 
inflammation, recruits, and activates additional neu-
trophils and lymphocytes so that these cells adhere to 
endothelial surfaces and transmigrate into the intersti-
tial spaces. Increased vascular permeability also results 
in fluid leakage and cellular infiltration, causing edema.

The aggregation of a multitude of inflammatory 
cells initiates the cell–cell interactions (as in pus or 
exudates) that foster transcellular biosynthetic routes 
that are exploited to generate eicosanoids (Figure 12.9). 
In transcellular biosynthesis, eicosanoid intermediates 
are donated from one cell type to another to generate a 
greater diversity of eicosanoids. This demonstrates the 
importance of cellular adhesion and cell–cell inter-
action in inflammatory and immune responses. The 
body tries to ensure that the inflammatory response 
cannot proceed unchecked.

Lipoxins help resolve inflammation and promote 
the return of the tissue to homeostasis. COX-2-derived 

LTB4

LTA4

cPLA2

LTA4

LTA4
hydrolase

12-LOX

LTC4
synthase

ThrombinC20:4

FLAP

5-LOX

Transcellular LM biosynthesis
Cell–cell interactions 

fMLP
Chemotactic

peptides Neutrophils

LTC4

LXB4

LXA4

C20:4

Ca2+

Platelets

FLAP

5-LOX

Figure 12.9.  Transcellular biosynthesis is used to locally generate lipoxins and cysteinyl 
leukotrienes. In this example, the leukocyte (neutrophil) obtains arachidonic acid (AA) 
internally via activation of cPLA2 and also externally from platelets, and uses this AA to bio-
synthesize LTA4 and LTB4. LTA4 is transferred from the leukocyte to platelets and endothe-
lial cells, which synthesize and secrete LTC4. Platelets also biosynthesize lipoxins (LXA4, 
LXB4) from LTA4. Note that the eicosanoids biosynthesized within each cell type are deter-
mined by the enzymatic repertoire of that cell type: for example, neutrophils biosynthesize 
primarily LTA4 and LTB4 because they express 5-LOX and LTA4 hydrolase, whereas platelets 
biosynthesize LTC4 and lipoxins because they express LTC4 synthase and 12-LOX.

eicosanoids may also function in wound healing and 
resolution. Hence, the temporal sequence of events is 
important in an organized inflammatory response (see 
Chapter 10). PGE2 inhibits the functions of B and T lym-
phocytes and NK cells, while LTB4 and the cysteinyl leu-
kotrienes regulate T lymphocyte proliferation. PGE2 and 
PGI2 are potent sensitizers in pain and turn on lipoxin 
production that in turn reduces nociception. These many 
local factors can coordinate mediating and regulating 
the transition from acute to chronic inflammation ver-
sus the temporal events to resolution and homeostasis.

Lipoxins and ATLs offer the potential to counter-
regulate/antagonize the inflammatory actions of leu-
kotrienes and other inflammatory mediators, and 
as agonists to promote resolution of inflammation. 
Analogs of these compounds represent new approaches 
to treatment because they are agonists of endogenous 
anti-inflammation and proresolving mechanisms 
rather than direct inhibitors of biochemical pathways 
or receptor antagonists. Because lipoxins are endog-
enous regulators, they are expected to have selective 
actions with few adverse effects. Stable analogues of 
lipoxins and ATLs are currently being developed, and 
second-generation LX stable analogues have shown 
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with two chemically unique structural forms, the 
E-series and D-series of resolvins, respectively. E-series 
member resolvin E1 reduces inflammation in vivo and 
blocks human neutrophil transendothelial migration. 
Resolvin E1 can be produced in vitro, recapitulating 
events in vivo, by treating human vascular endothe-
lial cells in a hypoxic environment with aspirin. These 
cells convert EPA to 18R-hydroperoxyeicosapentaenoic 
acid (18R-HPEPE) and release 18R-hydroxyeicosapen-
taenoic acid (18R-HEPE) that is rapidly transformed 
by activated human neutrophil 5-LOX. Resolvin E1 
is produced in healthy individuals and is increased 
in plasma of individuals taking aspirin and/or EPA 
(Figure 12.10).

Resolvin E2 is the second member of the E-series 
that reduces zymosan-initiated neutrophil infiltration, 
thereby displaying potent anti-inflammatory actions. 
These EPA-derived E-series resolvins may contrib-
ute to beneficial actions attributed earlier to omega-3 
PUFA in human diseases, such as skin inflammation, 
peritonitis, periodontal disease, and colitis. These 
results illustrate that 5-LOX in human leukocytes is 
pivotal for these beneficial effects and is controlled in 
part by temporal and spatial events in vivo to signal 
production of either leukotrienes or anti-inflammatory 
mediators, such as lipoxins and resolvins. Of interest, 
microbial and mammalian cytochrome P450 enzymes 
convert EPA into 18-HEPE, which can be transformed 
by human neutrophils to resolvin E1 and resolvin E2. 
Hence, it is likely that microorganisms at inflamed 
sites or in the gastrointestinal tract can contribute to 
production of E-series resolvins in humans.

At least two receptors involved in the actions of 
resolvin E1 are defined (Figure 12.3B). The GPCR 

efficacy in enhancing the resolution of recurring bouts 
of acute inflammation in skin inflammation and gas-
trointestinal inflammation models. This new approach 
to the treatment of inflammation remains to be estab-
lished in human trials.

Specialized Lipid Mediators in Resolution

Resolvins and Protectins: New Families  
of Mediators in Resolution

The literature reports that essential omega-3 PUFAs 
given in high doses (milligrams to grams daily) have 
beneficial actions in many inflammatory diseases, can-
cer, and human health in general. The molecular basis 
of omega-3 fatty acid action in inflammation was not 
established until recently. To identify potential mecha-
nisms that are actively involved in resolution of inflam-
mation, a systems approach was taken using a new 
lipid mediator lipidomics and informatics approach, 
with liquid chromatography–ultraviolet–tandem mass 
spectrometry-based analyses, to map and profile the 
appearance and/or loss of mediators in resolving inflam-
matory exudates. When novel bioactive compounds 
were encountered, their structures were elucidated and 
their bioactivity and role(s) confirmed in vivo. These 
studies uncovered two new families of bioactive media-
tors, termed resolvins and protectins that are biosyn-
thesized from omega-3 essential PUFAs.

Resolvins: The first resolvin was identified in 
exudates collected from inflamed murine dorsal air 
pouches in the spontaneous resolution phase and so-
named because it proved to be a potent regulator of 
resolution. Resolvins are derived from EPA and DHA 
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Figure 12.10.  Resolvins and protectins: biosynthesis from omega-3 EPA and DHA 
precursors.
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converted by human leukocytes into a 16(17)-epoxide 
intermediate. This epoxide is enzymatically opened 
in these cells into a 10,17-dihydroxy-containing anti-
inflammatory molecule. This bioactive compound, 
initially coined 10,17S-docosatriene, is now known 
as protectin D1 (10R,17S-dihydroxy-docosahexaenoic 
acid), owing to its potent protective activity in inflam-
matory and neural systems. When produced by neural 
tissues the prefix neuro is added to signify its biosyn-
thetic origin, hence the term neuroprotectin D1.

Protectin D1 is stereo-selective and log-orders of 
magnitude more potent in vivo than its precursor 
DHA. Protectin D1 is also produced by human periph-
eral blood mononuclear cells in T helper-2-type con-
ditions. Protectin D1 blocks T-cell migration in vivo, 
reduces TNF and interferon-γ secretion, and promotes 
T-cell apoptosis.

Agonists of Resolution: Specific resolvins, protec-
tins, and lipoxins stereoselectively stimulate resolu-
tion and reduce the magnitude of the inflammatory 
response in vivo (Table 12.5). The clearance of apop-
totic neutrophils by professional phagocytes, such as 
macrophages, is a cellular hallmark of tissue reso-
lution, and can be used to quantify resolution using 
specific indices. Resolvins and protectins initiate res-
olution, decreasing neutrophils in exudates at earlier 
times than spontaneous resolution. Disruption of bio-
synthesis of these proresolution mediators by either 
COX-2 or LOX inhibitors gives a “resolution deficit” 
phenotype, characterized by impaired phagocytic 
removal, delayed resolution, and prolonged inflamma-
tion. These findings emphasize a pivotal homeostatic 
function for lipoxygenase(s) and COX-2 pathways in 
the timely resolution of acute inflammation. More 
importantly, proresolution mediators can rescue the 
deficit in resolution caused by these interventions.

Resolution of Inflammation in Disease Models

Uncontrolled inflammation is now appreciated in the 
pathogenesis of many diseases that were not previously 
considered classic inflammatory diseases. These include 
atherosclerosis, cancer, asthma, and several neurological 
disorders, such as Alzheimer’s disease and Parkinson’s 
disease. Natural proresolution mechanisms involving 
lipoxins, resolvins and protectins were tested for their 
ability to promote resolution and control inflamma-
tion (Table 12.6). It is now clear that endogenous anti-
inflammation alone is not an identical mechanism of 
action compared to mediators that possess dual anti-
inflammatory and proresolution actions. In this regard, 
lipoxins, resolvins, and protectins have potent multilevel 
mechanisms of action in disease models and promote 
resolution in animal models of oral, lung, ocular, kid-
ney, skin, and gastrointestinal inflammation as well as 
in ischemia-reperfusion injury and angiogenesis.

chemokine-like receptor 1 (CMKLR1, a.k.a. ChemR23) 
attenuates TNF-stimulated nuclear factor-κB activa-
tion in response to resolvin E1 binding, indicating 
a counter-regulatory action of this ligand–receptor 
pair. Counter-regulation of TNF signaling was used 
to identify this GPCR because TNF is a key media-
tor in the early steps of acute inflammation. Recently, 
a second GPCR that interacts with resolvin E1 was 
identified, the leukotriene B4 receptor, denoted BLT1. 
Resolvin E1 interacts in a stereospecific manner with 
BLT1 on human neutrophils as a receptor antagonist, 
attenuating leukotriene-B4-dependent proinflamma-
tory signals via BLT1. DHA is substrate for two groups 
of resolvins of interest during resolution in inflam-
matory exudates produced by different biosynthetic 
routes, denoted the 17S and 17R D-series resolvins 
(Figure 12.10). D-series resolvins display potent anti-
inflammatory actions and are particularly interesting 
because the brain, synapses, and retina are highly 
enriched in DHA. Endogenous DHA is converted 
in vivo via LOX-initiated mechanisms to the 17S-
hydroxy-containing series of four resolvins, denoted 
D1–D4. Each of these potent bioactive resolvins was 
first isolated in exudates from mice given aspirin 
and DHA that led to the identification of several new 
17R-hydroxy-containing products isolated from exu-
dates in the resolution phase. Their ability to stop 
neutrophil infiltration was used to assess biological 
function for structural elucidation studies and their 
biosynthesis was reconstructed to establish their 
potential origins. Results from these studies showed 
that human recombinant COX2 converts DHA into 
a 13-hydro(peroxy)-containing product. In the pres-
ence of aspirin, oxygenation at carbon-13 switches to 
the carbon-17 position with an R configuration that 
is a precursor for potent bioactive aspirin-triggered 
17R D-series resolvins, denoted aspirin-triggered 
(AT)-RvD1-D4. These are produced in exudates and in 
the brain in response to aspirin treatment. Resolvin 
D1 and aspirin-triggered resolvin D1 have both been 
shown to be potent regulators of human and mouse 
neutrophils (Table 12.5). In microglial cells, both 17S 
and 17R D-series resolvins block TNF-induced tran-
scripts for proinflammatory cytokine interleukin-1β 
(IL-1β), which is expressed rapidly in response to 
neuronal injury. Resolvins control inflammation at 
multiple levels, reducing peritonitis and skin inflam-
mation, protecting organs from reperfusion injury 
and neovascularization.

Protectins. DHA is converted in resolving exu-
dates to another new family of mediators named pro-
tectins. Mediators of this family are distinguished 
by the presence of a conjugated triene double bond 
system and their potent bioactivity. They are biosyn-
thesized via a LOX mechanism that converts DHA to 
a 17S-hydroperoxide-containing intermediate that is 
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   TABLE 12.5. K ey cellular actions of lipoxins, resolvins, and protectins in the innate immune system and resolution*

Mediators Cell type Action(s)

Lipoxin A4 
(or aspirin-triggered  
lipoxin A4)

Whole blood leukocyte 
 

Downregulates CD11b/CD18 expression, prevents shedding of 
L-selectin, and reduces peroxynitrite generation on neutrophils, mono-
cytes and lymphocytes

Neutrophil 
 
 
 
 

Stops chemotaxis, adherence, and transmigration  
Stops neutrophil-epithelial and neutrophil–endothelial cell interactions  
Blocks superoxide anion generation  
Reduces CD11b/CD18 expression and IP3 formation Inhibits peroxynitrite 
generation  
Attenuates AP-1, NF-kB accumulation, inhibits IL-8 gene expression

Eosinophil Stops migration and chemotaxis in vivo, and inhibits eotaxin and IL-5 
generation

Monocyte 
 
 

Stimulates chemotaxis and adhesion to laminin without increase in 
cytotoxicity  
Inhibits peroxynitrite generation  
Reduces IL-8 release by cells from asthma patients

Macrophage Stimulates nonphlogistic phagocytosis of apoptotic neutrophils

T-cell Inhibits TNF secretion by blocking ERK activation  
Upregulates CCR5 expression

Dendritic cell Blocks IL-12 production

Epithelia Inhibits TNF-induced IL-8 expression and release in enterocytes  
Inhibits Salmonella typhimurium–induced IL-8 in enterocytes

Endothelia 
 

Stimulates protein-kinase-C–dependent prostacyclin formation  
Blocks reactive oxygen species generation Inhibits VEGF-induced 
endothelial cell migration

Fibroblast Inhibits IL-1β-induced IL-6, IL-8, and MMP3 production 
Inhibits CTGF-induced proliferation

Hepatocyte Reduces PPARa and CINC1 expression levels

Mesangial cell Inhibits leukotriene-D4–induced proliferation 
Inhibits CTGF-induced chemokine production

Neural stem cell Attenuates cell growth

Astrocyte Inhibits ERK and JNK activation

Resolvin E1 Neutrophil Stops transepithelial and transendothelial migration

Macrophage Stimulates nonphlogistic phagocytosis of apoptotic neutrophils

Dendritic cell Blocks IL-12 production

 T cell Upregulates CCR5 expression

Resolvin D1 Microglia Inhibits IL-1β expression

Aspirin-triggered  
resolvin D1 

Neutrophil Stops transmigration 

Protectin D1 Neutrophil Upregulates CCR5 expression

Macrophage Stimulates nonphlogistic phagocytosis of apoptotic neutrophils

T cell Inhibits TNF and IFNγ secretion, promotes apoptosis 
Upregulates CCR5 expression

Microglia Inhibits IL-1β expression

  Epithelia Protects from oxidative stress–induced apoptosis in retinal pigment 
epithelia

*See Serhan and Chiang (Br J Pharmacol. 2007) and Yacoubian and Serhan (Nat Clin Pract Rheumatol. 2007) for further details and the review of 
original literature.
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Periodontal diseases such as gingivitis and perio-
dontitis are leukocyte-driven inflammatory diseases 
characterized by soft tissue and osteoclast-mediated 
bone loss. As a model of inflammatory diseases, peri-
odontitis has several advantages in that many, if not 
all, of the tissues involved in inflammatory processes 
of other organ systems are affected in periodontitis, 
including the epithelium, connective tissue, and bone. 
There are many noteworthy similarities in the patho-
genesis of periodontitis and arthritis. Results from 
rabbit periodontitis demonstrate an important role 
for resolution in disease prevention. Overexpression 
of 15-lipoxygenase-type 1 in transgenic rabbits 
increases the levels of endogenous lipoxin A4 and 
protects against periodontitis, as well as reduces ath-
erosclerosis. In prevention studies using this model, 
topical treatment with resolvin E1 prevents >95% of 
alveolar bone destruction. Histological analysis of 
resolvin-E1–treated rabbits revealed few, if any, neu-
trophils and little tissue damage. In addition, osteo-
clasts responsible for bone resorption are reduced in 
resolvin-E1–treated rabbits. In established disease, 
resolvin E1 prevents periodontitis tissue destruction; 
both soft tissue and bone that were lost during dis-
ease were regenerated.

In humans, the differential actions of resolvin E1 were 
studied using neutrophils from patients with localized 
aggressive periodontitis (LAP) and healthy individuals. 
Resolvin E1 reduces neutrophil superoxide generation 
in response to TNF or the bacterial surrogate peptide 
N-formyl-methionyl-leucyl-phenylalanine. Neutrophils 
from both healthy subjects and LAP patients produced 
~80% less superoxide treated with resolvin E1. In com-
parison, neutrophils from LAP patients do not exhibit 
inhibition of superoxide production following treat-
ment with lipoxin A4, suggesting a molecular basis for 
excessive inflammation in these patients.

In murine air pouches, nanogram amounts of 
resolvin E1 (~100 nM) reduce leukocyte infiltration by 
50%–70%, levels comparable to those achieved using 
microgram amounts of dexamethasone (~30 μM) or 
milligrams of aspirin. Similarly, in spontaneously 
resolving peritonitis induced by the yeast cell-wall 
component zymosan, both resolvin E1 and protectin 
D1 activate and accelerate resolution. Resolvins and 
protectins reduce neutrophil infiltration and increase 
nonphlogistic recruitment of monocytes. Notably, 
resolvin E1, protectin D1, and an ATL analogue each 
display different kinetics and molecular profiles of 
action (Tables 12.5 and 12.6).

Summation

Eicosanoids are critical mediators of homeostasis 
and of many pathophysiologic processes, especially 

host-defense and inflammation. Arachidonic acid, 
the primary substrate, is converted into prostaglan-
dins, thromboxanes, prostacyclin, leukotrienes, lipox-
ins, isoprostanes, and epoxyeicosatetraenoic acids. 
Prostaglandins have diverse roles in vascular tone 
regulation, gastrointestinal regulation, uterine physi-
ology, analgesia, and inflammation. Prostacyclin and 
thromboxane in coordination control vascular tone, 
platelet activation, and thrombogenesis. Leukotrienes 
(LTC4, LTD4) are the chief activators of bronchocon-
striction and airway hyperactivity; LTB4 is a major 
activator of mediators of leukocyte chemotaxis and 
infiltration. Lipoxins antagonize the effects of leu-
kotrienes and reduce the extent of inflammation and 
active resolution pathways.

Pharmacologic interventions at many critical points 
in these pathways are useful in limiting inflammatory 
sequelae. Glucocorticoids downregulate several steps 
in eicosanoid generation, including the rate-determin-
ing step involving phospholipase A2. However, chronic 
glucocorticoid use is associated with deleterious side 
effects, including osteoporosis, muscle wasting, and 
abnormal carbohydrate metabolism. COX inhibi-
tors block the first step of prostanoid biosynthesis 
preventing the generation of prostanoid mediators of 
inflammation. LOX inhibitors, FLAP inhibitors, leu-
kotriene synthesis inhibitors, and leukotriene receptor 
antagonists prevent leukotriene formation and signal-
ing, thereby limiting inflammation and its deleterious 
effects. Future drug development efforts will allow 
selective targeting of eicosanoid pathways involved in 
many clinical conditions. The discovery of resolvins 
and protectins opens the possibility of treating inflam-
matory diseases with agonists of resolution, namely 
stable resolvins and protectins. Efforts are currently 
underway for the clinical development of this novel 
agonist of resolution. Results from clinical trials will, 
in the near future, determine whether treating inflam-
mation via accelerated resolution is indeed a clinically 
useful approach to diseases characterized by uncon-
trolled inflammation.
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Glossary

15-HETE

15-hydroxy-5Z,8Z,11Z,14Z-eicosatetraenoic acid
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   TABLE 12.6. D ual anti-inflammatory and pro-resolution actions of lipoxins, resolvins, and protectins in complex disease 
   models

Mediators Disease model Action(s)

Lipoxin A4/ATL Rabbit/Periodontitis Reduce neutrophil infiltration; prevent connective tissue and bone loss

Mouse/Peritonitis Stop neutrophil recruitment and lymphatic removal of phagocytes

Mouse/Dorsal air pouch Stop neutrophil recruitment

Mouse/Dermal inflammation Stop neutrophil recruitment and vascular leakage

Mouse/Colitis Attenuate proinflammatory gene expression and reduce severity of colitis. 
Inhibit weight loss, inflammation, and immune dysfunction

Mouse/Asthma Inhibit airway hyperresponsiveness and pulmonary inflammation

Mouse/Cystic fibrosis Decrease neutrophilic inflammation, pulmonary bacterial burden, and 
disease severity

Mouse/Ischemia-reperfusion Attenuate hind-limb I/R-induced lung injury  
Detachment of adherent leukocytes in mesenteric I/R

Mouse/Cornea Accelerate cornea re-epithelialization, limit sequelae of thermal injury  
(i.e., neovascularization, opacity) and promote host defense

Mouse/Angiogenesis Reduce angiogenic phenotype:endothelial cell proliferation and migration

Mouse/Bone-marrow  
transplant (BMT)

Protect against BMT-induced graft-versus-host diseases 

Murine/Glomerulonephritis Reduce leukocyte rolling and adherence  
Decrease neutrophil recruitment

Rat/Hyperalgesia Prolong paw withdraw latency, reducing hyperalgesic index  
Reduce paw edema

Rat/Pleuritis Shorten the duration of pleural exudation

Resolvin E1 
 

Rabbit/Periodontitis 
 

Reduces neutrophil infiltration; prevents connective tissue and bone loss; 
promotes healing of diseased tissues; regeneration of lost soft tissue and 
bone

Mouse/Peritonitis Stops neutrophil recruitment; regulates chemokine/cytokine production 
Promotes lymphatic removal of phagocytes

Mouse/Dorsal air pouch Stops neutrophil recruitment

Mouse/Retinopathy Protects against neovascularization

Mouse/Colitis Decreases neutrophil recruitment and proinflammatory gene expression; 
improves survival; reduces weight loss

Resolvin D1 Mouse/Peritonitis Stops neutrophil recruitment

Mouse/Dorsal skin air pouch Stops neutrophil recruitment

Mouse/Kidney  
ischemia-reperfusion

Protects from ischemia-reperfusion–induced kidney damage and loss of 
function; regulates macrophages

Mouse/Retinopathy Protects against neovascularization

Protectin D1 
 

Mouse/Peritonitis 
 

Inhibit neutrophil recruitment; regulate chemokine/cytokine production  
Promote lymphatic removal of phagocytes  
Regulate T-cell migration

Mouse/Asthma Protect from lung damage, airway inflammation, and airway 
hyperresponsiveness

Human/Asthma Protectin D1 is generated in humans and appears to be diminished in 
asthmatics 

Mouse/Kidney  
ischemia-reperfusion

Protect from ischemia-reperfusion–induced kidney damage and loss of 
function; regulate macrophages

Mouse/Retinopathy Protect against neovascularization

Rat/Ischemic stroke  Stop leukocyte infiltration, inhibit NF-κB and cyclooxygenase-2 
induction

Human/Alzheimer’s disease Diminished protectin D1 production in human Alzheimer’s disease
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components, and neurotransmitters. GPCRs are  
seven transmembrane–spanning receptors and are 
coupled to heterotrimeric, GTP-regulated signaling 
proteins composed of αβ and βγ subunits.

Ischemia-reperfusion injury

An injury in which the tissue first suffers from hypoxia 
as a result of severely decreased or completely arrested 
blood flow. Restoration of normal blood flow then triggers 
inflammation, which exacerbates the tissue damage.

Leukotrienes

A family of eicosanoids derived from the metabolism 
of arachidonic acid by the action of leukocyte 5-lipox-
ygenase and other enzymes. They have a conjugated 
triene double-bond structure and various proinflam-
matory activities, including leukocyte activation (by 
leukotriene B4) and bronchoconstriction (by leukot-
riene C4 and leukotriene D4).

Lipoxins

A class of eicosanoids produced via lipoxygenase-
mediated conversion of arachidonic acid. They are 
trihydroxytetraene-containing structures with potent 
biological activities in the resolution of inflammation.

LOX

Lipoxygenase

LTB4

Leukotriene B4, (5S,12R)-dihydroxy-(6Z,8E,10E,14Z)-
eicosatetraenoic acid

Murine dorsal air pouch

A well-characterized system for studying inflamma-
tory responses. Air pouches are formed by subcu-
taneous injection of air in the back of a mouse, into 
which potential inflammatory stimuli, such as tumor-
necrosis factor, can be added. In importance when the 
stimulus is titrated, inflammatory reactions undergo 
spontaneous resolution. These structurally contained 
compartments have been likened to the inflamed syn-
ovium (see Chapter 27 from Peretti et al.).

Prostaglandins

Cyclopentane ring–containing lipids derived from 
the metabolism of arachidonic acid by the action of 
cyclooxygenases and downstream synthase enzymes. 
They have a wide range of biological activities and a 
well-recognized role in inflammation and pain.

Protectins

A family of docosahexaenoic acid (DHA)-derived medi-
ators characterized by the presence of a conjugated 

AA

Arachidonic acid, cis-,cis-,cis-,cis-5,8,11,14-eicosatetra
enoic acid

Alzheimer’s disease

A degenerative neurological disease that is character-
ized by progressive deterioration of the brain, demen-
tia, and the presence of senile plaques, neurofibrillary 
tangles, and neuropil threads. Disease onset can 
occur at any age, and women seem to be affected more 
frequently than men.

BLT1

Leukotriene B4 receptor 1

Cytochrome P450 enzymes

A large and diverse superfamily of hemoproteins. 
Cytochrome P450 enzymes use a plethora of both 
exogenous and endogenous compounds as substrates. 
The most common reaction catalyzed by cytochrome 
P450 is a monooxygenase reaction, that is, insertion of 
one atom of oxygen into an organic substrate while the 
other oxygen atom is reduced to water.

DHA

Docosahexaenoic acid, (4Z,7Z,10Z,13Z,16Z,19Z)-docosa-
4,7,10,13,16,19-hexaenoic acid

Eicosanoids

A family of bioactive products that contain 20 (eicos in 
Greek) carbons. They are biosynthesized from arachi-
donic acid by the initial activities of either cyclooxyge-
nases (isoforms COX1 or COX2) or lipoxygenases and 
downstream enzymatic reactions. There are several 
main classes of eicosanoids: prostaglandins, prostacy-
clins, thromboxanes, leukotrienes, and lipoxins.

EPA

Eicosapentaenoic acid, (5Z,8Z,11Z,14Z,17Z)-eicosa-5,8,
11,14,17-pentaenoic acid

Exudate

Biological fluids that filter from the circulatory system 
into lesions or areas of inflammation. Exudate forma-
tion is caused by inflammation, and is characterized 
by a high content of plasma proteins, cells, and cel-
lular debris. Pus is an example of an exudate found in 
infected wounds that contains bacteria and high con-
centrations of white blood cells.

G-protein–coupled receptor

GPCR. One of a large family of receptors that bind 
diverse molecules, including for example lipid 
mediators, eicosanoids, chemokines, complement 
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a means to produce mediators that neither cell type 
can generate alone.
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triene double-bond structure and a 22 carbon back-
bone structure with six double bonds.

PUFA 

Polyunsaturated fatty acid

Rabbit model of periodontitis

A model of periodontitis in rabbits induced by appli-
cation of Porphyromonas gingivalis to ligatures tied to 
second premolars.

Resolvins

Biosynthesized lipid mediators that are induced in the 
resolution-phase following acute inflammation. They 
are synthesized from the essential omega-3 fatty acids 
eicosapentaenoic acid (EPA) and docosahexaenoic 
acid (DHA).

Transcellular biosynthesis

The biosynthesis of biologically active mediators that 
involves two or more cell types, for example, when the 
necessary enzymes are differentially expressed in two 
or more cell types.

In this example, a donor cell converts a precursor 
compound (such as arachidonic acid, EPA and DHA) 
into an intermediate product. The acceptor cell then 
converts the intermediate product into the final active 
product. Transcellular biosynthesis therefore provides 

Box 1. T he stereochemistries of lipoxins, resolvins, and 
protectins

• � Resolvin D1: 7S,8R,17S-trihydroxy-4Z,9E,11E,13Z,15E,19Z-
docosahexaenoic acid

• � Resolvin E1: 5S,12R,18R-trihydroxy-6Z,8E,10E,14Z,16E-
eicosapentaenoic acid

• � Neuroprotectin D1/Protectin D1: 10R,17S-dihydroxy-
docosa-4Z,7Z,11E,13E,15Z,19Z-hexaenoic acid

• � Lipoxin A4: 5S,6R,15S-trihydroxy-7E,9E,11Z,13E-
eicosatetraenoic acid

• � Aspirin-triggered lipoxin A4: 5S,6R,15R-trihydroxyl-
7,9,13-trans-11-cis-eicosatetraenoic acid

• � Lipoxin B4: 5S,14R,15S-trihydroxy-6E,8Z,10E,12E-
eicosatetraenoic acid.

• � Aspirin-triggered Resolvin D1: 7S,8R,17R-trihydroxy-
4Z,9E,11E,13Z,15E,19Z-docosahexaenoic acid
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(paracrine), or on distant sites carried via circulation 
(endocrine) (Figure 13.1). Cytokines are very potent 
at low concentrations and their effects are targeted 
via directional release, meaning that the cell pro-
ducing the cytokine often releases it predominantly 
in one direction, to target the effect. The majority of 
cytokines can be divided into several major families,  
including the tumor necrosis factor (TNF) family, 
hematopoietins, and interferons. Cytokines have a 
number of characteristics:  they are typically pleio-
tropic and can act upon many different cell types. 
Second, they are redundant; a number of similar 
cytokines may produce similar effects. Third, cytok-
ines from a profile may exhibit synergy – that is, the 
effects of two cytokines are greater than the sum of 
each individually. Conversely, cytokines from oppos-
ing functional categories tend to be antagonistic 
toward one another – blocking each other’s production 
or activity. 

A great deal of insight of the in vivo significance of 
cytokines has been gained through the use of geneti-
cally deficient mice (knockouts), conditional knock-
outs, transgenics, and neutralizing antibodies. Each 
of these approaches has its own limitations. In the 
case of knockout mice, animals tend to develop com-
pensatory pathways, potentially leading to an under-
estimate of the true in vivo importance of a particular 
cytokine. Conversely, transgenically overexpressing 
a protein can lead to artifactual effects due to supra-
physiologic concentrations. Neutralizing or depleting 
antibodies can produce nonspecific effects, or induce 
antiantibody responses (serum sickness) when given 
long term making it difficult to assess their effects 
under chronic disease conditions. Thus, any single 
approach to the understanding of cytokine function 
should be regarded with some skepticism. However, 
these approaches offer a great deal of value for under-
standing the impact of a particular cytokine in a com-
plex in vivo disease response.

Summary

Mediators produced during inflammatory/immune 
responses dictate the type of response, as well as its 
magnitude (“quality and quantity”). The profile of 
cytokines and chemokines produced are responsible 
for the cell-to-cell communication that facilitates 
initial recognition of infection or damage. These sig-
nals, in turn, communicate with primary lymphoid 
tissues (the thymus and bone marrow) to mobilize 
inflammatory cells to the bloodstream. At the tissue 
site, chemokines and cytokines orchestrate leukocyte 
adhesion to vascular endothelium, extravasation, and 
localization of leukocytes at the site of inflammation. 
Recruitment of leukocyte populations into inflamed 
tissues is initiated by cytokine-induced expression of 
adhesion molecules on vascular endothelium. These 
adhesion molecules play an essential role in capturing 
and tethering circulating leukocytes from the blood-
stream. Chemokines promote the tight adherence of 
leukocytes to activated endothelium, as well as direct 
the extravasation of cells into inflamed tissue. Cytokines 
and chemokines further coordinate the response of 
inflammatory effector cells as they arrive in inflamed 
tissues. The sequential activation and cellular recruit-
ment cascades mediated by cytokines and chemokines 
are essential for successful resolution of infection or 
other tissue damage. However, overproduction or dys-
regulation of these inflammatory mediators can also 
lead to destructive, pathological consequences. This 
chapter will examine the role played by cytokines 
and chemokines in the initiation, amplification, and 
shaping of inflammatory responses.

Introduction

The actions of cytokines are dictated by the expres-
sion of specific receptors. These actions may be on the 
producing cell itself (autocrine), on neighboring cells 
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Nomenclature of Cytokines

Many cytokines are given the designation interleukin 
(IL). Cytokines may be classified by their structural 
similarity. For instance, the IL-2 family, interferons, 
and the IL-10 family all share a similar four alpha-
helix structure. Other families include the IL-1 family, 
and the IL-17 family of cytokines. Cytokines may also 
be classified based on their function. One of these clas-
sifications is whether a particular cytokine is Type 1  
(T helper 1 associated) or Type 2 (T helper 2 associated). 
Usually, the classification of cytokines is structural or 
function based and can be divided depending on a par-
ticular disease or class of diseases. Many other func-
tional categories are possible depending on context.

Cytokine Receptors/Signal Transduction

The cytokine receptors can be classified into several 
major families, including the TNF receptor superfam-
ily, hematopoietins, interferons, and immunoglobulin 
(Ig) superfamily. Cytokine receptors are typically com-
posed of several subunits. Many exist as heterodimers 
or heterotrimers, with one or two subunits primarily 
responsible for binding and recognition, and the other 
subunit required for signal transduction through the 
cell membrane. Often, the signal transduction subunit 
is common to many different receptors. A prototypical 

example of this theme is the common gamma chain in 
the hematopoietin cytokine receptor family.

Hematopoietic cytokine receptors (class I) have 
similar extracellular domains, and often form multi-
meric structures with one another. For instance, the 
IL-2 receptor gamma subunit is shared by IL-4, IL-7, 
IL-9, and IL-15 receptors, and is thus referred to as the 
common γ chain (γc). A common β chain is shared by 
the IL-3, IL-5, and GM-CSF receptors. The interferons 
are also referred to as class II cytokine receptors, and 
include the receptors for IFN-α and IFN-β, IFN-γ, and 
the IL-10 receptor. The TNF ligand and receptor family 
(class III) includes ligands that can be cell associated or 
soluble. Many members of this family are homotrimers 
in both the ligand and ligand-bound receptor. Many 
members of the TNF family are not cytokines, but are 
membrane-bound signaling molecules important for 
costimulation of immune responses. In addition, many 
members of the TNF receptor family have a cytosolic 
tail that contains a number of death domains, which 
can activate the caspase cascade, resulting in apoptosis 
or cell suicide. However, signaling via the TNF recep-
tor through TNF-receptor associated factors (TRAFs) 
can also promote the activation of NF-κB, resulting in 
prosurvival and growth promoting activities.

Cytokine receptor signaling results in complex 
sequential intracellular events [1]. A simplified rep-
resentation of Class I/II cytokine receptor signaling 
is depicted in Figure 13.2. Initially, the intracellular 
domains of the receptor are openly spaced. Janus 
kinases (JAKs) are associated with the intracellular 
tail of the receptor. Ligand binding results in recruit-
ment of the JAKs bringing them closer together where 
they can cross-phosphorylate one another, as well 
as other tyrosine residues in the cytosolic tail of the 
receptor. Phosphorylated JAKs in turn can phospho-
rylate a family of signal transduction and transcrip-
tion factors (STATs) making them functionally active. 
The dimerization of STATs results in translocation to 
the nucleus, where phosphorylated, dimerized STATs 
bind to the promoters of target genes, activating tran-
scription of the genes. Depending on the cytokine 
specific STAT pathways are initiated. Several of these 
pathways have been well-defined and include the IFN 
(α,β,γ) signaling that activate STAT1, IL-6 signaling 
initiates STAT3, IL-12 drives the STAT4 pathway, and 
IL-4 as well as IL-13 that drive the STAT6 pathways. 
Each of these signaling pathways has been linked to 
critical aspects of the innate and acquired immune 
responses via the use of genetically deleted animals as 
well as rather specific inhibitors. Using in vitro and 
in vivo experiments the STAT signaling molecules 
have been demonstrated to influence the direction 
of the immune responses. The STAT1 pathway initi-
ates signaling that promotes antipathogen responses 
and without it the immune system cannot properly 

Figure 13.1.  Types of cytokine signaling. Autocrine signaling 
refers to secreted agents that act through specific receptors 
on the secreting cell. In paracrine signaling, cytokines act on 
nearby cells. Endocrine signaling refers to action on distant 
cells following transport by the circulation.
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clear pathogens and further increases pathology due 
to skewed immune responses with increasing Th2 
cytokines (IL-4, IL-5, and IL-13). In a similar fash-
ion, the inhibition or deletion of the STAT4 pathway 
blocks production of IFN and the development of the 
Th1-mediated cellular immune responses, leading 
to increased Th2 cytokine production. As indicated 
earlier, the key Th2 cytokine (IL-4, IL-13) associated 
signaling protein, STAT6, is essential to initiate the 
Th2 response and without it there are deficiencies in 
proper B cell–mediated humoral responses related to 
isotype switching and extracellular pathogen immune 
responses. More recently, the development of Th17 sub-
sets of lymphocytes has been shown to be dependent 
on IL-6-mediated STAT3 responses and links to the 
severity of autoimmune disease have been established. 
Thus, these critical signaling molecules have a central 
role in determining the direction and maintenance of 
acute and chronic immune responses. 

CHEMOKINES (MORE THAN “CHEMOTACTIC 
CYTOKINES”)

Initially, chemotactic cytokines or “chemokines” were 
viewed as leukocyte chemoattractants that regulate cel-
lular movement from circulation into inflamed tissues 
(Figure 13.3). However, chemokines also have other 
functions, including cell activation, hematopoiesis, 
and angiogenesis. Chemokines have a number of char-
acteristics:  (1) Chemokines may be abundantly pro-
duced. For instance, mRNA for CCL3/MIP1-α accounts 

for greater than 20% of the total mRNA produced by 
LPS-stimulated macrophages. (2) Chemokines tend to 
be redundant, with many ligand receptor pairs pro-
ducing seemingly identical effects. (3) Chemokines 
are (for the most part) promiscuous, meaning that a 
single ligand can bind multiple receptors, and multiple 
ligands are bound by a single receptor (Figure 13.4). 
These characteristics may be misleading, however, as 
apparent redundancy may be simply due to our lack 
of understanding of the complex signaling pathways 
induced by chemokines. Furthermore, specific profiles 
of chemokines will specifically initiate the migration 
of different leukocytes to the site of inflammation/
immune responses. For example, during acute inflam-
matory responses early production of CxCR1/2 bind-
ing chemokines, such as IL-8 (CxCL8), initiate intense 
neutrophilic responses since these are the primary 
cell that expresses the receptors. Thus, the profile of 
chemokines produced at the site of inflammation dic-
tate the type of leukocytes that migrate due to the pro-
file of receptors that are expressed by those cells. Key 
findings regarding the diverse roles of chemokines in 
development, inflammation, as well as resolution and 
end-stage fibrotic disease has highlighted that chemok-
ines are key players in the regulation of a diverse set of 
responses. This is likely the reason that there are such 
a large number of different chemokines that can be 
produced that allow distinct fidelity and control of a 
particular inflammatory response. 

Nomenclature: Chemokines have been divided into 
four families based upon their sequence homology 

Figure 13.2.  A simplified model of cytokine receptor signaling (Type I/II cytokine 
receptors). Initially, the unbound receptor is present as a dimeric structure, with the 
subunits spaced. Cytokine receptors are associated with Janus kinases (JAKs). Upon 
ligation of the receptor by ligand, the subunits are brought into apposition facilitating 
phosphorylation of Tyr residues on the cytosolic side of the receptor. These in turn are 
bound via SH2 containing signal transducers and activators of transcription (STATs). 
STAT phosphorylation leads to dimerization of STATs, which accumulate in the nucleus, 
activating transcription.
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for monocytes, dendritic cells, T, and B lymphocytes. 
The CC or beta chemokine family is a large group of 
chemokines with nearly 30 members, and at least 10 
receptors. This family serves as recruitment molecules 
for monocytes and lymphocytes, but also basophils, 
eosinophils, NK cells, and mast cells. Different inflam-
matory stimuli result in the induction of different 
chemokine profiles. Additionally, as will be discussed 
in more detail, specific cell types typically express a 
limited array of chemokine receptors. The patterns 
of chemokines produced and the receptor expression 
responding cells (in conjunction with cytokines and 
other inflammatory signals) shapes the trafficking and 
activation of both resident and inflammatory cells.

Chemokine Receptor Signaling

Chemokine receptors are seven transmembrane span-
ning G-protein coupled receptors. Chemokines medi-
ate their effects predominately via Gi-protein mediated 
pathways. The activation of chemokine receptors 
results in a number of cellular events, including Ca2+ 
flux, activation of phosphoinositides, various protein 
and lipid kinases, and small GTPases (Figure  13.5) 
[2]. The activated G protein alpha subunit results 
PLC-mediated cleavage of phosphotidylinositol (4,5)- 
bisphosphate (PIP2) into inositol triphosphate (IP3) 
and diacylglycerol (DAG), triggering Ca2+ flux and 
protein kinase C activation. Beta/gamma subunits 

and the position of the first two conserved cysteine 
residues, CXC (alpha) and CC (beta), C, and CX3C 
(Figure 13.4). Both of these latter families have only 
a single member thus far, XCL1 (lymphotactin) and 
CX3CL1 (fractalkine), respectively. The nomenclature 
of chemokines and receptors is, admittedly, confus-
ing. Historically, chemokines were named by the lab-
oratories that discovered them, usually based on the 
cell type or tissue from which they were isolated (e.g., 
macrophage inflammatory protein 1 alpha – MIP1-α). 
While this nomenclature had some advantages, cloning 
by multiple laboratories resulted in multiple names for 
a single chemokine. To resolve this issue, nomencla-
ture for chemokine ligands has been replaced by the 
more systematic CCL, CXCL, XCL, or CX3CL designa-
tion (e.g., MIP1-α became CCL3). However, the original 
names are often still used in the literature, usually in 
conjunction with the newer, systematic one. The CXC 
or alpha chemokine family can be further subdivided 
depending upon whether the chemokines have an 
amino acid E-L-R motif within its sequence in the 
N-terminal region. This consensus sequence appears 
to determine whether the chemokines have the ability 
to induce chemotaxis of neutrophils and determines 
whether the CXC chemokine is angiogenic (ELR) or 
angiostatic (non-ELR). The ELR CXC chemokines 
are bound by CXCR1 and CXCR2, expressed pre-
dominantly by neutrophils. Non-ELR CXC chemok-
ines bind CXCR3–5, and serve as chemoattractants 

Blood stream

Chemotaxis
(response)

Tissue

Chemokine concentration

Chemokine
Macrophage

Bacteria

Figure 13.3.  Inflammatory cells follow chemokine gradients. Chemokines mediated 
the homing and extravasation of inflammatory cells through specific receptors via the 
establishment of chemokine gradients. These gradients are facilitated by the binding of 
chemokines to extracellular matrix. Inflammatory cells follow the increasing concentra-
tion of chemokine through tissues until they reach a threshold concentration, where-
upon the cell becomes desensitized.
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appear to be differentially expressed and activated 
depending on the chemokine receptor, as well as the 
responding cell type. For instance, T-cell chemotaxis 
is dependent on P110γ, whereas B cells may rely upon 
P110δ. PI3K-dependent signaling can be negatively 
regulated by PTEN (phosphatase and tensin homol-
ogy deleted on chromosome 10 protein), as well as by 
SH2-containing inositol 5-phosphate (SHIP) [3]. Small 
GTPases Rac, Rho, and Cdc42 play key roles in regu-
lating the morphology of migrating cells via effects 
on the actin cytoskeleton. During chemotaxis, the cell 
exhibits polarization, localized to the leading edge 
during migration; PTEN is found in the trailing edge 
and is actively excluded from the leading edge. Thus, 
the polarized regulation of this system facilitates 
directional leukocyte movement. Thus, many intracel-
lular signaling pathways are stimulated via chemokine 
receptor signaling. These have both direct chemokine-
mediated effects, as well as opportunities for cross 
talk with other cellular signals. 

Regulation of Hematopoiesis by  
Cytokines and Chemokines

One prominent function of cytokines is the regula-
tion of hematopoiesis. Included in this family are 
the colony-stimulating factors (e.g., GM-CSF, G-CSF, 
M-CSF), and a number of interleukins, such as IL-3, 
summarized in Table 13.1. Many of these cytokines 
are produced by stromal cells, but can also be pro-
duced by hematopoietic cells themselves to provide 
autocrine signals that modify their own maturation. 
Hematopoietic cytokines may be lineage restricted, 
such as erythropoietin (EPO) which acts primarily 
on red blood cells (RBCs), those that act on multiple 
lineages (e.g., GM-CSF), or those that act sequentially, 
such as in the case of SCF and EPO on RBCs. Most 
hematopoietic cytokines can be made by many cell 
type and take the form as membrane-bound or cell-
secreted factors. They are potent in their actions, func-
tioning at low nM concentrations. They are typically 
present at low concentrations, but are highly inducible 
upon stimulation in specific diseases or when needed 
(e.g., 1,000-fold). They are polyfunctional and can 
promote survival, proliferation, differentiation, matu-
ration, and cell activation along with other potential 
functions. Therapeutically, the hematopoietic growth 
factors have been very useful. For example, GM-CSF 
and G-CSF are commonly used therapeutically to treat 
neutropenia, whereas EPO is used to treat anemia.

Chemokines also have effects on the hematopoietic 
system. Many of these effects are indirect, but some 
chemokines have been demonstrated to have direct 
roles, as well. Among the best characterized of the 
hematopoietic chemokines is CXCL12/SDF-1. CXCL12 
is the most abundantly produced chemokine in the 

together are responsible for chemotaxis. Signaling 
through these subunits together is known to activate 
important pathways including PI3K, MAPK, and 
FAK. PI3K activation generates phosphatidylinositols 
(Ptdlns) species, especially Ptdlns (3,4,5)P3 (PIP3), that 
are enzymatically modified by a series of kinases and 
phosphatases to regulate chemotaxis. PI3K isoforms 
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Figure 13.4.  Chemokine and chemokine receptor 
specificity. Receptor–ligand specificity is depicted via 
connecting lines. Chemokines and chemokine receptor 
vary significantly in their specificity, with some receptor–
ligand pairs being monogamous, whereas others are 
more promiscuous.
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Figure 13.5.  Signaling induced by chemokine receptors. Chemokines receptors are 
seven transmembrane spanning G-coupled receptors. A number of signaling pathways 
are induced by chemokine ligation, including PI-3 kinases, small GTPases, MAP kinases, 
and activation of phosphoinositides. These pathways mediate a wide variety of responses, 
including adhesion, locomotion, chemotaxis, calcium flux, as well as activation of gene 
transcription.

   TABLE 13.1.  Prominent/major hematopoietic cytokines

Hematopoietic cytokines
  G-CSF (granulocyte-colony stimulating factor)
  GM-CSF (granulocyte macrophage-colony  
    stimulating factor)
  M-CSF (macrophage-colony stimulating factor)
  IL-3
  SCF (stem cell factor)
  LIF (leukemia inhibitory factor)
  Flt3L (FMS-like tyrosine kinase 3 ligand)
  IL-11
  TPO (thrombopoietin)
  IL-2
  IL-6
  IL-7
  OM (oncostatin M)

bone marrow. Although CXCL12 promotes the survival 
of hematopoietic stem cells (HSCs) and hematopoietic 
precursor cells (HPCs) in vitro, a number of studies 
suggest that CXCL12 (through its receptor CXCR4) 
serves as a bone marrow retention signal in vivo. 
These functions have relevance to a number of immu-
nologically mediated diseases. CXCR4 also serves as 
a coreceptor for the HIV-1 virus, which may allow the 
virus to spread to recent bone marrow emigrants or 

the bone marrow itself. In cancer, CXCL12 promotes 
chemotaxis and homing in many tumor cell lines. 
In addition, CXCL12 promotes the formation of new 
blood vessels (neoangiogenesis), which tumors require 
to continue to grow beyond self-limiting size. Other 
chemokines may promote the mobilization of HSCs or 
HPCs. One chemokine with this function is CXCL2, 
which enhances the homing and engrafting capabili-
ties of HSCs. In contrast to CXCL12 and CXCL2, most 
chemokines are generally believed to have suppressive 
function on HPCs. CCL2, 3, 19, 20, CXCL4, 5, 8, and 9 all 
suppress the numbers and proliferation of HPCs when 
administered in vivo. It is important to note, however, 
that rarely (if ever) will the host experience a bolus of 
a single chemokine, in the absence of other signals. 
Therefore, the effects of chemokines on hematopoiesis 
during disease are still poorly understood.

Initiation of Innate Immune Responses

Cytokines and chemokines are among the first sig-
nals induced by the immune system upon recognition 
of infection. Initial recognition of microbial infection 
occurs via pattern recognition receptors (PRRs) that 
distinguish pathogen-associated molecular patterns 
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Chemokines and the Regulation  
of Leukocyte Trafficking

The acute phase response establishes conditions that 
favor the rapid migration of leukocytes into affected 
tissues. The vascular endothelium upregulates a series 
of adhesion molecules (“activated endothelium”), 
which in turn, serve to trap circulating leukocytes. 
The initial adhesion is mediated by E and P selectins 
that facilitate rolling of the leukocytes on the activated 
endothelium. In response to chemokine signals, leuko-
cytes firmly adhere to the activated endothelium via 
the upregulation of beta integrins. Subsequently, the 
firm adhesion allows the leukocytes to spread along 
the endothelium and begin extravasating into the 
inflamed tissues. Leukocytes are guided to the site of 
inflammation via a chemokine gradient (Figure 13.3). 
However, the nature of these chemokine gradients have 
been difficult to assess in an in vivo setting. Multiple 
studies have suggested that chemokines, in particular, 
have specialized binding attributes that allow them to 
be deposited into the tissue so that they are not simply 
diluted or “washed” away. Extracellular matrix proteins 
are important for the maintenance of chemokine gradi-
ents. Most members of the chemokine family have the 
ability to bind to glycosyaminoglycans (GAGs), a com-
ponent of extracellular matrix. This function serves to 
immobilize chemokines, and provides a scaffolding for 
migrating leukocytes. In addition, the oligomerization 
of chemokines on GAGs may be important for migra-
tion as leukocytes or even hypertrophic structural 
cells allowing them to haplotax (crawl) along the solid 
phase chemokine gradients. At high concentrations 
of chemokines (signaling arrival at the target site), 
leukocytes no longer migrate. Instead, other cell acti-
vating functions, such as degranulation of mast cells 
and eosinophils, take place. Thus, chemokines play 
essential roles in the firm adherence, extravasation, 
and chemoattractant-direct trafficking of leukocytes 
to inflammatory sites, as well as the initiation of the 
effector function once at the site of the inciting agent. 
While most research has been performed targeting a 
single chemokine or receptor at a time, it is clear that 
an individual inflammatory response initiates a series 
of chemokines to be produced. Since leukocytes have a 
profile of receptors, there are coordinated mechanisms 
that allow cells to respond, traffic, and be activated by 
multiple chemokines during any one response. Thus, a 
chemokine that initiates the firm adhesion event at the 
vascular endothelial cell surface is different from the 
chemokine that eventually localizes the migrating cell 
at the site of inflammation. This complex system along 
with the redundancy of chemokine function enables 
more fidelity and control within the system as well as 
increased protection if a signal chemokine/receptor 
system is perturbed.

(PAMPs) from normal host associated proteins [4]. 
Viral infection is accompanied by the induction of 
IFN-β and IFN-α (type I interferons). This response 
depends on the recognition of viral nucleic acids 
and/or viral particles. Toll-like receptors (TLRs) 3, 
7, and 8 play important roles in recognition of viral 
nucleic acids by their ability to recognize either 
double-stranded RNA (TLR3) or single-stranded 
RNA (TLR7, 8). In addition, cytosolic sensors of viral 
replication and double-stranded RNA (such as PKR 
and RIG-I) also play a role in recognition of cytosolic-
replicating viruses. Type I interferons are produced 
by virus infected cells and facilitate the establish-
ment of an antiviral state in infected (autocrine 
action) and nearby (paracrine action) cells. Other 
PRRs recognize other microbial products, such as 
bacterial lipopolysaccharide (via TLR4), flagellin (via 
TLR5), CpG DNA (via TLR9), and fungal products 
(via TLR2 and mannose receptor) [5]. Recognition 
of microbial products by TLRs and other PRRs ini-
tiates the production of proinflammatory cytokines 
including IL-1, TNF-α, IL-6, as well as a number of 
chemokines (including CXCL8, CXCL10, CCL2, and 
CCL3). This is regarded as the acute phase response, 
and results in fever, increased vascular permeabil-
ity, edema, and increased expression of adhesion 
molecules on the vascular epithelium. These early 
cytokines form an amplification cascade, collectively 
referred to as the “cytokine storm.” These mecha-
nisms serve to clear, or at least limit, infections dur-
ing the establishment of the more efficient adaptive 
immune response. This intense inflammatory activ-
ity is followed by a compensatory downregulation 
of inflammation. One anti-inflammatory cytokine, 
IL-10, plays a critical role in modulating the inflam-
matory state. Dysregulation of the highly inflamma-
tory state can occur during systemic infection or 
injury, resulting in sepsis. The highly inflamed state 
(systemic inflammatory response syndrome, or SIRS) 
can be lethal. Potentially life-threatening, as well, is 
the downregulation of severe inflammation. During 
this time the immune system is reflexive to further 
challenges and this is referred to as the compensa-
tory antiinflammatory response syndrome (CARS). 
At this time, the host exhibits increased susceptibility 
to infections. For example, patients who survive an 
initial septic episode often shortly succumb to pneu-
monia. Cytokines and chemokines play an essential 
role in the establishment of the inflammatory state 
of the host, which is essential to combat infection, 
but may be detrimental if not properly controlled. 
Thus, many types of insults, bacterial infection, head 
trauma, burns, and so on can result in a similar life-
threatening condition due to the overproduction and/
or dysregulation of cytokine responses, leading to 
multiorgan shutdown.
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the classical pathway of macrophage activation, 
inducing phagocytosis and intracellular killing via 
reactive oxygen intermediates.

•	T helper type 1 (Th2) responses are generated pri-
marily in response to extracellular pathogens, 
such as parasites, some fungi, as well as allergens. 
The development of Th2 responses is promoted by 
the cytokine IL-4, and Th2 lineage development 
is controlled via the transcription factor Gata-3. 
Prominent effector functions of Th2 responses 
include  antibody production, basophil, mast cell, 
and eosinophil activation. Since most of these 
pathogens are too large to be engulfed by phago-
cytes, effector cells dump antimicrobial mediators 
on these organisms, or literally expel them from 
the host. Effector cytokines produced by Th2 cells 
include IL-4 IL-5, IL-13, as well as others.

•	T helper 17 (Th17) cells, thus named for their pro-
duction of IL-17, are involved in the elimination 
of extracellular bacteria (from mucosal surfaces 
especially), but are also thought to be involved in 
the development of chronic diseases, including 
autoimmune disease [7]. Th17 cells develop in the 
simultaneous presence of TGF-β and IL-6, and dif-
ferentiation is mediated via the transcription factor 

Cytokines Shape the Adaptive  
Immune Responses

A critical function of cytokines is in shaping the 
development of adaptive immunity. Different types of 
microbial infection (i.e., viruses, bacteria, fungi, and 
parasites) are effectively controlled by different effec-
tor cell types. The cytokine profiles generated initially 
by resident cells in the infected tissue, and via antigen-
presenting cells (APC) in the lymph nodes, dictate 
the type of immune response generated by T and B 
lymphocytes. Ideally, the immune response serves to 
activate the proper cell populations for antimicrobial 
effector functions. The role of cytokines in controlling 
adaptive immunity is exemplified in the differentiation 
and polarization CD4+ or helper T-cell populations 
(Figure 13.6) [6]:

•	T helper type 1 (Th1) responses are generated in 
response to most viruses and intracellular bacte-
ria. Early production of IL-12 from macrophages 
and dendritic cells in response to PRR engagement 
promotes the development of Th1 responses. IL-12 
promotes induction of the transcription factor reg-
ulating Th1 development, T-bet. Th1 cells in turn 
produce large amounts of IFN-γ, which promotes 

Figure 13.6.  Adaptive immune responses are controlled by the actions of cytokines. The adaptive immune response 
is tailored to the type of pathogen via the actions of cytokines. Cytokine signals from innate immune cells and non-
immune cells promote one of several pathways of CD4+ T cells (TH) cell differentiation. IL-12 promotes the generation 
of IFNγ-producing TH1 cells, important for the clearance of viruses and intracellular bacteria. IL-4 promotes the genera-
tion of TH2 responses, which mediated antibody-dependent (or “humoral”) immunity. TH2 responses are generated in 
response to bacterial toxins, parasites, but also drive allergic responses. IL-6, TGF-β, and IL-23 favor the generation of 
TH17 responses, important for the clearance of extracellular bacteria. TH17 responses are also involved in autoimmu-
nity. The immunosuppressive regulatory T-cell lineage (Treg) is promoted by TGF-β and IL-10 and serves to negatively 
regulate many types of immune responses.
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associated with Th2 responses to eukaryotic pathogens 
and allergens, resolution of inflammation, and tissue 
repair. M2 macrophages exhibit suppression of nitric 
oxide, and the enhancement of arginase, IL-10 produc-
tion, and numerous gene products associated with tis-
sue remodeling and repair.

Direction of Innate and Adaptive  
Immunity by Chemokines

Although the precise factors that govern the expression 
of chemokine receptors are incompletely understood, 
it is clear that certain chemokines and receptors direct 
the trafficking of specific cell types [10,11]. During 
the innate immune response, inflammatory infiltrate 
is typically composed of neutrophils, followed by 
macrophages. Among the first inflammatory signals 
induced, the ELR CXC chemokines, and their recep-
tors, CXCR1 and CXCR2, play primary roles in the 
recruitment of neutrophils. The recruitment of mac-
rophages tends to be more context-specific, but CCR1, 
CCR2, and CCR5 (and their ligands) play predominant 
roles in the recruitment of macrophages in most set-
tings. Most leukocyte subtypes express CCR1, which 
binds CCL3, CCL4, and CCL5. CCR2 binds all of the 
CCL2 family members (CCL2, 7, 8, 12, and 13). Under 
both Type 1 and Type 2 conditions, CCR2 and CCR6 
play important roles in the trafficking of monocytes 
and dendritic cells to inflamed tissues.

G-protein–coupled receptors have historically  
served as good targets for pharmaceuticals. Consequ
ently, a significant amount of investigation has sought 
to identify the chemokine receptor (or receptors) 
required for Th1 versus Th2 inflammatory diseases. 
This effort has met with limited success. In general, 
differential chemokine receptor expression tends to 
be present under Th1 and Th2 inflammatory condi-
tions. Under Th1 conditions, CXCR3 and, to a lesser 
extent, CCR5 predominate. Conversely, under Th2 
conditions, CCR3, CCR4, and CCR8 are preferentially 
expressed. Thus, under Th1 promoting conditions, 
CXCR3 ligands including IP-10/CXCL9, MIG/CXCL10, 
and I-TAC/CXCL11 preferentially attract Th1 T cells. 
CCR3, CCR4, and CCR8 ligands, including eotaxins/
CCL11, 24, 26, MDC/CCL22, TARC/CCL17, and TCA-3/
CCL1 preferentially attract Th2 cells, eosinophils, 
mast cells, and basophils.

CXCR3 is expressed by a number of cell types, but 
preferentially on Th1 and Tc1 cells. CXCR3 ligands 
CXCL9–11 were all originally identified as IFN-γ induc-
ible chemokines, so it comes as no surprise that CXCR3 
ligands predominate under Th1 conditions. However, 
CXCR3 is expressed by dendritic cells, both myeloid 
dendritic cells and plasmacytoid dendritic cells (Type I 
IFN producing innate immune cells), so while CXCR3 
may be preferentially expressed during Th1 conditions, 

RORγt. The major target cells of Th17 cells are 
thought to be neutrophils.

•	Regulatory T cells (Tregs) are critical for control-
ling excessive inflammation, as well as maintaining 
tolerance to self-antigens [8,9]. Their development 
is dependent on the cytokine TGF-β, and controlled 
via the transcription factor Foxp3. In the absence 
of functional Tregs, lethal autoimmunity results. In 
addition to TGF-β, IL-10 is also a critical factor in 
Treg responses.

In addition to promoting the development of a partic-
ular lineage directly, cytokines also serve to antago-
nize the development of other lineages. For instance, 
in addition to promoting Th2 development through its 
actions on STAT 3, IL-4 also negatively regulates the 
development of Th1 cells in part via downregulation of 
the IL-12 receptor. By both promoting one response, 
and antagonizing others, cytokines shape the charac-
ter of adaptive immunity. 

The cytokine environment determined via inflamed 
tissues, as well as inflammatory cells, regulates B-cell 
activation, proliferation, and antibody production. 
IL-4 is secreted in a directional fashion by Th2 cell to 
target antigen-specific B cells. B-cell activation in the 
presence of IL-4, as well as other signals derived from 
direct T-cell contact, leads to B-cell proliferation. In 
addition, IL-4 promotes isotype switching in B cells to 
IgG1 and IgE, important for mast cell and eosinophil-
mediated defense against parasites. IL-5 and TGF-β 
can both promote the switch to IgA secretion, critical 
for defense of the mucosa. IFN-γ from Th1 cells pro-
motes isotype switching to IgG2a and IgG3, important 
for opsonic phagocytosis. Thus, each of these antibody 
subtypes is specialized for a different effector func-
tion. The antibody isotypes promoted via the cytokine 
environment serve to promote the antibody effector 
functions appropriate for the particular pathogen 
encountered.

The cytokine environment that predominates dur-
ing an immune response affects many other cell types, 
including macrophages. Macrophages can serve as 
both initiators of adaptive immunity, as well as effec-
tor cells. In the presence of microbial products (such 
as LPS), IFN-γ is critical for the classical activation of 
macrophages (also referred to as M1 macrophages). This 
pathway serves to support Th1 responses by promoting 
IL-12, IL-18, and IL-15 secretion, as well as inducing the 
upregulation of phagocytosis and the respiratory burst. 
Activated M1 macrophages undergo efficient phagolys-
osomal fusion, exposing intracellular and/or recently 
ingested extracellular microbes to a variety of microbi-
cidal lysosomal enzymes. In contrast, alternatively acti-
vated macrophages (or M2 macrophages) are activated 
under conditions of Th2 cytokines IL-4 and IL-13, as well 
as other conditions such as TGF-β. M2 macrophages are 
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When dendritic cells encounter pathogen-associated 
antigen in peripheral tissues, they upregulate CCR7 on 
their surface. This facilitates the trafficking and entry 
into draining lymph nodes. At the same time naive 
and central memory T cells express CCR7 allowing 
entry of the lymph node from peripheral circulation. 
The expression of CCR7 on dendritic cells and T cells 
allows the localization in the proper zone (T-cell zone) 
of the lymph node and therefore antigen presentation is 
optimal. When T cells are primed in the lymph nodes, 
downregulation of CCR7, and the upregulation of other 
chemokine receptors, such as CXCR3, CCR4, or CCR5 
mediates their sensitivity to chemokines produced in 
the inflamed tissues. Subsequent egression from the 
lymph node and recirculation to the inflamed tissue 
allows extravasation to the site of immune response 
and allows the activated T cell to perform their effec-
tor function in the local tissue. Thus, the coordinated 
expression of chemokine receptors mediates the T cells 
to be properly activated and subsequently perform their 
effector function in the most appropriate manner to rid 
the host of the inciting pathogens.

Cytokines in Repair and Regeneration  
of Tissue

Whether an acute or chronic inflammatory response 
occurs in tissue to pathogens or any other inciting agent 
the damage induced by the responses requires that tis-
sue repair occur eventually allowing normal tissue 
function. A number of key cytokines are required for 
the repair process to proceed. Those cytokines studied 
in this process include TGF-β, TNF-α, platelet-derived 
growth factor (PDGF), basic fibroblasts growth factor 
(βFGF), monocyte chemoattractant protein-1 (MCP-1), 
macrophage inflammatory protein-1 α (MIP-1α) and 
IL-1, IL-13 and IL-8. Within hours of injury, reepi-
thelialization is initiated and the release of numerous 
growth factors, such as EGF, TGF-α, and FGF stimu-
late epithelial cell migration and proliferation allow-
ing the wound to be closed.

Perhaps the most defined repair cytokine has been 
TGF-β. The most prominent effect of TGF is its abil-
ity to induce fibroblast production of extracellular 
matrix (ECM), especially collagen. This process is 
most important during tissue repair and allows the 
activation local fibroblasts to produce ECM, which 
provides a foundation for epithelial cell proliferation 
to restructure the tissue. Once the wound is closed the 
re-epithelialization can occur. In an optimal situation 
TGF-β is produced for a defined period of time allow-
ing both matrix deposition for basement membrane 
organization and epithelial cell growth and a stimulus 
for other important processes including angiogenesis 
as well as immune cell regulation [13]. Together, these 
important mechanisms that are induced by TGF-β 

its expression is not limited to Th1 cells. Perhaps the 
best-characterized receptor is CCR5 due to its use as 
a coreceptor for HIV infectivity. This receptor binds 
CCL3, CCL4, and CCL5 and when ligated with these 
chemokines can inhibit HIV infectivity in vitro. CCR5 
antagonists have been tested as anti-HIV therapeutics 
with minimal success.

Although a number of studies demonstrated that 
Th2 cells preferentially express CCR3, CCR4, and 
CCR8, these chemokine receptors may not be specific 
for Th2-mediated diseases. Although CCR3 is highly 
expressed on Th2 cell and eosinophils (a hallmark of 
allergic disease), the biology of CCR4 appears to be 
more complex. CCR4 has been linked to both Tregs and 
modulation of M1/M2 phenotype in macrophages.

Clearly, the regulation of chemokines dictates the 
nature of cellular recruitment. On the basis of numer-
ous signaling pathways induced by chemokine recep-
tor ligation, it is likely that chemokines also play a role 
in the differentiation of responding cells. However, 
the precise relationship between chemokine pro-
duction and cellular differentiation is still unclear. 
Chemokines can aid in directing the immune response 
either directly by activating APCs and T cells or indi-
rectly by recruiting the proper cell populations.

Development and Organization of 
Lymphoid Tissues

Chemokines and cytokines mediate the development 
and organization of lymphoid tissues [12]. Lymphoid 
tissues such as thymus, spleen, and lymph nodes are 
distinct organized tissues. One cytokine in particular, 
lymphotoxin, is integrally important for the develop-
ment of lymph nodes, and LT-deficient mice do not 
develop lymph nodes. B-cell–rich follicles require 
the chemokine receptor/ligand pair CXCL13/CXCR5. 
Conversely, T-cell zones develop in response to stromal 
and dendritic cell production of the chemokines 
CCL19 and CCL21, which both bind CCR7. The posi-
tion of B cells and T cells within secondary lymphoid 
tissues depends on their differential responsiveness 
to CCR7 and CXCR5 to first enter the lymph node 
and subsequently localize to the follicle, respectively. 
This is also a dynamic process. For instance, upon 
antigen exposure, B cells decrease responsiveness to 
CXCR5 and upregulate responsiveness to CCR7, which 
promotes localization to the B-cell/T-cell margin. In 
general, cells in the lymph nodes migrate through 
these opposing chemokine gradients by modulation of 
receptors, facilitating distribution and redistribution 
of leukocytes within the node. While this process is 
not completely understood, the manipulation of these 
chemokine receptor systems are central to proper posi-
tioning of immune cells for activation during immune 
events.
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signal the end of the immune response and the begin-
ning of tissue reorganization and repair. However, the 
overproduction of repair cytokines, such as TGF-β, 
can have grave detrimental effects on the host system 
leading to end-stage disease [14]. The chronic over-
expression of TGF-β has been linked to almost all 
fibrotic diseases in the kidney, lung, liver, as well as in 
cardiac infarct repair leading to increased lesion size. 
Thus, many therapeutic approaches have attempted 
to target this cytokine but it has been fraught with 
complications since it is central to the several impor-
tant biologic processes.

Conclusion

The coordination of inflammatory and immune 
responses is a complex, ongoing balance between 
the clearance of pathogens and simultaneous dam-
age control for the host. The production of cytokines 
and chemokines during these responses participate 
in all aspects of the regulation, including initiation 
and maintenance of inflammation while inciting 
agents are present, as well as resolution and repair 
of damaged tissue after the response has subsided. 
A better understanding of the differential regulation 
of immune responses by particular cytokines and 
chemokines facilitates the development of therapies 
to target immune/inflammatory mediators during 
chronic disease. Thus, our continued research and 
application in appropriate models of disease will 
enhance our ability to identify clinically relevant 
targets.
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	 14 Adenosine Receptors: Therapeutic Aspects for 
Inflammatory and Immune Diseases

György Haskó and Bruce Cronstein

Metabolic stress, hypoxia, and cell damage cause 
adenosine to accumulate in the extracellular space, and 
increases in extracellular adenosine levels are observed 
in hypoxia, ischemia, inflammation, and trauma [1,2]. 
Extracellular adenosine levels accumulate following 
the release of adenosine from cells or as a consequence 
of extracellular degradation of released ATP and ADP. 
Intracellular adenosine, which can originate from 
increased intracellular metabolism of ATP during cel-
lular stress or S-adenosyl homocysteine, is released 
through equilibrative nucleoside transporters ENT1 
and ENT2. Extracellular ATP and ADP are catabolized 
by a cascade of ectoenzymes which consists of CD39 
(ENTPD1 [ectonucleoside triphosphate diphosphohy-
drolase-1]), an enzyme that hydrolyzes ATP and ADP 
to AMP, and CD73 (ecto-5’nucleotidase), which in turn, 
rapidly dephosphorylates AMP to adenosine [3]. Owing 
to the widespread expression of equilibrative nucleoside 
transporters, adenosine derived from extracellular ATP 
is rapidly recycled from the extracellular space by uptake 
into cells. Adenosine in the cytosol is then either phos-
phorylated by adenosine kinase to AMP or metabolized 
by adenosine deaminase to inosine [4,5]. As a net result 
of these various metabolic processes, adenosine levels 
in the extracellular space are maintained in a range of 
10–200 nM in normal, healthy tissues. In contrast, under 
pathophysiological conditions adenosine is generated at 
a rate that is higher than the rate of degradation lead-
ing to markedly increased extracellular adenosine levels 
that can range between 10 and 100 μM.

Adenosine produces its biological effects by bind-
ing to and activating one or more of four membrane 
spanning adenosine receptors, designated A1, A2A, A2B, 
and A3. All four adenosine receptors contain seven 
transmembrane domains and couple to intracellular 
GTP binding proteins (G proteins). Adenosine elicits 
activation of A1, A2A, and A3 receptors with EC50s that 
range from 0.01 to 1 μM, and A2B receptor activation 
occurs at adenosine levels that exceed 10 μM (EC50: 

24 μM) [6]. Since physiological adenosine concentra-
tions are less than 1 μM, physiological levels of adenos-
ine can activate only A1, A2A, and A3 receptors, and A2B 
receptor activation requires pathophysiological condi-
tions [5]. In addition to adenosine concentrations at 
the cell surface, receptor density and the functional-
ity of the intracellular signaling pathways coupled to 
adenosine receptors are also key factors in dictating the 
nature and magnitude of the effect of adenosine on the 
cell. For example, A2A receptor activation inhibits pro-
duction of the T helper (Th)1-inducing cytokine inter-
leukin-12 (IL-12) more potently by human monocytes 
that are pretreated with the proinflammatory cytokine 
IL-1 or tumor necrosis factor-α (TNF-α), mediators that 
also increase A2A receptor expression in these cells [7]. 
In addition, the effect of adenosine can also be affected 
by the polarized localization of adenosine receptors: A3 
adenosine receptors accrue at the leading edge of 
migrating neutrophils and are instrumental in direct-
ing the movement of cells in response to chemotactic 
mediators [8]. Finally, it is important to keep in mind 
that results regarding adenosine receptor function in 
one species cannot be readily extrapolated to another 
one, because sequence differences in cloned adenosine 
receptors have been shown to be associated with dif-
ferential pharmacological responses to selective ago-
nists and antagonists. In this regard, A3 receptors were 
not even discovered until they were cloned [9], because 
the A3 receptor, especially in rodents, is insensitive to 
xanthines such as caffeine and theophylline, antago-
nists, which had been pivotal in identifying adenosine 
receptor-mediated effects.

Adenosine Receptor Signaling

Adenosine receptors in general dictate cell function 
through coupling to G proteins, but some G-protein–
independent actions have also been reported [5]. 
Adenosine receptors were initially classified as A1 
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(cAMP-decreasing) or A2 receptors (cAMP-increasing) 
[10]. Subsequently, the cAMP-increasing A2 receptors 
were divided into two groups: high-affinity A2A recep-
tors and low-affinity A2B receptors [11]. More recent 
studies have revealed that in addition to A1 receptors, 
A3 receptors also decrease intracellular cAMP concen-
trations [12]. In addition to signaling via the adenylyl 
cyclase-cAMP system, adenosine receptors can signal 
through a variety of other pathways. For example, A1 
receptor activation can be linked to various kinase path-
ways, including PI3-kinase, protein kinase C (PKC), and 
mitogen-activated protein (MAP) kinases [13]. In addi-
tion, A1 receptor engagement can directly activate K+ 
channels and inhibit Q-, P-, and N-type Ca2+ channels. 
A2A receptors, as other Gs protein–coupled receptors, 
signal via chiefly the adenylate cyclase–cAMP–protein 
kinase A (PKA) canonical pathway, but they can also 
activate exchange factor directly activated by cAMP 
(Epac) [5]. Signaling downstream from PKA occurs 
through phosphorylation of the transcription factor 
CREB on serine residue 133 leading to direct CREB-
mediated transcriptional activation [14]. Activated 
CREB can also modulate gene expression indirectly by 
competing with NF-κB or other transcription factors 
for an important cofactor, CBP [15]. In other cell types 
adenosine A2A receptors stimulate collagen production 
via MAP kinases [16] and inhibit neutrophil superoxide 
production through activation of protein phosphatases 
[17]. Furthermore, recent results implicated c/EBPβ 
in the stimulatory effect of A2A receptor agonists on 
IL-10 production by Escherichia coli–challenged mac-
rophages [18]. A2B receptor stimulation can induce both 
adenylyl cyclase activation via Gs and phospholipase C 
activation via Gq [19]. Interaction between these two 
pathways is important for upregulation of IL-4 pro-
duction by mast cells upon A2B receptor activation [20]. 
Specifically, Gq-mediated activation of phospholipase 
Cβ causes calcium mobilization and an increase in 
NFATc1-dependent IL-4 transcription, which response 
is further facilitated by Gs-mediated NFATc1 protein 
accumulation. Traditionally, A3 receptor activation is 
linked to Gi-mediated inhibition of adenylyl cyclase and 
Gq-mediated stimulation of PLC [21] and A3 receptors 
can activate PLD, RhoA, WNT, MAP kinase, and PI3 
kinase pathways in governing cell function. For exam-
ple, A3 receptor–mediated augmentation of histamine 
released in sensitized murine mast cells was blocked 
by inactivating Gi proteins with pertussis toxin and by 
using pharmacological PI3 kinase inhibitors [22].

Effects of Adenosine on the Cells of 
Inflammation

Neutrophils

Neutrophils are the most abundant white blood cell 
in the peripheral blood and are generally the earliest 

responders to trauma, infection, and bacterial invasion 
or other inflammatory stimuli. Adenosine is a potent 
regulator of neutrophil function and it has long been 
known that adenosine, acting at its receptors, regulates 
stimulated production of reactive oxygen species by 
these cells [23–26]. Adenosine, acting at A2A receptors, 
also regulates phagocytosis [27,28]. In general neutro-
phils do not secrete large quantities of cytokines but 
because there are so many of these cells the cumula-
tive contribution to proinflammatory cytokine levels 
at a given site are large and adenosine, acting at A2A 
receptors regulate the production of a variety of cyto
kines including  TNF-α, MIP-1α/CCL3, MIP-1β/CCL4, 
MIP-2α/CXCL2, and MIP-3α/CCL20 [29]. Neutrophils 
are recruited to an inflamed site by the postcapillary 
venular endothelium, which alters the expression of 
adhesive molecules on their surface in order to “cap-
ture” neutrophils from the circulation. Adenosine, 
acting at A2A receptors, inhibits the adhesion of neu-
trophils to endothelium by diminishing the expression 
and “stickiness” of the neutrophil’s adhesive molecules 
[30–38]. Interestingly, adenosine A1 receptors increase 
neutrophil adhesion to different adhesive molecules 
on the endothelium and on other surfaces [30]. Once 
in the tissue neutrophils follow a gradient of chemoat-
tractants to their source. There are many chemoat-
tractants including activated complement components 
(C5a), bacterial products (formylated peptides), and 
chemokines and recent studies have indicated that 
adenosine receptors promote directed migration of 
neutrophils via A1 and A3 receptors [8,39,40]. More 
strikingly, neutrophils cluster their A3 receptors at the 
leading edge of the cell and release ATP that is con-
verted at the cell surface to adenosine, which then acts 
in an autocrine fashion to promote migration [8]. At 
inflamed sites, neutrophils undergo apoptosis and this 
process can be further stimulated by such cytokines 
as TNF-α. Adenosine, acting at A2A receptors, prevents 
neutrophils from undergoing apoptosis [41–43]. Thus, 
nearly every function carried out by neutrophils is 
regulated by adenosine and its receptors.

Macrophages

The effect of adenosine on cytokine production by 
macrophages has been extensively investigated, for 
macrophage-derived cytokines are pivotal initiators 
and orchestrators of immune responses. The earliest 
studies concentrated on the ability of adenosine recep-
tor ligands to suppress TNF-α production by activated 
macrophages. These early results have recently been 
complemented with data obtained by utilizing adenos-
ine receptor KO mice, allowing a better elucidation of 
the receptor subtypes involved. On the basis of these 
results, it appears that the A2A receptor is the domi-
nant adenosine receptor subtype mediating the inhi-
bition of TNF-αI secretion by adenosine [44–46]. In 
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addition, since adenosine, NECA, and IB-MECA can 
each inhibit, albeit to a lesser extent, TNF-α produc-
tion even in A2A receptor KO mice [44,46], other ade-
nosine receptors can also contribute to the inhibition 
of TNF-α production. By employing a combination 
approach consisting of A2A receptor KO mice and the 
A2B receptor antagonist MRS 1754, a recent study dem-
onstrated a role for A2B receptors as the other inhibi-
tory receptor [44]. Nevertheless, A2B receptors become 
functional only when their effect is not overshadowed 
by A2A receptors, for both MRS 1754 and knockout of 
A2B receptors in the presence of A2A receptors fails to 
affect the inhibition of TNF-α production [44,45].

The regulation of IL-10 production also appears 
to be dependent primarily on A2A receptors, with A2B 
receptors having a minor role. In this context, adenos-
ine failed to upregulate E. coli–induced IL-10 release 
by macrophages lacking A2A receptors but not WT 
macrophages [18]. In RAW264.7 macrophages, which 
express low copy numbers of A2A receptors, adenosine 
upregulates IL-10 production through an A2B receptor-
mediated posttranscriptional mechanism [47]. While 
A2B receptor activation has a marginal effect on TNF-α 
and IL-10 production, it is central to the stimulatory 
effect of adenosine on IL-6 production, as NECA fails 
to induce the release of IL-6 in A2B receptor KO but not 
WT macrophages [45].

Finally, it is noteworthy that the question of which 
adenosine receptors regulate cytokine production by 
human monocytes/macrophages is even less clear, 
with data supporting a role for all four receptors [48]. 
However, because these human results are derived 
from pharmacological approaches, they must be inter-
preted with caution, as many of the ligands used are 
not particularly selective. However, the recent demon-
stration of elevated concentrations of adenosine con-
tained in human newborn plasma when compared 
to adult plasma coupled with the observation that 
degrading adenosine with adenosine deaminase or 
interrupting adenosine signaling by adenosine recep-
tor blockade augments TNF-α production by neonatal 
but not adult blood, indicate the clinical importance of 
the suppressive effect of adenosine on TNF-α produc-
tion in human immunity [49].

Dendritic Cells

The only available human studies demonstrate a rela-
tively consistent role for adenosine receptors in regu-
lating dendritic cell function. Gi-coupled (A1, A3, or 
both depending on the experimental system) adenos-
ine receptors are present on both immature myeloid 
[50] and plasmocytoid dendritic cells [51], and their 
activation leads to the liberation of intracellular cal-
cium from its stores and reorganization of the actin 
cytoskeleton. This actin reorganization is instrumental 

in causing immature dendritic cells to migrate along 
different concentration gradients of adenosine, indi-
cating that adenosine receptor activation triggers 
chemotaxis in immature dendritic cells [50,51]. This 
chemotactic effect can be seen only in immature den-
dritic cells, as the Gi-coupled adenosine receptors 
undergo downregulation during dendritic cell matu-
ration [50,51].

Although immature dendritic cells express A2A 
receptors, they appear to be nonfunctional, as their 
activation is unable to trigger intracellular signaling 
events such as increase of intracellular cAMP [50]. 
Dendritic cell maturation, however, is associated with 
the appearance of A2A receptor-mediated signaling 
responses, due to both increased expression and cou-
pling of A2A receptors [50,51]. A2A receptor activation 
on mature dendritic cells results in a shift in the pat-
tern of cytokine release from a proinflammatory to an 
anti-inflammatory profile, characterized by decreased 
IL-12, IL-6, and IFN-α production and increased IL-10 
production [50–52]. Owing to this adenosine-induced 
shift in dendritic cell cytokine production away from 
the Th1-inducing IL-12 toward the Th2-inducing IL-10, 
dendritic cells in the presence of adenosine have a 
decreased ability to elicit T helper (Th)1 versus Th2 
polarization of naive CD4+ cells [52].

Overall, the available data demonstrate a dual 
role for adenosine in regulating dendritic cell func-
tion: adenosine promotes the migration of immature 
dendritic cells to inflammatory sites through A1 or A3 
receptors, where adenosine triggers, via A2A receptors, 
an anti-inflammatory dendritic cell phenotype shift-
ing T-cell responses toward a Th2 direction.

Mast Cells

As a result of the demonstration that inhaled adenos-
ine elicits bronchoconstriction in patients afflicted 
with asthma but not healthy volunteers, adenosine, 
and adenosine receptors have emerged as potential 
therapeutic targets in asthma [53]. Although the bron-
chospastic mechanisms of adenosine are incompletely 
understood, there is an increasing body of evidence 
incriminating mast cell–derived mediators such as 
cytokines and histamine as having a central role in 
provoking airway constriction following adenosine 
inhalation. Although A2A, A2B, and A3 receptors are 
expressed on the cell membrane of mast cells [54], it is 
unclear which receptor(s) account for the augmented 
mast cell activation in response to adenosine.

Adenosine augments release of the pivotal asthma-
inducing cytokine IL-13 by murine mast cells from WT 
but not A2B receptor KO mice indicating that A2B recep-
tors are responsible for the proinflammatory effects of 
adenosine [55]. Furthermore, studies with adenosine 
receptor KO mice demonstrated that A3 but not A2B 



Adenosine Receptors 189

and programmed cell death-1 (PD-1), and downregu-
lates expression of the positive costimulatory molecule 
CD-40L [61].

As with CD4+ cells, adenosine limits IL-2 produc-
tion by both polarized Tc1 and Tc2 CD8+ cytotoxic 
cells, which effect is mediated through A2A receptors 
[64]. However, the production of neither Tc1 (IFN-γ) 
nor Tc2 (IL-4 and IL-5) cytokines was affected by A2A 
receptor stimulation. Moreover, A2A receptor stimula-
tion failed to inhibit Tc1 or Tc2 cell cytotoxicity [64], 
which indicates that another subtype, possibly the 
A3 receptor may dictate the anticytotoxic effect of 
adenosine observed in earlier studies [65,66]. Recent 
analysis of A1, A2A, and A3 receptor KO mice, however, 
indicate a key role for A2A receptors in decreasing the 
cytolytic activity of IL-2-activated natural killer (NK) 
cells [67].

Adenosine has emerged as a major mediator of the 
immune suppressive effects of regulatory T (Treg) cells, 
which have a key role in harnessing the immune system, 
thereby preventing excessive immune-mediated tissue 
injury. Studies show that Tregs, as defined by expres-
sion of CD4+/CD25+/Foxp3+ and a capacity to limit the 
proliferation of CD4+/CD25– cells, express high levels 
of both CD39 [68] and CD73 [68,69]. On the basis of 
these results CD39 and CD73 were proposed to serve 
as novel-specific markers of Treg cells. Recent studies 
confirmed the intimate relationship between Foxp3+ 
expression and CD39 expression by demonstrating that 
Foxp3+ triggers the expression of CD39 [70].

Evidence indicates that CD73 and CD39 have 
important roles in mediating the immune suppres-
sive properties of Tregs by hydrolyzing exogenous 
ATP/ADP to generate adenosine [68]. Specifically, 
Tregs obtained from CD39 KO mice lost their ability 
to suppress proliferation of CD4+/CD25– cells, which 
effect was reinstituted by introducing soluble exog-
enous NTPDases [68]. In addition, a role for adenos-
ine was further highlighted by studies demonstrating 
that A2A receptor KO target cells (CD4+/CD25–) pro-
liferated more than WT cells when cultured with WT 
Tregs. The intimate relationship between A2A recep-
tors and Tregs is also indicated by the observation 
that A2A receptor activation augments Foxp3+ expres-
sion in T cells [71].

A subset of T cells known as invariant NKT cells 
(iNKT) are important for the innate immune response 
that induces very rapid host responses to infection 
[72,73]. A2A receptors are expressed on iNKT cells and 
markedly suppress the production of proinflammatory 
cytokines such as INF-γ [74]. Since NKT cell activa-
tion has been implicated in a wide range of disease 
processes including atherosclerosis, type 1 diabetes, 
arthritis, and various allergic diseases [75], the pres-
ence of A2A receptors on NKT cells indicates novel 
therapeutic applications of A2A receptor ligands.

receptor activation can trigger the release of hista-
mine from naive lung mast cells [22]. Thus, A2B and A3 
receptors subserve different proinflammatory roles in 
murine mast cells in the absence of specific antigenic 
stimulation. The role of A2B receptors in mediating 
antigen-stimulated histamine release by murine mast 
cells is subject to controversy. Although mast cells iso-
lated from WT animals exhibit decreased histamine 
release in response to antigenic stimulation when com-
pared to mast cells from A2B receptor KO mice [56], 
exogenous adenosine retains its stimulatory effect in 
A2B receptor KO mast cells [20]. Therefore, it is plau-
sible that the decreased release of histamine from mast 
cells obtained from A2B receptor WT versus KO mice 
indicates an impaired responsiveness of A2B receptor 
WT versus KO cells to antigen that may originate from 
altered development of mast cells in A2B receptor KO 
mice. In contrast to A2B receptors, A3 receptor activa-
tion directly augments histamine release in antigen-
stimulated mouse mast cells, as the stimulatory effect 
of added adenosine that can be observed in WT mast 
cells is not seen in A3 receptor KO mast cells [57].

Unlike results noted with rodent cells, in human and 
canine mast cells, adenosine-induced degranulation 
or cytokine release is mediated predominantly by A2B 
receptor activation [58,59]. Stimulation of A2B recep-
tors on human mastocytoma HMC-1 cells elicits pro-
duction of the T helper 2 cytokines IL-4 and IL-13, in 
addition to a several other proinflammatory cytokines 
including IL-1β and IL-8. Although adenosine receptor 
activation is incapable of triggering histamine release 
from human mast cells [56], the demonstration of 
augmented IL-4 and IL-13 production in response to 
adenosine receptor stimulation indicates that human 
mast cell adenosine receptors are important factors in 
the pathophysiology of asthma.

Lymphocytes

Several recent studies utilizing adenosine receptor KO 
mice have examined the effect of adenosine receptor 
activation on various lymphocyte functions, and domi-
nant view based on these studies is that A2A receptors 
are the primary adenosine receptors in shaping lym-
phocyte responses. Studies employing A2A KO mice have 
shown that A2A receptor activation limits IL-2 secretion 
by naive CD4+ T-cells [60] leading to their reduced pro-
liferation [61] following T-cell receptor engagement. In 
addition, A2A receptor activation decreases the produc-
tion of both IFN-γ and IL-4 by both naive CD4+ T cells 
[60,62] and polarized Th1 and Th2 cells [63], casting 
doubt on the hypothesis that A2A receptor stimulation 
in lymphocytes might switch Th cell responses toward 
a Th2 profile. A2A receptor stimulation also upregulates 
the expression of negative costimulatory molecules 
including cytotoxic T-lymphocyte antigen-4 (CTLA-4) 
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(COPD), but not healthy patients, and adenosine recep-
tor antagonists can block this bronchospastic response 
[54]. These observations coupled with the findings that 
both adenosine concentrations and adenosine receptor 
abundance on immune cells in the lung are increased 
in individuals with asthma and COPD link endog-
enous adenosine to pathophysiological mechanisms 
in lung diseases. Because the bronchospastic response 
to adenosine can be prevented by agents that stabi-
lize the mast cell membrane and prevent the release 
of injurious mediators, and because histamine recep-
tor blockers can also prevent adenosine-mediated 
bronchoconstriction, mast cells have been proposed 
as major targets of the bronchoconstrictive effects of 
adenosine [54]. Rodent models of asthma have con-
firmed this, and have also incriminated A2B [55] and 
A3 [22,57] receptors as contributing to the stimulatory 
effect of adenosine on mast cell activation. In contrast, 
studies employing human mast cells have demon-
strated that A2B receptors mediate the proinflamma-
tory effects of adenosine in humans. A2B stimulation 
is proinflammatory not only in mast cells, but also in 
human bronchial smooth muscle cells [102], human 
bronchial epithelial cells [103], and human lung fibro-
blasts [104], which produce increased amounts of IL-6 
[102,104] and IL-19 [103] in response to adenosine. A2B 
receptors promote the differentiation of human lung 
fibroblasts into myofibroblasts, a major cell type that 
produces extracellular matrix [22]. This suggests that 
adenosine may participate in the fibrosis and remodel-
ing of the lung during asthma and COPD.

Preclinical data showing the effectiveness of A2B 
receptor antagonism in preventing disease progression 
in rodent animal models [105,106] suggest that selec-
tive A2B antagonists may be a feasible option for the 
treatment of human patients suffering from asthma 
and COPD. This notion is underlined by evidence that 
enprofylline, an antiasthmatic agent, is a relatively 
selective, albeit not potent A2B receptor antagonist 
[107]. In this regard it is noteworthy that CVT-6883 
[105,106], a selective A2B receptor antagonist that has 
demonstrated efficacy in preventing disease in rodent 
models of asthma and COPD appeared to be safe and 
well tolerated in a recent human Phase 1 study.

A2A agonists have been found to have widespread 
anti-inflammatory effects in pulmonary inflamma-
tion [108]. Bone marrow transfer experiments dem-
onstrated that A2A receptor activation only decreased 
lung inflammation when the A2A receptor was pres-
ent on bone marrow–derived cells. In addition, utiliz-
ing A2A receptor KO mice, Nadeem et al. showed that 
the adenosine–A2A receptor–cAMP axis is a potent 
endogenous anti-inflammatory signaling mechanism 
that prevents airway hyperreactivity and inflamma-
tory cell sequestration following ragweed sensitiza-
tion [109]. Thus, A2A agonists appear to be effective at 

Endothelial Cells

Endothelial cells express predominantly A2A and A2B 
adenosine receptors although A2B receptors appear to 
play a larger role in regulation of the microvascula-
ture [76]. At inflamed sites the vascular endothelium 
expresses or upregulates the expression of adhesive 
molecules, including E-selectin, VCAM-1, and ICAM-1, 
on their surface, which mediates recruitment of leuko-
cytes. Adenosine A2A receptors inhibit the expression 
of E-selectin and VCAM-1 but do not affect ICAM-1 
upregulation [77], effects apparently mediated by inhi-
bition of NF-κB activation in the endothelium [78]. 
More recently, similar effects have been ascribed to 
the A2B receptor as well [79]. In addition, the vascu-
lar endothelium secretes a variety of chemokines and 
cytokines at inflamed sites, including IL-8 and IL-6, 
and adenosine, acting at A2A and A2B receptors, dimin-
ishes their expression [77]. Thus, adenosine diminishes 
the endothelial contribution to inflammation and leu-
kocyte recruitment to inflamed sites.

The vascular endothelium is also an important 
source of adenosine [80–82], particularly during 
inflammation, by extracellularly converting adenine 
nucleotides to adenosine via CD39/CD73 expressed on 
their surface [83–86]. Inflammatory cytokines such as 
IFN-α, promote the expression of CD73 in a form of 
feedback regulation of inflammation as well [87]. The 
adenosine released by the endothelium not only pro-
tects the endothelium and the underlying tissue from 
attack by stimulated leukocytes [85,88] but inhibits 
the vascular leakage (edema) that is so prominent at 
inflamed sites via activation of adenosine A2B recep-
tors [84,89–91].

As discussed later, adenosine and its receptors play 
an important role in granulation tissue formation in 
wounded tissues. The central event in granulation tis-
sue formation is angiogenesis and adenosine, acting at 
both A2A and A2B receptors, stimulates angiogenesis. 
Application of an adenosine A2A receptor agonist to 
wounds increases blood vessel formation [92–95] and 
enhances wound healing. This effect is mediated, in 
part, by promotion of angiogenic factors by endothe-
lial cells and macrophages and downregulation of 
antiangiogenic factors [96–98]. In other tissues, such 
as the retina, adenosine A2B receptors mediate this 
function [99–101].

Overall Effects of Adenosine and Its 
Receptors on Inflammation

Asthma and Chronic Obstructive Pulmonary 
Disease

Inhaled adenosine can trigger bronchospasm in patients 
with asthma and chronic obstructive pulmonary disease 
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Sepsis

Mouse models employing both knockout and pharma-
cological approaches have delineated the role of the 
different adenosine receptors in governing the physi-
ological response of the host to sepsis [136]. Blockade 
of A1 receptors augmented mortality in intraperito-
neal sepsis induced by cecal ligation and puncture in 
mice, which was associated with increased inflamma-
tion-induced hepatic and renal injury [137]. Similar 
to these results, both knockout and pharmacologi-
cal inactivation of A3 receptors enhanced mortality, 
in mice challenged with cecal ligation and puncture 
[138]. In contrast to the deleterious effects of block-
ade of A1 and A3 receptors, A2A receptor blockade by 
either gene deletion or administration of ZM241385 
diminished cecal ligation and puncture-induced 
lethality. This protective effect occurred by a mecha-
nism that involved decreased bacterial growth, which 
was due to preserved immune system function [139]. 
Surprisingly, A2A receptor activation, when combined 
with antibiotics, has been shown to decrease lethal-
ity from sepsis induced by injecting with live E. coli, 
possibly by suppressing an exaggerated inflammatory 
response that can be caused by the rapid drug-induced 
killing of large number of bacteria [140]. Finally, it 
appears that A2B receptor inactivation in cecal ligation 
and puncture results in an augmented inflammatory  
response (Csoka, Hasko, Nemeth, and Pacher, unpub-
lished observation).

Inflammatory Bowel Disease

Ulcerative colitis and Crohn’s disease are chronic, 
relapsing diseases characterized by dysfunctional 
mucosal T lymphocytes, imbalances in cytokine pro-
duction and inflammation leading to damage of the 
intestinal mucosa. Although the etiology of inflam-
matory bowel disease (IBD) is elusive, the consen-
sus is that that disease is the result of a dysregulated 
immune response to luminal antigens in a genetically 
susceptible host [141,142]. A2A receptor activation has 
been shown to be protective in several animal models 
of IBD, and these protective effects can be attributed 
to two main mechanisms:  attenuation of inflamma-
tory cell sequestration and function in the mucosa, 
and enhanced activity of Tregs. Contribution of the 
former mechanism is based on results that A2A recep-
tor stimulation with ATL146e diminishes both leu-
kocyte infiltration and the release of inflammatory 
cytokines by disease-promoting effector T cells [143]. 
The latter mechanism was predicated on data that 
co-transfer of CD25+ CD4+ T regulatory cells obtained 
from A2A receptor WT mice could prevent disease 
induction SCID mice that were transferred adoptively 
with disease-inducing CD45RBhigh CD4+ T cells, while 

harnessing inflammatory lung tissue injury. However, 
in clinical trials, the utility of the A2A receptor ago-
nist GW328267X was limited by cardiovascular side 
effects [110].

Reperfusion Injury

A2A receptors on bone marrow–derived cells can pro-
tect organs from reperfusion injury following an isch-
emic episode. The organs that have been shown to be 
protected in this way include liver [111], kidney [112], 
heart [113], skin [114], spinal cord [115,116], and lung 
[117]. In liver [74] and kidney [118], the proinflamma-
tory activities of iNKT cells have been found to be 
inhibited by A2A receptor activation, and to be critical 
targets of the organ protective effects of A2A adenosine 
receptor activation.

Inflammatory Arthritis

Methotrexate is the mainstay of therapies for inflam-
matory arthritis. At low doses methotrexate enters cells 
and becomes polyglutamated to a long-lasting metabo-
lite [119]. AICAR transformylase, an enzyme which is 
part of the de novo purine synthetic pathway, is inhib-
ited by methotrexate polyglutamates [120] causing, the 
intracellular accumulation of AICAR [121,122]. AICAR 
competitively inhibits AMP deaminase causing, ulti-
mately enhanced release of adenosine from cells [121]. 
Although it is difficult to measure adenosine levels in 
blood and other fluids because of the short half-life 
(2–8 seconds) of adenosine [123], in patients suffering 
from rheumatoid arthritis treated with methotrexate 
there is strong evidence that methotrexate therapy 
increases adenosine release [124,125]. Experiments 
employing rodents show that the anti-inflammatory 
effects of methotrexate are mediated by adenosine 
and that the anti-inflammatory effect of methotrexate 
is absent if animals are administered adenosine recep-
tor antagonists or if their adenosine A2A or A3 receptors 
have been knocked out [122,126–132]. Similarly, meth-
otrexate loses its efficacy in patients with rheumatoid 
arthritis who consume significant quantities of caf-
feine, an adenosine receptor antagonist [133]. Thus, by 
increasing adenosine release at inflamed sites metho-
trexate attenuates inflammation in patients with rheu-
matoid arthritis. These observations that methotrexate 
exerts some of its anti-inflammatory effects through 
A3 receptors together with the demonstration that the 
selective A3 receptor agonist IB-MECA suppresses the 
course of arthritis in collagen-induced arthritis in mice 
[134], led to clinical trials with IB-MECA (CFA101) in 
patients with rheumatoid arthritis. IB-MECA was safe 
and well tolerated in this Phase II trial, and patients 
that were given this drug attained a moderate attenua-
tion of symptoms [135].
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it is worth mentioning that A2A receptor KO mice fail 
to generate granulation tissue confirming that endog-
enous adenosine has a central role in wound healing 
[93]. Sonedenoson (MRE0094, King Pharmaceuticals), 
an A2A agonist that regulates the inflammatory response 
and enhances tissue regeneration, is currently undergo-
ing trials for the treatment of diabetic foot ulcers.

Conclusions

A recent increase in our understanding of the role of 
the various adenosine receptors in regulating tissue 
injury have led to the identification of novel pharma-
cological targets to restore tissue function in various 
diseases. Targeting adenosine receptors with ago-
nists, antagonists, and interfering with the function 
of enzymes and transporters that are responsible for 
the accumulation of extracellular adenosine represent 
a wide range of approaches to alter adenosine signal-
ing at inflammatory sites.
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Context of the Phagocyte Nadph Oxidase

Appreciation of the role of ROS in normal host defense 
against infection serves as another example in modern 
medicine of how basic research and clinical medicine 
reciprocally rely on each other for critical insights as 
well as for identifying the proper biological context. As 
investigators were probing the origins and significance 
of the “burst” in oxygen consumption that phagocytes 
exhibited when challenged with microbes, clinicians 
were characterizing the phenotype of a new clinical 
syndrome associated with a compromise in normal 
immune function.

Whereas resting neutrophils rely on glycolysis for 
energy and consume little to no O2, stimulated neutro-
phils exhibit a rapid and robust burst of respiration, 
often referred to as the “respiratory burst,” and thereby 
generate a large flux of ROS. Nearly all of the oxygen 
consumed by stimulated neutrophils can be recovered 
as H2O2 produced, demonstrating that the phagocyte 
oxidase represents the sole mechanism for oxygen uti-
lization in phagocytes. The respiratory burst oxidase 
was not constitutively active but required stimula-
tion to initiate activity, resisted inhibition by cyanide 
or azide, thus excluding a mitochondrial source, and 
required flavin adenine dinucleotide (FAD) as well 
as NADPH for activity. Over the same time span that 
investigators were characterizing the respiratory burst 
oxidase, clinicians described a new inherited disor-
der, chronic granulomatous disease (CGD), that was 
manifested as frequent and severe pyogenic infections. 
Patients with CGD were first recognized in the 1950s 
when four boys with recurrent infections, lymphade-
nopathy, and granulomatous reactions in liver and 
lymph nodes were reported. The concurrent pursuits 
to elucidate the enzymology and significance of the 
respiratory burst of phagocytes and to understand 
the basis of the increased susceptibility to infection 
seen in patients with CGD merged with recognition  

Introduction

The rapid response of the innate immune system of 
humans depends in large part on the behavior of a 
subset of leukocytes known as polymorphonuclear 
leukocytes or neutrophils. Constituting the majority 
of white blood cells in the circulation, neutrophils 
provide continuous surveillance for microbial and 
noninfectious threats to the integrity of the host. Once 
recruited to an area of infection, neutrophils ingest 
microbes and thereby confine them in the phagosome, 
a membrane-bound compartment where an array 
of antibacterial factors can be delivered to kill and 
degrade the trapped microorganism. In addition to 
proteins that exhibit direct antimicrobial action, cyto-
plasmic granules in neutrophils contain enzymes that 
utilize microbial constituents as substrate, thereby 
compromising the structural integrity of the organ-
ism and indirectly contributing to microbial killing. 
Under normal circumstances, these complex and syn-
ergistic events occur in the presence of reactive oxy-
gen species (ROS) generated in situ by activation of 
a multicomponent enzyme, the phagocyte NADPH-
dependent oxidase. Like the prefabricated granule 
constituents, ROS damage targets directly and act 
in concert with granule proteins to generate second 
derivative active agents. The concomitant release of 
granule proteins and activation of the NADPH oxi-
dase thus provide phagocytic cells such as neutrophils 
with the capacity to respond rapidly to potentially 
life-threatening challenges and thus provide the ini-
tial wave of host defense.

Although monocytes, macrophages, and eosino-
phils share many of the fundamental features of 
the phagocytosis-coupled response exhibited by 
neutrophils, the discussion will use human neutro-
phils as the paradigm for presenting the biochemi-
cal principles of ROS generation by stimulated 
leukocytes.
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(1) that the biochemical phenotype of CGD reflected the 
absence of oxidase activity from neutrophils, mono-
cytes, macrophages, and eosinophils and (2) that the 
failure of CGD phagocytes to generate ROS resulted 
in depressed antimicrobial activity and the resultant 
increased occurrence of pyogenic infection.

Collectively, ROS refers to molecules generated by 
the incomplete reduction of oxygen, which include, in 
the context of the phagocyte oxidase, superoxide anion 
(O2

–), hydrogen peroxide (H2O2), and hydroxyl radical 
(HO).

O2
– is relatively unstable and because of its negative 

charge does not diffuse efficiently through membranes. 
However, because of its negative charge, O2

– avidly oxi-
dizes charged redox centers such as iron–sulfur clus-
ters in bacteria. In contrast, H2O2 is relatively stable 
and readily diffuses through membranes to oxidize 
susceptible targets, especially sulfur-containing amino 
acids such as cysteine and methionine residues. HO. 
ranks as the most toxic of these three ROS and reacts 
indiscriminately with lipids, proteins, DNA, and virtu-
ally all potential biologic substrates. As discussed in 
the following, the interactions among these ROS and 
between the ROS collectively and granule proteins cre-
ate a hostile environment within the phagosome for 
the ingested microbe.

Membrane Components of the  
Phagocyte Oxidase

As noted earlier, the phagocyte NADPH-dependent 
oxidase is inactive in resting neutrophils but converted 
into an active form by exposure of the cells to a suitable 
agonist. The activation state of the phagocyte oxidase is 
regulated by the spatial disposition of its components. 
The essential elements of this multicomponent enzyme 
in resting cells are segregated either in membranes or 
as soluble proteins within the cytoplasm. Exposure to 
effective agonists triggers assembly of the oxidase at 
the plasma membrane or the phagosomal membrane. 
Once assembled, the enzyme becomes active, convert-
ing molecular oxygen to O2

–.
The membrane component of the phagocyte 

NADPH oxidase is flavocytochrome b558, a heterodi-
meric integral membrane protein composed of a 
glycosylated 91-kDa protein, gp91phox (where phox 
indicates phagocyte oxidase), and a nonglycosylated 
22-kDa protein, p22phox. Encoded by the CYBB gene on 
the X-chromosome and once thought to be uniquely 
expressed in phagocytes, gp91phox is the electron trans-
ferase component of the phagocyte oxidase and has 
recently been recognized to be the patriarch of a fam-
ily of NADPH oxidase proteins, referred to now as the 
NOX protein family (vide infra). Neutrophils, mono-
cytes, eosinophils, and macrophages express rela-
tively large amounts of gp91phox, which is referred to as 

NOX2 in the nomenclature of the NOX protein family. 
Ongoing studies of the tissue distribution of NOX pro-
tein family members have revealed detectable amounts 
of both gp91phox message and protein in a wide variety 
of cells, although in many cases the physiologic sig-
nificance of the findings awaits further elucidation. 
The integral membrane protein p22phox is encoded by 
the CYBA gene on chromosome 16q24 and associates 
with gp91phox in 1:1 stoichiometry to create functional 
flavocytochrome b558. During the biosynthesis of the 
individual subunits of flavocytochrome b558 in the endo-
plasmic reticulum (ER), the heme-containing 65-kDa 
precursor of gp91phox associates with p22phox to form 
the nascent heterodimer (Figure 15.1). In the absence 
of either subunit, as occurs in some types of CGD, the 
lone subunit undergoes degradation, mediated in part 
in the proteasome. Furthermore, heme acquisition in 
the ER is a prerequisite for maturation of the heterodi-
mer in the secretory protein pathway and proper tar-
geting to membranes at the neutrophil surface or in 
intracellular vesicles. In the absence of heme synthesis, 
heterodimers do not associate in the ER and flavocy-
tochrome b558 biosynthesis is aborted, demonstrating 
the critical contribution of heme incorporation to the 
integrity and stability of the heterodimer.

In the absence of a solved crystal structure, the 
topography of flavocytochrome b558 and some of its 
structural features have been derived from sequence 
analysis, mapping by monoclonal antibodies, and 
the application of a host of analytical techniques 
(Figure 15.2). Data suggest that gp91phox possesses six 
transmembrane helices and an extended C-terminus 
of ~300 amino acids in the cytoplasm. Several fea-
tures of gp91phox that are shared by all members of the 
NOX protein family are suited to its role as an elec-
tron transferase, shuttling electrons across the mem-
brane from cytoplasmic NADPH to molecular oxygen. 
The C-terminal cytoplasmic tail of gp91phox possesses 
binding sites for both NADPH and FAD and the trans-
membrane α-helices contain two nonequivalent heme 
groups, each ligated to histidine residues in parallel 
helices and stacked atop each other perpendicular 
to the plane of the membrane. This arrangement is 
reminiscent of that suggested for the iron reductase 
of Saccharomyces cerevisiae, where the individual 
ligating histidines appear 12–13 residues apart in the 
linear sequence. Direct data on neutrophils indicate 
that the midpoint potentials for the inner and outer 
heme groups are –225 and –265 mV, respectively, thus 
providing a favorable pathway for sequential electron 
movement from NADPH to FAD to the hemes and then 
to molecular oxygen, with the ultimate production of 
superoxide anion.

Whereas gp91phox serves as the catalytic subunit of 
flavocytochrome b558, supporting electron movement 
from NADPH to oxygen, p22phox has not been implicated 
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in directly contributing to enzymatic activity of the  
heterodimer. Rather, p22phox is essential for the stabil-
ity of gp91phox during its biosynthesis and thus to the 
structural and functional integrity of flavocytochrome 
b558; patients with absent or abnormal forms of p22phox 
have the biochemical and clinical phenotype of CGD 
and suffer the same frequent and life-threatening 
infectious complications as do patients with CGD  
secondary to a lack of normal gp91phox. In addition to 
the association with gp91phox in the membrane, p22phox 
supports interactions with cytosolic oxidase compo-
nents that are essential to assembly of a functional 
oxidase (vide infra). It is noteworthy that the stabiliz-
ing effect of p22phox on gp91phox is not a feature shared 
by all NOX protein family members; neither NOX5 nor 
the two Duox proteins is associated with p22phox. As 
discussed later, these same NOX isoforms also func-
tion independently of cytosolic cofactors, thus high-
lighting the specific contribution p22phox makes to the 
infrastructure-supporting oxidase assembly.

Cytoplasmic Components of the 
Phagocyte Oxidase

In addition to the membrane-associated flavocyto-
chrome b558, activity of the phagocyte NADPH oxi-
dase requires three cytosolic proteins, p47phox, p67phox, 
and either Rac1 or Rac2 from the Rho family of low- 
molecular-weight GTPases. The absence of any of these 
proteins from phagocytes results in the biochemical 
and clinical phenotype of CGD. In addition to these 
three proteins, other cytosolic proteins have been 
implicated in modulating activity of the phagocyte 
oxidase. The essential proteins exist in the cytoplasm 
as multicomponent complexes; p47phox, p67phox, and 
p40phox are associated in one cytosolic complex, and 
Rac is coupled with RhoGDI, the GDP dissociation 
inhibitor for Rho, in the other.

Serving as an adaptor protein that organizes 
assembly of the multiple oxidase components at the 
membrane, p47phox contains several domains that have 
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Figure 15.1.  Biosynthesis of flavocytochrome b558. Both subunits of flavocytochrome b558 are synthesized in the ER, 
with the primary translation product for gp91phox undergoing cotranslational glycosylation to generate a 65-kDa pre-
cursor, gp65. The nascent subunits associate and acquire the heme groups in the ER, with any unassociated subunits 
undergoing degradation, in part mediated by the proteasome. The heme-containing gp65-p22phox heterodimer has 
posttranslational modification of carbohydrates by ER glucosidases and mannosidases before exiting the ER and enter-
ing the Golgi, where significant modification of the oligosaccharides occurs. The net result of extensive glycosylation 
is the appearance of gp91phox. The mature heterodimer exists the Golgi and transferred into the membranes of the 
secretory vesicles, secondary granules, and cell surface.
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assembly of a functioning oxidase; in neutrophils of 
patients with CGD secondary to the absence of p47phox, 
p67phox remains in the cytoplasm after exposure to ago-
nists. Thus, p47phox contributes to oxidase activation in 
its role as an organizing element, providing a platform 
that is essential for the orderly translocation of p67phox 
to the membrane and the stable association there with 
flavocytochrome b558.

Whereas p47phox provides critical organizational 
input into phagocyte oxidase assembly and action, 
p67phox exhibits intrinsic catalytic activity, regulating 
the reduction of FAD by NADPH and interacting with 
Rac. In fact, in an experimental cell-free system using 
flavocytochrome b558–enriched neutrophil membranes 
and high concentrations of recombinant p67phox, super-
oxide anion can be generated in a Rac-dependent fash-
ion in the absence of p47phox. The catalytic activity of 
p67phox depends as well on interactions with Rac, with 
an effector domain within the latter demonstrated to 
associate directly with p67phox. In cytoplasm of rest-
ing phagocytes, isoprenylated Rac is in its GDP-bound 
inactive state, associated with RhoGDI. However, stim-
ulation results in phosphorylation of RhoGDI, genera-
tion of the GTP bound form of Rac, and translocation 
of Rac-GTP to the membrane (Figure 15.4). The latter 
translocation is independent of concurrent transloca-
tion of the p47phox–p67phox–p40phox complex, although 

been implicated in mediating intermolecular interac-
tions (Figure 15.3). Near the N-terminus of p47phox is 
a PX domain, originally identified in Phox proteins 
and demonstrated to associate with specific phospho-
inositides in or at the membrane. In addition, p47phox 
possesses tandem Src homology 3 (SH3) domains and 
a proline-rich region (PRR), motifs known to support 
protein–protein interactions. However, the conforma-
tion of p47phox in the cytoplasm of unstimulated phago-
cytes renders these domains cryptic and inaccessible 
for interactions with their potential binding partners. 
In addition to the protein domains that support inter-
molecular associations, p47phox has a region rich in 
arginine and in serines that are susceptible to phos-
phorylation. Referred to as an autoinhibitory region, 
this cationic region of p47phox includes 8–10 sites for 
agonist-dependent phosphorylation. During phagocyte 
stimulation, several kinases are activated and mediate 
phosphorylation of p47phox in the autoinhibitory region, 
thereby releasing the conformational constraints on 
its potentially interactive domains. As a consequence 
of these posttranslational modifications in p47phox, 
its SH3 domains become accessible to associate with 
the PRR in p22phox and its PX motif can interact with 
targets in the stimulated plasma or phagosomal mem-
brane. The translocation of p47phox to the membrane 
is required to promote the movement of p67phox and 
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Figure 15.2  Electron transfer via flavocytochrome b558. Substantial complementary 
data support a model for gp91phox with six transmembrane α-helices, with both a short 
N-terminus and extended C-terminus extending into the cytoplasm. The cytoplasmic 
C-terminus possesses binding sites for NADPH and FAD. Stacked in the membrane, 
coupled in bis-histidine linkages between helices III and V, are two nonequivalent heme 
groups. When the oxidase is assembled and activated, electrons shuttle sequentially 
from NADPH to FAD, across the two hemes in the membrane, to reduce molecular oxy-
gen to superoxide anion.
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evidence indicates that robust oxidase activation dur-
ing phagocytosis requires PI(3)P-dependent binding of 
p40phox at the phagosome, thereby providing another 
level of spatial control of the phagocyte oxidase. 
Several reports of flavocytochrome b558 purification 
have noted the co-isolation of Rap1A, a low-molecular- 
weight G protein, although a functional link with the 
phagocyte oxidase remains to be further defined. Of 
note, neutrophils from mice lacking Rap1A exhibit 
slightly reduced oxidase activity. There is recent evi-
dence as well that the abundant cytosolic calcium-
binding proteins MRP8 and MRP14 associate with 
flavocytochrome b558 in neutrophils and modulate oxi-
dase activity in intact cells.

Oxidant Generation Within the Phagosome

The clinical consequences of CGD dramatically high-
light the important contribution of oxidant-dependent 
antimicrobial activity to human defense against infec-
tious agents. Discussions of neutrophil antimicrobial 
action often juxtapose such activity with microbial 
killing that occurs in the absence of O2, the so-called 
O2-independent system. The granule proteins delivered 

evidence supports interactions of the membrane-
bound Rac-GTP with translocated p67phox as well as 
with flavocytochrome b558. The efficient redistribu-
tion of the two cytosolic complexes upon phagocyte 
stimulation and the stable association of oxidase com-
plexes to support a functional oxidase require multiple  
protein–protein and protein–lipid interactions, the 
precise details of which are still being elucidated.

In the most reductionist view, phagocyte oxidase 
activity can be fully reconstituted in vitro with lipi-
dated flavocytochrome b558, p47phox, p67phox, and Rac-
GTP. However, additional proteins and lipids likely 
contribute to modulation or regulation of phagocyte 
oxidase activity in vivo. The lipid environment of flavo-
cytochrome b558 influences its conformation and activ-
ity. Furthermore, the phospholipid composition of the 
membranes at which oxidase assembly occurs contrib-
utes to overall activity of the enzyme complex. Like 
p47phox, p40phox possesses a PX domain but may rec-
ognize phosphoinositide species that differ or overlap 
with those to which p47phox binds. The PX domain of 
p40phox binds phosphatidylinositol 3-phosphate [PI(3)P], 
a species generated on the cytoplasm-oriented leaf-
let of nascent phagosome membranes. Experimental 
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Figure 15.3.  Agonist-triggered conformational changes in p47phox. In the cytoplasm of 
resting phagocytes, p47phox exists in a conformational state wherein domains that pos-
sess the capacity to support protein–protein and protein–lipid interactions are cryptic 
and inaccessible. There is a PX domain, which binds to specific phosphoinositides; tan-
dem Src homology 3 (SH3) domains, which interact with proline-rich regions (PRR); and 
a C-terminal PRR. Very importantly, there is a cationic region between the second SH3 
domain and the PRR known as the autoinhibitory region that is rich in arginine and ser-
ine residues. Stimulation of phagocytes activates several protein kinases that phospho-
rylate 8–10 serines in the autoinhibitory region. Consequently, there is a conformational 
change in p47phox, rendering its interactive domains available for binding. SH3 domains 
interact with a PRR in p22phox, PX domain binds phosphoinositides on the inner leaflet 
of the phagocyte membrane, and other interactions between cytosolic elements and 
flavocytochrome b558 stabilize the assembled complex.
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(either plasma or phagosomal), to molecular oxygen, 
and thereby generating O2

– as the proximal product 
of oxidase activity. Although the magnitude of oxi-
dase activity parallels the intensity of the stimulation, 
the phagocytosis-triggered oxidase generally gener-
ates O2

– within the phagosome, with very little detected 
extracellularly unless the number of particles in the 
challenge is high or closure of the phagosome is incom-
plete. The turnover number of the phagocyte oxidase is 
~150–160 electrons/heme/s, and a soluble agonist such 
as phorbol myristate acetate can stimulate extracellu-
lar generation of 7–10 nmol O2

–/min/106 neutrophils.
As the proximal ROS generated by the phagocyte 

oxidase, O2
– has several potential fates. Within the 

phagosome, O2
– can undergo protonation to yield the 

perhydroxy radical OH2, although the pKa for dis-
sociation is 4.8. Furthermore, O2

– can serve either to 
donate or to accept electrons and thus can react with 
itself to generate O2 and H2O2. The latter dismutation 
reaction can occur spontaneously, optimally when the 
concentrations of the two reactive species are identical 
(i.e., pH 4.8). In neutrophils, the pH in the phagosome 
reaches 6–6.5, which would seem to limit spontaneous 
dismutation of O2

–. However, the influx of protons dur-
ing oxidase activation, an obligate response to medi-
ate charge compensation for the shuttling of electrons 
into the phagosome, likely accounts for conversion of 
O2

– to H2O2. Catalytic promotion of H2O2 generation by 
superoxide dismutase (SOD) may occur when ingested 
microbes release their SOD into the phagosome, but 

to attack the ingested microbe by granule–phagosome 
fusion include a variety of proteases with a broad 
array of substrate specificities that react with exposed 
or secreted microbial products. Some granule pro-
teins are not enzymes but exert direct antimicrobial 
activity. For example, cationic antimicrobial peptides 
present in azurophilic granules of neutrophils, such 
as α-defensins or bactericidal-permeability increas-
ing protein (BPI), lack protease activity but disrupt the 
integrity of the microbial surface upon binding and 
thereby compromise the viability of the organism. The 
intrinsic activity of both of these antimicrobial agents 
is independent of the presence of O2, and their initial 
engagement with the target is at the microbial surface, 
dictated, in part, by electrostatic interactions between 
the cationic antimicrobial peptide and the anionic 
outer structures on the organism. Consequently, any 
posttranslational events that change charge or other 
intrinsic physical properties of the microbial surface 
will influence subsequent associations with such gran-
ule antimicrobial proteins in the phagosome. Such 
considerations are important to include in a discus-
sion of phagocytic antimicrobial action, as the conven-
tional classification of events as “oxygen-dependent” 
versus “oxygen-independent” underestimates the com-
plex synergy that occurs in the physiologic setting of 
an infectious challenge.

As detailed earlier, the assembled oxidase serves 
as an electron transferase, sequentially moving elec-
trons from cytoplasmic NADPH, across the membrane 
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gp91phox gp91phox p22phoxp22phox
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Figure 15.4.  Assembly of the phagocyte NADPH oxidase. In resting phagocytes, the NADPH oxidase is unassembled and 
inactive. Upon stimulation, phosphorylation of p47phox and RhoGDI relaxes conformational constraints in the complexes. The 
phosphorylation of p47phox permits the p47phox–p67phox complex to associate with the membrane and with flavocytochrome b558 
(Figure 15.3). Conversion of Rac-GDP to Rac-GTP permits the isoprenylated protein to translocate to the membrane, indepen-
dently of the p47phox–p67phox complex, where interactions with gp91phox, p67phox, or both occur.
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biochemistry in the phagosome is magnified by rec-
ognizing that the microbial contribution will vary as a 
function of the specific identity as well as the growth 
phase of the ingested organism, and that the individual 
phagosome itself is very heterogeneous. Oxidant pro-
duction is localized to the site on the membrane where 
the oxidase has assembled, thus providing a point 
source for oxidant dispersal, the extent of which will 
reflect the intrinsic diffusion capacity of the specific 
ROS as well as the probability of its collision with suit-
able substrates in its environment. Granules likewise 
fuse at discrete sites on the phagosome and release 
contents locally. Some granule proteins bind avidly to 
targets, thus delivering antimicrobial action in close 
proximity to the potential targets, whereas others may 
act in solution. Collectively, these factors magnify the 
inherent challenge of precisely defining the identity of 
products in a given phagosome or assigning essential 
antimicrobial activity to any specific constituent.

The direct toxic action of H2O2 on microbes is rela-
tively modest at concentrations generated in vivo but 
is potentiated as much as 100-fold, depending on the 
organism, in the presence of the azurophilic granule 
protein myeloperoxidase (MPO). H2O2 reacts with the 
ferric iron in MPO to generate Compound I, a complex 
in which the heme group of MPO forms a double bond 
with O2 and serves as the catalytically active form 
of MPO (Figure 15.5). Compound I catalyzes a two-
electron oxidation of halide ions to produce hypoha-
lous acids. O2

– can also react directly with MPO and this 
interaction has been implicated in maintaining opti-
mal activity of the enzyme in the phagosomal environ-
ment. In the case of the reaction of Compound I with 
chloride ion, the predominant halide in the phagosome, 
Cl– is oxidized to Cl+ to yield hypochlorous acid (HOCl), 
or bleach. Depending on the agonist used for activa-
tion and the analytical techniques employed to assess 
reaction products, ~11%–40% of the O2 consumed by 
stimulated human neutrophils can be recovered as a 
chlorinating species such as HOCl, and stimulated neu-
trophils can produce ~50 nmoles HOCl/30 minutes/106 
cells. HOCl is a very potent oxidant and although it 
can dissociate in a pH-dependent fashion to hypochlo-
rite or generate Cl2, much of the HOCl generated in the 
phagosome attacks any potentially oxidizable group 
to which it has access. Candidate substrates include 
the sulfur-containing amino acids cysteine and methi-
onine, amino side-groups on all amino acids, carbo-
hydrates, lipids, phospholipids, and nucleic acids. In 
some cases, the resulting change in the microbe will 
directly compromise the viability of the organism, 
whereas in other situations the induced chemical 
modifications will alter susceptibility to other reac-
tive species in the phagosome. Vulnerable targets are 
not restricted to the ingested microbe but include as 

no experimental data suggest that host-derived SOD 
contributes in this chemistry. Nearly all of the O2 con-
sumed by stimulated neutrophils can be recovered as 
H2O2.

Reactive nitrogen species such as nitric oxide (NO) 
likewise participate in inflammation and in host 
defense against microbes. Produced from arginine 
by nitric oxide synthase (NOS), NO has been linked 
to a wide variety of immune activities, including cell 
signaling (both within and between cells), tumor kill-
ing, and antimicrobial action. Within the context of 
intracellular events in phagocytes, NO has been most 
extensively characterized in murine systems. In con-
trast to the general recognition that NO contributes 
to murine host defense and participates in both acute 
and chronic inflammatory states, there is considerable 
controversy as to the capacity of human phagocytes 
to produce enzymatically NO in vivo. In the case of 
monocyte-macrophage production of NO, the story 
is relatively complicated. In vitro, production of NO 
by isolated monocytes or monocyte-derived mac-
rophages has not been demonstrated after exposure 
to a wide array of potential agonists and cytokines. 
However, macrophages recovered from patients with 
mycobacterial infection exhibit the capacity to kill 
mycobacteria in a fashion that is ablated by inhibition 
of NOS, suggesting that mycobactericidal activity of 
the macrophages is NO-mediated. It is possible that the 
failure of the in vitro studies to mirror what is implied 
in vivo reflects shortcomings in our understanding 
of human macrophage differentiation in vitro rather 
than the absence of biologically relevant NOS activity. 
Elucidation of the role of NO in human macrophage-
mediated antimicrobial activity will be anticipated to 
allow insights into cell models of human macrophage 
differentiation.

In the case of human neutrophils, evidence support-
ing the presence of significant NOS activity is likewise 
controversial. Regardless of the source of NO, there 
is general agreement that NO participates in influenc-
ing the behavior of neutrophils and thus contributes 
to the biological phenotype during inflammation. NO 
has been implicated in modulating neutrophil recruit-
ment to sites of inflammation and NO from endothelial 
cells can interact with neutrophil-derived superoxide 
anion to generate peroxynitrite, a reactive species with 
a broad range of biological targets. In this light, one 
can ascribe to NO a role in influencing neutrophil-
dependent antimicrobial activity, even if the inputs 
are indirect.

Since phagosomes contain large amounts and a 
wide array of potential substrates derived from both 
ingested microbes as well as released granule contents, 
it is impossible to provide a comprehensive list of all 
the reactive species generated. The complexity of the 
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The MPO-H2O2-Cl system supports modification 
of ROS initially produced by the phagocyte NADPH 
oxidase. For example, stimulated neutrophils gener-
ate low levels of hydroxyl radical (OH•) in an MPO-
dependent fashion, via a reaction between HOCl and 
O2

–. OH• reacts readily and rapidly and, in the presence 
of CO2, can generate HCO3

•, a radical which would 
thus be present under physiologic conditions and has 
demonstrated antimicrobial capacity. In addition, 
MPO-generated HOCl can interact with H2O2 to pro-
duce singlet oxygen (1O2). In both cases, very sensitive 
analytical systems are required to detect OH• and 1O2, 
raising questions about their contribution to the over-
all toxic environment in the phagosome and physio-
logic relevance to antimicrobial action. Nonetheless, 
the species are highly reactive and can be detected in 
biological settings.

In addition to MPO, other granule proteins exhibit 
synergistic activity with each other and with oxidants. 

well host proteins delivered to the phagosome during 
degranulation.

The HOCl generated by the MPO-H2O2-Cl system 
promotes several other chemical reactions in addi-
tion to mediating the direct oxidation of susceptible 
targets. The downstream products from reactive HOCl 
create a host of long-lived agents by attacking nitrogen 
and generating chloramines. Some chloramines retain 
oxidizing capacity and thus extend the antimicrobial 
influence of MPO-derived products in the phagosome, 
whereas others decompose to release aldehydes, some 
of which possess intrinsic biological activity. The 
MPO-H2O2 system in the absence of chloride can also 
directly oxidize the aromatic amino acid tyrosine to 
produce tyrosyl radicals, which in turn promote dity-
rosine linkages between proteins. Furthermore, tyrosyl 
radicals and O2

– can interact to generate tyrosine per-
oxide, as has been directly demonstrated for stimu-
lated neutrophils.
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Figure 15.5.  Potential MPO-based reactions in the phagosome. Concurrent activation of 
the NADPH oxidase and release of azurophilic granules into the phagosome delivers reac-
tive oxygen species and granule products, respectively, in close proximity of the ingested 
microbe. Among the many interactions that occur among oxidants and granule proteins to 
produce an environment inhospitable to microbes are those dependent directly or indi-
rectly on MPO. MPO and H2O2 combine to form Compound I that in turns supports the two-
electron oxidation of Cl– to Cl+ and thereby generate HOCl, or bleach. MPO and H2O2 also 
directly oxidize tyrosine to generate tyrosyl radicals, a substrate for production of tyrosine 
peroxide as well as tyrosyl cross-linking of free tyrosines or tyrosyl residues in proteins. 
HOCl is a very potent oxidant and directly attacks amino acids, especially methionine and 
cysteine, as well as amide sidechains on peptides and proteins, and other biological sub-
strates. HOCl also supports generation of other reactive species, including hydroxyl radical 
(OH•), singlet oxygen (1O2), and chloramines. The latter products include those that are rela-
tively long lived and exert significant antimicrobial activity. Some chloramines decay and 
release aldehydes, some of which are antimicrobial in their own right. Many of these various 
derivatives of MPO-dependent HOCl generation mediate antimicrobial activity (indicated 
by the red starburst).
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relationships of MPO and HOCl in modifying lipo-
proteins and thereby contributing to the development 
and progression of atherosclerosis are currently being 
widely studied. MPO can catalyze nitration of tar-
gets, most notably tyrosine, either free or as tyrosyl 
residues in proteins. Although nitration does not occur 
within the phagosome, MPO-dependent nitration of 
extracellular targets likely contributes to nitric oxide–
mediated tissue injury in inflammation. Thus, much of 
the potent biochemistry that serves to target microbes 
captured in the phagosome can induce significant tis-
sue damage as part of the inflammatory response.

Nadph Oxidase Beyond Phagocytes

As mentioned earlier, it has been recently appreciated 
that the phagocyte NADPH oxidase is a member of 
the NOX protein family, a group defined by homol-
ogy with gp91phox, aka NOX2 (Figure 15.6). Several 
excellent reviews of the NOX protein family describe 
the incredibly wide biological contexts in which they 
operate, extending through both the plant and animal 
kingdoms. Although gp91phox serves as the organizing 
principle for the family, several distinctive features of 
the nonphagocyte members merit comment.

First, the critical dependence of gp91phox on cofac-
tors is not shared by all NOX proteins. Only NOX 1, 3, 
and 4 resemble gp91phox in requiring association with 
p22phox for stability, activity, and proper targeting into 
membranes. Homologues of p47phox and p67phox, des-
ignated as NOXO1 and NOXA1 respectively, serve as 
cofactors for NOX1 and 3, whereas NOX4, NOX5, and 
the DUOXes do not depend on cytosolic protein cofac-
tors. Instead, NOX5 and the DUOXes, all EF-hand con-
taining proteins, are regulated by cytosolic calcium 
and may represent very ancient members of the protein 

The antimicrobial activities of elastase or cathepsin G 
are potentiated by the MPO-H2O2-chloride system by a 
mechanism that is dependent on the cationic nature of 
the granule proteins; neither requires enzymatic activ-
ity to kill target bacteria. The same synergy probably 
occurs as well with the other granule antimicrobial 
proteins, including the defensins and BPI. However, 
it is important to recognize as well that many of the 
granule proteins exert potent and effective antimi-
crobial action even in the absence of a functioning 
oxidase. Neutrophils from patients with CGD, cells 
that lack the capacity to generate any ROS, can kill 
Escherichia coli, Pseudomonas aeruginosa, and many 
catalase-negative streptococci normally, thus demon-
strating bona fide effective antimicrobial action medi-
ated exclusively by the granule proteins.

Given the quantity and expansive functional capac-
ity of granule proteins released into the phagosome, 
the varied and highly reactive oxidants generated by 
the phagocyte NADPH oxidase in situ, and the dynamic 
ways in which these constituents of the phagosome 
synergize, the phagocyte provides comprehensive and 
at times redundant biochemical agents to kill and 
degrade ingested microbes. In addition to supporting 
antimicrobial activity, neutrophil-derived oxidants 
contribute to proinflammatory events outside the 
phagocyte when produced in excess, at inopportune 
times, or in inappropriate tissue sites. Granule pro-
teins such as MPO and proteinase 3 have been linked 
to systemic vasculitides and MPO-mediated oxidation 
of lipoproteins, glycerophospholipids, proteins, and 
amino acids has been associated with a wide variety of 
inflammatory diseases. In plasma at physiologic pH, 
released MPO and H2O2 can support the production of 
HOBr and HOSCN in addition to HOCl, each of which 
can target the full range of biological molecules. The 
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Figure 15.6.  Members of the NOX family of NADPH oxidases. The NOX family of NADPH oxidases includes seven proteins 
(NOX1–5, DUOX1, and DUOX2) that are identified by sequence homology with gp91phox (aka NOX2) and share dependence on 
NADPH and FAD for activity. Distributed broadly in a nearly all tissues and cell types in both plant and animal kingdoms, the non-
phagocyte oxidases serve diverse functions. The organization of the nonphagocyte oxidases differs in several ways from that of 
the phagocyte oxidase. Only NOX1, 3, and 4 pair with p22phox in the membrane. NOXO1 and NOXA1, homologues of p47phox and 
p67phox respectively, interact with NOX1, 3, and 4, whereas NOX5 and the DUOX proteins function independently of cytosolic pro-
tein cofactors. In contrast to the agonist-dependent assembly and activation seen in the phagocyte oxidase, the nonphagocyte 
systems function constitutively, with modulation by exposure to various agonists. Both NOX5 and the DUOX proteins possess 
EF-hands in their cytoplasmic domains and are regulated by changes in intracellular calcium.
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will likely reveal novel biochemistry, either at the level 
of FAD-supported electron transfer or in the context of 
novel superoxide dismutase activity in DUOX itself.

Definition and characterization of similarities and 
contrasts among the NOX proteins with respect to 
the phagocyte NADPH oxidase promises to expand 
understanding of the role of ROS in inflammation in 
its myriad manifestations.
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family. The extent to which these differences with 
respect to supporting cofactors provides mechanistic 
insights into how p22phox precisely influences gp91phox 
activity or into the intricacies of cytosolic factor modu-
lation of oxidase activity awaits further study. Second, 
ROS production in the phagocyte system is relatively 
robust, suitable for damaging microbial targets. In 
their native setting, the nonphagocyte NOX proteins 
generally generate lower levels of ROS. With respect 
to NOX1, 3, and 4, this lower activity seems better 
suited to mediating signal transduction than rendering 
irreversible modifications in targets. Third, whereas 
the phagocyte system is unassembled and inactive in 
unstimulated cells, some of the NOX proteins are active 
constitutively but subject to modulation by various fac-
tors. For NOX proteins that interact with NOXO1, the 
constitutive activity may reflect, in part, the absence of 
an autoinhibitory region in NOXO1. As a consequence, 
NOXO1 is likely always in an open conformation, sup-
porting continuous interaction with complementary 
domains at the membrane. Last, studies of the DUOXes 
detect only H2O2 as the proximal product of its activa-
tion; no O–

2 is recovered. The biochemical basis for this 
activity remains undefined, but its eventual elucidation 
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	 16 Cell Adhesion Molecules

Lucy V. Norling, Giovanna Leoni, Dianne Cooper, and Mauro Perretti

Biological Functions of  
Adhesion Molecules

Cell adhesion molecules are endowed with many 
biological functions, often crucial to life. For instance, 
in gut or lung epithelia they assure cell-to-cell contacts, 
thus making and maintaining barrier functions, while 
allowing passage of nutrients and other solutes. Besides 
maintaining body form and structure, cell adhesion 
molecules play important roles in tissue development 
as well as helping to determine its final organization. 
A common feature of adhesion molecules is their abil-
ity to sustain strong bonds between adjacent cells on 
either a permanent or intermittent basis.

Apart from these static functions of cell adhesion 
molecules, there are many mobile functions, whereby 
they are able to induce intermittent cell-to-cell bonds 
hence assuring particular cell movements either in the 
blood vessel (as during inflammation; topic to be inves-
tigated in this chapter) or within tissues and organs.

It is therefore evident that, contrary to previous 
simplistic visions and predictions, cells are never free 
floating but rather they move on surfaces such as the 
inflamed joint or gut subepithelial strata, penetrate 
into injured organs or circuit the body (think of T 
cells traveling the blood lymphatic circulation, and so 
forth) by activating processes all relating to cell adhe-
sion molecule-mediated phenomena.

Adhesion Molecules in Inflammation

Multistep Leukocyte Adhesion Cascade

Leukocyte recruitment in both homeostatic and 
inflammatory situations follows a generic paradigm 
characterized by a sequential cascade of interactions 
between leukocytes and endothelial cells (ECs). Insight 
into the cellular and molecular processes involved in 
each step of the cascade have been provided by a range 

of experimental approaches performed both in vitro 
and in vivo. These include antibody inhibition stud-
ies, static adhesion assays, parallel-plate flow chamber 
models, as well as the use of intravital microscopy to 
visualize live interactions of leukocytes with the vessel 
wall.

Collectively, these studies have helped to elucidate 
that (i) initial leukocyte–endothelial interactions (cap-
ture and rolling) are instigated primarily by a family 
of molecules called selectins interacting with oligosac-
charide residues expressed by counter-ligands, and 
(ii) firm adhesion and transmigration are mediated by 
leukocyte integrins interacting with the endothelial 
immunoglobulin superfamily of adhesion molecules 
(outlined in Figure 16.1 and described later in detail).

Leukocytes are a heterogeneous population of 
immune cells with specialized functions. The type of 
leukocyte recruited to an inflammatory site depends 
on the stimulus and hence the differential expression 
of adhesion molecules on the endothelium. In acute 
inflammatory episodes, the predominant leukocyte 
influx is neutrophils, with the remaining leukocytes 
consisting of monocytes or macrophages and, in aller-
gic responses, eosinophils. Comparatively, in chronic 
inflammatory responses lymphocytes predominate, as 
well as monocytes and macrophages whereas neutro-
phils are present to a lesser extent.

Adhesion Molecules Promoting Cell  
Rolling: The Selectins

Selectins are the main initiators of leukocyte tether-
ing and rolling, although this process can – in some 
cases  – be facilitated by several integrins (especially 
when selectin deficiency occurs). The selectins are 
a three-member family (L-, P-, and E-selectin) that 
share a highly conserved extracellular N-terminal 
Ca2+-dependent C-type lectin domain. All selectins 
contain a transmembrane domain and a cytoplasmic 
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tail, the major structural difference between the fam-
ily members being the number of consensus repeat 
units. All selectins bind, through their lectin domain, 
to sialylated forms of oligosaccharides displayed on 
various mucin-like glycoproteins, for example, sialyl 
lewis X (sLeX). One of the most extensively character-
ized selectin ligands is P-selectin glycoprotein ligand-1 
(PSGL-1), a highly sialyated mucin found on all leuko-
cytes and a ligand for all three selectins.

Selectin ligands need several carbohydrate modi-
fications before leukocytes will bind; the enzymes 
involved in these posttranslational modifications 
include the glycosyltransferases, fucosyltransferases, 
and the sulfotransferases. Insights into the contribu-
tions of these enzymes on ligand structure and hence 
leukocyte rolling has been demonstrated using enzy-
matic treatments to cleave certain chains and more 
specifically in mutant mice with targeted deficiencies.

A rare congenital disease in humans, namely leu-
kocyte adhesion deficiency II (LAD-II), underscores 
the importance of posttranslational modifications on 
selectin-ligand biosynthesis. These individuals have a 
defective Golgi GDP-fucose transporter, resulting in 
a hypofucosylation of glycoproteins. Patients exhibit 

persistent leukocytosis, defects in selectin-mediated 
leukocyte rolling and consequently suffer from recur-
ring bacterial infections because blood-borne leuko-
cytes fail to reach the site of infection/inflammation.

The intrinsic affinity of selectins for their ligands is 
rather low, and they display extremely rapid associa-
tion and dissociation rates which assures a transient 
interaction of the leukocyte with the endothelium, 
insufficient to permit cell arrest. However, once initial 
bonds have formed on the endothelium, shear stress 
from the blood flow pushes the leukocyte forward and 
new bonds occur before the initial bonds break, mani-
festing in the rolling motion of the leukocyte. Selectins 
require shear stress to support this interaction, and 
without flow the cells detach. This counter-intuitive 
phenomenon is related to the catch bond character-
istic of selectins, whereby the bond becomes stronger 
with applied force.

P-Selectin (CD62P) is preformed in cytoplasmic 
secretory α-granules of platelets and Weibel-Palade 
bodies of ECs. Stimulation with vasoactive mediators 
such as thrombin or histamine results in rapid mobili-
zation of endothelial P-selectin to the external plasma 
membrane allowing leukocytes to interact. Thus, it is 
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Figure 16.1.  Leukocyte recruitment cascade. Following an inflammatory stimulus, tissue-resident macrophages release 
inflammatory mediators such as the cytokine TNF-α, which induces the rapid expression of preformed P-selectin (and 
transcription-dependent E-selectin expression) on the endothelium. The interaction between selectins and their glycoprotein 
ligands initiates leukocyte rolling. Activation by chemokines – and other leukocyte activators (e.g., leukotriene B4 or platelet-
activating factor) – presented on endothelial cells causes leukocyte integrin activation, thus resulting in transition from cell 
rolling to cell adhesion, in view of the strength of integrin-mediated binding with endothelial immunoglobulin superfamily 
members. Leukocytes can then transmigrate through the endothelial monolayer and chemotactically move toward the inflam-
matory stimulus. Examples of adhesion molecules involved in each step are depicted.
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not surprising that P-selectin contributes to recruit-
ment early in inflammation and infection. Expression 
at the cell surface is transient due to internalization by 
endocytosis for reuse. In addition to this rapid expres-
sion, P-selectin can be transcriptionally upregulated 
in human ECs by cytokines such as IL-4 whereas in 
murine ECs, TNF-α and LPS can induce its expres-
sion. Interactions between P-selectin on activated 
platelets and its main counterligand PSGL-1 on leuko-
cytes results in leukocyte–platelet interactions that are 
pertinent for wound healing and contribute to leuko-
cyte recruitment during inflammation.

E-selectin (CD62E) expression is mostly restricted to 
activated ECs, with the exception of skin microvessels 
and bone marrow where it is constitutively expressed. 
E-selectin requires de novo mRNA and protein synthe-
sis and can be induced on cultured EC by cytokines 
such as IL-1β or TNF-α with maximal expression at 4 
hour, reducing toward baseline levels by 24 hours. In 
comparison to P-selectin, the rate of E-selectin inter-
nalization is much slower and it is directed to lyso-
somes for degradation instead of being recycled.

L-selectin (CD62L) is exclusively and constitutively 
expressed on leukocytes, particularly neutrophils, 
monocytes, and naive lymphocytes (but not memory 
lymphocytes). It serves as a key receptor for lympho-
cyte homing to secondary lymphoid organs, and at 
peripheral sites of injury and inflammation. Its loca-
tion on the tips of microvilli facilitates its interaction 
with EC, allows high receptor concentrations and also 
evades the electrostatic repulsion of the negative cell 
surface. Upon leukocyte activation, L-selectin is rap-
idly shed; although this mechanism is not fully eluci-
dated, it is known that shedding can be blocked using 
inhibitors of zinc-based metalloproteases, and that a 
disintegrin and metalloprotease-17 (ADAM-17) is one 
of the enzymes responsible for this cleavage.

Essential physiological roles of the selectins have 
been reinforced by studies using gene-targeted mice 
and bone marrow–transplanted chimeric mice. In 
all cases, mice homozygous deficient in selectins are 
viable and fertile, and display only mild phenotypes 
suggesting that these molecules are functionally 
redundant. In sharp contrast, E/P-selectin double null 
mice exhibit severe defects in leukocyte rolling, with 
a complete abrogation of trauma-induced rolling in 
venules 10–120 minutes after exteriorization of the 
cremaster muscle. These double knockout mice, as 
well as the triple knockout E/P/L/-selectin triple null 
mice display an increased susceptibility to spontane-
ous mucocutaneous infections, which can be lethal.

Creation of mice lacking multiple selectins has 
helped show overlapping and unique features of the 
selectins. In addition, generation of quadruple adhe-
sion molecule (E/P/L-selectin and ICAM-1) deficient 
mice resulted in viable, seemingly healthy mice in 

the absence of any challenge. Under inflammatory 
conditions, they exhibited a significantly impaired neu-
trophil recruitment, but mononuclear cell recruitment 
was barely affected, because rolling is also facilitated 
by α4-integrins on these cells. Treating these mice with 
a blocking monoclonal antibody for the α4-integrin 
concomitantly with the inflammatory stimulus TNF-α, 
completely eliminated rolling, and significantly 
reduced cell adhesion, although a small residual level 
of cell adhesion persisted suggesting again the involve-
ment of additional recruitment mechanisms.

Two α4-integrins, α4β1 (very late antigen-4; VLA-4) 
and α4β7 (lymphocyte Peyer’s patch HEV adhesion 
molecule-1; LPAM-1), mediate both lymphocyte rolling 
and firm adhesion, using the same ligand for both pro-
cesses, notably VCAM-1 and mucosal addressin cell 
adhesion molecule-1 (MAdCAM-1, a vascular addres-
sin expressed on HEV), respectively.

Adhesion Molecules in Cell Adhesion

Following the initial rolling process mediated by selec-
tins and their ligands, activation of leukocytes coin-
cides with a decrease in their rolling velocity and the 
transition to firm adhesion. Adherent leukocytes can 
become elongated and flatten onto the endothelium, 
decreasing their protrusion into the vessel lumen, and 
thus their tendency to detach.

Cell adhesion is established by the interaction of 
integrins with binding partners that belong to the 
immunoglobulin superfamily, referred to as cellu-
lar adhesion molecules (CAMs), including intercel-
lular (I)-CAM-1 (CD54), vascular (V)-CAM-1 (CD106), 
and platelet-endothelial (PE)-CAM-1 (CD31). These 
immunoglobulins are expressed basally on the resting 
endothelium, and can be upregulated during inflam-
mation, as is the case for ICAM-1 and VCAM-1, whilst 
PECAM-1 is redistributed to the site of leukocyte trans-
migration and is involved in homophilic PECAM-1 
interactions with the leukocyte.

VCAM-1 binds to VLA-4/α4β1 expressed on lym-
phocytes and monocytes and at very low levels on 
neutrophils. Furthermore, VCAM-1 can contribute to 
leukocyte transendothelial migration (TEM) via the 
paracellular pathway (discussed later in more detail) 
by causing gap formation between adjacent endothe-
lial cells.

Integrins are a family of type I transmembrane cell 
surface receptors, each consisting of a noncovalently 
associated α and β subunit. At present, 18 α-subunits 
and 8 β-subunits are known, yielding 24 distinct inte-
grins. The overall shape and dimensions of integrins 
have been determined by electron microscopy, illus-
trating at least three distinct conformational states. 
The N-terminal regions of both subunits together 
form a globular structure that resembles a “head” 
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into the subendothelial space. This event called leuko-
cyte extravasation, TEM, or diapadesis is dependent 
on an array of cellular processes including adhe-
sion molecule expression and activation, cytoskeletal 
reorganization, and alterations in membrane fluid-
ity. Molecules such as junctional adhesion molecules 
(JAMs), PECAM-1 (CD31), ICAM-1 (CD54), ICAM-2 
(CD102), VCAM-1 (CD106), CD99, and endothelial cell–
selective adhesion molecule (ESAM) can be found at 
endothelial junctions and regulate leukocyte migra-
tion into underlying tissues, indeed inflamed endothe-
lial cells reorganize these junctional proteins such 
that transmigration is favored (Table 16.1).

Two routes of leukocyte diapadesis have been 
noted so far: a paracellular route that dominates most 
extravasation processes, and a transcellular route 
(Figure 16.2). Recent evidence suggests that the route 
taken may be cell type specific with neutrophils pre-
ferring a paracellular route and lymphocytes a tran-
scellular exit.

Endothelial cells are not merely passive participants 
in leukocyte transmigration, but are actively involved 
in this process. Leukocyte adhesion promotes remod-
eling of the apical endothelial plasma membrane into 
projections that surround the adherent leukocyte. 
These transmigratory cups or docking structures 
are enriched in ICAM-1 and VCAM-1 and may initi-
ate migration by either a transcellular or paracellular 
route (Figure 16.2).

Transmigration via the paracellular route is a lot 
more frequent and therefore has been more exten-
sively studied. During this process, leukocytes must 
cross endothelial junctions that contribute to the 
barrier function of the blood vessel, and which con-
sist of transmembrane adhesion proteins connected 
to their intracellular partners. These are composed 
of two types of junctional structures, tight junctions, 
which include the claudins, occludins, and junctional 
adhesion molecules (JAMs) and adherens junctions, 
the main protein being vascular endothelial (VE)-
cadherin. It is thought that ligation of molecules such 
as ICAM-1 may lead to activation of Rho which then 
results in opening of endothelial junctions.

Whereas capture, rolling and adhesion all involve 
heterophilic interactions of adhesion molecules, 
homophilic interactions between PECAM-1 and CD99 
play a major role in transmigration via a paracellular 
route. Endothelial cell lateral junctions are enriched 
with these two proteins, which are also expressed on 
most leukocyte subtypes. Strong in vitro evidence for 
a role of PECAM-1 in transmigration of leukocytes 
was originally obtained using anti-PECAM-1 blocking 
antibodies. In vivo studies using intravital microscopy 
in PECAM-1 null mice highlighted an additional role 
for PECAM-1 in the migration of leukocytes through 
the perivascular basement membrane. PMNs were 

(containing the ligand-binding site), connected to the 
two “legs.” Essential for ligand binding is the metal-
ion-dependent adhesion site, where divalent metals 
normally reside.

Unstimulated leukocytes are nonadherent, yet 
become adherent in response to an activating stimu-
lus for example, chemokines, cytokines, or antigens. 
These stimuli activate pathways that act on the cyto-
plasmic portions of integrins altering their affinity for 
ligands; key to this process is a conformational change 
in the integrin structure. In addition, stimuli can cause 
clustering on the cell surface, altering integrin avidity. 
GPCR-triggered integrin activation occurs through an 
“inside-out” signaling process, whereas downstream 
signaling from ligand binding is referred to as “out-
side-in” signaling; either process can contribute to the 
stabilization of adhesion.

Integrins normally exist in a low-affinity confor-
mation in which the leg region is bent, subsequently 
bringing the ligand-binding head-piece into close 
proximity to the cell membrane. Activation signals 
induce a switchblade-like extension of the leg that 
extends the structure, allowing an intermediate affin-
ity conformation, and an opening of the head-piece 
resulting in a high-affinity state, and hence increasing 
the propensity for ligand binding. It is predicted that 
certain integrins only extend about 5 nm above the 
plasma membrane in a low-affinity conformation, and 
can protrude 20–25 nm in an extended higher-affinity 
form, therefore making them more likely to be topo-
logically accessible to ligands.

Leukocyte integrins are expressed on the cell body 
rather than microvilli, where L-selectin is expressed. 
Integrins most relevant to leukocyte arrest include the 
β1 and β2 subfamilies of integrin receptors. All leu-
kocytes express the β2 integrin (CD18), which pairs 
with distinct α partners (CD11) on different leuko-
cyte subsets to form different glycoprotein complexes, 
namely,  αLβ2 (LFA-1; CD11a), αMβ2 (Mac-1; CD11b), 
αXβ2 (p150, 95; CD11c), and αDβ2 (CD11d), binding 
partners of which are summarized in Table 16.1.

In vivo studies using either CD18-specific mono-
clonal antibodies or studies in CD18 null mice exhibit 
a decrease in the percentage of adherent leukocytes 
in inflamed postcapillary venules. The importance of 
β2 integrin–mediated adhesion is best exemplified in 
humans which lack a functional gene for the β2 inte-
grin, referred to as LAD-I genetic deficiency. These 
individuals have severe infections, and develop spon-
taneous skin lesions; moreover, the life expectancy of 
the severely deficient patients is limited.

Adhesion Molecules in Cell Emigration

Following a period of stationary adhesion, a leuko-
cyte may leave the postcapillary venule and pull itself 
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cell–cell contacts and are also implicated in transmi-
gration (Table 16.1 and Figure 16.3). Since JAMs can 
be expressed on ECs, epithelial cells, platelets, and 
leukocytes, they function in cell–cell interactions not 
only between the same types of cells but also among 
distinct types of cells through homophilic and hetero-
philic interactions. Furthermore, JAMs exhibit het-
erophilic interactions via their extracellular domains 
with the leukocyte integrins LFA-1, VLA-4, and 
Mac-1 (Figure 16.3). In the context of adhesion and 

trapped between the vascular endothelium and the 
underlying basement membrane, although the num-
ber of emigrated leukocytes was unaltered suggesting 
compensation by other adhesion molecules. Blocking 
antibodies demonstrated that CD99 is involved in a 
step in transmigration that is distal to PECAM-1, and 
blocking both of these adhesion molecules results in 
an additive inhibition of monocyte transmigration.

The JAM family of adhesion molecules, members 
of the immunoglobulin superfamily, are targeted to 

TABLE 16.1. S ummary of adhesion molecules involved in leukocyte–endothelial cell interaction

Adhesion molecule Distribution Ligands and  
counter-receptors

Function 

L-selectin (CD62L) 
 

All leukocytes except  
  effector and memory  
  effector T cells

PNAd, MAdCAM-1, PSGL-1,  
  E-selectin, P-selectin 

Rolling 
 

E-Selectin (CD62E) Endothelial cells PSGL-1, ESL-1, CD44*,  
  CD43* (*CLA decorated)

Rolling 

P-selectin (CD62P) Endothelial cells, platelets PSGL-1, PNAd Rolling

Selectin ligands

  sLex Myeloid cells, some  
  memory T cells, HEVs

All selectins Rolling 

  PSGL-1 All leukocytes All selectins (essential  
  for P-selectin)

Rolling 

  PNAd HEV, some sites of chronic  
  inflammation

L-selectin, P-selectin Rolling 

  CLA Skin-homing T cells, DCs,  
  granulocytes

E-selectin Rolling 

Integrins

  α Lβ 2 (LFA-1; CD11a/CD18) All leukocytes ICAM-1, ICAM-2, JAM-A Adhesion, transmigration
  α Mβ 2 (MAC-1; CD11b/CD18) Granulocytes, monocytes,  

  some activated T cells
ICAM-1, fibrinogen, C3b,  
  JAM-C

Adhesion, transmigration 

  α xβ 2 (p150,95; CD11c/CD18) DCs Fibrinogen, C3b adhesion
  α Dβ 2 (CD11d/CD18) Monocytes, macrophages,  

  eosinophils
ICAM-1, VCAM-1 adhesion 

  α 4β 1 (VLA-4) Most leukocytes VCAM-1, fibrinogen, JAM-B Rolling, Adhesion
  α 4β 7 (LPAM-1) Lymphocytes, NKCs, mast  

  cells, monocytes
MAdCAM-1, fibronectin,  
  VCAM-1

Rolling, Adhesion 

Immunoglobulin superfamily

  ICAM-1 (CD54) Most types of cells LFA-1 Mac-1, fibrinogen Adhesion, transmigration
  ICAM-1 (CD102) Endothelial cells, platelets LFA-1 Mac-1 Adhesion, transmigration
  VCAM-1 (CD106) Endothelial cells VLA-4, α 4β 7 α Dβ 2 Rolling, adhesion
  MAdCAM-1 HEVs in PP and MLN α 4β 7, L-selectin Rolling
  PECAM-1 Endothelial cells, platelets,  

  leukocytes
PECAM-1 Transmigration 

  JAM-A 
 

Endothelial cells,  
  epithelial cells, platelets,  
  most leukocytes

JAM-A 
 

Transmigration 
 

  JAM-B Endothelial cells, HEVs JAM-B, JAM-C Transmigration
  JAM-C 
 

Endothelial cells, HEVs  
  platelets, monocytes,  
  DCs, some T cells

JAM-C, JAM-B 
 

Transmigration 
 

Miscellaneous

  CD99 Endothelial cells, leukocytes CD99 Transmigration
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ICAM-2, PECAM-1, CD99, JAMs, ESAM, VE-cadherin 
and LFA-1.

Although it appears that leukocyte subtypes may 
have a preferred route of migration, this may be influ-
enced by the stimulus for migration and may also 
depend on the vascular bed involved. For example, 
neutrophil migration in the skin appears to occur 
largely by a paracellular route in response to high 
concentrations of FMLP, whereas in the cremaster, 
chemokine superfusion results in largely transcellu-
lar migration.

Assessment of Adhesion Molecule 
Function Under Flow

In Vitro (Flow Chamber)

The parallel-plate flow chamber is an in vitro system 
widely used to study leukocyte recruitment under 
defined laminar flow conditions, which more closely 
resembles the in vivo environment. The flow cham-
ber assay was first performed in late 1980s to exam-
ine neutrophil–endothelial interactions, and has since 
allowed significant advances in the contributions 
attributed to different adhesion molecules in the pro-
cess of leukocyte recruitment, demonstrating that 

transmigration, JAM-A and JAM-C have been shown 
to play a functional role. Blocking JAM-A diminishes 
monocyte recruitment induced by MCP-3 into subcu-
taneous air pouches, while JAM-A deficient mice dem-
onstrate reduced neutrophil infiltration in models 
of peritonitis and ischemia. JAM-C transfected ECs 
support increased transmigration of lymphocytes 
in vitro, and in parallel, transmigration could be 
reduced by 50% using a monoclonal antibody specific 
for JAM-C or by a soluble form of JAM-C. A prominent 
role for JAM-C in neutrophil transmigration has also 
been reported in vitro and in a mouse model of acute 
inflammatory peritonitis.

ESAM-1 appears to play a particular role in neu-
trophil transmigration, with diminished or delayed 
transmigration of these leukocytes in contrast to nor-
mal lymphocyte infiltration in ESAM null mice.

Migration via the transcellular route is thought  
to occur in areas of the endothelial cell that are  
rich in ICAM-1. Ligation of ICAM-1 by integrins 
on the surface of the leukocyte results in signal-
ing events leading to the formation of channels in 
the endothelial cell, through which leukocytes can 
migrate. Many of the cell adhesion molecules involved 
in paracellular migration are also thought to play a  
role in transcellular migration, these being  ICAM-1, 
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Figure 16.2.  Pathways of leukocyte transmigration across the endothelium. To cross the vascular endothelium, leukocytes can 
take two different pathways. Adherent cells can disengage from the integrin-mediated adhesion and migrate by the paracel-
lular route, passing through interendothelial junctions, squeezing through between adjacent endothelial cells; evidence for 
leukocytes transmigrating through the transcellular route also exist, whereby the cell will migrate across an individual endothe-
lial cell body.
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a process more likely to occur in this assay due to 
leukocyte gravity sedimentation in the flow chamber. 
If an endothelial monolayer is used, leukocyte trans-
migration can also be quantified. Video 16.1 (http://
cambridge.org/9780521887298) shows a short clip of 
neutrophils interacting with a monolayer of human 
umbilical vein endothelial cells:  rolling, adhesion, 
and transmigration are evident.

A range of defined shear rates and stresses can be 
produced to facilitate the study of interactions under 
physiologically relevant conditions. These can be 
calculated based on a number of known parameters 
including the chamber geometry, according to the fol-
lowing equation:

2

6mQ
a b

τw =

where τw is the wall shear stress (dynes/cm2); μ is the 
coefficient of viscosity (Poise); Q is the volumetric flow 
rate (mL/s); a is the channel height (i.e., gasket thick-
ness, cm); b is the channel width (i.e., gasket width, cm). 
Certainly, this has proved useful in determining the 
shear threshold and bond lifetimes of adhesion mole-
cules involved in cell rolling. For instance, E-selectin 

multiple receptor–ligand pairs function in a sequential 
and orchestrated manner.

In brief, this assay involves perfusing leukocytes (or 
platelets) in suspension between two flat surfaces. The 
bottom surface can be coated with a variety of adhesive 
substrates such as a monolayer of endothelial cells or 
purified/recombinant adhesion molecules. Confluent 
endothelial monolayers can be activated with various 
inflammatory stimuli to delineate the roles of different 
adhesion molecules, for example, TNF-α (4h) causes 
an upregulation of E-selectin, ICAM-1, and VCAM-1, 
whereas histamine (15 minutes stimulation) results in 
a transient release of P-selectin. Blocking monoclonal 
antibodies can then be used to confirm the specificity 
of interactions. Alternatively, stable cell lines can be 
transfected with specific adhesion molecules to assess 
their particular function.

Typically, studies using the flow chamber are used 
to assess the number of interactions with their sub-
strate in terms of quantification of initial capture of 
cells from the stream of flow, and the proportion of 
rolling and adherent cells. Once the first few cells 
start rolling, these cells themselves are also capable 
of instigating rolling (termed secondary tethering), 
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forming specific cis- or trans- interactions with other CAMs.
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preparation and/or exteriorization of the tissue to 
be examined, for example, mesentery or cremaster. 
This could induce mild stimulation of the tissue and 
causes rapid and pronounced upregulation of rolling 
apparently via partial degranulation of perivascular 
mast cells and endothelial expression of P-selectin, 
although this effect has been exploited for studies 
investigating selectin-dependent recruitment. A fur-
ther limitation has been the inability to differentiate 
granulocyte responses from those of mononuclear 
cells by intravital microscopy. However, this problem 
has been overcome recently with the use of leukocyte 
subtype-specific antibodies.

The use of fluorescent dyes such as rhodamine 6G 
and calcein AM and ever more sophisticated micro-
scopes has broadened the range of vascular beds stud-
ied by IVM from thin transparent tissues such as the 
cremaster to microcirculations of organs such as the 
brain, lung, and liver.

Table 16.2 depicts the parameters that are quan-
tifiable by IVM pertaining to the leukocyte recruit-
ment cascade. Oedema and arteriolar vasodilation 
responses are also commonly measured by IVM.

Video 16.2 (http://cambridge.org/9780521887298) 
shows an inflamed vessel after an ischemic event, with 
large numbers of leukocytes interacting with a neatly 
seen postcapillary venule endothelium:  cell rolling 
(including platelets), adhesion, and migration are very 
distinguishable.

Conclusions

The fundamental response to tissue damage during an 
inflammatory response is the recruitment of blood leu-
kocytes to the underlying tissue. Thus pharmacologi-
cal manipulation of adhesion molecules involved in the 
cell recruitment cascade represents a promising strat-
egy for therapeutic intervention. Ultimately, the aim is 
to stop leukocytes in their tracks and break the path 
of the multistep cascade, insuring rapid inflammatory 
resolution and restoration to homeostasis. Indeed, 
compelling data in a multitude of animal models have 
demonstrated that interfering with key adhesion mole-
cules results in significantly attenuated inflammatory 
responses. However, despite these findings in mice, 
the transition to clinical trials in humans, targeting 
specific adhesion molecules has had a mixed success 
rate. Generally, endeavors to alleviate chronic relaps-
ing inflammatory diseases (such as multiple sclerosis, 
psoriasis, and irritable bowel syndrome) have been far 
more successful than attempts to treat severe acute 
inflammatory responses.

The major approach of targeting adhesion molecules 
has been via direct blockade of receptor–ligand inter-
actions through the development of small molecule 

permits the slowest rolling velocities, followed by 
P-selectin, then L-selectin; this is consistent with 
the fact that E-selectin demonstrates longer bond 
lifetimes.

The flow chamber has therefore proved a versatile 
tool for determining various aspects of the leuko-
cyte recruitment cascade under conditions of shear 
stress, and the latter point is important and worth 
remembering.

In Vivo (Intravital Microscopy)

Intravital microscopy (IVM), literally, microscopy 
inside life, is a sophisticated research tool used to visu-
alize and directly observe the microcirculation of ani-
mals in vivo. Early pioneers, including Robert Hooke 
and Antonie van Leeuwenhoek, described microscopic 
observations of living creatures in the 17th and 18th 
centuries, and Virchow (1821–1902), Conheim (1839–
1884), and Metchnikoff (1845–1916) used microscopy 
of living blood vessels to advance our understanding 
of inflammation. Since many immunological disease 
mechanisms are reflected by primary interactions at 
the microcirculatory level, IVM can be used to study 
the underlying trigger and effector mechanisms, their 
contributions to tissue damage and implications to the 
immune response of leukocyte trafficking.

Early descriptions of leukocyte rolling and trans-
migration were provided in the first half of the 19th 
century and the entire leukocyte recruitment cas-
cade (rolling, firm adhesion, and transmigration) 
was described well before the 20th century. In the 
20th century, photography, film, and video cameras 
enabled more information to be collected and even 
more sophisticated and convenient methods are avail-
able today. Gus Born was the first (in 1972) to report 
quantification of rolling velocity of white blood cells 
on postcapillary venule endothelium.

The basic set-up for intravital fluorescence micros-
copy requires a high-energy light source (usually 
a mercury or xenon lamp), a microscope suited for 
epi- or transillumination, and a camera. Using digi-
tal cameras, high-resolution images can be acquired 
and recorded easily and cheaply for later, off-line 
analysis. Conventional microscopes illuminate sub-
jects using light from a bulb (halogen, mercury, and 
xenon) that is either transmitted through or reflected 
off the subject. All points and focal planes of the sub-
ject are illuminated simultaneously and light is col-
lected indiscriminately to form an image. Intravital 
microscopy allows detailed quantitative analysis of 
a wide range of microvascular parameters related 
to leukocyte–endothelium interactions. However, a 
problem with this method is that the most commonly 
used variants of intravital microscopy involve surgical 
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List of synonyms and Abbreviations

Cell adhesion molecules = CAM
α 4β 1 integrin = VLA-4= CD49d/CD29
α 5β 1 integrin = VLA-5= CD49e/CD29
α 6β 1 integrin = VLA-6= CD49f/CD29
α Lβ 2 integrin = LFA-1= CD11a/CD18
α Mβ 2 integrin = MAC-1= CR3= CD11b/CD18
α Xβ 2 integrin = p150, 95= CR14 receptor
α 4β 7 integrin = LPAM-1= CD49d/CD-
LFA-2 = CD2
LFA-3 = CD58
VCAM = CD106
ICAM-1 = CD54
ICAM-2 = CD102
PE-CAM-1 = CD31
CD36 = “leukocyte differentiation antigen”
MAdCAM-1
E-selectin = CD62E=ELAM-1
P-selectin = CD62P=GMP=140=PADGEM
L-selectin = CD62L=LAM-1=Mel-14

inhibitors or using monoclonal antibodies (either chi-
maeric or humanized). However, caution must be taken 
as blocking studies carry a significant risk associated 
with an impaired immune response. Nevertheless, 
recent successful trials have been documented using 
a humanized monoclonal antibody directed against 
the α 4 integrin chain that blocks binding of α 4β 1 to 
VCAM-1 on brain-infiltrating lymphocytes and binding 
of α 4β 7 to MadCAM-1 on gut-infiltrating lymphocytes 
for treatment of multiple sclerosis and Crohn’s disease. 
In addition, a FDA-approved humanized monoclonal 
antibody (eflizumab) specific for the integrin subunit 
CD11a is currently being developed for the treatment 
of plaque-type psoriasis.

Future antiadhesion drug development is aimed at 
determining which molecular targets offer the best 
specificity and the least overall risk of reducing host 
defense mechanisms.

TABLE 16.2. M easurement parameters used in IVM

Parameter Description

Rolling velocity Distance traveled/time taken (units are 
μm/s)

Cell flux Number of cells passing a fixed point in 
the vessel per minute

Cell adhesion Cells that remain stationary for 30 sec-
onds or longer

Cell emigration 
 

Number of cells that had emigrated up 
to 50 μm from the wall of the 100 μm 
vessel

Wall shear rate 
(WSR)

Calculated by the Newtonian definition; 
WSR = 8000 × (Vmean/diameter) (units 
are s–1)
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In the face of local tissue injury and inflammation, 
a distinct pattern of aversive sensations is reported in 
the human and parallel effects are noted in nonver-
bal organisms as defined by the attendant behaviors. 
This behavioral phenotype typically characterized as 
a dull, throbbing, aching sensation in the injured area 
of skin, soft tissue, or joint. Inflammation of the lin-
ings of the abdominal or thoracic cavity (e.g., pleura or 
pericardial sac) or visceral organs such as kidney, pan-
creas, or gastrointestinal (GI) tract will lead to ongoing 
pain sensations that are referred to specific somatic 
dermatomes, for example, where coronary ischemia is 
referred to the left arm and shoulder or an appendi-
citis to the lower right abdomen in humans [2]. Such 
referred pain is commonly reported to be burning or 
cramping in character. As discussed further later, in 
nonverbal models, the ongoing pain sensation is intu-
ited from guarding of the limb, reduced weight bear-
ing, impaired ambulation and ongoing vocalization, 
both sonic and ultrasonic [3,4]. Abnormal grooming 
or licking of the affected body part is also noted. In the 
face of visceral inflammation, abnormal postures such 
as stretching of abdomen and/or increased abdomi-
nal tone may be present [5]. In the face of injury and 
inflammation of somatic or visceral tissues, there is 
typically evidence of enhanced autonomic activity 
(e.g., increased blood pressure and heart rate, pupil-
lary dilation) [6].

Facilitated Pain States

Application of evocative stimuli to the injury site such 
as a mechanical distortion or thermal stimulation of 
the tissue or flexion of the joint in a manner that is not 
normally considered to be noxious will lead to reports 
of pain sensations. This lowered magnitude of stimu-
lus intensity required to elicit an aversive response to 
a stimuli applied to the injury site is referred to as 
primary hyperalgesia [7]. In the face of local injury 

After tissue injury or exposure of the organ to a 
foreign body or infectious entity, a complex cascade of 
cellular and humoral events is initiated. These events, 
observed in virtually every organ system, including 
skin, muscle, meninges, dentition, bone, and visceral 
tissues, fall broadly under the rubric of “inflamma-
tion.” In general, this cascade serves to protect and 
maintain the functional integrity of the systems in the 
face of insult. The process activates the immune sys-
tem and directs chemotactic agents, neutrophils, and 
mononuclear cells to migrate from the vascular bed 
to the injury site. The cardinal clinical signs of this 
process, rubor/calor (increased local blood flow) and 
tumor (swelling secondary to local plasma extravasa-
tion) are manifested to varying degrees in all of these 
tissues. The fourth cardinal sign, dolor (pain), typi-
cally accompanies such cascades. The biological pro-
cesses whereby these inflammatory cascades serve to 
initiate and sustain a pain state are the focus of this 
commentary.

Inflammatory Pain Phenotype

The acute application of a thermal or mechanical 
stimulus of such intensity as to potentially produce 
tissue injury will typically evoke a somatic escape 
response (e.g., a withdrawal of the stimulated limb) 
and an autonomic response (e.g., hypertension and 
tachycardia), a syndrome classically referred to by 
Sherrington as a nociceptive reflex [1]. These acute 
responses typically display four characteristics:  
(i) the magnitude of these responses varies directly 
with stimulus intensity; (ii) the latency varies 
inversely with stimulus intensity; (iii) the focus of the 
response is referred to as the specific site of stimula-
tion (e.g., it is homotopic); and (iv) in the absence of 
tissue injury, removal of the acute stimulus results 
in a rapid attenuation of the sensation and the atten-
dant behaviors.

Mediators and Mechanisms of Inflammatory Pain

Tony L. Yaksh

PART IV.  Immunopharmacology
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and inflammation, it is also appreciated that stimuli 
applied to injured tissue will be responded to in an 
exaggerated fashion. Thus, low-intensity mechanical 
or thermal stimuli applied to the skin, modest flexion 
of the inflamed joint, or moderate distention of the 
gastrointestinal (GI) tract will lead to an augmenta-
tion of the ongoing behavioral signs [8]. In addition, 
low-intensity stimulation applied to regions adjacent 
to the injury site may also produce a pain condition. 
This sensitization of adjacent noninjured tissue to 
low-intensity stimuli is then referred to as 2° hyperal-
gesia or allodynia [9]. In human experimental models, 
these response components have been readily identi-
fied with a focal injury applied to the forearm or hand 
[10]. In summary, this property of sensory “sensitiza-
tion” with local injury is generalized to virtually all 
organ systems. Thus, inflammation of the skin by 
sunburn leads to extreme sensitivity to warm water, 
pleural inflammation may lead to pain secondary to 
chest expansion (inhalation), irritation of the cornea 
lead to pain secondary to eyelid closure. In the case 
of inflammation of the bowel, light touch applied to 
the abdomen reveals reported “tenderness” and an 
increased abdominal muscle tone [11,12].

Preclinical behavioral models and inflammation/
injury initiated pain states.

Defining the role of inflammatory mechanisms in 
“pain” or nociception depends on the effects of manip-
ulating these various components of the pain behav-
iors otherwise generated by the inflammatory state. As 
reviewed earlier, such pain states may be composed 
of spontaneous behavior and changes in thresholds 
that occur secondary to the injury (e.g., hyperalge-
sia). Animal models involving local tissue injury or 
inflammation at specific target sites, for example, the 
paw or the GI tract, has been systematically used to 
assess pain behavior over time after injury. One such 
material carrageenan (linear sulfated polysaccharides 
extracted from seaweed) has been classically used  
as a model of acute inflammation [13]. As shown in 
Figure 17.1, the intraplantar injection of carrageenan 
into one hind paw will lead to (i) a time-dependent 
inflammatory response in the injected paw; (ii) a corre-
sponding decrease in the magnitude of the mechanical 
(or thermal) stimulus required to evoke a withdrawal 
of the injured hind paw; and (iii) a reduced response 
latency. The latency/mechanical threshold of the con-
tralateral paw in this model is little changed. Here the 
thermal escape latency is measured using a system that 
permits targeting the radiant thermal stimulus inde-
pendently to either hind paw (a Hargreaves device) [14], 
while the mechanical threshold is determined using 
von Frey filaments [15]. This model demonstrates the 

prominent and long lasting thermal and mechanical 
hyperalgesia of this paw. Similar behavioral effects can 
be observed after the delivery of a variety of proinflam-
matory treatments such as (i) complete Freund’s adju-
vant (evoking a disseminated autoimmune response to 
a joint or connective tissue antigen) [16,17]; (ii) local 
injuries, for example, focal thermal injury [18]/incision 
[19] of the paw; (iii) intraarticular injection of irritants 
(carrageenan-kaolin [20]); (iv) delivery of products 
that deliver or initiate antibodies against joint compo-
nents (such as collagen [21]); (v) inflammation of the 
GI tract produced by the instillation of products such 
as trinitrobenzene sulfonic acid (TNBS) (a hapten that 
induces colitis [22]) or iodoacetamide [23]; (vi) bladder 
inflammation (cystitis) as produced by instillation of 
irritants such as cyclophosphamide [24]; or (vii) pan-
creatitis produced by dibutyltin dichloride (DBTC) 
[25]. All of these treatments in various representative 
organ systems will commonly produce evident behav-
ioral signs of ongoing discomfort and hypersensitivity. 
Inflammation or injury of visceral organs will typically 
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be accompanied by signs such as abdominal stretch-
ing and increases in the tone of the abdominal muscu-
lature (as measured by increased abdominal EMGs), 
tachycardia, and hypertension. In addition, GI inflam-
mation is often accompanied by marked increases in 
the aversiveness displayed by the animals to the appli-
cation of mechanical stimuli to the body surface (cor-
responding to referred pain sites and to distention of 
the GI tract with inflatable balloons [26]). In short, 
preclinical inflammatory models will yield in animals 
a constellation of behavioral and physiological effects 
that parallel the verbal pain descriptors of ongoing 
discomfort and evocative hyperpathia observed in 
conditions of acute and chronic inflammation in the 
human patient (see [12,27]).

Peripheral Components Contributing  
to Inflammatory Pain States

Primary Afferent

With few exceptions, the sensory correlates of the 
body are communicated to the brain via the activa-
tion of specific populations of primary afferents pro-
jecting to the medullary (head and neck), spinal (body 
regions below the neck), and dorsal horn (see [28,29]). 
In visceral pain, information may also be trafficked 
through cranial nerves such as the vagus (Xth nerve) 
[30,31]. The sensory afferents, the cell bodies of which 
are found in the trigeminal (head and neck) and dor-
sal root ganglion (below the neck), are subdivided into 
classes reflective of their size, state of myelination, 
and the modality of stimulation that most effectively 
results in activity in the associated afferent axon 
(Table 17.1). On the basis of psychophysical responses 
evoked by stimuli that can activate these respective 

populations of axons, specific categories of sensations 
have been affiliated with the information carried by 
these afferents. Conversely, in the absence of injury, 
the range of stimulus intensities that most effectively 
activate a population of afferents is typically reflective 
of the presumed role played by these axons in initiat-
ing a sensory state. Thus, light touch is typically asso-
ciated with the large mechanically sensitive afferents 
(Aß) that display sensitivity to low threshold mechani-
cal stimuli. A∂ axons form subpopulations which may 
respond to low- or high-intensity mechanical or ther-
mal stimuli, while C fibers respond predominately to 
high-intensity stimuli of thermal, mechanical and, 
importantly, chemical modalities. On the basis of dif-
ferential sensitivity to blockade and the marked dif-
ferences in conduction velocity, it is considered that 
the high-threshold A∂s may carry the initial stinging 
sensation generated by an acute high-intensity stimu-
lus (e.g., first pain), while the slower C-fiber mediates 
the delayed dull, throbbing, aching sensation (2nd 
pain) [32].

Initiation of Small Afferent Activity

The primary afferent terminals of peptidergic C fibers 
are morphologically characterized as “free nerve end-
ings.” These peripheral terminals are highly ramified 
in most tissues and frequently appear as a triad of 
terminal, capillary, and mast cells [33]. Under nor-
mal conditions, in the absence of injury or inflam-
mation, sensory afferents, particularly those with 
high-stimulus thresholds, show little or no sponta-
neous activity. Mechanical and/or thermal stimuli 
applied to the peripheral terminal of the afferent is 
converted by transducer proteins on the terminal into 
an intensity-dependent depolarization leading to an 

TABLE 17.1.  Classification of primary afferents

Fiber 
class 

Size (µ) 
 

Myelin 
 

Velocity (m/
sec) 

DRG 
neuron 

Transmitter 
 

Characteristic 
epitopes 

Typical stimuli 
 

Psychophysical 
correlate of acute 
stimulus

Aß
 

12–20 
 

Yes 
 

>40–50 
 

Lg 
 

Glutamate 
 

Neurofilament 
200 

Low threshold 
Mechanical/tactile 

Light touch 
proprioception 

A∂
 
 
 
 
 

1–4 
 
 
 
 
 

Yes 
 
 
 
 
 

10 < 40 
 
 
 
 
 

Lg 
 
 
 
 
 

Glutamate 
 
 
 
 
 

IB-4 
 
 
 
 
 

Subpopulations:  
low threshold 
(thermal or 
mechanical) or  
high threshold 
(thermal or 
mechanical)

Warmth  
Light touch  
Sharp-stinging  
Thermal crush 
 
 

C 
 

0.5–1.5 
 

No 
 

<2 
 

Small 
 

Glutamate 
peptides 
(sP/CGRP)

TRPV1-r 
 

Subpopulations:  
polymodal 

Dull, throbbing  
burning 
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tant for regulating the excitability of the terminals by 
inflammatory products.

Primary Afferent Terminals and Inflammation

The preceding comments on the primary afferent and 
transduction mechanisms emphasized the transduc-
tion of acute high-intensity stimuli and an absence of 
spontaneous activity. As suggested earlier, increasing 
stimulus intensities (thermal, mechanical) will result 
in a monotonic increase in the discharge frequency of 
these axons. Local injury or inflammation in the envi-
ronment of these peripheral terminals will, however, 
characteristically lead to (i) the appearance of high 
levels of ongoing (spontaneous) afferent activity; and 
(ii) a left shift in the stimulus discharge curve of these 
afferents such that there is a significant augmentation 
in discharge frequency at stimulus intensities that 
are of lower magnitude. Figure 17.2 summarizes such 
comments for thermal stimuli applied to the skin and 
for rotation of the joint. Here it is portrayed that the 
magnitude of spontaneous afferent traffic may mir-
ror that which is otherwise observed after a moderate 
stimulus or an extreme joint rotation. It is appreciated 
that this exaggerated response reflects the inflamma-
tory events that occur secondary to local tissue injury 
and inflammation.

The Local Inflammatory Milieu

Local tissue injury such as an incision or a burn results 
to varying degrees in a variety of distinguishable events 
that reflect activation of an innate immune response. 
These events, discussed in great detail in other chap-
ters for various organ systems, may be heuristically 
subdivided as described in Figure 17.3. (i) Acutely, the 
stimulus serves to activate small high threshold sen-
sory afferents. Such activation yields orthodromic and 
antidromic activity on the primary afferent. The anti-
dromic activity (e.g., afferent traffic along collaterals 
toward the distal terminal away from the spinal cord) 
yields the local terminal release of sP and CGRP. These 
peptides result in a prominent local dilation of arteri-
oles and plasma extravasation [36,37]. (ii) The damage 
to local tissue integrity yields cellular debris and an 
increase in extracellular [K+] and [H+]. Thus, in injured 
tissues, µM concentrations of H+ may be found [38]. 
(iii) Disruption of local capillaries leads to local accu-
mulation of serum products such as complement and 
products of hemolysis such as serotonin [39,40]. This 
injury leads to activation of the clotting cascade and 
kininogens, resulting in the formation of bradykinin 
[41]. (iv) These products (such as the sP released from 
the local C fibers) serve to activate mast cells. The mast 
cells secrete histamine, tryptase, and chymase, which, 
along with macrophages, secrete a large number of 

intensity-linked increase in the discharge frequency of 
these afferents. The mechanical and thermal stimuli 
sensitivity of a given afferent fiber is defined by the 
constituent transducer proteins that are present on 
the afferent terminal (see Table 17.2). These trans-
ducer proteins are typically effectively activated over a 
narrow range of intensities of the respective stimulus 
modality. Increasing stimulus intensities typically lead 
to the activation of higher threshold transducers and 
an increasing cation permeability, all leading to a pro-
gressive depolarization of the terminal [34]. The local 
depolarization then leads to the opening of local volt-
age-sensitive sodium channels and this leads in turn to 
an increasing frequency of afferent spike generation. 
An important property of these gated channels is that 
they may also be activated by specific chemical enti-
ties such as the TRPV1, which is activated by capsaicin 
and the TRP M8 channel by menthol. These activities 
parallel the psychophysical elements that such stim-
uli normally elicit, for example, sensation of heat and 
cold, respectively. Table 17.2 summarizes other such 
chemical correspondences.

Conduction of Sensory Afferent Activity

Voltage-sensitive sodium channels mediate the con-
ducted potential. Cloning shows the presence of 
multiple populations of sodium channels. These mul-
tiple sodium channels have been identified based 
on structure (NaV 1.1-NaV 1.9), whether they are 
tetrodotoxin-sensitive or insensitive (TTX) and their 
activation kinetics. Some of the subtypes are geograph-
ically restricted in their distribution. Thus, NaV1.8 and 
1.9 are largely limited to small primary afferents [35]. 
These NaV channels have several consensus sites that 
can be phosphorylated, serving to reduce their activa-
tion threshold and prolong their opening. As will be 
discussed later, these phosphorylation sites are impor-

TABLE 17.2. A fferent transducer proteins

Channel Activating parameters Chemical 
sensitivity

TRPV1 >43°C Lipids, capsaicin H+

TRPV2 >52°C  

TRPV3 >34–38°C  

TRPV4 >27–35°C  

TRPM8 <25–28°C Menthol

TRPA1 <17°C Mustard oil

ASIC H+ Acid

P2X ATP (mechanical?)  

Abbreviations:  TRP, transient receptor potential; ATP, adenosine 
triphosphate.
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Cytokines
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Nerve growth factor
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Figure 17.2.  Summary of the injury milieu of the primary afferent, including the local 
vasculature, macrophages, and mast cells and sympathetic terminals and products that 
are released secondary to that injury which can influence afferent activity. See text for 
additional details.
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Figure 17.3.  Summary of receptor proteins present on the terminals of small primary 
afferents. Occupancy of the receptor protein by the respective ligand leads to activa-
tion of the indicated intracellular messages and/or channel permeability. See text for 
additional commentary.
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Prostaglandins: Agents are synthesized by 
lipoxygenase (leukotrienes) or cyclooxygenase (pros-
tanoids) upon the release of cell membrane–derived 
arachidonic acid secondary to the activation of phos-
pholipase A2. A number of prostanoids, including 
PGE2, can directly activate C fibers. Others, such as 
PGI2 and TXA2, and several leukotrienes, can mark-
edly facilitate the excitability of C fibers [52,53]. 
These effects are also mediated by specific epony-
mous membrane receptors.

Kinins: Bradykinin released from endothelium can 
activate two receptors, (constitutively expressed B2 
receptors and inducible B1 receptors) to activate free 
nerve endings of C polymodal nociceptors and gener-
ate pain behavior [54]. Bk1/2 receptors act through 
Gaq and Gai to activate phospholipase A2 (PLA2) and 
protein kinase C (PKC) indirectly through phospho-
lipase Cb (PLCb) [55]. When given intradermally, Bk 
produces pain, inflammation and hyperalgesia [56].

Growth factors: Nerve growth factor (NGF) 
released from fibroblasts, keratinocytes, Schwann 
cells, and a variety of immune cells can act upon TRK 
receptors identified in small DRG cells [57]. This action 
can lead to depolarization of the terminal. SQ NGF 
can produce a potent sensitization, while anti-NGF 
strategies can diminish the injury-induced facilitated 
state. Importantly, over the longer term, NGF serves 
to regulate expression of the neuropeptides, as well as 
receptors including TRPV-1 and bradykinin receptors, 
and voltage-gated sodium channels (see [58]). Glial 
derived nerve growth factor (GDNF) has been shown 
to sensitize small afferent terminals in vitro and pro-
duce thermal hyperalgesia [59].

Proteinases: Serine proteases are released from 
mast cells (tryptase), epithelial cells, and/or from the 
local vasculature. These proteases activate several fam-
ilies of G protein–coupled protein receptors (PAR 1–4) 
by cleaving a local N-terminal tethered ligand, which 
binds to and activates receptors present on small affer-
ent terminals [60]. Intradermal injections will activate 
free nerve endings and produce an enhanced behav-
ioral sensitivity in the animal to subsequent stimula-
tion, for example hyperalgesia [61].

Cytokines: Cytokines such as tumor necrosis fac-
tor, interleukin-1 (IL-1), IL-6, and the chemokine IL-8 
are released from a variety of inflammatory cells and 
have been shown to exert powerful sensitizing effects 
on C-fibers [62,63]. Cytokines appear to induce sen-
sitization via receptor-associated kinases and phos-
phorylation of ion channels. In chronic inflammation, 
transcriptional upregulation of receptors has been 
observed [64]. Intradermal injections of these agents 
generally produce both mechanical and thermal 
hyperalgesia, while binding proteins directed against 
TNF and IL-1β reduce hyperalgesia in inflammatory 
models [65].

cytokines (IL-1, TNF), chemokines, lipid mediators 
(prostaglandins, platelet activating factor), and growth 
factors (NGF) [42,43]. (v) These products also activate 
integrins, which promote local neutrophil adhesion to 
the vascular wall and their subsequent diapedesis. The 
neutrophils migrate in the interstitial fluid along gra-
dients established by a variety of chemotactic stimuli 
generated by the injured tissue and foreign materials 
[44]. Neutrophils generate reactive oxygen species and 
hydrolytic enzymes [45]. These injury events and the 
antidromic activity on the C-fibers leading to sP and 
CGRP release are mechanistically responsible for the 
“triple response of Lewis” noted after tissue injury: a 
red flush around the site of the stimulus (local arterial 
dilation), a local edema (increased capillary perme-
ability) and, as will be discussed further later, a local 
reduction in the magnitude of the stimulus required 
to elicit a pain response, that is, a hyperalgesia. The 
chemical complexity of the local injury environment 
has prompted it to be designated as an “inflammatory 
soup” [46]. These local cascades associated with tissue 
injury represent the initiating events associated with 
the ongoing pain state and the enhanced responsive-
ness of the afferent axon to a given stimulus.

Our understanding of the cellular and molecu-
lar bases of transduction of painful stimuli has bur-
geoned in the past year, mainly as a result of studies on 
isolated sensory neurons in culture. The ion channels’ 
underlying neuronal responses to noxious heat, to pro-
tons, and to ATP have recently been characterized. The 
typical increase in nociceptor sensitivity produced by 
tissue damage has been found to be mediated by at 
least two distinct mechanisms. In the first, bradykinin 
and other mediators augments the current activated 
by heat through a mechanism that involves activation 
of protein kinase C. In a second sensitization mecha-
nism, prostaglandin E2 for example alters the voltage 
threshold of several ion channels, including a novel tet-
rodotoxin-insensitive Na+ channel, in such a way that 
initiation of action potentials is facilitated [47,48].

Terminal Receptors for Inflammatory Products

Based on immunohistochemistry as well as physi-
ological studies defining the effect of many of these 
mediators released by local tissue injury and inflam-
mation, there are eponymous receptors that can be 
identified on the afferent terminal or in the dorsal 
root ganglion cells (Figure 17.4). Several examples 
can be cited.

pH. H+ ions can directly depolarize afferents [49] 
through the TRPV1 cation channel [50] and several 
acid-sensing (ASIC) Na-channels [50]. Thus, TRPV1 
channels display a sustained nonselective cationic cur-
rent at a pH < 6 and are present on a limited popula-
tion of peptidergic C fibers [51].
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considered to be an important unifying principle for 
understanding the sensory components associated with 
injury. Consistent with these stimulatory and facili-
tatory effects on afferent function, the local delivery of 
these products into the skin or viscera have typically 
been shown to evoke spontaneous pain behavior and 
a behaviorally defined hyperalgesia. Conversely, local 
inhibition of the synthesis of many of these factors or 
their receptors may attenuate the proinflammatory 
pain state. It is important to note that while any single 
agent may serve to initiate sensitization of the termi-
nal, it does not necessarily follow, given the complex-
ity of the inflammatory soup, that blocking any single 
product will significantly attenuate the observed injury/
inflammation-induced hyperalgesia.

Time Dependence of Inflammation- 
Evoked Effects

Injury and inflammation can lead to a relatively acute 
sensitization (e.g., minutes to hours). However, it 
should be additionally noted that afferent-mediated 
downstream effects initiated by inflammation may 
evolve over time. Thus, inflammation may result in 
an enhanced expression of a number of terminal 
channels and receptors that may lead to enhanced 
sensitivity. Several examples are channels such as 
voltage-sensitive sodium [75] and calcium channels 
[76] and afferent neurotransmitters such as sP and 
CGRP.

The mechanisms by which peripheral inflammation 
drives changes in terminal transducer protein expres-
sion may result from an increase in afferent traffic 
and DRG depolarization, an effect of local mediators 

Intraterminal Coupling

These peripheral terminal receptors are coupled to a 
variety of terminal protein kinases (protein kinases 
A and C as well as mitogen-activated protein kinases, 
MAPK). These kinases phosphorylate consensus sites 
found in a variety of transducer proteins (e.g., the 
TRPV1) and ion channels (e.g., voltage-sensitive sodium 
channels-NaV) [66]. NGF activation of trkA activation 
leads to tyrosine phosphorylation of intracellular tar-
gets, including ion channels, leading to their enhanced 
activation by any given degree of terminal activation. 
These intraterminal cascades represent an important 
link in the events that lead to terminal sensitization in 
the face of local injury and inflammation in various 
organ systems (e.g., skin and joint), such that modest 
stimuli lead to a pronounced responsiveness [67].

Role of Terminal Sensitization in Pain Behavior

The prominent role of these inflammatory products in 
the generation of post injury/inflammation pain cannot 
be overstated. The majority of C-fibers are referred to 
as “silent nociceptors,” as they have little or no sponta-
neous activity and thresholds so high as to be activated 
only by extreme physical stimuli. Preclinical studies 
have emphasized that signs of ongoing pain behavior 
(paw lifting, paw guarding) is dependent on ongoing 
activity in these C-fibers [68]. In the presence of the 
injury products, these terminals can be activated by 
relatively mild stimuli. Such sensitizing motifs have 
been described for all tissues including skin [29], bone 
[69], joint [70], GI mucosa [71], bladder [72], meninges 
[73], and tooth pulp (see [74]). Accordingly, it can be 
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the membrane increasingly susceptible to afferent 
input [79,80]. The pharmacology and organization of 
this spinal facilitation will be considered further in 
the following.

Systemic Routes of CNS Activation viz  
Pain States

In the preceding section, the common thesis was that 
peripheral injury/inflammation led to the activation of 
specific populations of sensory afferents innervating 
the injury site and their input drove a spinal sensiti-
zation mediated by a variety of spinal cascades. Such 
connectivity clearly accounts for the somatotopy asso-
ciated with local injury, for example, injury to the left 
hind paw results in a sensitization of the left hind paw 
mediated in part by the initiation of a facilitated state 
in the dorsal horn segments receiving input from the 
left hind paw. An important additional component in 
the inflammation-induced changes in sensory process-
ing arises from circulating factors. After local trauma 
or infection, cytokines (such as IL-1β/TNF) are gen-
erated and act locally to initiate local inflammatory 
cascades that can, among their many effects designed 
to destroy pathogens, serve to sensitize local nerve ter-
minals. In addition, these agents may reach the sys-
temic circulation and generate a system-wide effect, 
which may be amplified by the subsequent generation 
of a variety of proinflammatory products such as liver-
derived acute phase proteins, pancreatic enzymes, GI 
products, and granulocytosis [81]. This septic cascade 
may have potent deleterious effects upon cardiac, 
pulmonary, and visceral organ function. In addition, 
these circulating products may have potent effects 
upon central nervous system (CNS) function, such as 
temperature regulation (fever), metabolism (cachexia), 
and pain. The functional linkage between circulating 

to which the DRG may be exposed [77], and/or trans-
port from the periphery to the DRG of a variety of fac-
tors from the injury site. Such transported factors may 
include NGF (nerve growth factor) or cytokines such 
as TNF released from Schwann cells and inflamma-
tory cells. All of these products may initiate increased 
DRG transcription and transport of a variety of pro-
teins related to the inflammatory response [78].

Central Components Contributing to 
Inflammatory Pain States

In the preceding section, the generation of afferent 
traffic initiated by tissue injury and inflammation was 
emphasized. This afferent traffic activates dorsal horn 
neurons. Given the change in afferent transduction in 
the face of local inflammation, it is reasonable to con-
sider that such peripheral changes may account for the 
majority of the inflammatory pain phenotype. While 
important, it is evident that in the face of such periph-
eral injury, the response of the second-order neuron 
itself undergoes a significant alteration in responsive-
ness. Broadly speaking this effect upon second-order 
excitability reflects events mediated by afferent input 
as well as (more speculatively) circulating factors that 
directly effect neuraxial elements (such as microglia).

Afferent Evoked Excitation

Acute input: In the absence of a peripheral stimulus 
or inflammation, there is minimal if any small affer-
ent traffic. With an adequate stimulus, small afferent 
input into the spinal dorsal horn is initiated and this 
input will activate specific populations of second-
order neurons, some lying superficially in lamina I 
(marginal cells) and some lying more deeply in lamina 
V (wide dynamic range neurons) (Figure 17.5). Many 
of these neurons that project from the spinal cord to 
the brain travel in the contralateral-ventrolateral spi-
nal cord (see [28]). The magnitude of the response of 
the dorsal horn neuron, either wide dynamic range or 
nociceptive-specific, is related to the frequency (and 
identity) of the afferent input. As reviewed earlier, the 
frequency of the afferent input is typically proportional 
to the magnitude of the acutely applied stimulus.

Persistent input: The organization of this neurax-
ial response to an acute peripheral stimulus is thus 
typically modeled in terms of a monotonic relationship 
between activity in the peripheral afferent generated 
by the local stimulus and the activity of neurons that 
project out of the spinal cord to the brain. However, in 
the face of persistent small afferent input, many dor-
sal horn neurons will display an enhanced excitability. 
Intracellular recording has indicated that the facili-
tated state is represented by a progressive and long-
sustained partial depolarization of the cell, rendering 

Aß

  C C

LAM V (WDR) 
Aβ, A∂ and C 
afferent

MARGINAL CELL
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Figure 17.5.  Organization of small afferent input 
into the dorsal horn. Left: small high threshold affer-
ents terminate in the superficial dorsal horn specifi-
cally in Rexed Lamina I where they activate marginal 
lamina I cells. Right: For lamina 5 neurons, there is 
excitatory input from high threshold afferents that 
project superficially and from large Aβ axons that 
terminate deep to the dorsal horn.
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of the primary afferent is able to release a variety of 
products such as peptide transmitters (substance  
P/CGRP). Many of these products are believed to con-
trol the local inflammatory response. It is appreciated 
that central sensitization can enhance the excitability 
of the central terminal leading to primary afferent 
depolarization (PAD) and significant amounts of anti-
dromic traffic [85,86]. Although there is not enough 
space to discuss the ramifications of this phenom-
enon, there is ample data to suggest that such antidro-
mic linkages may additionally contribute to the local 
inflammatory response and sensitization [87,88].

Components of the Dorsal Horn Systems 
Contributing to Spinal Sensitization

As noted earlier, persistent small afferent input as gen-
erated by small afferent input initiated by tissue injury 
and inflammation will lead to a sensitized behavioral 
state. This sensitization results from a series of cascades, 
which reflect the organization of dorsal horn systems 
that regulate the activity in neurons (such as the Lam 
I – marginal neurons and Lam 5 – wide dynamic range 
neurons) that project to higher centers. In the following 
narrative, representative examples of the contribution 
played by these several systems will be reviewed [89].

Local Neuronal Excitability

Afferent evoked membrane depolarization: As 
indicated in Figure 17.6, small afferents contain and 
release into the spinal dorsal horn excitatory amino 
acids such as glutamate and peptides such as sub-
stance P. Acute activation yields second-order neuronal 
depolarization mediated largely by glutamate acting 
through an AMPA receptor Na+ ion-selective channel, 
which produces a potent but transient depolarization 
of the membrane [90,91]. As reviewed earlier, repeti-
tive small afferent input will yield a facilitated state 
in the dorsal horn as exemplified by the phenomena 
of “wind up.” The pharmacology of this central facili-
tation suggests that the spinal phenomenon reflects 
more than just the repetitive activation of a simple 
excitatory system. Thus, while the acute excitation is 
unaffected by N-methyl-D-aspartate (NMDA) receptor 
antagonists, these agents will prevent spinal wind-up 
[92]. In parallel with these physiological observations, 
behavioral work demonstrated that the spinal deliv-
ery of such drugs will have no effect upon acute pain 
behavior, but reduce the facilitated states induced after 
tissue injury [93]. This differential effect upon persis-
tent versus acute activity results from the fact that the 
NMDA ionophore under resting membrane potential 
is blocked by a Mg2+ ion in the channel. This block 
is removed in the face of persistent membrane depo-
larization, such as that which occurs with repetitive 

inflammatory products and CNS function is not clear. 
However, ample evidence has pointed to linkages that 
may involve nonneuronal perivascular cells such as 
astrocytes and microglia [82,83]. As will be noted later, 
these non-neuronal cells play an important constitu-
tive role in spinal nociceptive processing after periph-
eral tissue injury. Such systemic effects could account 
for bilateral (even whole body) effects. Thus, IV LPS 
or IL-1β will produce bilateral increases in acute and 
chronic signs of CNS effects such as bilateral increases 
in cFOS expression and bilateral increases in the induc-
ible spinal COX-2. Such systemic effects of circulating 
products may account for reports of bilateral changes 
after unilateral peripheral inflammation [84].

Functional Consequences of Spinal Sensitization

Sensory transmission: There are three functional 
consequences of this facilitated spinal state. (i) There is 
a nonlinear increase in the spinal input–output func-
tion, for example, a higher frequency and more per-
sistent discharge for any given afferent input. (ii) Low 
threshold tactile stimulation also becomes increasingly 
effective in driving these neurons. (Note that the so-
called wide dynamic range Lamina V neurons noted 
above receive both small and large afferent input.) 
(iii) In addition to the augmented response of the neu-
ron, the conditioning has the added effect of increas-
ing the receptive field size of the neurons. This occurs 
because neurons in any given spinal segment receive 
depolarizing input not only from the spinal root pro-
jecting to that segment, but collateral afferent input 
from adjacent spinal segments which may provide sub-
effective degrees of depolarization. In the face of sen-
sitization, this subeffective input becomes sufficient to 
drive depolarization of that neuron. Hence, the effec-
tive receptive field of that neuron is increased.

Given the likelihood that the discharge frequency 
of these dorsal horn neurons contributes to the encod-
ing of a high threshold stimulus as aversive, and that 
many of these neurons project through the ventrolat-
eral quadrant of the spinal cord (i.e., spinobulbar or 
spinothalamic projections), this augmented response 
to a given stimulus and the enlarged receptive field 
is believed to contribute to the hyperalgesic states 
observed after nerve injury [28]. Dorsal horn systems 
that lead to this facilitated state are complex but reflect 
upon cascades that are in part initiated by the persis-
tent small afferent input and perhaps to a lesser degree 
by circulating factors.

Inflammation: The sensitization of the spinal sys-
tems leads to an enhanced pain response. What is less 
appreciated is that sensory afferents conduct both 
orthromically (from the outside to the spinal cord) 
and antidromically (from the spinal cord to the out-
side). As will be reviewed later, the peripheral terminal 
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Lipid cascades: A variety of phospholipases (c, i, and 
s-PLA2) and cyclooxygnease (COX-1 and 2) are constitu-
tively expressed in the dorsal horn in both neuronal and 
nonneuronal cells) [100]. Not surprisingly, downstream 
lipid products such as prostaglandins are synthesized 
and released into the spinal dorsal horn and this release 
can be markedly enhanced by small afferent input gen-
erated by tissue injury and by the direct activation of 
second-order neurons [101]. These agents diffuse extra-
cellularly to act presynaptically to enhance the opening 
of voltage-sensitive calcium channels, thus augmenting 
transmitter release [102]. In addition, prostaglandins 
act postsynaptically to block glycinergic inhibition on 
second-order dorsal horn neurons [103]. Such a reduc-
tion in the activation of inhibitory glycine or GABA 
interneuron regulation can lead to a potent facilitation 
of dorsal horn excitability (see later). The spinal delivery 
of PGE will increase, while PLA2 or COX-2 inhibitors 
will reduce spinal PGE2 release and reduce injury-in-
duced hyperalgesia.

afferent input. Activation of the NMDA ionophore 
leads to a marked increase in intracellular Ca2+ that 
initiates a variety of downstream facilitatory events. 
A variant of the AMPA channel occurs in a small pro-
portion of dorsal horn channels and creates an AMPA-
calcium permeable ionophore that can also contribute 
to downstream facilitation [94]. In addition to the clas-
sic transmitters, growth factors such as brain-derived 
nerve growth factor (BDNF) is synthesized by small 
DRGs and released from spinal terminals, packaged 
in dense-cored vesicles, and transported within axons 
into terminals in the dorsal horn of the spinal cord. 
BDNF has a potent sensitizing effect on spinal neu-
rons [95] (see Figure 17.6).

Activation of kinases: Persistent afferent input 
leads to a marked increase in intracellular Ca2+ through 
several mechanisms:  (i) voltage-gated ion channels 
(e.g., N and T type channels), (ii) ion-gated channels 
(e.g., NMDA/calcium-permeable AMPA channels), and 
(iii) G-protein–coupled receptors that act to mobilize 
intracellular calcium (e.g., neurokinin-1 receptors). 
The increased calcium leads in turn to the activation 
of a wide variety of phosphorylating enzymes, includ-
ing protein kinases A and C, calcium calmodulin-
dependent protein kinases, as well as mitogen-activated 
kinases (MAPKs) including p38 MAP kinase and ERK 
(see [66]), which increases the excitability of a variety 
of spinal linkages. Several examples of such local intra-
cellular cascades will be noted.

  (i)  �The functionality of many channels is regulated by 
phosphorylation. One such channel is the NMDA 
receptor. Such phosphorylation of spinal NMDA 
receptors leads to increases, and dephosphoryla-
tion leads to decreases in NMDA currents [96]. 
These events initiated by repetitive afferent activa-
tion serves to reduce the threshold for activation, 
leading to an enhanced response of the NMDA 
ionophore to further depolarization. Block of spi-
nal PKA and PKC activity can reduce behaviorally 
defined hyperalgesia otherwise observed after tis-
sue injury [97].

(ii) � P38 MAPK is activated (phosphorylated) by an  
increase in intracellular Ca. This activation 
leads to several events. The first is to phospho-
rylate phospholipase A2 (PLA2), which initiates 
the release of arachidonic acid and provides the 
substrate for cyclooxygenase (COX) to synthesize 
prostaglandins. The second is that this MAPK 
activates a variety of transcription factors (such 
as NF-κB), which activates the synthesis of a 
variety of proteins, including COX-2. The spinal 
delivery of P38 MAPK inhibitors will thus reduce 
acutely initiated hyperalgesia and reduce the 
upregulation of COX-2 otherwise produced by 
injury [98,99].
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Figure 17.6.  Injury to receptive field (RF) A leads to a per-
sistent afferent barrage which strongly excites and sensi-
tizes the second order neuron. This sensitization has three 
consequences to the response properties of Neuron A. (i) 
Neuron A gives a greater response for any given stimulus. 
(ii) This cell (a WDR neuron) receives large low threshold 
(Aß) input and that input now evokes a greater response. 
(iii) Collateral input from receptive field B now is sufficient 
to activate effects to activate the sensitized neuron A. 
This means that the effective receptive field of neuron A 
is now enlarged to include RF A and RF B, for example, 
stimuli now applied to RF-A and B will activate Neuron A. 
This connectivity likely accounts for the enlarged recep-
tive field observed after peripheral injury, for example, 2° 
hyperalgesia.
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earlier, after local tissue injury such tactile stimulation 
may lead to a sensitization to light touch (tactile allo-
dynia). An important component of this sensitization 
is believed to be related to a loss of local GABAergic 
or glycinergic inhibition. Thus, dorsal horn GABAergic 
and glycinergic interneurons receive excitatory drive 
from low-threshold afferents and in turn form syn-
apses pre- and postsynaptic to the large primary affer-
ent. Accordingly, the postsynaptic excitation by large 
afferent input is modulated by the concurrent activa-
tion of these inhibitory interneuons. The blocking of 
spinal GABA A and glycine receptors by spinal receptor 
blockers will lead to a marked exaggeration of the exci-
tation evoked by Aß input and will induce a behavioral 
phenotype in which low-threshold tactile stimulation 
will induce a prominent pain state [106,107]. Three 
circumstances may alter this GABAergic/glycinergic 
modulation. (i) Loss of GABA and glycine neurons or 
a downregulation in the respective receptors. While 
early work did suggest such changes may occur after 
nerve injury, such changes have not been demonstrated 
to be robust and are unlikely to occur after inflamma-
tion [108]. (ii) As reviewed earlier, small afferent input 
will lead to a release of a number of lipidic acids includ-
ing PGE2. PGE2 will reduce the glycine-mediated open-
ing of the glycine ionophore, leading to a reduction 
in this local modulation [103]. (iii). The GABA A and 
glycine receptors are Cl– ionophores. At the postsyn-
aptic membrane increasing Cl– conductance typically 
leads to a mild hyperpolarization of the membrane. It 
is now appreciated that in the face of peripheral tissue 
(or nerve injury) there is an alteration in the relative Cl– 

exporter/importer activity leading to an increase in the 
Cl– equilibrium potential and an enhanced depolariza-
tion with increased Cl– permeability [109]. These events 
would lead to the enhanced response to low-threshold 
afferent input observed after peripheral tissue injury 
and inflammation.

Bulbospinal Systems

Serotonergic pathways (originating in the midline 
raphe) and noradrenergic pathways (originating in 
several brain nuclei including the locus corueleus) 
project into the spinal dorsal horn (see Figure 17.8). 
Serotonergic systems act through a variety of dor-
sal horn receptors that may be either inhibitory 
(5HT1a/b) or directly excitatory (5HT2/3). As indi-
cated schematically in Figure 17.8, small afferent 
input will activate superficial Lamina I dorsal horn 
neurons that project into the medulla to activate 
raphe spinal projections that excite deep dorsal horn 
(lamina 5) neurons by 5HT3 receptors. Blocking of 
this circuit has been shown to prominently reduce 
dorsal horn facilitatory conditioning by small affer-
ent input [110].

Nitric oxide synthase (NOS): NOS forms 
diffusible nitric oxide (NO) from arginine. There are 
three principal NOS isoforms: endothelial, neuronal, 
and inducible. The neuronal and inducible forms have 
been found to play a facilitatory role in the spinal cord 
through the formation of NO, which acts presynapti-
cally through cGMP to enhance transmitter release. 
Spinal NOS inhibitors can reduce posttissue injury 
hyperalgesia [104,105].

Modulation of Tonic Inhibitory Circuits

Second-order dorsal horn neurons (Lamina V WDR 
neurons) receive robust excitatory input from large 
(Aß) afferents. In spite of this afferent input onto dorsal 
horn neurons that are believed to play a role in noci-
ceptive processing, such large afferent input does not 
lead normally to a pain state (Figure 17.7). As reviewed 
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Figure 17.7.  First-order synapse for a small afferent axon in the 
spinal dorsal horn. As indicated, there is the release of small 
afferent transmitters which depolarize the second order neurons 
through glutamate (AMPA/NMDA0 and sP (Neurokinin1: NK1) 
receptors). These serve to depolarize the membrane by increas-
ing cation conductance. This in turn activates downstream 
cascades that serve to sensitize the membrane to additional 
depolarization through a variety of mechanisms. See text for 
additional commentary.
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These non-neuronal networks can be activated by 
transmitters from primary afferents, and intrinsic 
neurons releasing glutamate, sP and ATP can overflow 
from the synaptic cleft to these adjacent non-neuronal 
cells and lead through eponymous receptors to their 
activation. Astrocytes can form local networks which 
may communicate over a distance by the spread of 
excitation through local nonsynaptic contacts (“gap” 
junctions) [113]. Further, astrocytes may communi-
cate with other astrocytes and microglia by releasing 
a number of products including glutamate/cytokines 
and “S100” protein [114]. Neurons may activate micro-
glia by the specific release of a membrane chemokine 
(fractalkine), which acts on specific receptors found 
on microglia. In addition to afferent input after tissue 
injury and inflammation, circulating cytokines (such as 
IL-1β/TNF can activate perivascular astrocytes/micro-
glia. As noted, microglia are in fact brain resident mac-
rophages. Many circulating products referred to as 
“acute phase reactants” (TNF, prostaglandins (PGE2), 
sympathetic amines and leukotriene-B4) can initiate 
sensitized pain states and may account for mechani-
cal hypersensitivity which arises, for example, in aller-
genic reactions in rat models [64,115].

Importantly, the role of these non-neuronal cells 
in inflammation and injury-induced pain states is 
supported by the observations that spinal inhibitors 
of microglial activation, such as minocycline (a sec-
ond generation tetracycline) and pentoxyfilline, have 
been reported to block indices of acute and chronic 
glial activation and diminish hyperalgesic states [82]. 
Similar metabolic inhibitors that block astrocyte acti-
vation (flurocitrate) can similarly diminish hyperalge-
sia after nerve and tissue injury. These agents, while 
not clinically useful, suggest important directions in 
drug therapy development.

These processes outlined earlier represent a com-
plex cascade referred to broadly as “neuroinflamma-
tion” (Figure 17.9). Importantly, while indices of glial 
activation (e.g., increased expression of epitopes such 
as GFAP and OX42) are considered hallmarks of neu-
roinflammation as observed after local injury, current 
thinking emphasizes that astrocytes and microglia are 
indeed constitutively active and contributing to acute 
changes in spinal network excitability [116].

In conclusion, tissue injury and inflammation 
lead to a surprisingly complex behavioral phenotype 
characterized by ongoing pain and the appearance of 
states wherein moderate noxious or frankly innocu-
ous stimuli will lead to an augmented pain state at the 
injury site (primary) and adjacent to the injury site 
(secondary). The mechanisms underlying these behav-
ioral states are equally complex, reflecting the release 
of active factors at the injury site, which initiates affer-
ent traffic and produces a sensitization of the afferent 
terminal leading to an enhanced response to a given 
stimulus. In addition, the ongoing activity initiated 

Non-Neuronal Cells

In the CNS, there are a variety of nonneuronal cells. 
Among these are astrocytes and microglia. Microglia 
are resident macrophages that appear in the brain 
from the circulation during development. While clas-
sically these non-neuronal cells have been shown to 
play important roles in a variety of trophic functions 
such as blood-brain barrier integrity, extracellular 
water balance, glucose transport, and phagocytic 
functions in the face of injury, current thinking has 
begun to emphasize their contributions to the excit-
ability of local neuronal circuits. These astrocytes, 
microglia and neurons form a complex network in 
which each can acutely influence the excitability of 
synaptic transmission [111]. Thus, non-neuronal cells 
can influence synaptic transmission by the release of 
a wide variety of proexcitatory products (such as ATP, 
superoxide/free radicals, nitric oxide, and cytokines). 
Glial cells can also regulate extracellular parenchymal 
glutamate by their glutamate transporters. This can 
serve to increase extracellular glutamate activating 
neuronal glutamate receptors [112] (see Figure  17.9). 
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Figure 17.8.  Small afferent input activates dorsal horn nocice-
ptive neurons. Large afferent input also activates nociceptors, 
but as indicated these large low-threshold primary afferents 
additionally activate inhibitor interneurons (GABA and glycine) 
which serve to attenuate the excitatory drive produced by 
large afferent input. Though the interneurons are shown on the 
postsynaptic membrane they may also be presynaptic on the 
large myelinated afferent. The outcome is to diminish the exci-
tation otherwise produced by the large afferents. Loss of that 
inhibition would lead to a prominent increase in large afferent-
evoked excitation.
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Chiang, P. H., and Chancellor, M. B. 2008. Intravesical 
botulinum toxin A administration inhibits COX-2 and 
EP4 expression and suppresses bladder hyperactivity 
in cyclophosphamide-induced cystitis in rats. Eur Urol 
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2005. In vivo characterization of developing chronic pan-
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cal aspects of visceral hyperalgesia. Gastroenterology 
107:271–293.

27.		Yaksh, T. L. 1998. Preclinical models of nocicep-
tion. In Cousins & Bridenbaugh’s Neural Blockade in 
Clinical Anesthesia and Pain Medicine, Cousins, M. J., 
and Bridenbaugh, P. O. (eds.), 3rd ed., pp. 685–718. 
Philadelphia: Lippincott-Raven Publisher.

28.		Willis, W. D., Jr. 2007. The somatosensory system, with 
emphasis on structures important for pain. Brain Res 
Rev 55:297–313.

29.		Yaksh, T. L. 2009. Physiologogic and pharmacologic 
substrates of nociception after tissue and nerve injury. 
In Cousins & Bridenbaugh’s Neural Blockade in Clinical 
Anesthesia and Pain Medicine, Cousins, M. J., Carr, D. B., 
Horlocker, T. T., and Bridenbaugh, P. O. (eds), 4th ed.,  
pp. 693–751. Philadelphia: Lippincott Williams & Wilkins.

30.		Berthoud, H. R., and Neuhuber, W. L. 2000. Functional 
and chemical anatomy of the afferent vagal system. 
Auton Neurosci 85:1–17.

31.		Maier, S. F., Goehler, L. E., Fleshner, M., and Watkins, 
L. R. 1998. The role of the vagus nerve in cytokine-to-
brain communication. Ann N Y Acad Sci 840:289–300.

32.		Price, D. D., Barrell, J. J., and Rainville, P. 2002. 
Integrating experiential-phenomenological methods and 
neuroscience to study neural mechanisms of pain and 
consciousness. Conscious Cogn 11:593–608.

by injury leads to a powerful spinal facilitation of spi-
nal sensory networks that is mediated by increases in 
local circuit excitability, activation of non-neuronal 
cells and extraspinal feedback loops (Figure 17.10). 
Interestingly, the role of spinal non-neuronal cells pro-
vides an important link between circulating factors 
generated by the body’s response to injury and inflam-
mation and the central nervous system processing. It is 
of particular interest in that a variety of Toll receptors 
are present on both microglia and astrocytes. These 
recptors likely mediate the efects of circulating prod-
ucts (such as LPS) on CNS function and it is increas-
ingly likely that products released within the neuraxis 
may also serve to modulate the role played by these 
non neuronal cells in regulating spinal excitability in 
the face of persistent afferent input and tissue injury. 
Importantly, these scenarios find their expression 
in all innervated systems, from the skin to the inner 
lumen of visceral organs. Conversely, as reviewed, 
antidromic activity on sensory afferents can modulate 
the peripheral inflammatory response.
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	 18 Nonsteroidal Anti-Inflammatory Drugs

Samir S. Ayoub and Roderick Flower

Introduction

Nonsteroidal anti-inflammatory drugs (NSAIDs), 
sometimes called the “aspirin-like drugs,” are among 
the most widely used of all drugs. Aspirin itself was 
introduced by Bayer in 1898 as a replacement for sali-
cylic acid, which had been available in synthetic form 
since the 1870s and as the active constituent of plant 
(e.g., willow bark) preparations for many centuries 
before that. Since the beginning of the 20th century, 
the number of NSAIDs has grown substantially: phe-
nylbutazone was introduced in the 1940s, the fena-
mates in the 1950s, indomethacin in the 1960s, the 
proprionates in the 1970s, and the oxicams in the 
1980s. The 1990s saw a radical new development – the 
introduction of “coxibs” and the new millennium has 
ushered in an era of reappraisal and reassessment 
of our understanding of the pharmacology of these 
drugs and their therapeutic and unwanted effects. 
There are now more than 50 different NSAIDs on 
the global market and some of the more prominent 
examples are listed in Figure 18.1. (Chemical struc-
tures of NSAIDs shown, grouped according to chemi-
cal structure.)

NSAIDs had been in clinical use for a long time 
prior to an understanding of their pharmacological 
mechanism of action. The real breakthrough in NSAID 
pharmacology was made in the early 1970s when John 
Vane identified that NSAIDs work by inhibition of 
prostaglandin (PG)-forming cyclo-oxygenase (COX) 
activity resulting in the reduction of prostanoid syn-
thesis. The second breakthrough came about in the 
early 1990s with the discovery of COX-2 that eventually 
lead to the development of the COX-2-selective NSAIDs  
that lacked some of the major side effects of classical 
NSAIDs.

Clinically, the NSAIDs provide symptomatic relief 
from pain and swelling in chronic joint disease such 
as occurs in osteo- and rheumatoid arthritis as well as 

in more acute inflammatory conditions such as sports 
injuries, fractures, sprains, and other soft tissue 
injuries; can also alleviate postoperative, dental, and 
menstrual pain, as well as headaches and migraine. 
Many NSAIDs are available in a variety of different 
formulations such as tablets, injections, and gels and 
several NSAIDs are available from pharmacies “over-
the-counter” without prescription. The latter are taken 
in large quantities for many types of minor aches and 
pains – and occasionally abused. Aspirin itself is still 
consumed in prodigious amounts around the world 
and new uses are continually being found for this 
drug. Virtually all NSAIDs, particularly the “classical” 
NSAIDs, can have significant unwanted effects, espe-
cially in the elderly. Newer agents have less severe 
adverse actions.

Principal Pharmacological Actions

NSAIDs are sometimes known as the aspirin-like 
drugs because their pharmacology is broadly similar 
to that of aspirin the “archetypal” NSAID. Their three 
main therapeutic effects are an anti-inflammatory 
effect  – reducing the symptoms of inflammation; 
an analgesic effect  – reduction of certain types of 
(especially inflammatory) pain and an antipyretic 
effect  – lowering the body temperature when this is 
raised in disease (i.e., fever). It is important to note 
that whilst NSAIDs relieve many of the symptoms 
of inflammation, they have little or no action on the 
actual progress of underlying chronic diseases itself. 
As a class, they are generally without effect on other 
aspects of inflammation such as leukocyte migra-
tion, T-cell function, lysosomal enzyme release, toxic 
oxygen radical production, and so on that contrib-
ute to tissue damage in chronic inflammatory con-
ditions such as rheumatoid arthritis, vasculitis, and  
nephritis.
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and so forth  – can generally be produced by several 
separate mechanisms.

NSAIDs reduce mainly those components of the 
inflammatory and immune response in which pros-
taglandins, predominantly derived from COX-2 (see  
later), play a significant part. These include vaso-
dilatation, in which the blood flow to inflamed tis-
sues is increased by a direct vasodilator action of 
prostanoids (giving rise to the “redness” of inflam-
mation); and oedema, this is brought about through 
an indirect potentiation of the effect of other agents 
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Figure 18.1.  The chemical structures of some NSAIDs and “coxibs” representative of the main classes of these 
drugs. Note that whilst NSAIDs are often carboxylic acids, the coxibs are not. This has some relevance to their 
isoform selectivity (see Figure 18.2).

We Will Review Each of Their Principal  
Actions in Turn

Anti-Inflammatory Effects

Many mediators act to initiate and coordinate acute 
inflammatory and allergic reactions. Whilst some are 
produced in response to specific stimuli (e.g., histamine 
in allergic inflammation) there is considerable redun-
dancy and each facet of the response – vasodilatation, 
increased vascular permeability, cell accumulation, 
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(e.g.,  histamine) which directly increase the perme-
ability of postcapillary venules leading to increased 
fluid movement through the microvasculature and 
giving rise to the “swelling” of inflammation.

In experimental animals, NSAIDs have been shown 
to prevent resolution of the inflammatory reaction 
if administered toward the end of the acute inflam-
matory process. These findings provide supportive 
evidence for an anti-inflammatory role for some pros-
taglandins, which have been shown to increase at the 
latter phase of acute inflammation.

Analgesic Effects

The NSAIDs are suitable for the treatment of many 
types of mild-moderate pain including inflammatory 
and postoperative pain. They are generally without 
action in neuropathic pain. NSAIDs provide a differ-
ent quality of analgesia to that of the opiates in the 
sense that they do not affect other sensory modalities. 
Their analgesic “ceiling” is also different. Two sites 
of action have been identified:  peripherally, NSAIDs 
decrease production of the prostaglandins that sen-
sitize nociceptors to the direct action of inflamma-
tory mediators such as bradykinin. In doing so they 
relieve the hyperalgesia in conditions that are associ-
ated with increased local prostaglandin synthesis such 
as arthritis, bursitis, pain of muscular and vascular 
origin, toothache, dysmenorrhoea, the pain of post-
partum states, and the pain of cancer metastases in 
bone. They may be administered in combination with 
opioids and in some cases can substantially reduce the 
requirement for opioids required to produce an anal-
gesic effect. Their ability to relieve some types of head-
ache (less frequently migraine) may be related to the 
abrogation of the vasodilator effect of prostaglandins 
on the cerebral vasculature.

In addition to these peripheral effects, there is a 
less well-characterized central action possibly in the 
spinal cord. Inflammation increases COX-2 expres-
sion in the cord and local prostaglandin release facili-
tates transmission by afferent nociceptive fibers, by 
enhancing the release of excitatory mediators such 
as substance P and glutamate, to relay neurons in 
the dorsal horn. Prostaglandins have an inhibitory 
effect on descending noradrenergic and glycinergic 
inhibitory pathways that terminate in the spinal cord, 
thus causing dis-inhibition of spinal nociceptive path-
ways enhancing facilitation further. Prostaglandins 
may also activate microglia in the cord that destroy 
inhibitory interneurones leading to a remodeling and 
permanent activation of pain pathways.

Other sites of action have been mooted:  NSAIDs 
and COX-2-selective inhibitors injected directly to the 
preoptic area of the hypothalamus have been shown to 

induce analgesia in response to systemically adminis-
tered noxious agents.

Antipyretic Effect

Body temperature is regulated by the preoptic area of 
the hypothalamus, which functions in a way similar to 
a thermostat by controlling the balance between heat 
loss and heat production, thereby regulating the over-
all temperature of the organism around a “set point” 
(e.g., normal body temperature). Fever occurs when 
there is a disturbance of this homeostatic system, 
which leads to the set-point of body temperature being 
raised. During an inflammatory reaction, bacterial 
endotoxins, viruses, or other foreign substances act-
ing through TOLL receptors, cause the release from 
macrophages and other cells of cytokines such as TNF 
and IL-1. These substances can directly stimulate 
the generation, in the hypothalamus, of E-type pros-
taglandins which elevate the temperature set-point. 
COX-2 is induced by IL-1 in vascular endothelium 
in the hypothalamus. NSAIDs exert their antipyretic 
action largely through inhibition of prostaglandin 
production in (or close to) the hypothalamus. There 
is some evidence that prostaglandins are not the only 
mediators of fever; hence, NSAIDs may have an addi-
tional antipyretic effect through mechanisms as yet 
unknown. Once there has been a return to the normal 
hypothalamic set-point, the temperature-regulating 
mechanisms (dilatation of superficial blood vessels, 
sweating, etc.) then operate to reduce temperature to 
normal. Normal body temperature in humans is not 
affected by NSAIDs.

Unwanted Effects

The NSAIDs also share, to a greater or lesser degree, the 
same types of mechanism-based side effects although 
there may be other additional unwanted effects pecu-
liar to individual members of the group. The main 
effects include  gastric irritation, which may range 
from simple discomfort to ulcer formation; an effect 
on renal blood flow, particularly in the compromised 
kidney; and a tendency to prolong bleeding through 
inhibition of platelet function and skin reactions. More 
controversially, it is argued that all NSAIDs – but espe-
cially COX-2 selective drugs – increase the likelihood 
of thrombotic events such as myocardial infarction, by 
inhibiting PGI2 (Prostacyclin) synthesis.

Overall, the burden of unwanted NSAID side effects 
is high. When used in joint diseases (necessitating 
fairly large doses and long-continued use), there is a 
high incidence of side effects – not only in the gastro-
intestinal (GI) tract but also in liver, kidney, spleen, 
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from mild erythematous, urticarial, and photosensi-
tivity reactions to more serious and (rarely) potentially 
fatal diseases including Stevens–Johnson syndrome.

Haemostatic System

All NSAIDs (except COX-2 inhibitors) prevent platelet 
aggregation because COX-1 is important in generating 
proaggregatory TxA2 (thromboxane A2) and therefore 
may prolong bleeding. Again, aspirin is the main prob-
lem in this regard although this action is also the basis 
of aspirin’s cardiovascular utility (see later).

Renal Effects

Therapeutic doses of NSAIDs in healthy individuals 
pose little threat to kidney function, but in susceptible 
patients they cause acute renal insufficiency, which is 
reversible on stopping the drug. This occurs through 
the inhibition of the biosynthesis of those prostanoids 
(PGE2 and PGI2) involved in the maintenance of renal 
blood flow, specifically in the PGE2-mediated compen-
satory vasodilatation that occurs in response to the 
action of noradrenaline or angiotensin II. Neonates 
and the elderly are especially at risk as are patients 
with heart, liver, or kidney disease, or a reduced circu-
lating blood volume.

It seems that adverse cardiovascular events espe-
cially during prolonged use or in high cardiovascular 
risk patients may be a feature of all drugs that inhibit 
COX activity. Hypertension, caused by inhibition of 
renal COX-2, seems to be a strong possibility. The 
notion that COX-2 inhibitors selectively increase car-
diovascular risk through a selective action on vascu-
lar COX-2, thereby diminishing PGI2 production (the 
“Fitzgerald hypothesis”), seems less likely.

Chronic NSAID consumption, especially NSAID 
“abuse,” can cause analgesic nephropathy character-
ized by chronic nephritis and renal papillary necro-
sis. Historically, phenacetin, now withdrawn, was the 
main culprit; paracetamol, one of its major metabo-
lites, is much less toxic. Regular use of prescribed 
doses of NSAIDs is less hazardous for the kidney in 
this respect than very heavy and prolonged use of 
over-the-counter analgesics.

Other Unwanted Effects

Other, much less common, unwanted effects of NSAIDs 
include CNS effects, bone marrow disturbances, and 
liver disorders, the latter being more likely if renal 
impairment is already present. Paracetamol over-
dose may cause liver failure if not treated promptly. 
Approximately 5% of patients exposed to NSAIDs 
may experience aspirin sensitive asthma. The exact 

blood, and bone marrow. COX-2-selective drugs gener-
ally have less GI toxicity (see later).

We Will Again Look at Each Area in Turn

Gastrointestinal Disturbances

Adverse GI events are the commonest unwanted 
effects of the NSAIDs and are believed to result mainly 
from inhibition of the gastric COX-1 responsible for 
the synthesis of the prostaglandins that normally exert 
an inhibitory tone on acid secretion and protect the 
mucosa. Common GI side effects include gastric dis-
comfort, dyspepsia, diarrhea (but sometimes constipa-
tion), nausea and vomiting and, in some cases, gastric 
bleeding and frank ulceration. It has been estimated 
by some that 34%–46% of users of NSAIDs will sustain 
some GI damage that, whilst it may be asymptomatic, 
carries a risk of serious hemorrhage and/or perfora-
tion. Severe GI effects alone (perforations, ulcers, 
or bleeding) are said to result in the hospitalization 
of over 100,000 people per year in the United States. 
Some 15% of these patients may die from this iatro-
genic disease. These figures probably reflect the fact 
that NSAIDs are used extensively in the elderly, and 
often for extended periods of time. The mechanism is 
dependent on inhibition of COX in the gastric mucosa 
and damage is seen whether the drugs are given orally 
or systemically. However, in some cases (aspirin being 
a good example) local damage to the gastric mucosa 
caused directly by the drug itself may compound the 
damage. Oral administration of prostaglandin ana-
logues such as misoprostol can diminish the gastric 
damage produced by these agents and NSAIDs are 
also frequently given together with H2 blockers or pro-
ton pump inhibitors for the same reason.

On the basis of extensive experimental evidence, it 
had been predicted that COX-2-selective agents would 
provide good anti-inflammatory and analgesic actions 
with less gastric damage and some older drugs (e.g., 
meloxicam) that were believed to be better tolerated in 
the clinic, turned out to have some COX-2 selectivity. 
Two large prospective studies compared celecoxib 
and rofecoxib with standard comparator NSAIDs 
in patients with arthritis and showed some benefit, 
although the results were not as clear-cut as had been 
hoped.

Skin Reactions

Rashes are common idiosyncratic unwanted effects of 
NSAIDs, particularly with mefenamic acid (10%–15% 
frequency) and sulindac (5%–10% frequency). The 
underlying mechanism is uncertain. Symptoms range 
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providing further evidence for the specificity of the 
NSAID effect. Using active/inactive enantiomeric pairs 
of NSAIDs, such as naproxen, an exquisite correlation 
was observed between the anti-inflammatory and 
anti-COX activity, and many more studies confirmed 
the notion that this is a fundamental mechanism of 
this class of drugs.

Other actions besides inhibition of COX may con-
tribute to the anti-inflammatory effects of some 
NSAIDs. Reactive oxygen radicals produced by neu-
trophils and macrophages are implicated in tissue 
damage in some conditions, and some NSAIDs (e.g., 
sulindac) have oxygen-radical-scavenging effects as 
well as COX-inhibitory activity so may decrease tis-
sue damage. Aspirin also inhibits expression of the 
transcription factor NF-κB, which has a key role in the 
transcription of the genes for inflammatory media-
tors. A direct toxic action of NSAIDs on the gut may 
be at least in part mediated through an “uncoupling” 
effect on epithelial mitochondria.

By 1974, Vane’s concept was firmly established as 
the most powerful explanatory idea in the field. One 
effect of this was that the pharmaceutical industry 
now possessed, probably for the first time, a simple and 
robust in vitro screen for putative anti-inflammatory 
compounds. Probably as a result of this, the number of 
chemical abstracts dealing with potential inhibitors of 
the COX enzyme rose markedly, with more than 2,500 
per year recorded within a decade of these ideas taking 
hold.

However, several anomalies were noted by early 
workers in the field. For example, paracetamol (acet-
aminophen) – another hugely popu1ar drug that was 
also introduced in the 1890s possessed antipyretic and 
analgesic activity like all other aspirin-like drugs but, 
unlike most, had little anti-inflammatory activity and 
was virtually devoid of gastric or platelet side effects. 
Apparently in accord with its therapeutic profile, parac-
etamol was found to have a different pattern of inhibi-
tory activity, being more effective against crude brain 
COX preparations than those prepared from periph-
eral tissues such as the spleen. At the time (1972), this 
observation was put forward as a putative explanation 
for the selectivity of its therapeutic action and the idea 
that there were several forms of the enzyme was for-
mulated. Wide variations in the inhibitory potency of 
indomethacin against COX enzymes prepared from 
a range of tissues was subsequently reported and the 
“isoenzyme” idea was further elaborated in several 
early reviews.

Discovery of Other Cox Isoforms

Despite this early, presumptive, evidence for alterna-
tive forms of COX, little hard evidence emerged for 

mechanism is unknown but inhibition of COX is impli-
cated. Aspirin is the worst offender but there is cross-
reaction with all other class members except, possibly, 
COX-2 inhibitors.

Mechanism of Pharmacological Action

As a group, the NSAIDs are structurally diverse, 
although most are carboxylic acids (Figure 18.1). 
The question that went unanswered for almost seven 
decades was how the apparently disparate therapeutic 
and side effects were mechanistically linked.

There were several early suggestions, but writing 
about his breakthrough discovery in 1971, Vane tells 
us that the idea that the aspirin-like drugs blocked 
the conversion of substrate arachidonic acid to pros-
taglandins came to him while reviewing experiments 
in which aspirin blocked the release of “rabbit aorta 
contracting substance” (RCS) from guinea-pig and 
dog lung. Believing that RCS (later shown to be a mix-
ture of TxA2 and prostaglandin endoperoxides) was an 
intermediate in prostaglandin synthesis, he wrote “a 
logical corollary was that aspirin might well be blocking 
the synthesis of prostaglandins.”

A quartet of papers appeared that year from Vane 
and members of his group, showing that aspirin itself, 
indomethacin and (less effectively) sodium salicylate 
blocked prostaglandin synthesis in a crude cell-free 
COX preparation and in isolated perfused spleen of 
dogs. In humans, therapeutic doses of aspirin taken 
by volunteers reduced prostaglandin generation by 
aggregating platelets ex vivo or in seminal plasma 
samples collected during the course of the treatments. 
The overall message was clear – at least some NSAIDs 
were able to prevent the generation of prostaglandins 
by direct action on the COX enzyme, and did so in 
humans in clinical doses. But how was this linked to 
their therapeutic actions?

The late 1960s and early 1970s had seen an explosion 
of interest in prostaglandin biology. It was observed that 
prostaglandins were generated during platelet aggrega-
tion, and that they produced fever, hyperalgesia, and 
inflammation. Prostaglandins had also been detected 
in the gastric mucosa and been shown to inhibit ulcer 
formation in rodent models of gastric damage and 
cytoprotection. In other words, the ability of NSAIDs to 
block COX provided the much sought after link between 
the therapeutic and side effects of these drugs.

Over the next couple of years, it was shown that 
the entire gamut of NSAIDs inhibited COX at concen-
trations well within their therapeutic plasma range 
and that the overall order of potency corresponded 
with their therapeutic activity. Other types of anti-
inflammatories, such as the glucocorticoids and the 
so-called disease modifying drugs such as gold and 
penicillamine, were inactive in these cell-free assays, 
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Which Isoform is Most Relevant  
to Inflammation?

Histological and other studies confirmed this appar-
ent division of labor between the two enzymes, 
showing, for example, that COX-1 seemed to be the 
predominant isoform in healthy GI tissue from rat, 
dog, and monkeys whereas COX-2 was seen mainly in 
inflamed tissues. This suggested that COX-2 was the 
predominant inflammatory species, and by implica-
tion, the best target for NSAIDs. So was COX-2 inhi-
bition the true therapeutic modality of NSAIDs? If so, 
COX-1 inhibition might account for the side effects 
such as gastric irritation and depression of plate-
let aggregation. This was the notion put forward by 
more than one group and which came to be known 
as the “COX-2-bad:COX-1-good” hypothesis. If true, 
then the obvious corollary was that a selective COX-2 
inhibitor should be an ideal drug, possessing anti-
inflammatory actions but lacking gastric and other 
side effects.

At the time, the sequence of the catalytic domains 
of the two isozymes appeared to be so similar that the 
prospect of finding a specific inhibitor initially seemed 
remote and most of the nonsteroidal drugs available 
at that time were found to inhibit both enzymes to 
a greater or lesser degree. However, some selectivity 
of action was seen with experimental drugs such as 
6-MNA, BF389, and DuP697.

An experimental compound (DuP697), produced 
by the Dupont Company in 1990, was observed to be 
an effective anti-inflammatory agent with reduced GI 
toxicity. Significantly, it showed only feeble activity 
in vitro using the COX-1 enzyme, but was more effec-
tive against rat brain COX preparations. The authors 
originally attributed the GI safety of this compound to 
its chemical structure (a nonacidic thiophene), which 
was presumed to produce a different pharmacoki-
netic profile to other COX inhibitors. However, other 
experimental compounds with similar properties were 
subsequently discovered and in the light of the discov-
ery of COX-2, it was not long before it was realized 
that these drugs might have exhibit unusual behav-
ior because they acted predominantly on the COX-2 
isozyme. The two companies who were the first to 
exploit these ideas and to market the new “coxibs” were 
Searle Monsanto (now Pfizer) and Merck. The former 
focused on sulphonamide-substituted 1,S-diaryl pyra-
zole compounds that lead eventually to the discovery 
of celecoxib, whereas Merck scientists settled on a 
series of methylsulphonylphenyl compounds which, in 
turn, culminated in the manufacture and introduction 
of rofecoxib (since withdrawn).

In support of the COX-1/COX-2 concept, the phar-
macology of some other selective COX-2 inhibitors 
were described in the literature. SC558 (a celecoxib 

several years probably because technical problems 
delayed progress. The structural features of COX, 
which has dual hydroperoxidase and COX activity, 
were not well understood and with the notable excep-
tion of the seminal vesicles of some species, the enzyme 
is usually expressed in tissues in low abundance. As a 
dimeric membrane-bound protein, COX posed many 
challenges to purification and was not sequenced until 
1988. Other factors which caused confusion included 
the wide variations in assay conditions used by differ-
ent laboratories as well as differences in the kinetics 
of the COX inhibitors. Many of these issues are still 
relevant today.

The 1980s, however, saw some exciting advances in 
our understanding of COX pharmacology. Morrison 
et al. [1] observed that the inflamed kidney unexpect-
edly developed an enormous capacity to generate 
prostaglandins that was due to de novo synthesis of 
fresh enzyme and in 1982, the group published evi-
dence suggesting the presence of two distinct forms 
of COX in brain tissue with differing sensitivities to 
indomethacin. Other studies in GI tissue also sup-
ported the selectivity of action of NSAIDs in different 
tissues.

By the end of the 1980s it was clear that exposure 
of cells of various types to growth factors, cytokines, 
endotoxin, or some hormones induced the de novo 
synthesis of enzyme which, when partially sequenced, 
strongly resembled the bovine seminal vesicle COX.

While investigating the expression of early-response 
genes in fibroblasts transformed with Rous sarcoma 
virus, Simmons and his colleagues [2] identified a novel 
mRNA transcript that coded for a protein that was 
not identical but which had a high sequence similar-
ity to the seminal vesicle COX enzyme and suggested 
that a COX isozyme had been discovered. Herschman 
and colleagues [3] also observed a novel cDNA species 
encoding a protein with a predicted structure similar 
to COX-1, while studying phorbol-ester–induced genes 
in Swiss 3T3 cells.

Masferrer et al. [4] identified an inflammation-
inducible form of COX as the species that both 
Simmons and Herschman had cloned and the two 
COX enzymes were renamed COX-1, referring to the 
original enzyme isolated from seminal vesicles and 
subsequently found to be distributed almost ubiqui-
tously, and COX-2, denoting the “inducible” form of 
the enzyme (although it was expressed basally in the 
brain and elsewhere). COX-1/COX-2 mRNA was dif-
ferentially expressed in human tissues and promoter 
analysis confirmed a fundamental difference between 
the two isozymes, with the COX-2 promoter contain-
ing elements characteristic of genes that are switched 
on during cellular stress and downregulated by gluco-
corticoids, whereas COX-1 appeared to be a “house-
keeping” gene.
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binding of COX-2-selective inhibitors by providing a 
docking site for the phenylsulphonamide residue of 
drugs such as SC558. In an elegant demonstration of 
how crucial this single change was, Gierse et al. (1996) 
showed that mutation of this residue in COX-2 back to 
Ile largely prevented selective COX-2 inhibitors from 
working (see Figure 18.2).

These structural data also helped explain differ-
ences in the inhibitory kinetics of COX-1 and COX-2. 
There are, as stated earlier, several distinct mechanisms 
by which COX-1 inhibitors can inhibit the enzyme, 
but many are of the competitive-reversible type. By 
contrast, the COX-2 inhibitors are irreversible, time- 
dependent inhibitors, partly as a result of the bind-
ing of the sulphonamide (or related) moiety into the 
enzyme “side pocket.” An analysis of the kinetic behav-
ior of several COX inhibitors subsequently discerned 
four separate modes of enzyme inhibition, ranging 
from the simple competitive inhibition of drugs such 
as ibuprofen, through the “weak binding, time-depen-
dent” mechanism of naproxen and the oxicams and 
the “tight binding, time-dependent” inhibition of indo-
methacin, to the covalent modification produced by 
aspirin. Alone among the NSAIDs, aspirin irreversibly 
acetylated a serine residue (Ser 530) within the COX 
active site thus blocking substrate access and inhibit-
ing catalytic activity.

Relative Potencies of Nsaids  
on Cox Enzymes

Most “traditional” NSAIDs are inhibitors of both 
isoenzymes, though they vary in the degree to which 
they inhibit each isoform. It is believed that the anti-
inflammatory action (and probably most analgesic 
actions) of the NSAIDs is generally related to inhibi-
tion of COX-2 whilst their unwanted effects – particu-
larly those affecting the GI tract – are largely a result 
of their inhibition of COX-1. A broad scheme for clas-
sifying the relative selectivity for COX-1/2 of the cur-
rently available NSAIDs is given in Table 18.1.

Aspirin in Noninflammatory Conditions

Aspirin – previously thought of as an old anti-inflam-
matory workhorse – is now approaching the status of 
wonder drug that is not only of benefit in inflamma-
tion, but in an increasing number of other conditions. 
Most significant is its role in the therapy of cardiovas-
cular disorders. The long-lasting antiplatelet action of 
low-dose aspirin may be use prophylactically to great 
clinical benefit in patients at high risk from (for exam-
ple) myocardial infarction. Other diseases in which 
the drug is being (or has been) trialed include colonic 
and rectal cancer, Alzheimer’s disease, and radiation-
induced diarrhea.

prototype), for example, showed good efficacy in rodent 
models of inflammation, fever, and pain, whereas the 
structurally related SC560, a selective COX-1 inhibi-
tor, was ineffective. Celecoxib itself (then known as 
SC58635) reversed carrageenan-induced hyperalge-
sia and local prostaglandin production in rats, and a 
related compound was active intrathecally.

The meloxicam (Boehringer Ingleheim) and etod-
olac (Wyeth/Shire) were already under development 
during the time that progress was being made with 
COX-2 biology, and nimesulide (Helsinn) had been on 
the market in Europe since 1985. In each case, evidence 
already indicated that these agents were different from 
other NSAIDs in terms of their GI tolerance and these 
drugs turned out to be effective COX-2 inhibitors. In 
an authoritative survey, Warner et al. (1999) found, for 
example, that meloxicam and etodolac showed almost 
the same order of selectivity for COX-1/COX-2 as some 
of the newer agents.

Biochemistry of Cox Enzymes  
and Mechanisms of Nsaid Inhibition

Both COX isoforms are bifunctional enzymes, having 
two distinct catalytic activities:  the first, dioxygenase 
step incorporates two molecules of oxygen into the 
arachidonic (or other fatty acid substrate) chain at C-11 
and C-15 giving rise to the highly unstable endoper-
oxide intermediate PGG2 with a hydroperoxy group 
at C-15. A second peroxidase function of the enzyme 
converts this to PGH2 with a hydroxy group at C-15, 
which can then transformed in a cell-specific manner 
by separate isomerase, reductase, or synthase enzymes 
into other prostanoids. Both COX-1 and COX-2 are 
heme-containing enzymes which probably exist as 
homodimers attached to intracellular membranes.

Most NSAIDs inhibit only the initial dioxygenation 
reaction. They are generally “competitive-reversible” 
inhibitors but there are differences in their kinetics. 
Generally, these drugs inhibit COX-1 rapidly but the 
inhibition of COX-2 is time-dependent and often irre-
versible, as explained earlier. To block the enzymes, 
NSAIDs must enter the hydrophobic channel forming 
hydrogen bonds with an Arg residue at position 120, 
thus preventing substrate fatty acids from entering 
into the catalytic domain. The solution of the crystal 
structures of COX-1 in 1994 and COX-2 in 1996 made 
a substantial impact on the drug discovery effort. 
Despite their high homology, detailed examination of 
the structure of the catalytic sites revealed the sub-
strate binding “channel” in the two enzymes to be 
quite different. A single amino-acid change, from the 
comparatively bulky Ile in COX-1 to Val at position 523 
in COX-2 (equivalent to position 509 in COX-1), and the 
conformational changes that this produced resulted in 
enhanced access to a “side pocket” that allowed the 
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possible expression in these species. A COX-1 variant, 
which may be related, is involved in thermoregulation 
in normothermic animals. Whilst being a weak anti-
inflammatory drug, paracetamol produced the same 
effect as NSAIDs at the latter phase of acute inflamma-
tion, in that it prevented resolution of the inflamma-
tory reaction (our unpublished observations).

Summary

The NSAID field has undergone major transformation 
since the mechanism of action of these drugs was dis-
covered, but what of the future? At the time of writing, 
the unique role of COX-2 selective inhibitors in therapy 
remains to be fully clarified and the propensity of the 
entire range of NSAIDs to cause hypertension requires 
elucidation. It is ironic that the precise mechanism of 
paracetamol action continues to elude us, as indeed 
does the mechanism of action of salicylate itself which 
is the major metabolite of aspirin and which has anti-
inflammatory actions in its own right. Clearly there is 

Paracetamol

Whilst it is an excellent analgesic and antipyretic, 
the anti-inflammatory activity of paracetamol is very 
low and seems to be restricted to a few special cases 
(e.g., inflammation following dental extraction). As 
already mentioned paracetamol potently reduced 
prostaglandin synthesis in the central nervous sys-
tems (CNS), but not in the periphery. In experimental 
animals, analgesia and antipyresis with paracetamol 
were accompanied by the reduction in prostaglandin 
synthesis in the CNS. As paracetamol is a weak inhibi-
tor of COX-1 and COX-2 activities, its pharmacologi-
cal actions cannot be explained by inhibition of these 
enzymes. COX-3 identified as a splice variant of COX-1 
in 2002 in canine tissues was shown to be inhibited by 
paracetamol. It was thus hoped that the discovery of 
COX-3 might provide a neat explanation for its phar-
macological actions. However, the existence of COX-3 
in rodent and human tissues is disputed because reten-
tion of intron-1 results in an out-of-reading frame 
sequence, despite some evidence in the literature on its 
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	 19 Cytokines and Chemokines in Inflammation  
and Cancer

Thorsten Hagemann and Toby Lawrence

Cytokines and chemokines are peptide mediators that 
regulate a broad range of processes involved in the 
pathogenesis of inflammatory diseases and cancer. 
It is well established that an imbalance cytokine or 
chemokine activities can favor chronic inflammation 
leading to organ failure. Chemokines and cytokines 
are also implicated in malignant disease with links 
to tumor progression, angiogenesis, and invasion. 
Biological therapies targeting cytokines and chemok-
ines have already improved outcomes of inflamma-
tory disease and clinical trials are ongoing in cancer 
patients. Targeting tumor necrosis factor (TNF)-α rep-
resents a major success story for this approach. Anti-
TNF-α was the first antibody against an inflammatory 
cytokine demonstrated to be efficacious in human 
disease and it showed over the years to be effective in 
a range of inflammatory diseases such as rheumatoid 
arthritis (RA), inflammatory bowel disease (IBD), and 
more recently, cancer.

Cancer and Inflammation

The cells and mediators of inflammation also form a 
major part of the tumor microenvironment. In some 
cancers, inflammatory conditions precede develop-
ment of malignancy; in others, oncogenic changes drive 
a tumor-promoting inflammatory milieu. Whatever 
its origin, this “smoldering” inflammation aids pro-
liferation and survival of malignant cells, angiogen-
esis, and metastasis; subverts adaptive immunity, and 
alters response to hormones and chemotherapeutic 
agents [1,2]. The cytokine (Figure 19.1) and chemokine 
network (Figure 19.2) is of great importance in the 
processes of cancer-related inflammation regulating 
both host and malignant cells in the tumor microenvi-
ronment [3]. The link between inflammation and can-
cer was first suggested by Rudolph Virchow in 1863, 
when he demonstrated leukocytes in neoplastic tissue. 
Virchow’s original hypothesis has been revisited by 

many research groups [1]. The epidemiological data 
available are very impressive and show a clear asso-
ciation between chronic inflammatory conditions and 
subsequent malignant transformation in the inflamed 
tissue (Table 19.1).

Cytokines in Inflammation and Cancer

It is known that neoplastic cells often overexpress 
proinflammatory mediators including proteases, eco-
sanoids, cytokines, and chemokines. Several cytok-
ines, such as TNF-α, IL-6, IL-17, IL-12, IL-23, IL-10, 
and TGF-β, have been linked with both experimental 
and human cancers and can either promote or inhibit 
tumor development. Here we will describe some of 
the cytokines that may be potential targets for cancer 
therapy.

TNF-α is the prototypical proinflammatory 
cytokine, the critical role of TNF-α in chronic inflam-
matory diseases is well known [4], although originally 
shown to be toxic to tumor cells in high doses (hence 
tumor necrosis factor) the tumor-promoting function 
of TNF-α have been clearly demonstrated in mice [5]. 
TNF-α can be produced by malignant cells or inflam-
matory cells in the tumor microenvironment and 
TNF-α signaling can promote cell survival, invasion, 
and angiogenesis [6]. In mesothelioma phagocytosis of 
asbestos fibers by macrophages leads to TNF-α release 
that promotes cell survival and thereby reduces asbes-
tos-induced cytotoxicity [7]. TNF-α has also been pro-
posed to contribute to tumor initiation by stimulating 
the production of genotoxic reactive nitrogen (RNS) 
and oxygen (ROS) species [8]. Genetic polymorphisms 
that enhance TNF-α production are associated with 
increased risk of multiple myeloma (MM), bladder can-
cer, hepatocellular carcinoma (HCC), gastric cancer, 
and breast cancer, as well as poor prognosis in vari-
ous hematological malignancies [9]. Other actions of 
TNF-α that might promote tumorigenesis, as opposed 
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to tumor initiation, include promotion of angiogen-
esis and impairment of immune surveillance through 
T-cell suppression and inhibiting the cytotoxic activity 
of activated macrophages [10].

TNF-α binds to two receptors, the ubiquitously 
expressed TNFR1, and TNFR2, which is restricted to 
expression on hematopoietic cells. Previous studies 
show that TNFR1 is important in tumor promotion. 
TNFR1 knockout mice are resistant to skin carcinogen-
esis [11], experimental lung metastases in the RENCA 
renal cancer model [12], and experimental liver metas-
tases were attenuated in TNFR1-deficient mice [13]. In 
chimeric mice whose bone marrow was repopulated 
with TNFR1–/– cells, development of colitis and colon 
cancer was attenuated [14]. Several studies have dem-
onstrated that stromal cell TNF-α is tumor promot-
ing. In a genetic model, bone marrow cell TNF-α was 
implicated in promotion of inflammation-associated 
liver tumors [15]. In a model where chemical damage 
led to liver cancer, Kupffer cell TNF-α was one of the 
mitogens driving proliferation of genetically damaged 
hepatocytes [16]. In a chemically induced model of 
colitis and colorectal cancer, mononuclear cell TNF-α 
was implicated in inflammation and subsequent tumor 
development [14]. Several studies have also reported 
therapeutic activity of anti-TNF-α antibodies, or a TNF 
receptor fusion molecule, in genetic models of liver 
and colorectal cancer [15,17]; a carcinogen-induced 
model of colorectal cancer [14]; and pancreatic cancer 

xenografts [18], although the exact mechanisms of 
action are not understood.

In many different experimental and human cancers, 
malignant cells produce TNF-α during tumor growth 
and spread [5,6,18–24]. Preclinical experiments with 
TNF-α antagonists and early phase clinical trials of 
TNF-α antagonists in patients with advanced cancer 
suggest that this inflammatory cytokine may be a use-
ful target [25–28].

IL-6 is a pleiotropic inflammatory cytokine that is 
considered a key growth factor for both malignant and 
immune cells. Most IL-6 target genes are involved in 
cell cycle progression and suppression of apoptosis, 
which underscores the importance of IL-6 in cell sur-
vival and tumorigenesis. IL-6 is suggested to have a 
pivotal role in the pathogenesis of Castleman’s disease 
[29] and multiple myeloma (MM) [30]. Clear evidence 
that IL-6 governs the growth of MM, a malignant dis-
order of plasma cells, has come from studies using IL-6 
knockout mice, which were found to be resistant to 
plasmacytoma induction [30]. In MM, IL-6 is produced 
by stromal cells in the bone marrow and its synthesis 
by these cells can be further enhanced by their interac-
tion with malignant plasma cells. New IL-6 antagonists 
are being evaluated for treatment of MM such as small 
molecules and monoclonal antibodies. IL-6 is also a 
key mediator of inflammatory disease, IBD and colitis 
is associated with high concentrations of IL-6 [31], in 
experimental models of colitis-associated colon cancer 
(CAC) and HCC IL-6 production by myeloid cells is also 
critical for carcinogenesis [32–34].

IL-10 is an immunosuppressive and anti- 
inflammatory cytokine also linked with inflammation-
associated cancer [35]. IL-10-deficient mice develop 
spontaneous colitis, due to hyperactivation of immune 
cells, and eventually CAC. Expression of IL-10 by tumor 
cells and macrophages is also thought to promote the 
development of Burkitt’s lymphoma through the pro-
duction of the TNF family member BAFF, which pro-
motes B cell and lymphoma survival [36]. An elevated 
amount of IL-10 in the plasma has been correlated 
with poor prognosis in diffuse large B cell lymphoma 
patients [37]. In addition to direct growth modula-
tion of malignant cells, the ability of IL-10 to suppress 
adaptive immune responses has also been suggested 
to favor tumor escape from immune surveillance [38]. 
Therefore, IL-10 has complex effects on tumor devel-
opment. In some experimental systems, IL-10 is found 
to exert antitumor activity, but in other cases it can be 
promote tumorigenesis.

Recently, a new T cell subset named “Th17” charac-
terized by the production of IL-17 was identified as an 
important player in inflammatory responses [39]. IL-17 
induces the recruitment of immune cells and leads to 
the induction of many proinflammatory factors, includ-
ing TNF-α, IL-6, and IL-1β [40]. Studies have begun to 

TABLE 19.1. T he association between inflammation and 
cancer in different organ systems

System Inflammation

Respiratory 
 

Asbestos and mesothelioma silica, 
Cigarette smoke and bronchial cancer 
Chronic asthma and bronchial cancer

Genitourinary 
 

Human papilloma virus and penile 
carcinoma  
Schistosomiasis and bladder cancer

Reproductive 
 

Pelvic inflammatory disease, ovarian 
epithelial inflammation, and ovarian 
cancer

Gastrointestinal 
 
 
 
 
 
 
 
 
 
 

Epstein–Barr virus and nasopharyngeal 
cancer Barrett’s metaplasia and 
esophageal cancer H. pylori gastritis 
and gastric cancer  
Chronic pancreatitis and pancreatic 
cancer  
Chronic cholecystitis and gallbladder 
cancer  
Hepatitis and hepatocellular cancer 
Inflammatory bowel disease, and 
colorectal cancer Human papilloma 
virus and ano-genital cancer

Hematopoietic Epstein–Barr virus and Burkitt’s 
lymphoma HTLV1 and T-cell  
leukemia/lymphoma
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correlative studies and experiments with antagonistic 
antibodies. Genetic evidence for a tumor-promoting 
role of chemokines eventually came from the discov-
ery of the D6 decoy receptor that functions to block 
chemokine function [56]. D6 null mice are inefficient 
in removing chemokines from inflamed sites and 
therefore show exaggerated responses to otherwise 
innocuous inflammatory agents [56]. These mice were 
also recently shown to have increased susceptibility to 
skin tumors [57].

There are at least 40 different human chemokines 
and 20 chemokine receptors [58]. They are divided 
into CC, CXC, XC, and CX3C subfamilies according 
to the nature of the conserved cysteine motif [59]. 
Chemokines bind to seven transmembrane-spanning 
(7TM) receptors typically coupled to G proteins for 
signaling [60]. There are 11 CC chemokine receptors, 
seven CXC chemokine receptors, and single receptors 
for XC and CX3C chemokines [59,61]. These can be 
broadly subdivided into constitutive and inflamma-
tory [59,61]. There are two nonsignaling receptors, 
Duffy and D6, thought to attenuate the actions of 
inflammatory chemokines [62], and viral chemokine 
and chemokine receptor homologues [63] (Table 19.2).

Positive preclinical data in animal cancer models 
show that chemokine/receptor antagonists reduce the 
leukocyte infiltrate into tumors, leading to reduced 
angiogenesis and cancer growth, and that target-
ing chemokine receptors on malignant cells inhibits 
survival, metastasis, and peritoneal dissemination 
(Table 19.3).

Therapeutic antibodies are likely to provide 
the most successful way to inhibit the chemokine/
chemokine receptor axis. Anticytokine antibodies have 
had clinical success in inflammatory diseases [70–73] 

address the role of IL-17 in chronic inflammation and 
cancer [41]. IL-17 overexpressing human cervical can-
cer cells and nonsmall cell lung carcinoma cells show 
substantially greater ability to form tumors in immu-
nocompromised mice compared with control cells not 
overexpressing IL-17 [42,43]. In primary NSCLC sam-
ples, IL-17 expression has frequently been detected in 
tumor-infiltrating inflammatory cells and was associ-
ated with increased tumor vascularity [44]. However, 
there is also evidence that IL-17 might be involved in 
tumor surveillance in immunocompetent mice [45].

This presents a caveat for cytokines as targets in 
cancer therapy, although inflammation is clearly 
linked with tumorigenesis, both the innate and adap-
tive immune systems have the capacity to recognize 
and eliminate malignant cells [46,47]. Many proin-
flammatory cytokines may function in tumor immune 
surveillance and it is vital to determine whether the 
function of potential therapeutic targets, such as IL-17, 
contributes to antitumor immunity.

Chemokines in Inflammation and Cancer

Chemokines are chemotactic cytokines that regu-
late cell trafficking in development and disease. In 
inflammation chemokines regulate leukocyte recruit-
ment, diapedesis, activation, and retention within the 
inflamed tissue. Other chemokines, such as CCL2, 
CCL5, CCL21, and CXCL13, control lymphoid organo-
genesis. Chemokines also regulate the retention and 
release of stem cells from the bone marrow. In all 
these activities, chemokines function together with 
cytokines that regulate their expression and that of 
their reciprocal receptors. Chemokine expression and 
their functional importance in inflammation have pro-
voked several therapeutic targeting studies, although 
with limited success so far [46].

Chemokine receptors and their ligands influence cell 
motility, invasion, and survival in experimental mod-
els of cancer [3]. Malignant cells and tumors express 
a large number of chemokines and chemokine recep-
tors; accordingly, tumor cells are able to recruit leuko-
cytes and endothelial or mesenchymal cell progenitors 
from the circulation into the tumor microenviron-
ment. Many chemokines are produced downstream 
of oncogenic mutations; Ras mutations induce CXCL1 
(Gro-1) [48], c-myc activation induces CC chemokines 
[49], and the RET/PTC gene fusion induces several 
chemokines including CXCL12 [50].

These chemokines control the extent and phenotype 
of the leukocyte infiltrate in cancer [51–53]. Ablation of 
leukocyte function, their infiltration into tumors [54], 
or switch of their phenotype [55] can inhibit tumor 
growth and metastases.

Until recently, the evidence the role of chemok-
ines in carcinogenesis was largely inferred from 

TABLE 19.2. D rugs targeting chemokines or their 
receptors currently in clinical development or 
recently licensed

Target Disease Stage

CCR5 CCR5-trophic HIV Licensed

CXCR4 Stem cell mobilization  
  in cancer

Licensed 

CXCR4 Metastatic cancer Phase I/II

CCR9 Crohn’s disease Phase II

CCR4* Adult T cell leukemia,  
  severe asthma

Phase I 

CXCR2 COPD Phase II

CCL2* Advanced cancer  
  and COPD

Phase I 

*Therapeutic antibody.
Abbreviation: COPD, chronic obstructive pulmonary disease.
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Other side effects have been reported with IL-6 
inhibition, such as increases in plasma lipid levels, 
but it remains to be seen whether cardiovascular risk 
increases. IL-6 is also a growth factor for hepatocytes, 
and tocilizumab (IL-6R neutralizing antibody) leads 
to increases in hepatic enzymes, which are usually 
of transient nature and not associated with hepatitis 
[77]. However, long-term follow up will have to show 
whether this might be associated with liver damage. 
Given that TNF inhibition also leads to normalization 
of IL-6 [79] but not liver enzyme elevations, it will also 
be of interest to learn whether a monoclonal anti-IL-6, 
rather than an antibody to the IL-6R, will induce a 
similar adverse event profile. Although antibodies offer 
exquisite specificity and high avidity, often these bio-
logical agents are chimeric or humanized monoclonal 
antibodies, therefore sensitization might occur, which 
can lead to both allergic reactions and reduction in 
efficacy. However, a number of candidate therapeutic 
antibodies (Table 19.4) have been identified and suc-
cessfully tested in the clinic.

Future Directions

There are many additional molecules, both cytok-
ines and chemokines, that may be future targets for 
effective therapy in inflammation and cancer we 
have merely highlighted a few. Targeting of pro-in-
flammatory cytokines such as TNF-α or IL-6 is highly 
efficacious in inflammatory disease such as RA and, 

and there are promising preclinical [15,18,74,75] and 
early-phase clinical trial results in cancer [26–28]. 
Antibodies against chemokine receptors are likely to 
have significant advantage because of the redundancy 
of chemokine ligand binding to some receptors.

Risks of Targeted Therapeutics

The functions of cytokines and chemokines in normal 
physiology have an important role in the healthy host. 
Foremost, TNF, IL-1, and IL-6 have critical roles in 
host defense in both the innate and adaptive immune 
systems. Therefore, one should expect an increase in 
the rates of infections, which is sometimes the case 
[76,77]. For example, TNF plays a pivotal role in granu-
loma formation and, therefore, in the defense against 
intracellular pathogens. Indeed, reactivation of tuber-
culosis has been observed with TNF inhibitors. In con-
trast, IL-6 may have an inhibiting role on granuloma 
formation [78]; therefore, targeting IL-6 therapeuti-
cally might not induce reactivation of, or promote 
infections with, some intracellular pathogens. The side 
effects of these targeted therapeutics on host defense 
may be particularly important in cancer patients who 
may already have seriously compromised immune 
systems.

TABLE 19.3. T argeting chemokines and their receptors 
in mouse cancer models

Target Cancer  
model

Action Reference 

CCR5 
 
 

Breast 
cancer 
 

Inhibited 
leukocyte 
infiltrate and 
tumor growth

64 
 
 

CCL2* 
 
 

Prostate 
cancer 
 

Inhibited 
tumor 
growth and 
metastasis

65 
 
 

CC 
chemokines 
 
 

Skin  
cancer 
 
 

Inhibited 
leukocyte 
infiltrate 
and tumor 
development

57 
 
 
 

CXCR4 Lymphoma Inhibited 
tumor growth

66 

CXCR4 Glioma Inhibited 
tumor growth

67 

CXCL8 Ovarian 
cancer

Inhibition of 
tumor growth

68 

CXCR7 
 
 

Breast 
and lung 
cancer 

Inhibition of 
angiogenesis 
and tumor 
growth

69 
 
 

*Therapeutic antibody.

TABLE 19.4. A ntibody therapeutics in the clinic

Target Disease Stage

TNF-α
 
 

Rheumatoid arthritis, 
psoriatic arthritis, 
ankylosing spondylitis, 
Crohn’s disease

Marketed 
 
 

B Lys 
 

Systemic lupus 
erythematosus, 
rheumatoid arthritis

Phase II, III trial 
 

IL-12 Crohn’s disease, 
psoriasis

Phase II trial 

TRAIL-R1 Variety of tumors Phase II trial

TRAIL-R2 Advanced solid 
tumors

Phase II trial 

IL-13 Severe asthma Phase I trial

TGF-β Idiopathic pulmonary 
fibrosis

Phase I trial 

GDF-8 Muscle wasting 
disease

Phase I trial 

Eotaxin* Allergic conjunctivitis Phase I trial

* Eoxtaxin is a chemokine (CCL11).
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at least for anti-TNF agents as well as other chronic 
inflammatory disorders. There are also very positive 
early signs for anti-TNF therapy in cancer. It is clear 
the full potential of these agents in cancer therapy 
may only be realized in combination with tolerable 
regimes of existing chemotherapy. The challenge now 
is to identify a rationale for which combinations will 
be most effective in which patients. Further mecha-
nistic studies on the role of cytokines and chemok-
ines in carcinogenesis will undoubtedly reveal new 
potential targets with increased efficacy and reduced 
side effects.

Cytokines are structurally diverse molecules with 
diverse and cell type–specific activities. Cytokine 
functions are mediated by binding specific receptors 
and their activities include regulating cell activation, 
hematopoiesis, apoptosis, migration, and prolifera-
tion. By virtue of their broad spectrum of activity in 
the hematopoietic system, they are implicated in vir-
tually all aspects of innate and adaptive immunity. 
White blood cells are the primary source of cytok-
ines, although they may also be produced by other cell 
types in the context of disease. This figure illustrates 
the scope of the cytokine network grouped into fami-
lies of related molecules (Figure 19.1).

Chemokines are a large superfamily chemotactic 
cytokines that function to regulate leukocyte traf-
ficking and activation. Chemokines are divided into 
subfamilies based on conserved amino acid (CC, CXC, 
CX3C) sequence motifs. Most family members have 
at least four conserved cysteine residues that form 
two intramolecular disulfide bonds. The subfamilies 
are defined by the position of the first two cysteine 
residues. The inflammatory chemokines regulate 
leukocyte recruitment during inflammation, aller-
gic responses, infection, and autoimmune diseases. 
There are also constitutive chemokines that regulate 
cell migration in homeostasis, hematopoiesis, and 
angiogenesis. Both inflammatory and homeostatic 
chemokines have been implicated in tumor growth 
and metastasis (adapted from F Balkwill, Nat Rev 
Cancer 2004) (Figure 19.2).
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with inspiration. There is no dullness to percussion. She has 
inspiratory rales in the right mid-posterior lung zones with 
egophony. A soft pleural rub is also present in this region of 
the chest. Cardiovascular exam is only notable for tachycar-
dia. There is no hepatosplenomegaly and her abdomen is soft 
and nontender. Extremities have symmetric pulses and there 
is no clubbing, cyanosis or edema.

Her laboratory examination uncovered an increased white 
blood cell count with a leukemoid reaction, normal hemat-
ocrit and mild thrombocytosis. Renal and liver function was 
within normal limits. Her chest x-ray and computed tomog-
raphy of the chest demonstrated a right lower lobe infil-
trate (Figure 20.1). She was given a diagnosis of community 
acquired pneumonia and antibiotics were begun. One day 
later, both sputum and blood cultures grew Streptococcus 
pneumoniae.

More than any other infection, pneumonia carries 
the highest morbidity and mortality. Each year in the 
United States, it is estimated that 3–4 million people 
will contract pneumonia leading to as many as 1 mil-
lion hospitalizations and approximately 50,000 deaths 
(reviewed in reference [5]). Unfortunately, there has 
been little progress in decreasing the pneumonia- 
associated mortality over the past several decades [6]. 
Most commonly, pneumonia is community-acquired 
and self-resolving over a period of weeks to months [5]. 
The outcome of an acute pneumonia depends on the 
organism and host response. Below the vocal cords, 
the respiratory tract is sterile, so the presence of any 
bacteria is abnormal. When small numbers of bacteria 
gain access to the lower respiratory tract, the innate 
immune host defense mechanisms can effectively con-
tain the pathogens. Several mechanisms are operative 
in the lower respiratory tract to clear bacteria, includ-
ing the mucociliary escalator in the large airways, 
phagocytosis by alveolar macrophages and direct kill-
ing by antimicrobial proteins. Deficiencies in mucosal 
integrity and immunity increase host susceptibility to 
inhaled or aspirated pathogens [7]. Moreover, larger 

Inflammation in the lung is common in both physi-
ologic responses as well as many respiratory illnesses. 
In particular, chronic inflammation is associated with 
a variety of prevalent disorders, including asthma, 
chronic obstructive pulmonary disease, bronchiecta-
sis, and interstitial lung diseases [1–3]. For purposes of 
host defense, an overexuberant inflammatory response 
can also lead to respiratory disorders. For example, 
inhalation of pathogens, toxins, or specific allergens 
initiates an acute inflammatory response that charac-
terizes acute exacerbations of bronchiectasis, COPD, 
and asthma [1,4]. Perhaps the most extensively inves-
tigated example of acute inflammation and its spon-
taneous resolution is pneumonia. In this chapter, a 
common clinical presentation of pneumonia is pro-
vided with examples of its radiographic appearance 
and histology during both the initiation and resolution 
phases of the illness.

Bea Coffin is a 56-year-old woman who presents with a new 
cough and dyspnea. She has felt ill for about 3 days. Her 
cough is productive of blood-tinged green phlegm. She has 
also had fevers, chills, and sweats that are getting worse. The 
symptoms began with the sudden onset of right sided chest 
pain that makes it difficult to take a deep breath. She has 
tried acetaminophen and an expectorant, but these interven-
tions have not been successful in controlling her symptoms. 
She is a lifelong nonsmoker and has no significant past medi-
cal history.

On physical examination, she appears ill. Her vital signs 
are notable for a temperature of 103.5°F, respiratory rate 
of 26 with shallow respirations, blood pressure of 122/60 
mmHg and pulse of 115 beats per minute. She is warm to 
the touch and appears plethoric. Skin is moist without rash. 
Pupils are anicteric. There is no sinus tenderness and tym-
panic membranes are within normal limits. No nasal dis-
charge. Her oropharynx is only notable for erythema, but no 
exudates or tonsilar swelling. Her jugular venous pressure 
is 5 cm H2O and there is no significant lymphadenopathy. 
Her chest examination reveals tachypnea with diminished 
air movement, but symmetric expansion of the chest wall 
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numbers of bacteria or particularly virulent pathogens 
can overwhelm the usual host responses and trigger a 
substantial inflammatory response.

The microbiology of pneumonia is well studied and 
closely monitored. The incidence of specific patho-
gens leading to community acquired pneumonia 
varies in clinical series, but most commonly dem-
onstrates a rank order frequency of Streptococcus 
pneumonia (incidence 20%–70%), Haemophilus influ-
enzae (3%–18%), Mycoplasma pneumoniae (2%–29%), 
Chlamydia pneumoniae (2%–8%), Legionella spe-
cies (1%–8%), and viruses (1%–10%) [5]. Nosocomial 
pathogens can also include Staphylococcus aureus and 
enteric Gram-negative rods, especially in the setting of 
aspiration of gastric contents leading to pneumonia. 
Immunocompromised hosts can have select sensitiv-
ity to pathogens based on their immune defect, such 
as the increased susceptibility for Pneumocystis carinii 
with impaired T cell numbers or function (e.g., human 
immunodeficiency virus). Emergence of new pathogens 
and antibiotic-resistant organisms is not uncommon.

The host responds to pathogen invasion with acute 
inflammation that enhances microbial killing. This 

pathogen-mediated inflammation is often exuberant 
and the release of antimicrobial effectors, such as 
proteases and reactive oxygen species, leads to lung 
tissue bystander injury in the name of host defense 
[8]. Gross pathology of pneumonia findings demon-
strate a “hepatization” of the lungs that transitions 
from an early red to a later gray hepatization phase [9]. 
During the initiation of the pneumonia, microscopic 
findings are most notable for numerous polymorpho-
nuclear leukocytes (i.e., neutrophils) (Figure 20.2). 
In addition, edema fluid, erythrocytes, intraalveolar 
fibrin, and even hyaline membranes can be present. In 
pneumococcal pneumonia, gram stain often reveals 
intracellular Gram-positive diplococci in both neutro-
phils and macrophages. Of interest, murine models of 
acute pneumococcal pneumonia can serve as useful 
experimental models of human pneumonia with very 
similar findings [10] (Figure 20.3). Although some 
patients may experience pneumonia-induced acute 
respiratory distress syndrome [8], most patients with 
intact immune function will resolve their infection – 
a process that can be accelerated with appropriate 
antibiotics [5].

Figure 20.1.  Chest imaging of acute bacterial pneumonia. PA (left) and Lateral (LAT, 
right) chest X-rays as well as computed tomography of the chest (Chest CT) were per-
formed on presentation to the Emergency Department and revealed consolidation in 
the right lower lobe (arrows), consistent with a diagnosis of pneumonia. (Images are 
courtesy of Christopher H. Fanta.)
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Figure 20.2.  Histopathology of acute pneumonia. In acute bacterial pneumonia, healthy alveolar air spaces for gas exchange 
(left) become filled with edema and leukocytes that are predominantly neutrophils (middle), as well as blood, fibrin, and hya-
line membranes (right) that together consolidate the lung and impair oxygenation. (Images are courtesy of Les Kobzik.)

Figure 20.3.  Histopathology of murine pneumococcal pneu-
monia. Two days after the introduction of Streptococcus pneu-
moniae into the airways of Balb/c mice there is an exuberant, 
neutrophil-rich infiltrate that is evident at both low (top) and high 
(bottom) resolution. (Images are courtesy of Joseph P. Mizgerd.)

resolution of the right lower lobe infiltrate (Figure 20.4). 6 
weeks after her initial symptoms, Bea’s energy returned, the 
cough completely resolved and she finally felt healthy again.

Of interest, community acquired pneumonia spon-
taneously resolves in most instances, suggesting the 
existence of endogenous, host-protective signaling 
pathways [5]. The resolution of acute pneumonia gener-
ally unfolds over several days to weeks with lung his-
topathology that reflects specific cellular events that 
dampen acute inflammation and promote microbial 
and leukocyte clearance. Within days, the leukocytic 
infiltrate changes from neutrophil-rich to predomi-
nantly lymphocytic and monocytic. The inflammatory 
macrophages can clear apoptotic neutrophils, micro-
bial and protein debris by phagocytosis. Of interest, the 
anti-inflammatory events during the resolution phase 
of inflammation differ from immunosuppression in 
part by the promotion of host defense [11]. Recently, 
endogenous mediators, such as lipoxins, resolvins, and 
protectins, have been identified that can inhibit neu-
trophil activation and tissue entry, promote monocyte/
macrophage tissue accumulation, and stimulate these 
phagocytes to clear apoptotic neutrophils and micro-
bial products [12]. Early events in acute inflammation 
serve to engage biosynthetic circuits for later formation 
of these natural resolution mediators [13]. Disruption of 
these counter-regulatory signaling pathways can lead 
to prolonged lung inflammation and delayed resolution 
[14]. Lipoxins are the first class of mediators that were 
identified with both anti-inflammatory and proresolv-
ing effects [12]. In addition to controlling pathogen-
induced inflammatory responses [15], lipoxins can also 
enhance mucosal host defense in the gastrointestinal 
tract by inducing the expression of potent antimicro-
bial proteins, such as bactericidal permeability induc-
ing protein [16].

For resolution of pneumonia, the chest x-ray will 
usually indicate clearance of the pulmonary infiltrate 
within 3–4 weeks in those under 50 and within 8–12 

After receiving antibiotics for 3 days, Bea began to feel better 
and her fevers and pleuritic chest pain disappeared. After 2 
weeks, Bea’s cough improved. She continued to experience 
an occasional cough productive of yellow phlegm for a total 
of 4 weeks. Follow-up chest x-ray demonstrated complete 
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are not unique to pneumonia, but are also evident 
in other forms of acute, self-limited inflammation in 
the lung.

Key Points

•	Both chronic and acute inflammation in the lung has 
been linked to common human diseases.

•	Pneumonia is an example of an acute inflammatory 
response (to microbial invasion) that usually completely 
resolves.

•	Resolution of inflammation is an active process with spe-
cific pro-resolving signaling pathways.

•	The initiation and resolution phases of acute inflam-
mation in the lung have distinct cellular and molecular 
effectors.
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Inflammation in the central nervous system (CNS) occurs after brain injury. The prox-
imal cause may be an anoxic event such as a stroke, chronic neurodegeneration, or an 
infectious process. In each instance, glial cells including astrocytes and bone marrow–
derived microglia, the resident macrophages of the CNS, are activated and participate 
in the inflammatory response. Additional components of neural inflammation, such 
as polymorphonuclear leukocytes, lymphocytes, and macrophages, arrive from the 
periphery. The following cases illustrate common causes of CNS inflammation.

Neural Inflammation, Alzheimer’s Disease, and 
Stroke

Andrew P. Lieberman and Constance D’Amato

	 21
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Case 1: Stroke

Clinical history: A 71-year-old man with hypertension, 
noninsulin-dependent diabetes mellitus, and periph-
eral vascular disease had a stroke resulting in right 
arm and leg weakness about 3 months before he died. 
He had another stroke that caused left sided paralysis 
about 2 1/2 weeks before death (Figure 21.1).

A

C

E

B

D

F

Figure 21.1.  Subacute and chronic infarctions. (A) (Top row, left) A sharply demarcated, 
chronic infarction is present in the distribution of the left anterior cerebral artery (small 
arrow), and a large, poorly delineated subacute infarction is seen in the distribution of the 
right middle cerebral artery (large arrow). (B–D) Subacute infarction. (B) (Top row, right) 
A dense infiltrate of foamy macrophages is present at the lesion’s center (bottom left) 
(Luxol fast blue–cresyl violet–eosin stain). (C) (Middle row, left) Macrophages (represen-
tative cells at arrows) are adjacent to disrupted myelinated axons (blue lines), and their 
cytoplasm contains myelin debris after phagocytosis (Luxol fast blue–cresyl violet–eosin 
stain). (D) (Middle row, right) Reactive astrocytes, with smooth, eosinophilic cytoplasm, 
and eccentric nuclei (representative cells at arrows), proliferate at the lesion’s edge start-
ing 10–14 days after injury (Luxol fast blue–cresyl violet–eosin stain). (E–F) Chronic infarc-
tion. (E) (Bottom row, left) A rim of reactive astrocytes surrounds the cavitary lesion of an 
old infarction. The lumen of the anterior cerebral artery is largely occluded by atheroscle-
rotic plaque. (PTAH stain). (F) (Bottom row, right) Reactive astrocytes (representative cells 
at arrows) overlie acellular debris and macrophages within the cavitary lesion of the old 
infarction (Luxol fast blue–cresyl violet–eosin stain).
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Figure 21.2.  Acute infarction. (A) (Top row, left) An acute infarction (asterisk) in the dis-
tribution of the right middle cerebral artery causes edema (widened gyri, effaced sulci, 
and compressed right lateral ventricle) and blurring of the grey-white matter junctions. (B) 
(Top row right) and (C) (Bottom row, left) In acutely infarcted regions, polymorphonuclear 
leukocytes coat the pial surface (arrow), rim blood vessels (arrow), and spill out into the 
adjacent brain tissue (H&E stain). (D) (Bottom row, right) Acute anoxia/ischemia (on left) 
causes the neuronal cytoplasm to turn pink and the chromatin to condense (representa-
tive cell at arrow). These initial morphologic changes occur within hours of ischemia and 
precede infiltration by polymorphonuclear leukocytes. In contrast, healthy neurons (on 
right, representative cell at arrow) are characterized by cytoplasm with a slight purple 
color and large nuclei with open chromatin and prominent nucleoli (H&E stain).



A.P. Lieberman and C. D’Amato262

Case 2: Alzheimer’s disease

Clinical history: A 76-year-old man died after a 7-year 
course of progressive cognitive decline initially char-
acterized by memory loss. His intellectual function 
slowly deteriorated, and by the time he was near death, 
he was no longer able to care for himself or eat without 
assistance (Figure 21.3).
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Figure 21.3.  Alzheimer’s disease. (A) (Top row, left) Neuron loss occurs preferentially 
in the cerebral cortex, hippocampus, and amygdala of Alzheimer’s disease patients. 
These result in atrophy of the affected sites: narrowed gyri and widened sulci in the 
cortex, and shrunken limbic system structures. The ventricles enlarge secondarily due 
to loss of brain tissue. (B) (Top row, right) Characteristic protein aggregates define 
Alzheimer’s disease pathology. A neuritic senile plaque is present in the neuropil 
(at center) and a neurofibrillary tangle is seen in the soma and proximal axon of an 
adjacent neuron (bottom left, Bielschowky silver stain). (C) (Second and third rows) 
Components of a senile plaque include a central core of the amyloid protein Aβ 
(panel a, second row, left), surrounded by a halo of swollen or dystrophic neurites 
(panel b, second row, right), reactive astrocytes (panel c, third row, left), and activated 
microglia (panel d, third row, right). (D) (Bottom row) Neurofibrillary tangles are intran-
euronal accumulations of the microtubule binding protein tau. Hyperphosphorylated 
tau is arrayed in paired helical filaments that coalesce to form characteristically flame-
shaped aggregates.



Neural Inflammation, Alzheimer’s Disease, and Stroke 263

Case 3: Multiple sclerosis

Clinical history: A 34-year-old woman had an 8-year 
history of multiple sclerosis. She initially presented 
with blurred vision in one eye, and subsequently 
developed double vision, an unsteady gait, tremors, 
and swallowing difficulties. She died from aspiration 
pneumonia (Figure 21.4).

A B

Figure 21.4.  Chronic multiple sclerosis. (A) (Left) Chronic demyelinating plaques at the 
edge of the lateral ventricles (at arrows) appear as sharply demarcated grey lesions. (B) 
(Right) Chronic inactive plaques are characterized by an abrupt transition in which the 
myelin shealth (stained blue by Luxol stain) is lost, yet axons (stained grey by silver stain) 
are relatively preserved (transition indicated by asterisks). Active plaques have mac-
rophages and lymphocytes at their edges, whereas inactive plaques, such as this one, 
have reactive astrocytes at their periphery and over time may partially remyelinate.
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Case 4: Acute Meningitis

Clinical history: A 4-month-old girl was born full 
term, but was small and failed to gain weight. She 
developed a fever, and after 5 days of increasing leth-
argy and weakness, she was brought to the hospital 
where she was found to have a bulging anterior fonta-
nel. In the hospital, she developed seizures and died a 
few hours later (Figure 21.5).

A B

Figure 21.5.  Acute purulent meningitis. (A) (Left) Engorged blood vessels course through the subarachnoid space, which is filled 
with purulent exudate (arrow). (B) (Right) Polymorphonuclear leukocytes and fibrin fill the space between the pia mater, at the corti-
cal surface, and the arachnoid. Inset: Acute inflammatory infiltrate in the subarachnoid space (H&E stain).
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Case 5: Brain abscess

Clinical history: A 52-year-old man developed bron-
chopneumonia after a bout with the flu. He was 
admitted to the hospital with a high fever and con-
fusion. Brain imaging studies revealed an abscess 
in the right temporal lobe. Despite aggressive treat-
ment, the patient died 2 days after hospital admission 
(Figure 21.6).

A
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Figure 21.6.  Chronic abscess. (A) (Top) A well-encapsulated, 
mature abscess is present in the temporal lobe (arrow). (B) 
(Bottom) The lumen of the abscess (at lower left) contains 
foamy macrophages admixed with acellular debris, and its wall 
contains macrophages, lymphocytes, and foreign body giant 
cells (inset: high magnification). A collagenous capsule (stained 
green on trichrome stain) surrounds the chronic inflammatory 
infiltrate, and reactive astrocytes are present in the adjacent 
brain tissue.
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Figure 21.7.  Recent abscess. (A) (Top) Poorly demarcated, 
centrally necrotic brain lesions (arrows). (B) (Middle) Poly
morphonuclear leukocytes predominate at the center of the 
abscess (lower right), and are surrounded by a mixture of foamy 
macrophages and proliferative fibroblasts (H&E stain). (C) 
(Bottom) The collagenous capsule (green on trichrome stain), 
deposited by fibroblasts, is still just being formed.
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Key Points

1.	 Brain injury, irrespective of mechanism, triggers the 
proliferation and hypertrophy of astrocytes in a process 
known as gliosis.

2.	 These reactive astrocytes and microglial cells can release 
inflammatory mediators and participate in neural 
inflammation.

3.	 Polymorphonuclear leukocytes, lymphocytes, and mac-
rophages also enter the CNS from the periphery to par-
ticipate in immune reactions.

4.	 Only in certain instances, such as abscess formation, do 
perivascular CNS fibroblasts proliferate and deposit col-
lagen to form fibrosis.

Suggested Readings

Gray, F., Poirier, J., and De Girolami, U. Escourolle and Poirier’s 
Manual of Basic Neuropathology, 4th Ed. This is a beauti-
fully illustrated introductory textbook to neuropathology.

Case 6: Viral encephalitis

Clinical history: A 9-year-old girl became irritable, 
hyperactive and hard to manage about 5 weeks before 
death. Her symptoms progressed, and she developed 
incessant flailing of limbs and thrashing movements, 
high fever and rapid respiration, and subsequently 
died (Figure 21.8).

A
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Figure 21.8.  Viral encephalitis. (A) (Top) A cuff of reactive 
lymphocytes (arrow) surrounds a blood vessel within the basal 
ganglia (Luxol fast blue–cresyl violet–eosin stain). (B) (Bottom) 
Reactive astrocytes (with eccentric nuclei and pink cytoplasm; 
large arrows) and microglia (with rod shaped nuclei; small 
arrows) are present in the grey matter. Neither microglial nod-
ules nor viral inclusions were identified in this case, though 
both are occasionally seen in viral encephalitis (Luxol fast blue–
cresyl violet–eosin stain).
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He was commenced on oral prednisolone (10 mg 
daily) and methotrexate (initially at 7.5 mg per week 
and increased to 20 mg per week over 3 months). Three 
months later, his synovitis remained very active and 
sulfasalazine was started (2 g per day in divided doses). 
Two months later, he was commenced on hydroxy-
chloroquine (400 mg per day). Despite this therapeutic 
combination, together with further intraarticular and 
intramuscular injections of depomedrone, his synovi-
tis persisted and seven months after the initial onset 
of symptoms he had a DAS28 score [2] of 7.8 and was 
commenced on infliximab (3 mg/kg) (Figure 22.3). His 
disease improved with both his DAS28 score and his 
CRP falling. However his RA remained active with 
a DAS28 being categorized as “high” according to 
widely accepted threshold levels (“high” DAS28 > 5.1) 
[2]. In view of this, 11 months after having commenced 
infliximab, this drug was replaced with etanercept (25 
mg twice weekly) (Figure 22.3). His CRP fell further 
and his disease activity continued to improve though 
never entered the range categorized as representing 
remission (DAS28 < 2.6) (Figure 22.3). At follow-up 
assessment, he had developed radiological evidence of 
destruction to bone as evidenced by the development 
of erosions at the metacarpophalyngeal joints.

Rheumatoid Arthritis: Discussion

A new onset of inflammatory arthritis is a remarkably 
common event. However, in at least half of patients 
the disease resolves spontaneously over a few months 
[3,4]. In the rest, the processes driving the natural 
resolution of inflammation are disrupted, leading to a 
switch to chronic persistent disease characterized by 
the accumulation of large numbers of leukocytes and 
stromal cells in the synovium. Rheumatoid arthritis 
(RA) is the most prevalent of the persistent inflamma-
tory arthritides, affecting 0.81% of adults in the UK 
[5]. The disease typically manifests as a symmetrical 
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Rheumatoid Arthritis: Clinical Case

A 60-year-old man presented with a 4-week history of a 
gradually worsening ankle pain and swelling. He gave 
no history of morning stiffness, or symptoms in any 
other joints. There was no preceding history of infec-
tion (including of the gastrointestinal or genitourinary 
tract) and no history of previous inflammatory disease 
(including the skin and eye). There was a family his-
tory of rheumatoid arthritis with his daughter having 
been diagnosed with this condition at the age of 30. 
He smoked 10 cigarettes per day and drank 6 units of 
alcohol per week. He had been treated with diclofenac 
by his primary care physician but had derived little 
benefit from this.

On examination, he had tenderness with clinically 
apparent synovial swelling at the left ankle (Figure 
22.1A). The remainder of the physical examination was 
normal.

The differential diagnosis of an inflammatory mono-
arthritis includes septic arthritis and crystal arthritis 
and to exclude these diagnoses the patient underwent 
an ultrasound guided joint aspiration (Figure 22.2). 
No organisms were identified on synovial fluid micros-
copy or culture and no crystals were seen on polarized 
light microscopy. Further investigations revealed the 
following: ESR 16 mm/h, CRP 17 mg/L (normal < 5 
mg/L), rheumatoid factor 72 IU/mL (positive > 20 IU/
mL), anti-CCP antibody 81 U/mL (positive >10 U/mL), 
chest radiograph normal.

The patient was diagnosed as having an unclassified 
inflammatory monoarthritis and was treated with an 
injection of 40 mg depomedrone to the left ankle joint. 
However, at review 6 weeks later the patient’s condition 
was significantly worse. He had developed widespread 
synovitis affecting multiple joint areas in a symmetric 
fashion (Figure 22.1B) and now fulfilled classification 
criteria for rheumatoid arthritis (RA) [1].

Rheumatoid Arthritis/SLE

Karim Raza and Caroline Gordon
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Figure 22.2.  (A) Ultrasound scan of the inflamed ankle joint at clinical presentation showing a joint effusion that was aspirated 
under ultrasound guidance. (B) Image of ankle joint following aspiration of synovial fluid. (C) Image of synovial fluid aspirated 
from ankle. (D) Diff-quik stained cytospin preparation of synovial fluid cells showing a mixed population of neutrophils (N), 
lymphocytes (L), and macrophages (M).

Tender to palpation and clinically apparent synovial swelling

Tender to palpation

A B

Figure 22.1.  Joints that were tender to palpation, and joints that were both tender to 
palpation and had clinically apparent synovial swelling, at presentation to secondary care 
(A) and 6 weeks later (B).

peripheral inflammatory polyarthritis (Figure 22.4) 
that leads to destruction of articular cartilage and 
bone (as illustrated by the development of erosions in 
Figure 22.5) and may be associated with extraarticu-
lar features including inflammatory disease within the  
skin, lungs, and vascular systems. Rheumatoid arthritis 

causes significant disability [6,7] and enhanced mor-
tality, predominantly related to accelerated ischemic 
heart disease [8,9].

Whilst many patients present with features that 
will allow their immediate classification as hav-
ing RA, some patients (including the case reported 
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A B

Figure 22.4.  (A) Synovial swelling of the metacarpophalyngeal (MCP) and proximal inter-
phalyngeal (PIP) joints of the right hand in patients with rheumatoid arthritis. (B) Bilateral 
synovial swelling of the knee joints in a patients with rheumatoid arthritis, with a very large 
synovial effusion in the right knee.

Figure 22.3.  Change in DAS28 score and CRP level over time following the introduction of 
anti-TNFα therapy. DAS28 thresholds for high (DAS28 > 5.1), moderate (3.2 < DAS28 ≤ 5.1), 
low (2.6 ≤ DAS28 ≤ 3.2) disease activity and for remission (DAS 28 < 2.6) are shown.

earlier) have a disease that gradually evolves into RA. 
Recent work has highlighted the role of demographic, 
clinical, and serological features in the prediction of 
the development of RA [10,11]. In particular, seropos-
itivity for both rheumatoid factor and the anti-CCP 
antibody (as in the case reported earlier) has a very 
high specificity for the development of RA [12,13]. The 
ability to accurately predict the development of RA 
in patients with early unclassified arthritis is impor-
tant as early aggressive therapy in patients with RA 
has been shown to significantly improve articular 
outcomes [14,15].

After the onset of clinically apparent joint dis-
ease, the normally hypocellular synovial membrane 
becomes hyperplastic. This inflamed synovium con-
tains a superficial lining layer of synovial fibroblasts 
and macrophages overlying a layer that contains an 
intense cellular infiltrate including macrophages, T 
cells (both CD4+ve and CD8+ve), B cells, plasma cells, 
natural killer (NK) cells, NKT cells, mast cells, and 
fibroblasts. This cellular infiltrate drives the process of 
bone and cartilage destruction, which is mediated pre-
dominantly by fibroblasts and osteoclasts. Cytokines 
derived from these infiltrating cells integrate many of 
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to FcγR, the ligation of Toll-like receptors [17] and 
direct T cell contact [18]. Such activated macrophages 
are an important source of proinflammatory cytok-
ines including TNFα, IL-1, IL-6, IL-15, and IL-23. 
Activated T cells play a direct role in macrophage acti-
vation and also produce IL-17 (Figure 22.6) which can 
itself activate macrophages as well as fibroblasts and 

the inflammatory and destructive events that charac-
terize the joint disease of RA (reviewed in [16]) and, 
like some of the cellular components of the inflamma-
tory infiltrate, have been identified as important thera-
peutic targets.

Synovial macrophages are activated via a number 
of routes including the binding of immune complexes 

IL-17  CD3  CD4  IL-17+ CD3  IL-17+CD4  IL-17+ CD3+ CD4
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Figure 22.6.  IL-17 is expressed by CD4 positive T cells within the rheumatoid synovium. 
Sections of synovial tissue were stained with (A) anti-17 mAb (red), (B) anti-CD3 mAb 
(green), and (C) anti-CD4 mAb (blue). Overlay images are shown in D, E, and F.

Figure 22.5.  Longitudinal (A and C) and oblique longitudinal (B and D) ultrasound 
views of the second metacarpophalyngeal joint showing synovitis, which appears as a 
hypoenhocic area (dashed arrow), power Doppler positivity (C and D), and (in oblique 
longitudinal view) an erosion (arrow).
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Figure 22.7.  Staining for CD3 by immunohistochemistry and hematoxylin and eosin stain-
ing of rheumatoid synovium showing the different patterns of inflammatory infiltrate.
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Figure 22.8.  SDF-1 is expressed on endothelial cells and in a perivascular distribution 
within the rheumatoid synovium. Sections of synovial tissue were stained with (A) Diff-
Quik. (B) Anti-SDF-1 mAb (red) and anti-CD3 mAb (green).

osteoclasts. B cells and plasma cells produce proin-
flammatory cytokines (e.g., IL-6) and autoantibodies 
(e.g., Rheumatoid factor, anti-citrullinated protein 
antibodies, and anti-type II collagen antibodies) 
and may play a role in local T-cell activation via the 
presentation of peptide on MHC class II molecules. 
The patterns of lymphocytic infiltrate vary between 
patients. Cells can be diffusely distributed, loosely 
aggregated, or form organized germinal center like 
structures (which are found in approximately 20% of 
RA patients) (Figure 22.7). Synovial fibroblast play a 
central role in orchestrating this inflammatory pro-
cess (reviewed in [19]). Through soluble and contact 
dependent mechanism they maintain the survival of 
T cell and B cells [20,21]. Furthermore, they facilitate 
the retention of leukocytes within the inflamed syn-
ovium. In the case of T cells, for example, the inter-
action between the chemokine receptor CXCR4 on T 
cells (whose expression is upregulated by fibroblast-
derived TGFβ) and the chemokine SDF-1 on endothe-
lial cells and synovial fibroblasts (Figure 22.8) restricts 

the emigration of T cells from the synovium [22,23]. 
In addition, fibroblasts are able to directly invade car-
tilage and bone and contribute to the joint destruction 
that characterizes RA [24]. The hyperplastic synovium 
is sustained by a vascular network (Figure 22.5C and 
22.5D) that develops as a consequence of angiogenesis 
though the synovial environment remains profoundly 
hypoxic [25].

Increased understanding of pathological pro-
cesses operating within the rheumatoid joint has led 
to the identification of new therapeutic targets and 
has already led to real clinical benefit. The anti-TNFα 
agents infliximab, etanercept, and adalimumab are 
associated with significant improvements in disease 
activity with approximately 50% of patients achiev-
ing an ACR50 response with any of the drugs. As in 
the case reported, a poor response to one agent does 
not necessarily mean that the entire class will be inef-
fective [26]. Other components of the inflammatory 
milieu that have been effectively targeted include IL-6 
[27], B cells [28], and T cells [29].
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Systemic Lupus Erythematosus

Systemic Lupus Erythematosus: Clinical Case

A 20-year-old Afro-Caribbean woman weighing 60 kg  
presented with a 3-month history of symmetrical 
joint pain and early morning stiffness accompanied 
by tenderness but little swelling affecting her wrists, 
proximal interphalyngeal joints and knees in a migra-
tory pattern. There was no preceding infection, no 
associated systemic features and no relevant past 
medical or family history. The inflammatory arthri-
tis improved with ibuprofen but recurred each time 
she tried to stop the medication. At presentation, her 
blood pressure was 129/75 and urinalysis was nega-
tive. However, her initial full blood count showed 
leucopenia with predominantly neutropenia (total 
white count 2.5 × 109/L with neutrophils 1.1 × 109/L) 
and platelets were close to the lower limit of normal at 
152 × 109/L. She had an ESR of 105 mm/h and a CRP 
of 11 mg/L (upper limit of normal 5 mg/L). Further 
investigation showed that she was rheumatoid fac-
tor negative, ANA 1 in 1,600 and that she had anti-ds 
DNA antibodies that were Crithidia positive with a 
titer on ELISA of 133 ku/L. She was also found to have 
anti-Ro, anti-La, anti-RNP, and anti-Sm antibodies 
but no anticardiolipin antibodies and lupus antico-
agulant was negative. Her complement levels were low 
with C3 0.50, C4 0.05 mg/L.

She missed her next appointment but returned 
6 months later feeling more unwell with increasing 
pain and swelling in the joints, disabling fatigue, dif-
fuse alopecia, lymphadenopathy with multiple cer-
vical lymph nodes measuring 1–2 cm, weight loss of 
8 kg and urinalysis was strongly positive for protein 
on dipstick testing. Blood pressure was 121/66 and 
the protein:creatinine ratio was raised at 54 mg/
mmol (normal < 2). She had evidence of pancytopenia 
with Hb 9.4 g/dl, white count reduced to 1.7 × 109/L, 
neutrophils down to 1.0 × 109/L, lymphocytes low at 
0.6 × 109/L, and platelets reduced at 100 × 109/L. Her 
anti-dsDNA antibodies had risen to 4,523 ku/L and 
complement levels had fallen further to C3 0.32 and C4 
0.02 g/L. She was started on prednisolone, 40 mg daily, 
and had three pulses of intravenous (IV) methylpred-
nisolone while she had a breast lump investigated. This 
was a benign breast adenoma. Meanwhile, her protei-
nuria deteriorated with a protein:creatinine ratio of  
84 mg/mol. She developed red and white cells in the 
urine with no evidence of infection but she had red cell 
casts and her blood pressure rose to 148/73.

She was referred for a renal biopsy.
Renal biopsy showed mild mesangial hypertrophy 

(Figure 22.9A and 22.9B) with slightly thickened base-
ment membranes (Figure 22.10A and 22.10B). In addi-
tion, there were some glomeruli with sharply outlined 

segmental lesions ranging from thrombosis and tuft 
disruption through groups of cells in Bowman’s space 
to poorly cellular sclerosed areas (Figure 22.9C and 
22.9D). The tubules, interstitial tissues, and blood ves-
sels were mostly normal though there were a few areas 
with lymphocytic infiltration. Immunoperoxidase 
showed heavy deposition of IgG (Figure 22.11A), C9 
(Figure 22.11B), and IgA (Figure 22.11C) in mesangium 
and as regular granules on the outside of glomerular 
capillary loops with IgM in the mesangium (Figure 
22.11D). There was no chronic damage. The features 
were consistent with active lupus nephritis with a mix-
ture of proliferative and membranous glomerulone-
phritis consistent with ISN/RPS class V and III (see 
Table 22.1 and the subsequent text for details of this 
classification system).

She was treated with IV pulse methylprednisolone 
and IV cyclophosphamide 3–4 weekly for 6 months, 
together with a slowly reducing course of oral pred-
nisolone from 40 to 20 mg daily. She felt much bet-
ter and her symptoms all resolved. Her blood pressure 
settled to 119/71 with an angiotensin converting 
enzyme inhibitor (lisinopril 5 mg daily). Her pancy-
topenia improved and the anti-dsDNA antibodies 
resolved with improvement of C3 to 0.70 g/L; and C4 
to 0.05 g/L. Protein:creatinine ratio slowly improved to 
17 mg/mmol and the urinary cells and casts resolved. 
However the protein:creatinine ratio later rose to 111 
mg/mmol after stopping cyclophosphamide pulses 
despite being switched to oral ciclosporin, possibly 
because she increased the dose more slowly than rec-
ommended and yet reduced prednisolone to 10 mg 
daily. After 4 months on ciclosporin (but only 1 month 
on the target dose of 2 mg/kg/day) she rapidly devel-
oped a disease flare with a diffuse maculo-papular 
lupus rash on her limbs after sun exposure, digital 
infarcts, fatigue, and recurrence of lymphadenopathy 
over 3 weeks. The protein:creatinine ratio rose to 209, 
the anti-dsDNA antibodies to 194 ku/L, the C3 fell to 
0.48 g/L, and the C4 to 0.03 g/L. She improved with an 
increase in prednisolone to 30 mg daily. Ciclosporin 
was increased to 3 mg/kg/day, the maximum dose that 
we would use for lupus and the steroids were gradually 
reduced to 10 mg daily.

Unfortunately, 1 year after starting ciclosporin 
she presented again with widespread rash, extreme 
fatigue, anorexia with weight loss, and leg edema to 
the knee complicated by a chest infection. She was 
diagnosed as having nephrotic syndrome as her 
protein:creatinine ratio had increased to 613 mg/mol 
and she had become hypertensive with a BP of 160/95, 
so her lisinopril was increased. Her serum creatinine 
had risen steadily from 75 μmol/L to 108 micromol/L 
over 3 months while her creatinine clearance fell from 
97 to 66 mL/min. Her anti-dsDNA antibodies had 
risen to 284 ku/L and her C3 and C4 fell to 0.46 and 
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22.13A and 22.13B). There was mild tubular atrophy 
and interstitial fibrosis with some acute tubular injury. 
Immunostaining showed positive membranous and 
mesangial staining with IgG, IgM, IgA, and C9 (Figure 
22.14A–22.14D). These findings were consistent with 
the ISN/RPS Class V with III (A/C). In view of the per-
sisting disease activity she received full dose mycophe-
nolate mofetil (3 g/day) but as she still did not go in to 
renal remission she was subsequently given two doses 
of rituximab therapy with a course of increased oral 
prednisolone. Following this, she was asymptomatic 
with normal anti-dsDNA antibodies, C3, C4, renal func-
tion, and proteinuria fell to a protein:creatinine ratio 
of less than 100 mg/mmol for the first time since initial 
remission after the course of cyclophosphamide.

Systemic Lupus Erythematosus: Discussion

SLE affects about 1 in 2,000 adult women and is more 
common in patients of Afro-Caribbean origin than 
in Caucasians [30]. The disease most often presents 
between the ages of 25 and 45 but may develop at 
any age from 1 to over 80 years. Renal disease occurs 
in 35%–65% of patients, depending on the ethnic 

0.03 g/L, respectively, but the C3 became normal at 
0.87 g/L, with low C4 0.09 g/L and high C3d and CRP 
124 with the infection. The CRP settled to <5 g/L after 
antibiotics.

The ciclopsorin was stopped and she was treated 
with mycophenolate mofetil 2 g/day and a reducing 
course of prednisolone starting at 40 mg a day with 
benefit for about 9 months but she deteriorated again 
on prednisolone 15 mg daily. She had a recurrence of 
facial rash, alopecia, and arthritis. Her proteinuria 
had dropped to a protein:creatinine ratio of 138 mg/
mmol but then rose back up to 394 mg/mmol though 
renal function remained in the normal range. Her 
anti-dsDNA antibodies that had disappeared became 
positive again at 119 ku/L, and her C3 and C4 that had 
normalized fell again to 0.58 and 0.05 g/L, respectively. 
She underwent repeat a further renal biopsy.

The biopsy consisted of 18 glomeruli, 5 of which 
were globally sclerosed and the remainder had 
thickened basement membranes (Figure 22.12A–
22.12E identified with silver stain). There was focal 
and segmental endocapillary proliferation, disruption 
of capillary loops and karyorrhectic debris in some 
glomeruli, and segmental sclerosis in others (Figure 
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Figure 22.9.  (A) First renal biopsy (1 of 21 glomeruli, H&E, low power). (B) First renal biopsy (1 of 21 gomeruli, H&E, low power). 
(C) First renal biopsy (1 of 21 gomeruli, H&E, high power). (D) First renal biopsy (1 of 21 gomeruli, H&E, high power).
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but are positive in most patients with lupus nephri-
tis. It is particularly important to screen patients for 
renal involvement if they have anti-dsDNA antibodies 
as there are no symptoms initially (see the subsequent 
text). CRP is usually normal or only slightly elevated in 
lupus patients with active disease even when the ESR 
is high, in contrast to RA patients in which both tests 
will be significantly elevated. However, in lupus patient 
with infection the CRP rises as usual, as seen in this 
patient when she had a chest infection.

Almost any part of the body can be affected but 
involvement of the skin (mucocutaneous features), the 
joints (synovitis) and cytopenias are common, particu-
larly at onset (see Table 22.1). The diagnosis is made 
most easily when there are typical rashes, but it may be 
delayed in their absence. Misdiagnosis of the arthritis 
may occur as the distribution is often the same as that 
of RA as in this case. Nodules may occur and lupus 
patients are rheumatoid factor positive in about 50% 
of cases but they are rarely anti-CCP antibody posi-
tive [12,13]. In contrast to RA, the joints in lupus are 

composition of the cohort studied. Preceding skin and 
joint involvement is seen in many but not all patients. 
There have also been a number of studies showing that 
it tends to present at a younger age and to more often 
involve the kidneys in patients of Afro-Caribbean and 
Afro-Americans origin [31]. The disease is associated 
with the development of autoantibodies, the formation 
of immune complexes, and the activation of comple-
ment and other inflammatory pathways. Many autoan-
tibodies are produced in lupus patients but only a few 
are tested for in the clinic [32].

The classic screening test is the antinuclear antibody 
test which is sensitive but not specific for lupus. For 
monitoring of increasing disease activity, particularly 
in patients with renal involvement, the most useful tests 
are rising anti-dsDNA antibodies and falling comple-
ment C3 and C4 levels [33] as illustrated by this patient. 
Sometimes, the anti-dsDNA antibody level will fall after 
rising as a flare develops [34], possibly due to tissue 
deposition and/or excretion in the urine. Anti-dsDNA 
antibodies are only positive in about 60% of patients 
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Figure 22.10.  (A) CG:  first renal biopsy (1 of 21 gomeruli, silver stain, low power). 
(B)  CG:  first renal biopsy (1 of 21 gomeruli, silver stain, low power). (C) CG:  first renal 
biopsy (1 of 21 gomeruli, silver stain, high power).



A B

C D

Figure 22.11.  (A) CG: first renal biopsy (1 of 21 gomeruli, peroxidase stain to demonstrate IgG deposition, low 
power). (B) CG: first renal biopsy (1 of 21 gomeruli, peroxidase stain to demonstrate C9 deposition, low power). (C) 
CG: first renal biopsy (1 of 21 gomeruli, peroxidase stain to demonstrate IgM deposition, low power). (D) CG: first 
renal biopsy (1 of 21 gomeruli, peroxidase stain to demonstrate IgA deposition, low power).

Table 22.1.  International Society of Nephrology/Renal Pathology Society Classification of lupus nephritis (2003)

Class I
 

Minimal mesangial lupus nephritis 
  Normal at light microscopy  
  Mesangial deposits on immunofluorescence

Class II
 

Mesangial proliferative lupus nephritis 
  Mesangial hypercellularity or expansion with mesangial immune deposits  
  Some subepithelial or subendothelial deposits on immunofluorescence by electron microscopy

Class III
 
 
 

Focal lupus nephritis 
  Involves <50% glomeruli. Active or inactive lesions typically with subendothelial deposits  
  A: Active lesions; focal proliferative lupus nephritis 
  A/C: Active and chronic lesions; focal proliferative and sclerosing lupus nephritis 
  C: Chronic inactive lesions with glomerular scars; focal sclerosing lupus nephritis

Class IV
 
 
 
 
 
 
 
 

Diffuse lupus nephritis 
 � Involves >50% glomeruli. Active or inactive diffuse, segmental or global endo-or extracapillary glomerulomephritis.  

 � Typically with subendothelial deposits. Divided into diffuse segmental (S) when >50% of involved glomeruli have 
segmental lesions and diffuse global when >50% of involved glomeruli have global lesions. 

 �S (A): Active lesions; diffuse segmental proliferative lupus nephritis 
G(A): Active lesions; diffuse global proliferative lupus nephritis 
S(A/C): Active and chronic lesions; diffuse segmental proliferative and sclerosing lupus nephritis 
G(A/C): Active and chronic lesions; diffuse global proliferative and sclerosing lupus nephritis 
S(C): Chronic inactive lesions with scars; diffuse segmental sclerosing lupus nephritis 
G(C): Chronic inactive lesions with scars; diffuse global sclerosing lupus nephritis

Class V
 
 
 

Membranous lupus nephritis 
 � Global or segmental subepithelial immune deposits by light microscopy and immunofluorescence or electron  

  microscopy, with or without mesangial changes. 
 � Class V lupus nephritis may occur in combination with class III or class IV disease in which case both are diagnosed.  

Class V disease may show advanced sclerosis

Class VI Advanced sclerosis lupus nephritis 
  >90% of glomeruli globally sclerosed without residual activity

275
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Figure 22.12.  (A) CG: second renal biopsy (1 of 17 glomeruli, silver stain, low power). (B) CG: second renal 
biopsy (1 of 17 glomeruli, silver stain, low power). (C) CG: second renal biopsy (1 of 17 glomeruli, silver stain, 
low power). (D) CG: second renal biopsy (1 of 17 glomeruli, silver stain, high power). (E) CG: second renal 
biopsy (1 of 17 glomeruli, silver stain, high power). (F) CG: second renal biopsy (1 of 17 glomeruli, silver stain, 
high power).

usually painful, stiff, and tender but not necessarily 
swollen. Arthritis, although it may occur in the same 
distribution as that of RA can be persistent, is more 
often migratory with one or more joints affected for 
only a few days at a time, but a variety of joints are 
involved in turn if not treated.

Various rashes are associated with lupus, particu-
larly discoid rash, subacute cutaneous lupus, cuta-
neous vasculitis, and malar erythema (the butterfly 
rash). Other common mucocutaneous features include 
mucosal ulceration and alopecia. Fatigue is a frequent 
complaint but other constitutional features including 
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features to lupus. This also applies to the cytopenias, 
as despite being directly antibody mediated, it is not 
often possible to confirm the presence of antibodies 
to the white blood cell subsets or to platelets in clini-
cal practice, though Coombs’ test is available as part 

fever, lymphadenopathy, and weight loss may occur, 
particularly early in the disease course and in younger 
patients. Patients with these nonspecific features need 
to be investigated carefully for infection, malignancy, 
and other comorbid disease before attributing the 

A B

Figure 22.13.  (A) CG:  second renal biopsy (1 of 17 glomeruli, H&E, low power). (B) 
CG: second renal biopsy (1 of 17 glomeruli, H&E, high power).
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Figure 22.14.  (A) CG: second renal biopsy (1 of 21 gomeruli, peroxidase stain to demonstrate IgG deposition, low 
power). (B) CG: second renal biopsy (1 of 21 gomeruli, peroxidase stain to demonstrate C9 deposition, low power).  
(C) CG: second renal biopsy (1 of 21 gomeruli, peroxidase stain to demonstrate IgA deposition, low power). (D) CG: 
second renal biopsy (1 of 21 gomeruli, peroxidase stain to demonstrate IgM deposition, low power).
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receptor blockers. These drugs have the advantage 
that they reduce proteinuria and help to protect the 
kidneys from renal damage due to proteinuria and 
hypertension.

Renal biopsy provides more information about the 
type of renal involvement than urinalysis, urinary 
sediment, and serum creatinine, and establishes 
that the patient does have lupus nephritis and not 
an alternative renal diagnosis such as IgA nephropa-
thy, which occasionally is found in SLE patients [42]. 
Renal biopsy does have some limitations as only a very 
small sample of tissue is obtained and lupus nephritis 
does not affect the kidney uniformly. The extent and 
pattern of immune deposits and inflammation in the 
glomeruli that are detected by immunohistochemis-
try on light microscopy determine the classification of 
lupus glomerulonephritis as shown in Figures 22.3A–
22.3D and 22.6A–22.6D using immunoperoxidase. 
The characteristic finding in lupus nephritis, which 
is an immune complex–mediated glomerulonephri-
tis, is positive staining for IgG, IgM, and IgA together 
with staining for C1q, C3, C4, and C9, but not all of 
these are present in all patients. In focal proliferative 
lupus nephritis as in the case described, there may 
be segmental areas of fibrinoid necrosis and karyor-
rhexis. In diffuse proliferative lupus nephritis, the 
glomeruli are globally involved with endocapillary 
proliferation, extensive fibrinoid necrosis and kary-
orrhexis. There may be irregular changes among dif-
ferent segments with varying numbers of wire loop 
lesions and hyaline thrombi reflecting subendothe-
lial and intraluminal deposits of immune complexes 
with variable degrees of mesangial proliferation. The 
International Society of Nephrology/Renal Pathology 
Society (ISN/RPS) have published a classification 
system (see Table 22.1) that is now widely used and 
incorporates definitions of biopsy activity, chronic-
ity, tubulo-interstitial disease and includes vascular 
pathology [43]. As with the previous WHO system, it 
is based on glomerular pathology but differs in that 
Class I disease now denotes minimal mesangial lupus 
nephritis. The ISN/RPS classification is summarized 
in Table 22.1. Repeat biopsy is recommended to con-
firm the presence of a clinically suspected renal flare 
that requires additional immunosuppression when 
there is a deterioration in proteinuria and/or recur-
rence of red cells or red cell cases, and to identify the 
development of chronic damage and progression that 
may limit the capacity for the renal signs to resolve 
with immunosuppression, particularly if the patient 
has renal impairment.

Traditionally patients with proliferative glomerulo-
nephritis have been treated with monthly intravenous 
cyclophosphamide based on the NIH trials [44], but 
more recently there has been increasing interest and 

of the assessment of hemolytic anemia. Of the cytope-
nias, lymphopenia is the most common but hemolytic 
anemia and thrombocytopenia can be the most serious 
and difficult to manage. An anemia of chronic disease 
is more common than hemolytic anemia and leucope-
nia may be drug induced, particularly in patients on 
cytotoxic agents. The presence of lymphopenia or leu-
copenia in a patient with inflammatory arthritis and 
low CRP is strongly suggestive of lupus and further 
testing for lupus should be undertaken.

Other important manifestations in lupus, but not 
illustrated by this patient’s history, include pleuro-
pericarditis which is sometimes associated with effu-
sions, abdominal serositis which is less common but 
often misdiagnosed, neuropsychiatric manifestations 
which are varied [35] and include seizures, stroke, 
aseptic meningitis, psychosis, and mononeuritis 
multiplex. Patients with antiphospholipid syndrome 
may present with venous or arterial thrombosis, and 
recurrent miscarriages including second and third tri-
mester fetal loss.

It is important to look for early renal involvement 
in lupus patients because lupus nephritis is a strong 
predictor of atherosclerotic disease and death as well 
as of end stage renal disease [36,37]. There are three 
main types of renal disease in general terms: prolifer-
ative glomerulonephritis, membranous nephropathy, 
and thrombotic microangiopathy related to antiphos-
pholipid syndrome [38]. It is particularly important to 
distinguish the latter from the inflammatory forms 
of lupus nephritis, as thrombotic disease does not 
require immunosuppression. Clinical presentation 
does not accurately predict renal biopsy findings so the 
patient, as in our case, should be referred for biopsy 
if they have persistent proteinuria >0.5 g in 24 hour 
or protein:creatinine ratio >50 mg/mmol, red cells, 
or red casts in the urine. In patients with new onset 
proteinuria and/or cells in the urine, it is important 
to exclude infection and other potential causes of the 
renal parameters before undertaking biopsy. Renal 
function should be monitored but the decision of when 
to biopsy is not dependent on finding impaired renal 
function. Indeed, it is preferable to biopsy and to insti-
tute definitive treatment with an appropriate immu-
nosuppressive regime before there is chronic damage 
resulting in irreversible renal impairment. It has been 
shown that increased time to definitive cytotoxic treat-
ment (which usually follows biopsy) is associated with 
an increased risk of poor renal outcome and that 
early reduction in proteinuria is associated with a 
better prognosis [39–41]. Hypertension is common in 
patients with lupus nephritis and needs close monitor-
ing, as this has been a predictor of increased mortality 
in many cohorts. Treatment usually involves angio-
tensin converting enzyme inhibitors or angiotensin 



Rheumatoid Arthritis/SLE 279

inflammatory polyarthritis: issues of definition and pre-
diction. Br J Rheumatol 35:1096–1100.

	 5.	Symmons, D., Turner, G., Webb, R., et al. 2002. The prev-
alence of rheumatoid arthritis in the United Kingdom: 
new estimates for a new century. Rheumatology (Oxford) 
41:793–800.

	 6.	Wolfe, F., and Cathey, M. A. 1991. The assessment and 
prediction of functional disability in rheumatoid arthri-
tis. J Rheumatol 18:1298–1306.

	 7.	Wolfe, F., and Hawley, D. J. 1998. The long-term outcomes 
of rheumatoid arthritis:  Work disability:  a prospective 
18-year study of 823 patients. J Rheumatol 25:2108–2117.

	 8.	del Rincon, I. D., Williams, K., Stern, M. P., Freeman, 
G. L., and Escalante, A. 2001. High incidence of car-
diovascular events in a rheumatoid arthritis cohort not 
explained by traditional cardiac risk factors. Arthritis 
Rheum 44:2737–2745.

	 9.	Bacon, P. A., and Townend, J. N. 2001. Nails in the coffin: 
increasing evidence for the role of rheumatic disease in 
the cardiovascular mortality of rheumatoid arthritis. 
Arthritis Rheum 44:2707–2710.

	10.	van der Helm-van Mil, A. H., le Cessie, S., van Dongen, 
H., Breedveld, F. C., Toes, R. E., and Huizinga, T. W. 
2007. A prediction rule for disease outcome in patients 
with recent-onset undifferentiated arthritis:  how to 
guide individual treatment decisions. Arthritis Rheum 
56:433–440.

	11.	van der Helm-van Mil, A. H., Detert, J., le, C. S., et al. 
2008. Validation of a prediction rule for disease outcome 
in patients with recent-onset undifferentiated arthri-
tis: moving toward individualized treatment decision-
making. Arthritis Rheum 58:2241–2247.

	12.	Raza, K., Breese, M., Nightingale, P., et al. 2005. 
Predictive value of antibodies to cyclic citrullinated 
peptide in patients with very early inflammatory arthritis. 
J Rheumatol 32:231–238.

	13.	Nell, V. P., Machold, K. P., Stamm, T. A., et al. 2005. 
Autoantibody profiling as early diagnostic and prog-
nostic tool for rheumatoid arthritis. Ann Rheum Dis 
64:1731–1736.

	14.	Quinn, M. A., Conaghan, P. G., O’Connor, P. J., et al. 2005. 
Very early treatment with infliximab in addition to meth-
otrexate in early, poor-prognosis rheumatoid arthritis 
reduces magnetic resonance imaging evidence of syno-
vitis and damage, with sustained benefit after infliximab 
withdrawal:  results from a twelve-month randomized, 
double-blind, placebo-controlled trial. Arthritis Rheum 
52:27–35.

	15.	Goekoop-Ruiterman, Y. P., Vries-Bouwstra, J. K., Allaart, 
C. F.. et al. 2005. Clinical and radiographic outcomes of 
four different treatment strategies in patients with early 
rheumatoid arthritis (the BeSt study):  a randomized, 
controlled trial. Arthritis Rheum 52:3381–3390.

	16.	McInnes, I. B., and Schett, G. 2007. Cytokines in the 
pathogenesis of rheumatoid arthritis. Nat Rev Immunol 
7:429–442.

	17.	Brentano, F., Kyburz, D., Schorr, O., Gay, R., and Gay, 
S. 2005. The role of Toll-like receptor signalling in the 
pathogenesis of arthritis. Cell Immunol 233:90–96.

	18.	Brennan, F. M., Hayes, A. L., Ciesielski, C. J., Green, P., 
Foxwell, B. M., and Feldmann, M. 2002. Evidence that 
rheumatoid arthritis synovial T cells are similar to 
cytokine-activated T cells: involvement of phosphati-
dylinositol 3-kinase and nuclear factor kappaB pathways 
in tumor necrosis factor alpha production in rheumatoid 
arthritis. Arthritis Rheum 46:31–41.

evidence supporting the use of shorter and lower dose 
cyclophosphamide regimes for induction of remission 
followed by azathioprine for maintenance therapy (the 
Eurolupus regime) [45]. Over the past 10 years, an 
alternative approach to treatment has been developed 
consisting of oral mycophenolate mofetil for induction 
and maintenance therapy in lupus nephritis [46–48]. 
Trial data suggest that this approach is as efficacious 
and may be safer than cyclophosphamide but there 
is no long-term outcome data yet to confirm that this 
regime can prevent end-stage renal disease. The prob-
lem with cyclophosphamide is that it causes infertility, 
particularly in women aged over 30 years and it has 
been associated with bladder carcinomas, so there is 
a need to find a safer therapy for patients with lupus 
nephritis [49,50]. At present, physicians often use the 
biopsy to help them decide which cytotoxic treatment 
to use with corticosteroids in lupus nephritis, with 
many preferring to continue with IV cyclophosph-
amide for those with class IV disease but they will use 
mycophenolate mofetil for those with class III disease, 
and for class V disease that has not responded to cor-
ticosteroids alone. However, it should be recognized 
that there is considerable variation in practice and in 
local policy. Neither drug is licensed for lupus nephri-
tis but cyclophosphamide has been the standard of 
care for class IV lupus nephritis in most centers for 
at least the past 20 years. For patients that have failed 
these “conventional” treatments there have been case 
reports and case series suggesting that B-cell deple-
tion therapy with the anti-CD20 monoclonal antibody, 
Rituximab may provide an effective way of switch-
ing off disease activity for 6–12 months with only two 
doses of therapy [51,52]. The results of clinical trials 
assessing the effects of mycophenolate mofetil and 
rituximab in lupus nephritis are eagerly awaited but it 
will be a long time before there is evidence that these 
new drugs (or other biologicals currently being devel-
oped for this indication) can prevent end-stage renal 
disease and/or improve mortality from the disease or 
its complications, such as the predisposition to prema-
ture atherosclerosis.
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	 23 Gastrointestinal Inflammation and Ulceration:  
Mediators of Induction and Resolution

Linda Vong, Paul L. Beck, and John L. Wallace

The gastrointestinal (GI) tract is composed of a series 
of organs whose collective aim is to extract and absorb 
nutrients from food, and expel undigested matter as 
waste. As the lumen of the GI tract is essentially outside 
of the body, it is not surprising to find that the physical 
interface between “self” and the outside world is quite 
complex. The gut must be able to withstand fluctua-
tions associated with changes in temperature, pH, and 
osmolarity, as well as overcome and respond to micro-
biota residence and the associated release of immuno-
stimulatory molecules and detergent-like substances. 
As such, the mucosa has evolved to act as a first line of 
defense, its repertoire including  (1) the spatial secre-
tion of protective substances (acid, bicarbonate, and 
mucus); (2) the presence of tight junctions to limit the 
passive diffusion of harmful substances; (3) the mucosal 
microcirculation which enables rapid dilution/removal 
of noxious stimuli; and (4) the mucosal immune sys-
tem where resident and blood-borne immunocytes 
and granulocytes are mobilized to initiate an appro-
priate inflammatory response. This so-called mucosal 
defense is supported by a catalogue of endogenous 
mediators; together these act to dampen the inflamma-
tory response, which results from the aggressive accu-
mulation of tissue-damaging metabolites.

The aim of this chapter is to review current knowl-
edge regarding mediators involved in the pathogenesis 
of GI disease, with particular reference to nonsteroidal 
anti-inflammatory drug (NSAID)-induced gastropathy 
and colitis. We will address mediators that play a key 
role in the proresolution phase of inflammation, and 
discuss some of the new therapeutic approaches aimed 
at promoting mucosal healing and tissue homeostasis.

Homeostatic Mechanisms of  
Mucosal Protection

“Mucosal defense” defines the innate ability of the GI 
system to protect itself from the onslaught of harmful 

stimuli that it is exposed to from day-to-day. Such 
stimuli must overcome a number of physical and 
chemical barriers, whose hierarchical organization 
normally presents an effective mechanism against 
deviations in mucosal homeostasis.

GI integrity is maintained by a number of factors. 
In the stomach, gastric acid functions to kill ingested 
bacteria and is very effective in minimizing bacterial 
colonization (with the notable exception of Helicobacter 
pylori) (Figure  23.1). Additionally, mucus and bicar-
bonate secreted by epithelial cells contribute to the 
maintenance of a physical barrier. These act both to 
diminish bacterial infection and to reduce luminal acid 
from coming into direct contact with the epithelium. 
The mucus layer is a hydrophobic surface rich in gly-
coproteins, sialic acid, and sulfated oligosaccharides, 
and under normal circumstances acts to reduce physi-
cal abrasion. Luminal acid that diffuses through the 
mucus can be effectively neutralized by bicarbonate 
secreted by the epithelium. Fluid secretion across the 
GI epithelium also contributes to mucosal defense by 
reducing bacterial adherence, and diluting or flushing 
away luminal toxins. Microbes that are able to bypass 
these initial defensive mechanisms next encounter the 
tight junctions between adjacent epithelial cells that 
further limit bacterial translocation.

The microcirculation along the length of the GI 
tract plays a pivotal role in the maintenance of mucosal 
integrity. Lying beneath the epithelium is a dense net-
work of capillaries, which supply nutrients and oxygen, 
as well as diluting and removing toxins that have tra-
versed the mucosa from the lumen. In the stomach, top-
ical irritation results in a profound and rapid increase 
in mucosal blood flow (the hyperemic response). This 
response is aimed at diluting and neutralizing noxious 
substances. If the hyperemic response is impaired, 
significant mucosal injury can result. The hyperemic 
response to irritants is controlled by sensory afferent 
nerves. Upon detection of back-diffusing acid, sensory 
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afferent nerves release calcitonin gene–related peptide 
(CGRP), a potent, nitric oxide–dependent vasodilator. 
Dilation of the submucosal arterioles, which are in 
close proximity to the sensory afferent nerves, leads to 
a rapid and substantial increase in mucosal blood flow. 
If the sensory afferent nerves are ablated, which can be 
achieved experimentally using capsaicin, the hyperemic 
response does not occur when the mucosa is exposed 
to an irritant, and extensive mucosal damage develops. 
Sensory afferent nerves also release substance P, which 
in the gastric mucosa can activate mast cells to release 
histamine, thereby further promoting the mucosal 
hyperemic response. In addition, mast cells and mac-
rophages resident within the lamina propria act as “sen-
tinels” – detection of a foreign substance stimulates the 
mobilization of inflammatory mediators and cytokines 
that alter mucosal blood flow, and increase the recruit-
ment of granulocytes from the microcirculation.

Damage to the GI epithelium is not uncommon; how-
ever, mechanisms exist to ensure the rapid replacement 
of damaged cells, limiting the exposure of underlying 
tissue to luminal acid. The basement membrane is very 
sensitive to acid-induced damage, and exposure of this 
mucosal layer initiates the rapid migration of healthy 
cells from the gastric pits. This process of “restitution” 
is facilitated by the presence on the epithelial surface 
of a “mucoid cap,” consisting of cellular debris, mucus, 
and plasma proteins. The mucoid cap is formed over the 
denuded region when epithelial cells are damaged, and 

it acts as a physical barrier to luminal content as well as 
maintaining a near-neutral microenvironment (thus pro-
tecting the exposed basement membrane from damage 
induced by luminal acid). This microenvironment is con-
ducive to restitution, requiring both bicarbonate and an 
uninterrupted supply of blood to the region. Restitution 
can be accomplished in vivo within 15–60 minutes.

When the above-mentioned components of mucosal 
defense are overwhelmed, true ulceration can occur; 
that is, the damage extends through the entire mucosa 
and the muscularis mucosa. In this instance, the pro-
cess of repair requires initial removal of necrotic tissue 
(as occurs during the acute inflammatory response) 
and subsequent revascularization of the damaged 
area. Revascularization (angiogenesis) is a prerequi-
site for the reestablishment of gastric glands. The heal-
ing process begins at the margins of the ulcers and 
gradually moves from all sides to the center of the pre-
viously ulcerated tissue.

Inflammation and Ulceration  
of the Gi Tract

Gastric Ulceration

NSAIDs

The gastric toxicity of nonsteroidal anti-inflammatory 
drugs (NSAIDs) is well recognized. Given the efficacy 

Figure 23.1.  Mechanisms of mucosal protection. The function of the mucosal defence 
system is to limit mucosal damage incurred by acid and/or luminal antigens and 
microbes. The hierarchical organization of a number of physical and chemical barriers 
limits significant deviations in gut mucosal homeostasis. In the stomach, acid secretion 
serves to kill ingested bacteria, while mucus and bicarbonate secretion limits acid back-
diffusion. The epithelium is adapted to resist against acid damage, and rapidly repairs 
itself through the process of restitution. Entry of acid into the lamina propria is sensed 
by afferent neurons and leads to a rapid increase in mucosal blood flow. In addition 
to supplying oxygen and nutrients, the increase in blood flow acts to flush and dilute 
any toxins that have traversed the mucosa. Resident immunocytes (e.g., mast cells and 
macrophages) are important for the sensing of foreign pathogens, and help coordinate 
an appropriate inflammatory response.
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of NSAIDs in reducing pain and inflammation, it is 
almost impossible to eliminate their use; nevertheless, 
NSAID-induced gastropathy (gastric erosions, bleed-
ing, ulcers, and perforations) still presents a signifi-
cant burden to the healthcare system. Approximately 
50% of people who take NSAIDs (including aspirin) 
develop gastric erosions, while an estimated 2%–4% 
of these people develop clinically significant gastric 
ulcers, which can lead to bleeding and/or perforation.

The effectiveness of NSAIDs in reducing pain and 
swelling lies in their ability to inhibit cyclooxygenase 
(COX) enzymes. These are rate-limiting enzymes 
for the synthesis of prostaglandins, which are small 
lipid molecules that regulate numerous processes in 
the body. In mammals, at least two isoforms of COX 
exist  – COX-1 and COX-2. It is widely written that 
COX-1 performs housekeeping functions while COX-2 
is an inducible enzyme involved in pathological pro-
cesses, such as inflammation. However, this is an over-
simplification. In fact, both COX-1 and COX-2 can be 
induced by certain cytokines and both perform several 
important physiological roles. In the healthy stom-
ach, most of the prostaglandins that are produced are 
derived from COX-1. However, COX-2 can be very rap-
idly induced in the stomach in response to quite subtle 
challenges, such as administration of aspirin, a short 

period of ischemia, or topical application of an irri-
tant. In these and other circumstances, COX-2-derived 
prostaglandins make an important contribution to 
gastric mucosal defense. Moreover, COX-2-derived 
prostaglandins are extremely important in ulcer repair 
in the stomach.

Prostaglandins modulate many aspects of gastric 
mucosal defense, including mucus and bicarbonate 
secretion, mucosal blood flow, epithelial cell turnover, 
and mucosal immunocyte function (Figure 23.2). By 
suppressing mucosal prostaglandin synthesis (as well 
as through direct topical irritant effects on the epithe-
lium), NSAIDs can impair mucosal defense and render 
the stomach more susceptible to injury. Indeed, the 
ability of NSAIDs to cause gastric damage correlates 
well with their ability to suppress gastric prostaglan-
din synthesis. While conventional NSAIDs inhibit both 
COX-1 and COX-2, selective inhibition of the COX-2 iso-
form was considered more therapeutically desirable – 
insomuch as blocking COX-2 activity would reduce the 
production of prostaglandins at sites of inflammation 
while sparing COX-1-mediated prostaglandin synthe-
sis in the stomach. Indeed, selective COX-2 inhibitors 
have been shown to produce severe GI complications 
less frequently than conventional NSAIDs. However, 
this has been misinterpreted as evidence that only 

Figure 23.2.  Pathogenesis of NSAID-induced gastric mucosal damage. COX-1 and COX-2 inhibi-
tion by NSAIDs leads to an imbalance in pro- versus anti-inflammatory prostanoids and eicosanoid 
metabolites. Whereas COX-1-derived prostanoids are involved in GI protection, COX-2-derived 
prostanoids are involved in the promotion of pain and fever. However, emerging evidence suggests 
that COX-2-derived prostanoids and lipoxins make an important contribution to GI mucosal defense. 
Inhibition of COX-1 reduces mucosal blood flow, leading to an impairment of restitution and ulcer 
repair. Inhibition of COX-2 induces leukocyte adhesion to the vascular endothelium. Alongside the 
release of reactive oxygen species (ROS) from degranulated neutrophils, the induction of iNOS 
and release of NO forms tissue-damaging peroxynitrite (ONOO–). The topical irritant properties of 
NSAIDs also contribute to their ability to elicit gastric damage.
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with H. pylori, 15%–20% develop the more severe forms 
of gastric disease including peptic ulcers and cancer. 
There is clear evidence that severe complications asso-
ciated with peptic ulcer disease are often linked with 
NSAID consumption. However, while both H. pylori 
and NSAIDs increase the risk of GI ulcer development 
(via independent mechanisms), their actions are addi-
tive, rather than synergistic.

Despite the gastric mucosa being well protected 
against bacterial infection, H. pylori have evolved to 
be highly adapted to this microenvironment. Mucosal 
protective mechanisms are consistently overcome.  
H. pylori have flagella, rendering the bacterium highly 
motile, and thus easily gaining entry to the mucosal 
layer. It is able to neutralize the acidic milieu by way 
of urease activity, which converts urea to carbon diox-
ide and ammonia. Infection also reduces bicarbonate 
secretion from the inflamed mucosa, and mucosal 
surface hydrophobicity. The bacterium has a num-
ber of surface components to enable tight association 
with epithelial cells, such as the blood group antigen-
binding adhesin (BabA). Expression of BabA enables 
binding to Lewis b, a blood group antigen expressed 
on gastric epithelial cells. Upon cell association, H. 
pylori can secrete VacA – a vacuolating cytotoxin that 
induces channel formation and likely provides the 
bacterium with nutrients. Furthermore, most strains 
of H. pylori possess the cag pathogenicity island – a 37 
kb genomic fragment that encodes for, among others, 
CagA. This protein is translocated to the host cell upon 
infection, leading to activation of a number of cell sig-
naling pathways.

The damage to the gastric mucosa results from the 
host response to H. pylori infection rather than from the 
bacterium itself. During the innate immune response 
to infection, the bacterium elicits a rapid recruitment 
of neutrophils, followed later by T and B lymphocytes, 
plasma cells, and macrophages. Activated neutrophils 
contribute to epithelial-cell damage through release of 
proteolytic enzymes and reactive oxygen species. Pro-
inflammatory cytokines such as interleukin (IL)-1β, 
IL-2, IL-6, IL-8, and tumor necrosis factor (TNF)-α are 
also upregulated. H. pylori stimulates both TH1 and TH2 
responses (the extent of this varies among people due 
to unknown factors), although TH1 responses seem to 
predominate, and may be more important in eliciting 
severe gastritis.

Small Intestine and Colon Damage

NSAIDs

While damage to the stomach is most frequently asso-
ciated with NSAID use, these drugs can provoke injury 
and inflammation throughout the GI tract. Indeed, 
the small intestine is the major site of NSAID-induced 

COX-1-derived prostaglandins contribute to gastric 
mucosal defense. It is now clear that both isoforms are 
important for mucosal defense, and both COX-1 and 
COX-2 must be inhibited for gastric damage to be elic-
ited in an otherwise healthy stomach.

NSAID administration reduces mucosal blood flow, 
likely via the inhibition of COX-1-derived prostaglan-
dins with vasodilatory actions (such as prostaglandin 
E2). Moreover, one of the earliest events in the patho-
genesis of NSAID-induced gastric mucosal damage is 
the adhesion of neutrophils to the vascular endothe-
lium. This likely contributes to NSAID-induced gas-
tropathy by (1) physically obstructing capillary flow, 
and (2) through the release, subsequent to adhesion, of 
their granule contents (including proteolytic enzymes) 
and the generation of reactive oxygen and nitrogen 
species. Functional inhibition of this process, either 
by rendering animals neutropenic or by administer-
ing antibodies targeting neutrophil or endothelial cell 
adhesion molecules, has been shown to reduce the 
severity of NSAID-induced experimental gastropathy. 
COX-2 inhibition accounts for the NSAID-induced 
leukocyte adherence to the vascular endothelium. As 
mentioned earlier, COX-2-derived prostaglandins con-
tribute to ulcer repair, a process requiring the forma-
tion of granular tissue at the ulcer base, angiogenesis, 
and re-establishment of glandular architecture. This 
enzyme is strongly expressed at both the ulcer margin 
(the site where epithelial cell proliferation occurs) and 
in endothelial cells of the ulcer bed (the site of new ves-
sel growth). Administration of selective COX-2 inhibi-
tors significantly delays ulcer healing in animals with 
gastric ulcers.

Helicobacter pylori

Helicobacter pylori colonize more than 50% of the 
world’s population and represent the main risk fac-
tor for peptic ulceration, gastric adenocarcinoma, and 
gastric lymphoma. The importance of its discovery is 
underscored by the fact that peptic ulcer disease is now 
approached as an infectious disease, whereby elimi-
nation of the causative agent (i.e., H. pylori) cures the 
condition. Infection is acquired by oral ingestion of the 
bacterium, usually during early childhood, and causes 
continuous gastric inflammation. Left untreated, H. 
pylori infection can persist for decades. Patients with 
the more common form of H. pylori gastritis, antral-
predominant gastritis, are predisposed to duodenal 
ulcers, whilst patients with corpus-predominant gas-
tritis and multifocal atrophy are more likely to have 
gastric ulcers, gastric atrophy, intestinal metapla-
sia, and gastric carcinoma. Antral gastritis results 
in hypergastrinemia and increased gastric acidity, 
whereas corpus gastritis can result in acid hyposecre-
tion. It is estimated that among all individuals infected 
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affected. While race and ethnicity are contributing 
factors, it is clear that disease incidence is highest in 
developed, urbanized countries. The etiology of IBD is 
unknown, although a number of factors contribute to 
disease pathogenesis – including genetic, environmen-
tal, and microbial, as well as a dysregulated immune 
system. Despite an overlap in clinical and pathological 
characteristics, there is sufficient evidence to indicate 
that distinct mechanisms regulate the pathogeneses of 
these two conditions. For example, differing cytokine 
patterns are elicited in Crohn’s disease versus ulcer-
ative colitis, suggesting alternate T-cell contribu-
tions. Crohn’s disease is characterized by a strong TH1 
response, involving increased secretion of IL-12, inter-
feron (IFN)-γ, and/or TNF-α. While less clear, it is likely 
that ulcerative colitis is driven by a TH2 dominant phe-
notype, involving increased secretion of IL-5, IL-6, and/
or IL-13. However, the recent discovery of a new T-cell 
subset, the TH17 cells, has led to a reevaluation of the 
dichotomous characterization of Crohn’s disease and 
ulcerative colitis as TH1 versus TH2.

Crohn’s disease can affect any part of the GI tract, 
but is more common to the terminal ileum, ceacum, 
peri-anal area, and colon. Ulcerated regions (or “skip” 
lesions) are interspersed between normal or edema-
tous mucosa, resulting in a cobblestone-like appear-
ance. Inflammation is transmural, affecting all layers 
of the bowel wall, and often there is a dense infiltra-
tion of lymphocytes and macrophages into the tissue. 
Granuloma formation, fissuring ulceration, and sub-
mucosal fibrosis are common in these tissues. Clinical 
features of Crohn’s disease include diarrhea, pain, nar-
rowing of the gut lumen (leading to stricture forma-
tion), abscess formation, and fistulization to the skin 
and internal organs. In ulcerative colitis, inflammation 
is confined to the colon, extending proximally from 
the rectum in a continuous fashion. Only the mucosal 
layer is affected, which is infiltrated by lymphocytes 
and granulocytes. Erosion of the goblet cells and crypt 
abscesses are common. Clinical features of ulcerative  
colitis include severe diarrhea, blood loss, and progres-
sive loss of peristaltic function. In more severe cases, 
this can lead to toxic megacolon and perforation.

The gut harbors the largest and most diverse 
population of microbiota, and it is the inappropriate 
response of the gut mucosal system to such indig-
enous gut flora and other luminal antigens that is 
thought to be one of the main causes of IBD. Oral 
tolerance (which is normally established early in 
life) acts to dampen the mucosal immune response 
to intestinal antigens which, when administered 
by any other route, would cause an inflammatory 
response. A defect in oral tolerance may exacerbate 
the responses of an already compromised immune 
system. Indeed, in experimental models of colitis, 
inflammation is substantially reduced when mice  

bleeding. Damage to the more distal regions of the GI 
tract may develop either in the healthy gut or at pre-
existing sites of bowel disease. In the small intestine, 
side effects of NSAID usage include the manifesta-
tion of enteropathy, chronic iron-deficiency anemia, 
hypoalbuminemia, acute bleeding and perforation, 
stricture formation, and villous atrophy. The dam-
age is likely mediated through mechanisms different 
from those of the damage induced by NSAIDs in the 
stomach; thus, suppression of prostaglandin synthe-
sis is unlikely to be the major contributor to mucosal 
injury. Instead, NSAIDs directly damage enterocytes, 
possibly via uncoupling of oxidative phosphoryla-
tion. Repeated exposure of the mucosa to NSAIDs, via 
enterohepatic cycling, is a crucial aspect of the patho-
genesis of NSAID-enteropathy, since bile duct ligation 
prevents such damage in animal models and NSAIDs 
that undergo little or no enterohepatic cycling do not 
cause significant intestinal injury.

NSAID-induced intestinal lesions are exacerbated 
by enteric bacteria, the numbers of which increase 
substantially following NSAID administration to rats. 
The contribution of enteric bacteria to NSAID-induced 
intestinal injury is evident from the protective effects 
of broad-spectrum antibiotics. Furthermore, markedly 
less intestinal damage is induced by NSAIDs in ani-
mals raised in a germ-free environment. Endotoxins 
released by translocated bacteria trigger a local 
inflammatory response, resulting in the recruitment 
of neutrophils and the liberation of proinflammatory 
cytokines (such as IL-1 and TNF-α), causing further 
mucosal damage. NSAIDs have also been reported 
to upregulate inducible nitric oxide synthase (iNOS). 
Release of high concentrations of nitric oxide (NO) can 
increase epithelial cell permeability and damage sur-
rounding cells by reactive nitrosation or generation of 
the reactive nitrogen species such as peroxynitrite.

NSAIDs have the capacity to induce colorectal 
lesions in patients with no history of bowel disease, 
as well as increasing the severity of preexisting disor-
ders (such as inflammatory bowel disease; IBD). Side 
effects include the manifestation of colonic lesions 
and ulcers, rectitis, diaphragm-like strictures, eosino-
philic colitis, colonic diverticular disease, and IBD. In 
contrast to the small intestine, enterohepatic recircu-
lation of the NSAID does not seem to play a role in 
the development of such lesions; instead, inhibition of 
prostaglandin synthesis is likely involved in NSAID-
mediated exacerbation of colitis.

Inflammatory Bowel Disease

Crohn’s disease and ulcerative colitis represent the 
two main types of IBD. The highest incidence rates for 
IBD have been reported in North America and Europe, 
with 10–200 cases per 100,000 individuals being 
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part, eicosanoid derivatives in the gut are proinflam-
matory, with the notable exception of a few prostaglan-
dins and lipoxins. Here, we discuss some of the major 
inflammatory mediators that weaken the mucosal 
defense system and contribute to mucosal injury.

Thromboxane

Thromboxane is the major arachidonate metabolite 
derived from the sequential actions of COX and throm-
boxane synthase (Figure 23.3). Cellular sources of 
thromboxane include platelets, neutrophils, endothelial 
cells, epithelial cells, and mononuclear cells. While plate-
lets account for 95% of thromboxane that is detectable 
in the serum, infiltrating neutrophils are the principal 
source of this mediator during an acute inflammatory 
response. Thromboxane has potent proinflammatory 
actions – both direct (involving diapedesis and activa-
tion of neutrophils, and a reduction in suppressor T-cell 
activity) and indirect (vasoconstriction and platelet acti-
vation). Thromboxane stimulates leukotriene B4 release, 
augmenting the adherence of leukocytes to the vascular 
endothelium. Moreover, in patients with IBD, platelets 
circulate in an activated state, and aggregates of these 
cells have been identified in capillaries of inflamed rec-
tal biopsies. Altered thrombogenesis is also observed 
in Crohn’s disease patients. Given the importance of 
mucosal blood flow in protecting against GI injury, it is 
not surprising that thromboxane is thought to be a key 
player in the mediation of GI ulceration.

Thromboxane production is increased both in 
human IBD and experimental models of colitis. 
In experimental colitis, thromboxane production 
increases during the course of chronic inflammation, 
with levels persisting long after other arachidonate 
metabolites (such as prostaglandin E2 and leukotriene 
B4) have declined.

Leukotrienes

Leukotrienes (LT) are products of the lipoxygenase 
pathway, requiring the oxygenation of arachidonic 
acid by 5-lipoxygenase (Figure 23.3). These metabolites 
can be divided into two main subclasses: leukotriene 
B4 and the cysteinyl-leukotrienes (LTC4, LTD4, and 
LTE4), with the latter group consisting of both fatty 
acid and amino acid moieties. Leukotriene synthesis 
occurs mainly in immunocytes, epithelial cells, and 
endothelial cells. In the mucosa, neutrophils are the 
predominant source of LTB4, while mast cells appear 
to be responsible for cysteinyl-leukotriene production.

LTB4 is an immunomodulatory mediator and a 
highly potent chemotaxin for neutrophils, mono-
cytes, and effector T-cells. LTB4 induces neutrophil 
adherence to the endothelium, degranulation, and 
the generation of reactive oxygen species. Ultimately, 

are kept in a germ-free environment, suggesting that 
the normal mucosal microflora is required to initiate or 
maintain the inflammatory response. In IBD, the intes-
tinal immune system is disturbed at all levels. A leaky 
epithelial barrier allows luminal antigens access to 
the submucosa and thus exposure to granulocytes and 
regulatory lymphocytes. Degranulation of neutrophils 
and mast cells liberates tissue-damaging proteases, 
proinflammatory cytokines and vasoactive peptides. 
The epithelial layer itself expresses an alternate profile 
of pattern recognition receptors (Toll-like receptors) 
which are important for the detection of bacterial com-
ponents. The mechanisms involved in antigen recog-
nition are also compromised in IBD  – dendritic cells 
incorrectly recognize commensal bacteria as patho-
gens, triggering activation of naive T cells into effector 
(TH1/TH2) or natural killer cells. Furthermore, atypical 
antigen-presenting cells become potent T cell activators; 
in the surrounding milieu of proinflammatory cytok-
ines, epithelial cells acquire an activated phenotype – 
increasing the expression of MHC molecules. Activated 
T cells also show a delayed ability to undergo apoptosis, 
and persist in the mucosa. Such inappropriate T-cell 
activation and accumulation contributes to inflamma-
tion of the mucosa.

Studies in both human IBD and experimental coli-
tis models have identified an upregulation and accu-
mulation of numerous proinflammatory mediators; 
including iNOS-derived nitric oxide, leukotriene B4, 
thromboxane A2, platelet activating factor (PAF), as 
well as cytokines such as TNF-α, IL-1β, IL–6, IL-8, and 
IL-16.

Mediators of Mucosal Injury  
and Inflammation

Inflammation of the GI tract can be considered a 
mechanism of preservation, a way in which the host 
can protect itself from invading pathogens and noxious 
stimuli. The inflammatory response acts to remove 
and inactivate the damaging substance, and is aided 
by an array of cell-derived proteases and reactive oxy-
gen products, as well as soluble mediators. Together, 
these are coordinated by the milieu of cytokines and 
chemokines released by granulocytes, lymphocytes, 
and epithelial cells resident within and/or mobilized 
to the lamina propria. Inflammation is normally self-
limiting, and is aided by a number of proresolution fac-
tors to ensure its timely cessation. However, in some 
circumstances, such as when the factor that initiates 
the inflammatory response persists, inflammation can 
be unrelenting – leading to excessive tissue injury.

The susceptibility of the GI mucosa to injury is 
dependent on the balance between defensive factors 
(those that maintain mucosal protection) and aggres-
sive factors present within the lumen. For the most 
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selectively attract eosinophils. These arachidonate 
metabolites also increase P-selectin expression, pro-
moting leukocyte capture and rolling. Intra-arterial 
infusion of cysteinyl-leukotrienes increases the suscep-
tibility of the rat stomach to injury induced by topical 
irritants, most likely through a reduction in mucosal 
blood flow. Overproduction of cysteinyl-leukotrienes 
has been reported in IBD patients, and is thought to 
mediate mucosal injury and intestinal damage asso-
ciated with mucosal mast cell activation  – a major 
source of these metabolites.

Platelet-Activating Factor

Platelet-activating factor (PAF) is a lipid mediator gen-
erated by the action of phospholipases on membrane 
phospholipids. It is produced and released by a variety 
of cells, including leukocytes, macrophages, platelets, 
vascular endothelial cells, and epithelial cells. PAF 
induces a range of effects similar to those observed 
in shock, including increased vascular permeability, 
hypotension, neutrophil aggregation, and degranu-
lation. It has been shown to stimulate the release 
of proinflammatory eicosanoid mediators, such as 
thromboxane and cysteinyl-leukotrienes, and can 
also serve as a novel signal for leukocyte–endothelial 

these processes result from the binding of LTB4 to the 
G-protein-coupled receptor BLT-1. NSAID-induced 
gastric ulceration is associated with leukocyte adher-
ence to the vascular endothelium; as such, LTB4 has 
been implicated as a potential pathogenic media-
tor. Elevated levels of LTB4 have been reported in 
patients taking NSAIDs. Moreover, receptor antago-
nists for LTB4 and inhibitors of 5-lipoxygenase have 
been shown to attenuate NSAID-induced leukocyte 
adherence, reducing the severity of NSAID-induced 
mucosal damage. LTB4 may also play a role in gas-
tric ulceration associated with H. pylori infection. In 
experimental models of colitis, intracolonic admin-
istration of LTB4 exacerbates tissue injury, whereas 
5-lipoxygenase inhibitors have been shown to acceler-
ate healing. Increased production of LTB4 is observed 
in the colon mucosa of IBD patients. Furthermore, 
standard treatments for IBD, such as 5-aminosalicylic 
acid and glucocorticoids, have been shown to reduce 
LTB4 levels in the colon mucosa and lumen. Despite 
such evidence supporting a role for LTB4 in IBD, when 
tested in clinical trials, inhibitors of leukotriene syn-
thesis have failed to maintain clinical remission in 
ulcerative colitis patients.

In contrast to the actions of LTB4, cysteinyl-
leukotrienes increase microvascular permeability and 
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Figure 23.3.  The arachidonic acid cascade. Arachidonic acid (AA) is liberated from phospholipids by 
phospholipase A2 (PLA2). Collectively, the metabolites of arachidonic acid (eicosanoids) are formed by 
the actions of cyclo-oxygenases (COX) or lipooxygenases (LO). COX-1 and COX-2 metabolize arachi-
donic acid to endoperoxides (PGH); thromboxane synthase and prostaglandin synthases (e.g., PGE 
synthase, PGD synthase, PGI synthase, etc.) are required for the production of thromboxanes and 
the various prostaglandins. The lipoxygenase pathway produces leukotrienes and lipoxins, via the 
enzymes 5-LO, 12-LO, and 15-LO. Acetylation of COX-2 by aspirin (ASA) directs the metabolism of 
arachidonic acid to 15(R)-hydroxyeicosatetranoic acid (15R-HETE), which can undergo further metabo-
lism to form aspirin-triggered lipoxin epimers (ATL).
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Nitric Oxide

NO is a multifaceted mediator, with roles pertaining to 
both GI protection and damage (Figure 23.4). The con-
stitutive forms of NO synthase (NOS), neuronal NOS 
(nNOS), and endothelial NOS (eNOS) are important for 
homeostatic regulation of the GI tract – including mod-
ulation of mucus and fluid secretion, mucosal blood 
flow, and the mucosal immune system. In contrast, 
the inducible NOS isoform (iNOS) has been linked 
to mucosal injury and dysfunction. The paradoxical 
actions of NO can be explained in part by the ability of 
different concentrations of NO to elicit different effects 
in the same tissue. Production in small amounts gen-
erally exerts beneficial effects in the GI tract, whereas 
production in high amounts can be detrimental. iNOS-
derived NO generation occurs at several orders of mag-
nitude greater than that of other NOS isoforms, and in 
inflamed tissues, the predominant source of NO is from 
infiltrating leukocytes and epithelial cells. Exposure of 
epithelial cells to NO donors impairs epithelial barrier 
function, by increasing cell permeability. The effects of 
IFN-γ on intestinal hyperpermeability have also been 
shown to be mediated by NO. Functionally, rats treated 
with NOS inhibitors or those deficient in iNOS show 
reduced levels of bacterial translocation.

cell interactions. Indeed, PAF has been shown to be 
responsible for much of the tissue damage observed 
in the GI tract during experimental septic shock, 
hemorrhagic shock, and ischemia-reperfusion; in 
each case PAF receptor antagonists exerted a protec-
tive effect.

Intravenous infusion of PAF in the rat induces 
extensive damage to the gastric mucosa. While a reduc-
tion in mucosal blood flow (a consequence of PAF’s 
hypotensive effects) contributes in part to its ulcero-
genic effects, its potent ability to damage the gastric 
mucosa is likely mediated by stimulatory effects on 
leukocyte–endothelial cell adhesion and degranula-
tion. PAF production is increased in patients with 
IBD, with the predominate source of this mediator 
being the intestinal epithelium. Glucocorticoids com-
monly used to treat IBD have been shown to inhibit 
PAF production in the colon. PAF levels are increased 
in experimental models of colitis. Its actions were 
defined by the ability of PAF receptor antagonists to 
inhibit colonic mucosal injury, the incidence of neu-
trophil adhesion and thus accumulation within the 
mucosa, and diarrhea. PAF production has also been 
shown to be elevated during helminth infections, 
and mediates some of the GI immune responses to 
H. pylori infection.

Figure 23.4.  The role of nitric oxide in mucosal defence. NO downregulates inflammation and 
protects against mucosal damage in a number of ways. In the epithelium, NO stimulates mucus 
and bicarbonate secretion, and regulates fluid secretion. NO also regulates the activation and 
function of immunocytes; it reduces the adhesion of neutrophils to endothelial cells, reduces 
mast cell degranulation, and the release of cytokines from macrophages. Release of NO by vas-
cular endothelial cells triggers vasodilation in a guanylate cyclase–dependent manner. NO also 
accelerates wound repair by stimulating angiogenesis, and enhancing collagen deposition by 
fibroblasts.
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Furthermore, H2S likely modulates inflammatory 
responses. Experimental data have shown H2S to be 
a potent vasodilator and regulator of a number of leu-
kocyte functions, as well as a modulator of leukocyte–
endothelial cell interactions, neutrophil apoptosis, 
transcription factor activation, and edema formation 
(Figure 23.5).

Given the susceptibility of the human body to toxic 
effects of H2S (in the brain, toxic levels are only two-
fold that of the basal H2S concentrations), it is not sur-
prising that cellular levels of this mediator are tightly 
regulated. H2S is rapidly metabolized by oxidation in 
the mitochondria or by methylation in the cell cytosol. 
Moreover, H2S can be scavenged by methemoglobin or 
by metallo- and disulfide-containing molecules such 
as oxidized glutathione. H2S also binds to hemoglobin, 
which acts as a common “sink” for it and other gas-
eous transmitters (NO and carbon monoxide). Indeed, 
while endogenous levels of H2S are reported to be as 
high as 160 µM in the brain, with serum levels varying 
between 30 and 100 µM, administration of H2S donors 
rarely alters these basal levels significantly, indicative 
of efficient clearance and inactivation mechanisms.

H2S appears to be produced in most tissues. It is 
synthesized largely by two pyridoxal-5’-phosphate-
dependent enzymes:  cystathionine β-synthase (CBS) 
and cystathionine γ-lyase (CSE). Substrates for these 
enzymes include l-cysteine, cystathionine, homo-
cysteine, and cystine. Genetic deficiency of CBS is the 
major cause of homocystinuria, a disease character-
ized by dysfunction of the endothelium and an adverse 
cardiovascular prognosis. While some tissues require 
both CSE and CBS for H2S synthesis, others require 
only one of these enzymes. In the heart and vascu-
lature CSE appears to be the predominant source of 
H2S, whereas CBS is more important in the central 
nervous system. Some actions of H2S are mediated by 
the activation of ATP-sensitive K+ (KATP) channels.

In the GI tract, H2S plays an important role in the 
regulation of mucosal defense. As outlined earlier, 
the susceptibility of the gastric mucosa to injury is 
intimately associated with mucosal blood flow and 
the adherence of leukocytes to the vascular endothe-
lium. In the rat, H2S administration increases gastric 
mucosal blood flow. Inhibition of endogenous H2S 
synthesis, through administration of a CSE inhibitor 
results in an increase in leukocyte adhesion to the vas-
cular endothelium in the mesenteric microcirculation, 
as well as increased leukocyte extravasation and edema 
formation. Administration of H2S donors has the oppo-
site effects (i.e., anti-inflammatory). Expression of 
TNF-α, a potent activator of lymphocytes and granulo-
cytes, has been shown to be attenuated by H2S donors, 
possibly via inhibition of NF-κB activation. H2S can 
also inhibit the functional response of leukocytes (and 
thus tissue damage) by scavenging peroxynitrite.

NO is a lipophilic free radical, with the ability to 
react with other free radicals, oxygen, and transition 
metals. Interaction of NO with neutrophil-derived 
superoxide (O2

–) forms the potent oxidant peroxyni-
trite (ONOO–). This prototypical nitrating species is 
highly toxic to both mammalian cells and bacteria. 
Administration of peroxynitrite into the colon pro-
duces widespread injury and inflammation similar to 
that seen in several experimental models of IBD, and 
in the rat, induction of colitis and subsequent local 
peroxynitrite formation induces epithelial cell apop-
tosis  – a phenomenon reversible by selective iNOS 
inhibition. Indeed, a decrease in cell viability is seen 
in epithelial cells overexpressing iNOS, suggesting a 
cause-and-effect relationship between NO and cyto-
toxicity. Nitrotyrosine (a marker of nitrosative stress) 
is a stable nitration product formed by peroxynitrite 
and myeloperoxidase-nitrite catalyzed reactions. In 
human ulcerative colitis, serum nitrate and nitroty-
rosine levels are increased, and at least in this condi-
tion support a pathogenic role for NO. Elevated iNOS 
activity has been shown in colon adenomas, colon can-
cer and metastases, and it has been suggested that this 
contributes to the increased incidence of cancer asso-
ciated with chronic ulcerative colitis.

Increased iNOS activity and NO production have 
been reported in patients with IBD, as well as in mod-
els of experimental colitis. Under these conditions,  
overproduction of NO seems to be associated with 
reduced colonic motility, and may contribute to secre-
tory diarrhea. Studies from early on indicated that 
inhibition of NO synthesis could reduce the severity 
of gut injury and inflammation. Despite this, there 
is still conflicting evidence for the pro- versus anti-
inflammatory roles of NO. In animal studies, admin-
istration of NO donors at very high doses did not 
compromise mucosal or microvascular barrier integ-
rity. Moreover, agents that release small amounts of 
NO over a prolonged period of time have been shown 
to greatly reduce inflammation and accelerate heal-
ing in experimental colitis. The administration of NO 
donors also protects the stomach from injury. Overall, 
the balance of evidence suggests that NO has a net 
protective effect in the GI tract.

Hydrogen Sulfide

Hydrogen sulfide (H2S) has long been known for its 
toxic effects. It is a colorless gas with the distinct 
smell of rotten eggs, and is commonly associated with 
industrial pollution. In recent years, H2S has become 
increasingly recognized as a regulator of various 
physiological processes. H2S is highly lipid-soluble 
and therefore passes freely through the lipid bilayer. 
Regulatory functions have been ascribed to H2S in the 
neuronal, cardiovascular, GI, and hepatic systems. 
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bind to gene promoter regions. Among these, NF-κB 
activity has been shown to be enhanced in the mucosa 
of patients with active IBD. NF-κB activity can be 
upregulated by IL-1β and TNF-α, as well as compo-
nents of bacterial cell walls such as lipopolysaccha-
ride. The presence of bacterial products is detected 
through Toll-like receptors, and in patients with IBD, 
an increase in Toll-like receptor-4 expression has been 
demonstrated. TNF-α is able to recruit and activate 
circulating inflammatory cells, induce edema, and 
contribute to granuloma formation. An increase in 
the number of TNF-α producing cells is evident in 
patients with IBD; this is restricted to subepithelial 
macrophages in patients with ulcerative colitis, while 
in Crohn’s disease patients, TNF-α-producing cells can 
be detected throughout the mucosa. Increased TNF-α 
levels are also detectable in the plasma and stool of 
patients with Crohn’s disease, as are serum concen-
trations of the soluble TNF-α receptors. Indeed, the 
importance of TNF-α in the pathogenesis of Crohn’s 
disease is underscored by the efficacy of anti-TNF-α 
antibodies in the induction of clinical remission.

TNF-α also contributes to gastric mucosal injury 
associated with NSAID usage or H. pylori infection. 
Polymorphisms of the TNF-α gene are associated with 
increased risk of gastric ulcers and gastric cancer, and 

Both CBS and CSE are expressed in the gastric 
mucosa, but CSE accounts for the majority of H2S gen-
eration in the stomach. Inhibition of CSE exacerbates 
the gastric injury caused by NSAIDs. On the other 
hand, administration of H2S donors reduces the sever-
ity of damage induced by NSAIDs, as well as effects 
of the NSAIDs on mucosal blood flow and adhesion 
molecule expression.

Cytokines

Cytokines play a central role in the regulation of the 
mucosal immune system, and thus the local immune 
response. Owing to their involvement in the pathogen-
esis of IBD, our knowledge of cytokine responses is 
skewed mainly toward the small and large intestine. A 
number of cytokines, both pro- and anti-inflammatory, 
are intimately linked to the gut. As such, the cytok-
ines discussed within this chapter are by no means an 
exhaustive list.

In both Crohn’s disease and ulcerative colitis, there 
is a characteristic increase in levels of proinflammatory 
cytokines such as TNF-α, IL-1β, IL-6, IL-8, IL-12, IL17, 
and IL-23. The synthesis of these cytokines by lym-
phocytes, monocytes, and epithelial cells of the gut is 
regulated, at least in part, by transcription factors that 

Figure 23.5.  The role of hydrogen sulfide in mucosal defence. The gaseous transmitter H2S regu-
lates a number of components of mucosal defense. H2S inhibits leukocyte rolling and adhesion, by 
modulating selectin- and integrin-dependent interactions. Like nitric oxide, it is also a potent vasodi-
lator, and pertinent to inflammatory bowel disease, H2S has analgesic properties and promotes repair 
of mucosal injury. Some of these effects may be mediated via the activation of ATP-sensitive K+ chan-
nels (KATP). H2S neutralizes peroxynitrite by acting as an antioxidant, and can also induce neutrophil 
apoptosis and inhibit the activation of the nuclear transcription factor, NF-κB.
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T cells, namely TH17. Such cells are characterized by 
the production of the effector cytokine IL-17. This  
proinflammatory molecule stimulates various cell 
types to produce other cytokines, such as IL-6 and 
IL-8, and synergizes with TNF-α and IL-1β to further 
induce chemokine expression.

An uncommon variant of the gene encoding the 
IL-23 receptor has been shown to confer protection 
against Crohn’s disease, while several noncoding vari-
ants of the gene were independently associated with 
disease susceptibility. In animal models of IBD, anti-
bodies targeting p19 (a subunit thought to be spe-
cific to IL-23) have been shown to suppress intestinal 
inflammation, with a concomitant reduction in levels 
of the cytokines TNF-α, IL-6, and IFN-γ. Furthermore, 
the actions of IL-23 appear to be “mucosal-selective,” 
with an exacerbation of inflammation being demon-
strated upon administration of recombinant forms of 
this cytokine.

Considering the biphasic nature of IL-12 (low doses 
of IL-12 and IFN-γ are proinflammatory, while high 
doses of IL-12 are anti-inflammatory), a paradigm has 
emerged whereby the IL-12/IFN-γ pathway is seen as 
largely protective whereas the IL-23/IL-17 pathway is 
proinflammatory and leads to the manifestations of 
disease.

Resolution of Mucosal Inflammation  
and Injury

In the context of an inflammatory response, the earliest 
change that heralds the move from a proinflammatory 
microenvironment to one conducive for resolution is 
the replacement of invading polymorphonuclear leu-
kocytes and eosinophils by monocytes and phagocy-
tosing macrophages (Figure 23.6). These cells undergo 
programmed cell death, and are cleared by phagocy-
tosis, with the macrophages themselves being later 
cleared via the lymphatic system. Mediators that com-
plement this process, for example those that inhibit 
neutrophil chemotaxis or are able to modulate the 
surrounding milieu of cytokines/chemokines, are con-
sidered anti-inflammatory and thus support this reso-
lution phase. With respect to chronic inflammation, 
such as that seen during IBD, there is considerable 
evidence to show that a number of mediators enforce 
this process.

Prostaglandin D2

While prostaglandins were initially thought to con-
tribute to the pathogenesis of IBD, a large body of evi-
dence now shows that these arachidonate metabolites 
mainly exert anti-inflammatory and protective roles. 
Indeed NSAIDs, which inhibit COX activity and thus 
prostaglandin synthesis, have been reported to both 

have been shown to increase patient susceptibility to 
H. pylori infection and peptic ulcer disease.

Alongside TNF-α, the proinflammatory cytokine 
IL-1β is also released early in an inflammatory reac-
tion. Many of the cells that produce IL-1 (including 
monocytes, macrophages, neutrophils, endothelial 
cells, and fibroblasts) also produce an endogenous IL-1 
antagonist (IL-1a). Recombinant forms of this antago-
nist have been shown to inhibit many of the biologi-
cal activities of IL-1 both in vitro and in vivo. Elevated 
levels of IL-1 have been detected in both plasma and 
tissue of patients with IBD, as well as in experimental 
models of colitis. Furthermore, the ratio of IL-1:IL-1a 
is increased in Crohn’s disease and ulcerative colitis. 
Paradoxically, IL-1 appears to have protective effects 
on the GI tract in some circumstances. It has been 
shown to reduce the severity of gastroduodenal dam-
age in various inflammatory models, perhaps through 
inhibition of leukocyte adherence. Furthermore, IL-1 
has also been shown to inhibit gastric acid secretion 
and the release of ulcer-promoting mediators, such as 
PAF and histamine, from mast cells.

More recently, a role of IL-23 in the pathogenesis of 
IBD has been suggested. Now identified as part of the 
IL-12 family of cytokines, the heterodimeric cytokine 
IL-23 is composed of the subunits p19 and p40. 
Historically, it was the p40 subunit, present also in 
IL-12, which was targeted and neutralized to show the 
importance of IL-12 in the induction and maintenance 
of the TH1 immune response. Indeed, IL-12 drives the 
differentiation and proliferation of naive T cells along 
the TH1 pathway, leading to the production of IFN-γ. In 
turn, IFN-γ alters epithelial permeability and promotes 
phagocytic cell activation and transmigration through 
the epithelial barrier. While the importance of IL-12 
in the adaptive immune response should not be under-
estimated, the emerging role of IL-23 in immune-me-
diated inflammatory diseases suggests this to be a key 
cytokine whose targeted blockade may be therapeuti-
cally promising. Interestingly, many of the actions that 
were initially attributed to IL-12 have been found to 
be related to IL-23. In human studies, although anti-
bodies directed against IL-12 were shown to be thera-
peutic in IBD patients, it was later realized that their 
effectiveness was attributable to actions on IL-23 (since 
IL-23 and IL-12 share the so-called ‘IL12p40’ subunit). 
In experimental models, deficiency of IL-12p40 signifi-
cantly protects animals from developing colitis, pos-
sibly implicating roles for both IL-12 and IL-23. These 
cytokines differ in that they target alternate cell popu-
lations during the TH1 response:  IL-12 induces naive 
CD4+ T cells and stimulates clonal expansion of early 
committed TH1 cells, while IL-23 seems to be a late-
phase factor, inducing the proliferation of memory 
CD4+ T cells and enhancing cytotoxic T-lymphocyte 
function. IL-23 also stimulates a unique class of  
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that COX-1-derived prostaglandins contributed to 
the inflammatory response, and importantly, COX-2-
derived prostaglandins played a significant role in the 
resolution process. Around the same time, the profile 
of COX-2 and its eicosanoid derivatives in inflamma-
tion was clarified in a rat model of pleurisy. It was 
reported that leukocyte infiltration into the pleural 
cavity was maximal within 24 hours, and the period 
thereafter (24–36 hours) was marked by a reduction 
in leukocyte infiltration  – indicative of resolution. 
Accompanying this was the observation that COX-2 
expression was at its greatest when leukocyte clear-
ance was taking place, with a concomitant elevation 
in PGD2 levels. Administration of a selective COX-2 
inhibitor abolished the PGD2 production and impaired 
the reduction of leukocyte numbers inside the pleural 

exacerbate IBD, and cause a reactivation of quiescent 
disease. The discovery of the second COX isoform 
(COX-2) was met with much excitement. According to 
the “COX-2 hypothesis,” most of the prostaglandins 
involved in inflammatory processes were derived from 
this isoform.

In the late 1990s, a number of studies set out to 
delineate the role of COX-2-derived prostaglandins in 
the resolution of inflammation. Using a carrageenan-
induced paw edema model (characterized by hind paw 
swelling within 4–6 hours, and subsidence within 
24–48 hours), it was demonstrated that while swelling 
in COX-2-deficient mice could be inhibited by NSAIDs, 
in those that were given no treatment, the swelling 
failed to spontaneously resolve. Moreover, significant 
leukocyte infiltration was observed. This indicated 
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Figure 23.6.  Mediators of resolution. Luminal antigens and microbes that have bypassed the gut epithelium are 
detected by resident immunocytes, triggering the release of cytokines and chemokines (such as IL-1 and TNF-α) 
to activate the inflammatory cascade. Neutrophils travel toward the chemotactic gradient, undergoing cell rolling, 
adhesion, and transmigration. Together with the epithelium, these cells release a number of proinflammatory eico-
sanoid metabolites, including thromboxane, prostaglandins, and leukotrienes, to further recruit and activate cells. 
The supply of blood to the area is increased by stimulation of sensory afferent neurons underlying the gut epithelium. 
Release of calcitonin gene-related peptide (CGRP) stimulates the subsequent release of eNOS-derived NO. Mucosal 
blood flow is also increased by the actions of prostaglandins, NO, and H2S. Resolution of inflammation is character-
ized by the replacement of invading neutrophils and eosinophils with monocytes and macrophages. Mediators that 
complement this process, for example those that inhibit neutrophil chemotaxis or are able to modulate the sur-
rounding milieu of cytokines/chemokines, are considered anti-inflammatory and thus support this resolution phase. 
Lipoxins, annexin-1, NO, and H2S modulate the interaction of neutrophils with endothelial cells, limiting their infiltra-
tion into the tissue. PGD2 also enhances the resolution of inflammation by limiting granulocyte infiltration.
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of arachidonic acid to 15-R-hydroxyeicosatetranoic 
acid (15R-HETE). Neutrophil-derived 5-LO converts 
this product to a series of lipoxin isomers, 15-epi-LXA4 
and 15-epi-LXB4, which retain many of the functional 
properties of native lipoxins. Both lipoxins and ATL 
are subject to rapid inactivation by prostaglandin 
dehydrogenase; thus, the design of synthetic LXA4, 
LXB4, and ATL analogues has yielded products that 
retain significant biological activity, and yet are resis-
tant to rapid metabolism.

Lipoxins display potent anti-inflammatory and pro-
resolution roles that are described in detail elsewhere 
in this volume. At the cellular level, they regulate vari-
ous aspects of the inflammatory cascade as well as a 
number of the players involved  – including the inhi-
bition of neutrophil chemotaxis and adhesion, epithe-
lial cell–derived chemokine release, and COX product 
generation. In terms of neutrophil function, lipoxins 
attenuate neutrophil adhesion and transmigration 
across both the vascular endothelium and epithelium. 
This is in part due to their ability to inhibit selectin- 
and integrin-dependent interactions. Stable lipoxin 
analogues mimic these effects. Furthermore, lipox-
ins also inhibit neutrophil activation–induced release 
of peroxynitrite, IL-1, IL-8, and superoxide anion. A 
so-called class switch from pro- to anti-inflammatory 
eicosanoids has been demonstrated, whereby initial 
neutrophil influx was shown to be accompanied by 
the generation of leukotrienes and prostaglandins, 
whereas subsequent lipoxin biosynthesis was accom-
panied by spontaneous resolution. Indeed, lipoxin 
and ATL biosynthesis has been demonstrated both in 
experimental models of inflammatory disease and in 
human disease states, and are considered to be power-
ful stop signals for inflammation. Such lipid mediators 
signal via the activation of lipoxin receptors – known 
as ALX or FPRL-1, and are members of the G-protein 
class of receptors. That these receptors are expressed 
on a number of epithelial, lymphoid, and myeloid cells 
is reflected by the ability of lipoxins to modulate cell 
activation and associated downstream responses. As 
mentioned earlier, an important aspect of inflamma-
tory resolution is the influx of monocytes and mac-
rophages to remove apoptotic neutrophils. Whereas 
lipoxins attenuate neutrophil function, these bioactive 
mediators can potently activate monocytes to stimulate 
chemotaxis and adhesiveness without eliciting degran-
ulation or oxyradical production. Furthermore, lipox-
ins promote actin reorganization and the formation 
of cytoplasmic extensions/pseudopodia in monocytes 
and macrophages. Such remodeling of the cell archi-
tecture is important for phagocytosis to take place. 
Altogether, lipoxins and their analogues counteract 
the effects of proinflammatory mediators, whilst pro-
moting the migration of monocytes and macrophages 
(essential for the resolution of inflammation).

cavity, whereas exogenous administration of PGD2 
reversed these effects. It was reported that a hydra-
tion product of PGD2, termed 15-deoxy-Δ12–14PGJ2, was 
responsible for driving the resolution of the inflamma-
tory response in the pleural cavity. 15-deoxy-Δ12–14PGJ2 
is an endogenous ligand for PPARγ, one of a family of 
nuclear receptors that has been implicated in the reg-
ulation of various anti-inflammatory mediators and 
angiogenesis.

There is evidence of a similar role of PGD2 in reso-
lution of inflammation in the GI tract. In a rat model 
of colitis, PGD2 was found to be upregulated early in 
the inflammatory response (1–3 hours) in parallel with 
an increase in expression of COX-2. Selective inhibi-
tion of COX-2 abrogated the production of PGD2 and 
resulted in more than a doubling of the granulocyte 
infiltration. Thus, COX-2-derived PGD2 acted as a “stop 
signal” for granulocyte infiltration.

Interestingly, in the same colitis model, PGD2 levels 
remained sustained long after the inflammation had 
subsided and the ulceration had healed, in contrast 
to the return to basal levels of the synthesis of other 
prostanoids (e.g., PGE2). Once again, the elevated pro-
duction of PGD2 occurred via COX-2. This was shown 
to correlate with changes in mucosal barrier function 
and epithelial secretion. Indeed, this impairment of 
mucosal function persisted for weeks after resolution 
of intestinal inflammation, resulting in an elevated 
level of bacterial translocation. An increase in epithe-
lial cell proliferation was also observed with prolonged 
upregulation of PGD2, and this appeared to contribute 
to neoplastic changes occurring in the colon. This may 
have a clinical correlate, as it is well established that 
individuals with ulcerative colitis have an increased 
susceptibility to the development of colon cancer.

Lipoxins

Lipoxins (lipoxygenase interaction products) are a 
specific series of eicosanoids derived from aracidonic 
acid (described in detail elsewhere in this volume). 
Such lipid mediators (including lipoxin-A4, LXA4; and 
lipoxin-B4, LXB4) are generated via the lipoxygenase 
pathway, requiring the sequential actions of two differ-
ent lipoxygenases (LO) (Figure 23.3). In human tissues 
these are produced predominately via transcellular 
mechanisms  – such as leukocyte-platelet (involving 
5-LO and 12-LO, respectively) and leukocyte–endothe-
lial/epithelial cell (involving 5-LO and 15-LO, respec-
tively) interactions. Aspirin-triggered lipoxins (ATL) 
represent another mechanism of transcellular lipoxin 
synthesis, and may be a means by which aspirin medi-
ates some of its beneficial actions. Acetylation of 
COX-2 by aspirin induces a conformational change 
in the enzyme. This inhibits the conversion of arachi-
donic acid to PGH2, instead directing the metabolism 
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produce less GI ulcer complications compared to con-
ventional NSAIDs. However, when examining the effect 
of patients taking a selective COX-2 inhibitor (cele-
coxib) alongside low-dose aspirin, there is no reported 
difference in ulcer complication rates when compared 
to patients taking aspirin and a conventional NSAID 
(diclofenac and ibuprofen). A possible explanation 
for this may be the blockade of ATL production that 
occurs as a consequence of COX-2 inhibition.

Annexin-1

Annexin-1 (previously known as lipocortin 1) is a 
calcium- and phoshopolipid-binding protein with 
potent anti-inflammatory actions. It belongs to a 
larger family of annexin proteins, characterized by the 
presence of two principal domains (1) the N-terminal, 
which differs in both length and sequence and is 
believed to confer the particular biological function of 
each annexin, and (2) the C-terminal containing core, 
which consists of a variable number of 70 amino acid 
“annexin-repeats.” Annexin-1 was originally described 
as a mediator of glucocorticoid action, following 
intensive research efforts to identify an intermediate 
proteinaceous factor that was both sensitive to glu-
cocorticoid induction, and could inhibit eicosanoid 
release from isolated lung preparations. Such actions 
of annexin-1 were attributable to its ability to inhibit 
membrane phospholipase A2 activity and thus arachi-
donic acid release.

Annexin-1 exhibits diverse biological actions – from 
anti-inflammatory, antihyperalgesic, and antipyretic 
activities, to regulation of cell proliferation, differen-
tiation, and apoptosis. It is particularly abundant in 
cells of the neuroendocrine system and those involved 
in the host immune system, including macrophages, 
monocytes, and neutrophils. Annexin-1 activates 
members of the formyl peptide receptor family (FPR) 
in an autocrine/paracrine manner.

Annexin-1 potently inhibits leukocyte adhesion 
and transmigration. Immunoneutralization of annex-
in-1 results in a blockade of inflammogen-induced 
leukocyte recruitment, and reverses glucocorticoid-
mediated inhibition of leukocyte migration. Its effects 
on leukocyte migration appear homogeneous, despite 
the use of a variety of inflammogens. Furthermore, glu-
cocorticoid administration to a hamster cheek pouch 
preparation was shown to alter the fate of adherent 
leukocytes in the postcapillary venules. There, the leu-
kocyte content of annexin-1 was increased in response 
to dexamethasone, resulting in both the detachment 
of neutrophils and of the subset that continued to pass 
the endothelial cell barrier, this event proceeded at a 
3–4-fold reduction in rate. Immunoneutralization of 
annexin-1 was able to reverse these effects. Indeed, 
annexin-1-null mice display a higher degree of 

In patients with IBD, the degree of neutrophil 
transepithelial migration correlates well with patient 
symptoms and the degree of intestinal epithelial bar-
rier dysfunction. Under these conditions, it is likely 
that lipoxins modulate intestinal inflammation by 
attenuating the interaction of leukocytes with gut 
epithelial cells. Studies in in vitro systems have dem-
onstrated the ability of lipoxins to dose-dependently 
inhibit neutrophil adhesion and transmigration across 
intestinal epithelial cell monolayers. Furthermore, 
these effects are physiologically significant, as trans-
migration is influenced in the basolateral-to-apical 
direction  – which is the route taken by neutrophils 
that have exited the circulation. In animal models 
of IBD, administration of lipoxin analogues resolves 
inflammation. While it is more difficult to survey the 
role of lipoxins in human disease, lipoxin levels have 
been reported to be reduced in patients with ulcerative 
colitis, and this correlated with a reduced expression 
of 15-LO. With respect to the epithelial cells, lipoxins 
potently inhibit inflammatory cytokine release both  
in vitro and in vivo. Such modulation of the surround-
ing milieu closely influences the behavior of surround-
ing cell types. Chemical mediators such as TNF-α, 
leukotrienes, and PAF have been implicated in the 
pathogenesis of GI injury. Lipoxins, at nanomolar con-
centrations, inhibit intestinal epithelial cell release of 
TNF-α, thus hampering activation of these cells and 
subsequent neutrophil transmigration. Inhibition of 
epithelial cell–derived IL-8, macrophage chemoattrac-
tant peptide-1, and RANTES has also been reported.

ATL can play an important role in the protection of 
the stomach against chemical injury. As outlined ear-
lier, maintenance of mucosal blood flow is pivotal for 
mucosal defense and repair, whilst neutrophil adhe-
sion within the gastric microcirculation contributes to 
gastric damage. Experimental evidence suggests that 
COX-2-dependent production of ATL protects against 
the mucosal-damaging properties of aspirin, by mark-
edly reducing the number of neutrophils that adhere to 
the vascular endothelium. Furthermore, these effects 
could be counteracted by the administration of LXA4 
or enhanced following addition of an LXA4 receptor 
antagonist. Of interest, elevated levels of ATL in the 
inflamed stomach confers gastroprotection, with less 
mucosal damage being observed in response to aspi-
rin when compared to that of the noninflamed stom-
ach. Although still unclear, some of the actions of ATL 
may also be mediated via NO. NO modulates gastric 
mucosal resistance to injury in part by augmenting 
mucosal blood flow. Inhibitors of NO synthesis attenu-
ate the initial hyperemic response to aspirin. In the 
rat, aspirin-induced gastric damage can be reduced by 
prior administration of LXA4 – an effect that could be 
reversed by pretreatment with an NO synthase inhibi-
tor. In the clinical setting, selective COX-2 inhibitors 
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NO production retard gastric ulcer healing, while NO 
donors have been shown to accelerate this process.

NO also modulates the activity of a number of 
immunocytes within the GI lamina propria, which can 
contribute to the resolution of inflammation. Mast cells 
act as alarm cells, alerting the immune system to the 
presence of foreign pathogens or noxious substances. 
They secrete a number of factors that modulate the 
surrounding milieu; these can be proinflammatory, 
such as leukotrienes, PAF, endothelin, and TNF-α, or 
anti-inflammatory, such as NO. NOS inhibitors have 
been shown to elicit mast cell degranulation, suggest-
ing that NO acts as a tonic inhibitor of mast cell acti-
vation. Indeed, NO released from the mast cell itself 
can feedback to inhibit histamine release from those 
cells. NO also regulates the production of other pro-
inflammatory mediators. Of these, PAF and histamine 
both have the capacity to regulate epithelial barrier 
permeability. NO is also essential for the antimicro-
bial and cytotoxic activities of macrophages, and can 
inhibit release of cytokines, such as IL-12 and IL-1, by 
macrophages.

Hydrogen Sulfide

H2S appears to be an important endogenous anti-
inflammatory substance, although, like NO, at high 
concentrations it may exert proinflammatory effects. 
Suppression of H2S synthesis results in an increase in 
leukocyte adherence and emigration, and an enhance-
ment of edema formation. Administration of H2S 
donors has the opposite (anti-inflammatory) effects. 
Like NO, H2S donors have been shown to accelerate 
the healing of experimental gastric ulcers. Recent stud-
ies suggest that H2S can inhibit the activation of the 
nuclear transcription factor, NF-κB. Thus, H2S donors 
have been shown to reduce expression of TNF-α, IFN-γ, 
and various other proinflammatory cytokines and 
chemokines in experimental colitis and endotoxemia. 
Such actions are consistent with a role of H2S as a 
mediator of the resolution of inflammation and injury.

Cytokines and Growth Factors

Within the gut mucosa, the effects of proinflammatory 
cytokines are normally counter-balanced by regula-
tory/anti-inflammatory mediators, such as the cytok-
ines IL-10, IL-4, IL-5, IL-13 and growth factors such 
as transforming growth factor beta (TGF-β). In the 
context of IBD, the therapeutic utility of recombinant 
anti-inflammatory cytokines or related gene therapies 
are currently being explored.

IL-10 is a TH2 cell–derived cytokine, which functions 
to dampen the inflammatory response by blocking 
synthesis of several cytokines (e.g., IL-1β, TNF-α, IL-4, 

leukocyte recruitment compared to wild-type litter-
mate mice, and this is attributable to enhanced cell 
emigration.

Relatively little is known about annexin-1 with 
regard to GI mucosal defense, however, given the glu-
cocorticoid-sensitive actions of this protein, it is not 
surprising that several studies have identified a gas-
troprotective role. Glucocorticoid administration to 
rats prior to indomethacin challenge has been shown 
to greatly reduce leukocyte adherence in mesenteric 
postcapillary venules and the extent of gastric dam-
age produced by NSAIDs. This effect is mediated, at 
least in part, by annexin-1, as immunoneutralization 
of this protein reversed the protective effects afforded 
by glucocorticoids. Furthermore, this could be repli-
cated with the administration of annexin-1 receptor 
antagonists.

Annexin-1 has also been shown to contribute to 
healing of lesions in the gastric mucosa. Experimental 
induction of gastric ulcers results in a marked 
upregulation of annexin-1 expression at the ulcer 
margin. Administration of an annexin-1 mimetic 
acclerated ulcer healing, and this could be blocked by 
co-administration of an antagonist to the annexin-1 
receptor (FPRL-1). Several studies have also demon-
strated the active secretion annexin-1 from inflamed 
colonic tissue. During relapses of Crohn’s disease, an 
increase in release of PGE2 has been correlated with 
a decrease in the expression of annexin-1 in intesti-
nal inflammatory tissues. Despite the release of small 
quantities of PGE2 being beneficial, release of larger 
amounts correspond to activation of the inflamma-
tory cascade and increased severity of inflammation. 
The inverse correlation between PGE2 and annexin-1 
is in line with the anti-inflammatory properties of 
annexin-1. Altogether, such evidence demonstrates an 
important role for annexin-1 in the modulation of GI 
inflammation and repair.

Nitric Oxide

As noted earlier, NO can exert protective and damag-
ing effects in the GI tract, depending on the concen-
trations of this mediator produced. Here, we define 
the roles of NO that contribute significantly to gut 
mucosal defense.

As in the case of epithelial restitution, maintenance 
of adequate mucosal blood flow is very important dur-
ing ulcer healing. The ulcer margin receives a high 
rate of blood flow, and any reduction has been shown 
to retard ulcer healing. NO is a particularly impor-
tant vasodilatory during ulcer repair. Moreover, NO 
can enhance ulcer repair through its ability to stimu-
late angiogenesis and enhance collagen deposition by 
fibroblasts. Not surprisingly, therefore, inhibitors of 
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for the prevention of radiation and/or chemotherapy 
induced intestinal injury.

Therapeutic Applications

In recent years, a number of approaches have been 
taken to develop anti-inflammatory drugs that exploit 
the anti-inflammatory (pro-resolution) actions of some 
of the above-mentioned mediators. NSAID-induced 
gastric mucosal damage has been shown to be a 
neutrophil-dependent process, and a reduction in gas-
tric mucosal blood flow has been shown to increase the 
susceptibility to mucosal damage, as well as impairing 
the ability of the mucosa to undergo repair. Given the 
inhibitory effects of both NO and H2S on leukocyte–
endothelial cell adherence, as well as their potent 
vasodilatory effects, it was postulated that modifica-
tion of NSAIDs such that they release small amounts 
of either NO or H2S would greatly reduce the GI toxic-
ity of this class of compounds. Thus, COX-inhibiting 
NO donating drugs (CINODs or NO-NSAIDs) and H2S-
releasing NSAIDs have been developed and extensively 
evaluated. The ability of lipoxins to potently drive 
the resolution of inflammation has been exploited 
in the development of stable lipoxin analogs. These 
approaches are briefly outlined later.

NO-NSAIDs

Like conventional NSAIDs, the NO-NSAIDs retain 
the ability to inhibit both COX-1 and COX-2, and thus 
prostaglandin synthesis. However, their modification 
to include an NO-releasing moiety has been shown 
to produce a superior pharmacological profile. In 
rodents and humans, these drugs produce much less 
gastric and intestinal damage, and display increased 
anti-inflammatory and analgesic potencies relative 
to the parent NSAIDs. Moreover, whereas NSAIDs 
elevate systemic blood pressure, the NO-NSAIDs have 
the opposite effect. This can be attributed to the slow 
release of NO into the systemic circulation from these 
drugs. The improved GI profile of NO-NSAIDs may be 
attributed, at least in part, to their ability to inhibit 
leukocyte–endothelial cell adhesion and to maintain 
mucosal blood flow.

NSAIDs, including selective COX-2 inhibitors, have 
well characterized inhibitory effects on gastric ulcer 
healing. NO-NSAIDs, on the other hand, do not delay 
ulcer healing, and in some studies have been found to 
accelerate the healing of preexisting ulcers.

An NO-releasing derivative of naproxen, called 
“naproxcinod,” has been evaluated extensively in clini-
cal trials. Phase II trials involving patients with hip 
or knee osteoarthritis demonstrated that naproxcinod 

IL-5, and IL-6) and inhibiting antigen presentation. 
It has also been shown to regulate the differentiation 
and proliferation of immune T and B cells, natural 
killer cells, and mast cells, and increase the expres-
sion of anti-inflammatory proteins (such as IL-1a). 
IL-10-deficient mice spontaneously develop intestinal 
inflammation, and in patients with ulcerative colitis, 
a deficiency of IL-10 has been noted. However, clini-
cal trials of recombinant IL-10 therapies have so far 
yielded disappointing results.

TGF-β is a pleiotropic growth factor that regulates 
the growth, differentiation, and function of immune 
and nonimmune cells. In the GI tract, it has been 
shown to enhance gastric ulcer healing and epithelial 
restitution, as well as to enhance epithelial barrier 
function in the presence of cytokines that otherwise 
increase intestinal permeability (such as IFN-γ and 
IL-4). Despite the regulatory roles of TGF-β in mucosal 
inflammation (it serves in part to balance the effects 
of IFN-γ), elevated levels of this cytokine are present in 
patients with IBD.

Intestinal adaptation, particularly after injury 
or surgical removal of damaged intestinal tissue, is 
important to ensure sufficient absorption of nutri-
ents, water, and essential vitamins. Growth factors 
such as glucagon-like peptide-2, intestinal trefoil fac-
tor (ITF), and kerotinocyte growth factor (KGF) have 
been shown to stimulate intestinal mucosal growth 
and enhance repair following damage or surgical 
resection. Such repair processes during the resolution 
of inflammation facilitate tissue remodeling and help 
restore normal intestinal architecture.

The trefoil factors are a family of mucin-associated 
peptides involved in the regulation of epithelial motil-
ity and mucosal protection. ITF, which is abundantly 
expressed in the goblet cells of the intestinal mucosa, 
has been shown to enhance intestinal epithelial repair 
and restitution. Oral administration of recombinant 
ITF protects against ethanol- and NSAID-induced 
gastric injury. Moreover, mice deficient in ITF display 
impaired epithelial migration and develop more severe 
colitis in response to oral dextran sodium sulfate.

KGF is a potent and highly specific mitogen for epi-
thelial cells. Its significance during wound repair is 
highlighted by its overexpression in the mesenchyme 
both below and at the wound edge. In animal models 
of IBD, KGF administration significantly ameliorates 
mucosal damage. Animals deficient in KGF are more 
susceptible to colitis as well as chemotherapy- and 
radiation-induced intestinal injury. In human IBD tis-
sues, KGF is strikingly upregulated, and likely acts in 
a paracrine manner to stimulate the proliferation of 
intestinal epithelial cells. Such repair mechanisms act 
as a defensive maneuver to protect against ongoing 
inflammatory assault. KGF is presently in clinical use 
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beneficial effects, which included more rapid resolu-
tion of the mucosal inflammation and enhanced repair 
of lesions.

Summary

A great deal has been learned in the past decade regard-
ing the processes involved in the resolution of inflam-
matory reactions and healing of tissue injury. In the 
GI tract, it is clear that a number of mediators are cru-
cial both to mucosal defense against injury induced 
by luminal agents, and the repair of mucosal injury. 
There appears to be considerable redundancy in terms 
of the effects of some of the key mediators in this pro-
cess (e.g., prostaglandins, NO, H2S), and there may be 
some cooperative interactions among these mediators 
to promote gastrointestinal integrity. In recent years, 
the knowledge about the roles of these mediators in 
mucosal defense and repair has been exploited in the 
development of novel anti-inflammatory drugs, which 
show great promise in preclinical studies.
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reduced the incidence of gastroduodenal ulcers by 
40% (compared to naproxen), with fewer stomach and 
duodenal ulcers being detected. Given the concern 
over adverse cardiovascular events of NSAIDs, naprox-
cinod has been examined for its ability to affect blood 
pressure. In contrast to the selective COX-2 inhibitors 
and conventional NSAIDs, which significantly elevate 
systemic blood pressure, naproxcinod exerts a signifi-
cant antihypertensive effect.

H2S-Releasing NSAIDs

Like NO, H2S makes a significant contribution to gas-
tric mucosal defense, as outlined earlier. As was the 
case for the NO-NSAIDs, the H2S-releasing NSAIDs 
retain the same ability to inhibit prostanoid synthe-
sis, while showing an improved GI tolerability, and 
an increase in anti-inflammatory potency. Also like 
NO-NSAIDs, H2S-releasing NSAIDs inhibit leukocyte 
adherence and do not reduce gastric mucosal blood 
flow.

H2S-releasing NSAIDs have been shown to sup-
press mucosal expression of proinflammatory cytok-
ines, such as TNF-α, most likely through inhibition of 
NF-κB activation. This may contribute significantly to 
the improved anti-inflammatory effects of these drugs 
as compared to the parent drugs, as well as contrib-
uting to their improved GI tolerability. H2S-releasing 
NSAIDs have not yet been evaluated in humans.

Lipoxin Analogs

Lipoxins are quite unstable, and therefore not very 
suitable as therapeutic agents. However, stable lipoxin 
analogs have been developed and are being evaluated 
in a variety of animal models and in clinical trials. In 
models of colitis, lipoxin analogs were shown to exert 



299299

24

positioned in the epidermis close to keratinocytes 
and Langerhans cells, while CD4 T helper cells are 
mainly located in the upper papillary dermis. The 
role of epidermal T cells including clonality of T-cell 
receptors is an important concept when regarding 

Psoriasis

Psoriasis is a common, chronic inflammatory skin dis-
ease with an overall prevalence of 2%–3% of the world 
population with a higher prevalence in the United 
States and Canada (4.6% and 4.7%, respectively) com-
pared to a lower prevalence of 0.4–0.7% in Africans, 
African Americans, and Asians [1].

Psoriasis can appear at any age but there is a ten-
dency toward a peak at ages 20–30 years and then 
again at ages 50–60 years. It has a chronic relapsing 
and remitting nature in response to a variety of stres-
sors. It is rarely life threatening but is associated with 
a high degree of morbidity. Psoriasis can be limited 
to skin but can also be associated with debilitating 
arthritis in 5%–30% of sufferers. Its burden on health 
care economy is on par with cardiovascular disease, 
diabetes, and depression.

Its aetiology is multifactorial, combining genet-
ics, immunity, and environmental triggers. There is 
a 2–3-fold increase in risk of developing psoriasis in 
monozygotic versus dizygotic twins, and results of 
WGAS (whole genome wide association scans) show 
that psoriasis is a complex genetic disease [2]. At least 
19 gene loci have been implicated but replication of a 
single locus has been provided for only a few of these. 
One of these regions lies on a 210-kb stretch of DNA 
on the short arm of chromosome 6 (termed PSORS1) 
which includes genes coding for HLA-Cw6, a potential 
immunological candidate gene, and corneodesmosin, 
a potential epidermal structure related candidate  
gene [3].

In a genetically primed individual, there occurs a 
complex interplay between the innate and adaptive 
arms of the immune system in response to as yet an 
unidentified antigen. The immune cells thought to 
contribute toward disease aetiology include T cells, 
dendritic cells, and monocytes/macrophages. Of the 
T-cell subsets, CD8 (cytotoxic) T cells are mainly 
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Figure 24.1.  A typical chronic psoriatic plaque. A thick-
ened, sharply demarcated plaque with overlying silvery scale. 
(Courtesy of St. John’s Institute of Dermatology, UK.)
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Figure 24.2.  Symmetrical distribution of psoriatic plaques. 
(Courtesy of St. John’s Institute of Dermatology, UK.)

Figure 24.3.  Pustular psoriasis of the palms. Multiple acute 
sterile pustules are interlaced with dark brown macules, rep-
resenting healing pustules. (Courtesy of St. John’s Institute of 
Dermatology, UK.)

Figure 24.4.  Psoriatic arthritis (PsA) is typically an asymmet-
ric arthritis involving the distal (DIP) and proximal interphalan-
geal (PIP) joints. When both DIP and PIP joints are involved a 
“sausage” finger is formed (arrow). In its most severe form PsA 
results in arthritis mutilans. (Courtesy of St. John’s Institute of 
Dermatology, UK.)

Figure 24.5.  A well established psoriatic plaque showing 
hyperkeratosis and parakeratosis. There is also a microabscess 
of Munro (accumulation of neutrophil remnants in the stra-
tum corneum surrounded by parakeratosis) accompanied by 
spongiform pustules of Kogoj (collection of neutrophils within 
the stratum spinosum). Hall marks of psoriasis. (Courtesy of  
St. John’s Institute of Dermatology, UK.)

the pathogenesis of psoriasis [4]. Lesional psoriatic T 
cells are of an activated memory phenotype express-
ing the CD25 receptor [5] secreting predominantly 
interferon-γ (IFN-γ) and classified as T helper 1 (Th1) 
cells. The recent uncovering of T helper 17 (Th17) cells, 
which produce IL-17 and IL22 (a cytokine involved in 

epithelial hyperplasia) [6], provides another important 
element with a potential impact on psoriasis immu-
nopathogenesis. The functional role of Th17 cells in 
psoriasis needs to be defined.

Antigen-presenting dendritic cells (DCs) are an 
important armament of the innate immune system, 
which have the capacity to direct the adaptive immune 
system by activating and/or priming T cells and other 
effector cells such as B and NK cells. Dermal DCs are 
increased in psoriasis lesions and increase the pro-
duction Th-1 cytokines in autologous T cells [7]. Major 
subsets of DCs include myeloid DC such as dermal DC 
or plasmacytoid DC (pDC). PDCs produce IFN-α and 
have been shown to be increased in psoriasis lesions. 
By blocking PDCs or IFN-α in xenotransplantation 



Inflammatory Skin Diseases 301

Figure 24.6.  Stable plaque psoriasis showing acanthosis (thick-
ening of the epidermis) and elongation of the rete ridges (dermal 
papillae). (Courtesy of St. John’s Institute of Dermatology, UK.)

Figure 24.7.  Atopic dermatitis in a toddler showing a general-
ized distribution over the lower limbs. Note the excoriations 
around areas within reach. (Courtesy of St. John’s Institute of 
Dermatology, UK.)

models with anti-TNF-α therapies, the development 
of psoriasis is arrested [8,9]. Recent evidence has 
shown that self-DNA is able to activate pDCs to pro-
duce IFN-α after forming complexes with the antimi-
crobial peptide LL-37 [10]. LL-37 has been shown to 
be elevated in psoriasis.

Clinically psoriasis represents a spectrum of dis-
ease entities, ranging from small thin plaques, to 
sterile pustules, to thick, silvery scaly plaques. One 
individual may show different forms of the disease at 
any one time (Figures 24.1–24.6).

ATOPIC DERMATITIS (Figures 24.7–24.12)

Atopic dermatitis (AD), more commonly known as 
eczema, is a chronic, invariably pruritic, relapsing, 
and remitting inflammatory skin disease arising from 
disruption of the epidermal barrier. It is often associ-
ated with other atopic conditions such as asthma and 
allergic rhinitis. The prevalence of AD has risen rap-
idly in industrialized countries over the past 30–40 
years [11].

The aetiology of AD is complex and the high 
monozygotic twin rate of 77% compared to dizygotic 
twins (15%) suggests that genetic susceptibility genes 
are involved along with environmental triggers [12]. 
The involvement of the immune system is far from 
straightforward and there has been a division of AD 
into IgE-mediated and non-IgE–mediated disease, 
implying two different diseases. An approach to uni-
fying these concepts has led to the theory that the 
natural evolution of AD has three phases starting with 
the non-IgE–mediated, nonsensitization phase seen in 
infancy. This is rapidly followed by the IgE-mediated 
phase where sensitization under genetic influences 
then predominates (classical AD). The third phase 
arises as a result of itch leading to scratching, the 
latter leading to the release of possible autoantigens 
from skin cells which then induce the production of 
IgE autoantibodies [13].

The clinical manifestations vary with age. There 
appear to be three peaks of incidence, with one in 
infancy (more than 50% of all cases begin after 2 
months of age), one in early childhood (more than 
90% before the age of 5 years), and one in adulthood. 
Although some of the skin manifestations can vary 
from papules and vesicles to thickened scaly plaques, 
depending on the phase of the disease, whether acute 
or chronic, the symptom common to all is the inces-
sant itching, which is exacerbated at night, and, in 
infancy, if untreated, can lead to a failure to thrive. 
The distribution of eczematous lesions in infancy is 
centered on the cheeks and scalp, whereas the classi-
cal flexural lesions are seen commonly in childhood 
AD. Adult AD is often associated with chronicity  

and results in lichenified plaques of the flexures, 
nape of neck, and limbs [14]. Diagnostic criteria are 
based on clinical signs and symptoms along with his-
tory and the exclusion of other disease entities (see 
Table 24.1) [15].



G.K. Perera and F.O. Nestle302

Figure 24.10.  Infected hand eczema. The most likely organ-
isms are Staphylococci and/or Streptococci. (Courtesy of St. 
John’s Institute of Dermatology, UK.)

Figure 24.12.  A spongiotic vesicle containing lymphocytes. 
(Courtesy of St. John’s Institute of Dermatology.)

Figure 24.11.  Acute atopic dermatitis showing intraepidermal 
spongiosis (edema) with fluid accumulation in macrovesicles 
and bullae. Exocytosis of lymphocytes produces intraepidermal 
vesicles. (Courtesy of St. John’s Institute of Dermatology, UK.)

Figure 24.8.  A typical flexural distribution of atopic dermatitis 
with secondary infection (note the yellowy exudate) as a result 
of continuous excoriation. (Courtesy of St. John’s Institute of 
Dermatology, UK.)

Figure 24.9.  Acute pompholyx (dishydrotic eczema) of the 
palms. The tense bullae arise as a result of the edema occur-
ring in the epidermis. (Courtesy of St. John’s Institute of 
Dermatology, UK.)
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   TABLE 24.1. UK  working party diagnostic criteria for 
   atopic dermatitis

Must have
• � itchy skin condition (or parental report of scratching or 

rubbing in a child)

AND

Three or more of the following:
• � History of involvement of skin creases (elbows, back of 

knees, front of ankles, around neck, cheeks in children 
under 10 years)

• � A personal history of atopy (asthmas, allergic rhinitis) or 
family history of atopy in first degree relative in children 
under 4 years of age)

• � History of generalized dry skin in last 1 year
• � Visible flexural eczema (or eczema involving cheeks/fore-

head and limbs in children under the age of 4 years)
• � Onset under the age of 2 years (not applied to children 

under 4 years of age)
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	 25 Kidney Glomerulonephritis and Renal Ischemia
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Case 1

Presentation and Initial Assessment

A 64-year-old male with a history of diabetes melli-
tus type II, hypertension, hyperlipidemia, and known 
mild renal insufficiency (chronic kidney disease, stage 
2) presented with fevers and chills, and worsening 
of kidney function (baseline plasma creatinine 1.5, 
increased to 1.8 mg/dL). His standing medications 
were modified and renal function was noted to return 
to baseline. One month later at follow up he reported 
fever, his renal function had deteriorated further with 
plasma creatinine level of 3.0 mg/dL, and he was found 
to be anemic. He received a blood transfusion and a 
course of antibiotics for presumed upper respiratory 
tract bacterial infection but one month later returned 
with lethargy, oliguria, and further deterioration 
in renal function with creatinine 4.4 mg/dL. At this 
point, he was referred to a nephrologist for further 
assessment.

At that assessment by a nephrologist, his family 
history was notable for thromboembolic disease, but he 
denied current upper or lower respiratory tract symp-
toms, rashes, joint pains, areas of numbness, black or 
red bowel movements. His medications at this presen-
tation included  Hydralazine Metoprolol Felodipine, 
Insulin subcutaneously, Ezetimibe, Glimepiride, 
Zolpidem, multi-vitamin qd, calcium, vitamin E, fish 
oil, and acetaminophen.

Clinical examination:  weight 200 lbs, temperature 
96.7F, pulse 63 beats per minute, blood pressure 
160/80 mmHg, respiratory rate 20 per minute, periph-
eral blood oxygen saturation 97% on room air. He was 
a middle-aged man, pleasant, in no distress. Pupils and 
eye movements and oropharyngeal exams were nor-
mal. Neck exam was unremarkable, and the jugular 
venous pressure was low, there were no carotid artery 

bruits. The cardiac exam revealed regular rhythm and 
normal heart sounds. The lungs were normal to exam-
ination and the abdomen was soft without tenderness 
and no organomegaly was detected. Examination of 
the extremities, there was no edema or rashes, and his 
peripheral pulses were normal. His neurological exam 
found him to be alert and oriented, and examination 
of cranial and peripheral nerves was unremarkable.

Analysis of a urine specimen provided by the pat
ient. Specific gravity of 1.010, pH 5, there was no glyco-
suria or ketonuria. However, there was 3+/4+ protein, 
large hemoglobin, and direct microscopy of sediment 
identified 5–9 white blood cells and 50–70 erythrocytes 
per high-powered field. Many of the erythrocytes were 
dysmorphic. There were many coarse granular casts, 
but no cellular casts.

Baseline laboratory findings on blood testing: 
sodium ions 128 mmol/L, potassium ions 4.8 mmol/L, 
chloride ions 99 mmol/L, bicarbonate ions 16, blood 
urea nitrogen 127 mg/dL, creatinine 7.14 µg/dL, glu-
cose 398 mg/dL, total calcium 7.8 mg/dL. Complete 
blood count: white blood count 9,800/µL, hemoglobin 
10 mg/dL, platelets 227,000/µL. The ESR was elevated 
at 93 mm/h.

Immunological assessment of plasma identified 
antinuclear antibodies present at 1:40 serum dilution; 
complement factor 3, 218 U/mL; and complement fac-
tor 4, and 38 U/mL. Blood cultures taken twice did not 
grow any organisms.

An echocardiogram showed no valvular vegeta-
tions and no pericarditis or left ventricle dysfunction. 
An ultrasound scan of the kidneys showed two normal 
sized kidneys with normal echogenicity and two small 
cysts. A chest X ray was performed which showed 
clear lung fields bilaterally.

Owing to anemia and evidence of gastrointestinal 
blood loss, the patient had an upper gastrointestinal 
endoscopy, which showed active duodenitis.
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Because of the acute deterioration of renal function 
with an active urine sediment, the patient underwent 
a renal biopsy.

Renal Biopsy Findings

The biopsy consisted of an adequate sample of kid-
ney cortex and medulla, and was examined by light, 
immunofluorescence, and electron microscopy. The 
findings are illustrated in Figures 25.1 through 25.4.

Forty-one glomeruli were present in the entire 
sample submitted; six of these glomeruli were glob-
ally sclerosed. Light microscopic examination revealed 
circumferential or segmental cellular crescents in 29 
of the non-sclerosed glomeruli (Figures 25.1 and 25.2). 
Many of these cellular crescents included fibrinoid 
necrosis and karyorrhexis, fragmentation of Bowman’s 
capsule, and active periglomerular inflammation 
(Figure 25.2). The fibrinoid necrosis and periglomerular 
fibrin deposition was particularly evident on immuno-
fluorescence microscopy for fibrin (Figure 25.3). Many 
glomeruli also revealed an active glomerulitis, com-
posed of mononuclear and polymorphonuclear inflam-
matory cells (Figure 25.2). Immunohistochemical 
staining indicated that most of these cells were CD3-
positive T cells, although CD68-positive macrophages 
were also prominent. Periglomerular inflammation 
was also composed of CD3- and CD68-positive cells, 
along with few CD20-positive B cells (Figure 25.4).

The glomerular basement membranes in the non-
lesional segments appeared slightly wrinkled but 
otherwise showed a normal appearance at the light 
microscopic level (Figures 25.1C, 25.2A, 25.2B, and 
25.2F). There was mild mesangial expansion by PAS-
positive material and mononuclear cells (presumably 
mesangial cells; Figures 25.1C, 25.2A, and 25.2B). 
Immunofluorescence microscopy revealed diffuse, 
strong linear deposition of IgG along the glomerular 
capillary walls (Figure 25.3). However, there was no 
evidence of discrete immune complex deposition in 
the glomeruli by immunofluorescence. This was con-
firmed by electron microscopy, as no electron dense 
deposits were seen along the peripheral glomerular 
capillary loops or within the mesangial matrix (Figure 
25.3). Electron microscopy also showed changes of 
the glomerular endothelial cells indicative of mild 
endothelial injury, including segmental areas of swell-
ing and loss of fenestrations (Figure 25.3). Glomerular 
visceral epithelial cells exhibited signs of injury, includ-
ing foot process effacement, microvillous change, and 
vacuolization (Figure 25.3). Other ultrastructural find-
ings included mild thickening of glomerular basement 
membranes, and mild mesangial expansion by matrix 
and cells (Figure 25.3).

In addition to the glomerular crescents, isolated 
acute inflammatory lesions were also seen in small 

arterial vessels. Two small arteries showed unequivo-
cal fibrinoid necrosis of the wall (Figure 25.2C). Small 
interlobular arteries and arterioles revealed more 
widespread chronic damage, including moderate scle-
rosis of the media and hyaline accumulation in the 
intima (not illustrated). Focal C3 deposition was noted 
in the walls of small arteries and arterioles by immu-
nofluorescence microscopy; however, these tended to 
be associated with areas of arterial and arteriolar scle-
rosis (not illustrated).

There was focal tubular atrophy and interstitial 
fibrosis apparent, involving approximately 25% of 
the sample (Figure 25.1). Patchy areas of interstitium 
were infiltrated by mononuclear inflammatory cells, 
neutrophils, and occasional eosinophils; these infil-
trates were particularly prominent in the vicinity of 
active glomerular and vascular inflammatory lesions 
(Figures 25.1 and 25.2). Immunohistochemical stain-
ing demonstrated that the interstitial infiltrates were 
primarily composed of CD3-positive T cells and CD68-
positive macrophages (Figure 25.4). Patchy areas of 
fibrin deposition were also noted in the interstitium 
by immunofluorescence microscopy (Figure 25.3). A 
few tubules showed features of acute tubular injury, 
including luminal distension and epithelial flattening 
(Figures 25.1 and 25.2).

Management and Follow Up

The patient had a clinical and pathological diagnosis 
of focal and necrotizing crescentic glomerulonephritis 
or rapidly progressive glomerulonephritis. The base-
ment membranes showed linear IgG and C3 deposition 
characteristic of antiglomerular basement membrane 
disease. He had antibodies in plasma directed against 
the glomerular basement membrane measured at 179 
ELISA units (normal < 20), consistent with a final 
diagnosis of anti-GBM disease. However, initial test-
ing also indicated that he had antimyeloperoxidase 
(ANCA) antibodies at a titer of 1:160, but this test was 
not reproduced and may have been a false positive 
result due to the concomitant presence of antinuclear 
antibodies.

He was given IV methylprednisolone 1 g intrave-
nously X3 then 60 mg prednisone orally, daily and was 
initiated on oral cyclophosphamide and plasmophere-
sis X 10 over 14 days. After 14 days of plasma exchange 
the anti-GBM ELISA had fallen to 38.

The patient’s course of therapy was complicated 
by gastrointestinal bleeding from duodenal erosions 
that were detected by endoscopy. He required multi-
ple transfusions of red blood cells. Owing to further 
deterioration of function, he was initiated on dialysis. 
Several weeks later, there was no recovery of renal 
function. He was maintained on chronic dialysis and 
was evaluated up for kidney transplantation.
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Figure 25.1.  Kidney biopsy showing tubulointerstitial histopathology in Case 1. (A) This low power view 
shows an area of patchy infiltration of the cortical interstitium by acute and chronic inflammatory cells. There 
is also patchy tubular atrophy, characterized by shrinkage of the tubules, tubular basement membrane 
thickening and expansion of the intervening interstitium, often in association with the interstitial inflam-
mation. Isolated tubules show features of acute tubular injury, characterized by luminal distension and epi-
thelial flattening. A glomerulus shows a cellular crescent, with segmental fibrinoid necrosis. H&E, 100×. (B) 
Another region of the biopsy seen at low magnification shows similar changes to the region in A, with more 
extensive tubular injury. Some of the injured tubules contain red blood cells and/or necrotic debris in their 
lumens. H&E 100×. (C) Another region of the biopsy that shows tubulointerstitial changes similar to that 
seen in the regions represented in A and B, along with a cluster of glomeruli showing glomerular inflamma-
tory lesions (cellular crescents with focal segmental fibrinoid necrosis). One glomerulus that does not show 
an inflammatory lesion (lower left) exhibits a slightly lobulated appearance (despite the lack of endocapil-
lary infiltration) and mild expansion of the mesangial areas by matrix. PAS 100×. (D) High magnification 
view of tubulointerstitial inflammation, illustrating expansion of the interstitium by infiltrating inflammatory 
cells, primarily composed of mononuclear cells and occasional neutrophils and eosinophils. Lymphocytic 
invasion of the tubular epithelium (tubulitis) is apparent in both viable and atrophic tubules. A peritubular 
capillary at the lower right is occluded by neutrophils (capillaritis) and swollen epithelial cells are seen. PAS 
400×. (E) High-magnification image illustrating tubulointerstitial inflammation. Several tubules show tubu-
litis. One tubule shows signs of epithelial injury, including epithelial swelling and vacuolization. PAS 200×.  
(F) An area of dense cortical inflammatory infiltration that has expanded the involved cortical interstitium. 
A variety of mononuclear inflammatory cells are apparent and are intermixed, including lymphocytes, 
plasma cells, and macrophages. Scattered neutrophils are also seen, and are concentrated at tubular 
basement membranes. One tubule with injured and focally necrotic epithelium (lower right) shows infiltra-
tion of the epithelial layer by neutrophils (tubulitis). H&E 400×.
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Figure 25.2.  Glomerular histopathology in Case 1 kidney biopsy. (A,E) These PAS (A) and H&E-stained 
(E) serial sections demonstrate a glomerulus that is involved by a cellular crescent. The crescent is com-
posed of proliferating epithelial cells, invading mononuclear and polymorphonuclear inflammatory cells, 
and apoptotic debris. The proliferating cells fill and expand Bowman’s space, and penetrate the tuft 
between lobules. There is also a segmental area of fibrinoid necrosis involving the right side of the tuft, 
which appears deep red in the H&E-stained section (arrows) and also shows karyorrhexis or nuclear 
fragmentation. The tuft in the area of necrosis, including capillary loops and mesangium, is obliterated 
and fragmented. Bowman’s capsule has also been obliterated adjacent to this area, best seen on the 
PAS-stained section. There is a prominent periglomerular mononuclear inflammatory infiltrate adjacent 
to the disrupted portion of Bowman’s capsule, which is continuous with the crescent and fibrinoid necro-
sis. Scattered mononuclear and polymorphonuclear inflammatory cells are also observed throughout 
the intact portions of the tuft (“endocapillary inflammation”). Both images 200×. (B,D,F) Another glom-
erulus with an active cellular crescent (small arrows) and segmental fibrinoid necrosis, shown on PAS (B), 
H&E (arrow) (D) and silver-stained (F) sections (arrow). In this case, Bowman’s capsule is less disrupted 
adjacent to the crescent and fibrinoid necrosis than that seen in (A) and (E). In association with this, the 
periglomerular inflammation, although present, is less pronounced, and fewer inflammatory cells are 
noted in the crescent and intact areas of the glomerular tuft. The silver stained section (F) highlights the 
disruption and fragmentation of capillary loops adjacent to the area of fibrinoid necrosis. Note the signs 
of injury in adjacent proximal tubules, including luminal distension, and epithelial flattening and irregu-
larity. All images 200×. (C) A small artery in the kidney cortex shows transmural inflammation (arteritis), 
with invasion of the wall by mononuclear and polymorphonuclear inflammatory cells, apoptotic debris, 
and circumferential fibrinoid necrosis. The adjacent glomerulus on the left exhibits a segmental cellular 
crescent, with associated periglomerular inflammation and cell proliferation. Both glomeruli show endo-
capillary infiltration, predominantly by mononuclear inflammatory cells. H&E-200×.
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Figure 25.3.  Indirect immunofluorescent microscopy of Case 1 kidney biopsy. (A) Top 
row:  Images showing results of treatment with FITC-conjugated anti-IgG antibody. 
Examples of two glomeruli are shown, and both reveal strong linear staining of glomerular 
basement membranes, characteristic of anti-GBM antibody disease. Bottom row: Images 
showing results of treatment with FITC-conjugated anti-fibrin antibody. Same glomeruli 
as in top row; these images show strong staining of organized material that has accu-
mulated in Bowman’s space in association with infiltrating inflammatory cells and tissue 
necrosis, and corresponding to active cellular crescent formation. Areas of fibrin deposi-
tion are also apparent exterior to Bowman’s capsule, in continuity with the inflammation 
involving the glomerulus, indicating associated periglomerular inflammation. Scattered 
fibrin deposition is also noted throughout the surrounding interstitium. All images 200×. 
(B) Electron micrographs of an intact glomerular segment uninvolved by glomerulitis 
(leukocytes in glomerulus) show expansion of the mesangial areas (*) and thickening of 
the glomerular basement membranes (small arrow), in the absence of electron dense 
deposits in these structures, indicating absence of immune complex deposits. There 
is evidence of mild endothelial injury, including segmental areas of swelling and loss of 
fenestrations (large arrow). Glomerular visceral epithelial cells (podocytes) also exhibit 
signs of injury, including segmental foot process effacement, microvillous change, and 
vacuolization (medium sized arrow) (left image 1800x, right image 5700x).

Discussion

This case represents a typical clinical presentation for 
a patient with rapidly progressive glomerulonephritis 
(RPGN). RPGN can be divided into three groups: (a) 
with immune complexes; (b) with linear IgG deposition 
in the basement membrane; and (c) with few immune 

deposits (pauci-immune), but usually with anti-
neutrophil cytoplasmic antibodies detected in plasma. 
This patient had strong reactivity for IgG deposits in 
the GBM, and electron microscopy of the GBM showed 
it to be thickened but with no evidence of complexed 
deposits, in keeping with a diagnosis of anti-GBM dis-
ease. The presence in the blood of anti-GBM antibodies 
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disease and AAV occur in the same patient [1–7]. The 
diagnosis of RPGN was not made for several months 
during which the patient rapidly to assess kidney func-
tion. Unfortunately, the currently available tests to 
assess kidney function give a poor read-out when renal 

confirms the diagnosis. There were also reported to be 
ANCAs in the blood with a pANCA pattern of binding 
to fixed neutrophils as detected by immunfluorescence, 
usually suggestive of ANA-associated vasculitis that can 
re-present as a pauci-immune RPGN. Often anti-GBM 

Figure 25.4.  Immunohistochemical staining of Case 1 kidney biopsy with antibodies against leukocyte 
surface antigens (CD markers). All sections counterstained with hematoxylin. Top panels: At left, a sec-
tion stained with antibodies against CD68 (a marker of macrophage-specific lysosomes) show numerous 
macrophages within areas of interstitial inflammation, and around a glomerulus involved by a segmental 
crescent (200×). At right, a higher magnification detail of the same glomerulus shows scattered mac-
rophages within the intact portion of the tuft, and among proliferating cells in the crescent forming in 
Bowman’s space (400×). Middle row: Sections stained with antibodies against CD20 (a marker of B-cell 
differentiation). Image at left shows few lymphocytes of B-cell lineage restricted to an area of peri-
glomerular inflammation, surrounding a glomerulus involved by an active crescent. The glomerulus itself 
shows no B-cell infiltration (400×). Image at right shows a relatively intact glomerular tuft with segmental 
cellular crescent formation; again, no B cells are apparent in the tuft (400×). Bottom row: Sections stained 
with antibodies against CD3 (a marker of T-cell differentiation, the T-cell receptor). At left, scattered  
T cells are present in areas of interstitial and periglomerular inflammation surrounding a glomerulus with 
an active crescent, in a pattern similar to CD68-positive macrophages (200×). At right, a higher magni-
fication view of the same glomerulus shows T cells within the developing crescent, but few are noted 
within the intact portions of the glomerular tuft (400×).
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hyperlipidemia, and neoplasia involving the prostate 
gland for which he had received irradiation therapy, 
presented to his primary care physician with cough 
and shortness of breath with discomfort in the chest 
but no hemoptysis. A chest X ray in the emergency 
room showed a right lower zone consolidation. He was 
initially evaluated for pulmonary embolus but a V:Q 
scan that was negative, and Doppler scan of his legs, 
which revealed no evidence of deep venous throm-
bosis. In the emergency room, he was noted to have 
anemia with a hematocrit of 22% as well as abnormal 
renal function tests in routine clinical chemistry test-
ing of blood. The creatinine was 3.8 mg/dL and the 
blood urea nitrogen was 52 mg/dL (a prior creatinine 
level was 1.4 mg/dL, but this resulted dated from). His 
primary care doctor was contacted and reported that 
the patient had experienced subacute deterioration 
of renal function tests over weeks to months, associ-
ated with increasing proteinuria which had not been 
detectable 2 years previously. A sonogram had indi-
cated the kidneys to be smallish at 9 and 10 cm bipolar 
diameter, but that there had been no evidence of kidney 
obstruction.

There was no family history of kidney diseases.
His medications included Aspirin, Simvastatin, 

Casodex (bicalutamide), tamulosin, Sotalol, Digoxin, 
Furosemide, niacin, amitriptyline, nitroglycerin sub-
lingually lanzoprozole.

Clinical examination: weight, 210 lbs; temperature, 
97.3F; pulse, 60 per minute; blood pressure, 165/90 
mmHg; respiratory rate, 22 breaths per minute; 
peripheral blood oxygen saturation, 96% on 3 L/min  
of oxygen delivered by nasal cannulae. He was an 
elderly man, pleasant, in no distress. Pupils and eye 
movements, and oropharyngeal exam, were normal. 
Neck exam was unremarkable, and the jugular venous 
pressure was elevated by 2 cm of water. There were no 
carotid artery bruits. The cardiac exam revealed regu-
lar rhythm and normal heart sounds except for a soft 
mid systolic murmur at the aortic area only. The right 
lung was dull to percussion in the right lower zone and 
there were coarse crackles heard on auscultation in 
that area. There was no definitive bronchial breath-
ing. The left base was also somewhat dull but there 
were no focal signs. The abdomen was soft without 
tenderness and no organomegaly was detected. In the 
extremities, there was mild edema but no rashes, and 
his peripheral pulses were normal to examination. 
His joints were nontender with no overt arthritis. His 
neurological exam found him to be alert and oriented, 
and examination of cranial and peripheral nerves was 
unremarkable.

The patient provided a urine specimen. Analysis of 
this specimen revealed specific gravity of 1.007, pH 6, 
mild glycosuria, and no  ketonuria. However, there was 
+++ protein, +++ hemoglobin, and direct microscopy 
of sediment identified 5–9 white blood cells and 50–70 

function is relatively preserved but give a much better 
read-out once there is substantial loss of kidney func-
tion. For this patient, by the time the diagnosis was 
made and treatment started, the severity of kidney dis-
ease was such that there was no recovery. This outcome 
was not unexpected from the series of patients with this 
particular diagnosis [8]. It is noteworthy that despite 
severe inflammation in the kidneys the patient exhib-
ited mild, nonspecific symptoms, which is typical of 
diseases of the kidney. It behooves the physician assess-
ing the patient to maintain a high degree of suspicion 
for kidney disease.

Examination of this patient’s urine is extremely 
instructive since only severe glomerular inflamma-
tion (with a few exceptions) will produce the pattern of 
hematuria, proteinuria, leukocytes, and cellular casts 
in the urine sediment.

The biopsy findings show characteristic inflamma-
tion in the glomerulus with cellular destruction seen 
as fibrinoid necrosis and karryorrhexis. It is widely 
believed that neutrophils, monocytes, and cytotoxic  
T cells mediate destruction of glomerular cells,  
matrix, and membranes. It is noteworthy that few 
neutrophils were seen in these glomeruli and no B 
lymphocytes were seen in glomeruli but there were 
many monocyte/macrophages and T lymphocytes. 
In addition to leukocytes infiltration, native cells of 
the glomerulus undergo functional and phenotypic 
responses to injury. These included swelling migra-
tion, entry into cell cycle, deposition of pathological 
fibrous matrix which leads to scarring, and vacuoliza-
tion, all of which may be a stress response to a hostile 
environment. Strikingly, in the glomerulus there is 
formation of a crescent of cells that can encase the 
glomerular tuft. This represents proliferation of pari-
etal glomerular epithelial cells admixed with mac-
rophages and T cells, and is strongly associated with 
severe disease and a poor prognosis for the kidney. In 
addition to glomerular changes, there are also nota-
ble tubular and interstitial changes. This patient had 
underlying chronic tubuloin terstitial damage which 
manifests as tubular atrophy chronic inflammation 
and fibrosis in the kidney interstitium, rarely is the 
glomerulus affected in isolation and any RPGN fre-
quently is complicated by destructive inflammation 
involving the kidney interstitium.

Case 2

Presentation and Initial Assessment

An 86-year-old man presented to his primary care 
physician with cough and shortness of breath with dis-
comfort in the chest but no hemoptysis. His medical 
history included coronary artery disease and previous 
coronary artery bypass graft surgery hypertension, 
stroke, atrial fibrillation, type II diabetes mellitus, 
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capillary walls. Few glomeruli showed segmental 
mesangial IgM and C3 deposition. Scattered arteries 
and arterioles showed C3 deposition in their walls. 
Electron microscopy showed no electron dense depos-
its in the mesangium or capillary wall of intact glom-
eruli. Furthermore, the glomerular ultrastructure 
was preserved in intact glomeruli, including mini-
mal evidence of segmental foot process effacement, 
only segmental loss of endothelial fenestrae, minimal 
expansion of mesangial areas, and normal glomerular 
basement membrane thickness.

Management and Follow Up

The presence of fibrinoid necrosis and karryorhectic 
debris, and fibrocellular crescents involving the glom-
eruli was consistent with a crescentic glomerulone-
phritis. The presence of linear IgG deposition along the 
glomerular basement membranes was suggestive of 
anti-GBM disease but the GBM thickness was normal 
and there were no immunocomplex deposits seen. The 
serological tests revealed no evidence for anti-GBM 
antibodies, but anti-MPO antibodies (ANCA) were 
elevated at 44 U/mL (< 6.0) when assessed by ELISA.

He was treated with oral prednisone 60 mg daily 
(reduced to 20 mg daily) and cyclophosphamide 75 mg 
daily, in addition to several other medications.

Creatinine level peaked at 5.2, and improved to 4.3. 
The estimated glomerular filtration rate was 12 mL/
min, which is categorized as severe but stable chronic 
kidney disease. The patient’s disease was compli-
cated by hyperkalemia of 6.8 mEq/L, which had been 
managed with oral polysorbiol, but he continues to be 
stable and is living independently.

Discussion

This case represents a smoldering form of RPGN. It 
was not rapidly progressive, rather slowly progressive. 
Approximately 5%–10% of patients with glomerular 
inflammation with crescents have a smoldering course. 
This patient also had many other systemic diseases 
that can affect the kidney and lead to progressive loss 
of kidney function, including hypertension, athero-
sclerotic vascular disease affecting brain, heart, pros-
tatic disease with malignancy, and infection. It was an 
astute nephrologist who was able to combine a series 
of symptoms and signs to make a diagnosis of RPGN 
and systemic vasculitis. Like Case 1, clinical vigilance 
was important in determining the outcome for this 
patient’s kidneys. The patient had a lung consolidation 
and a complex of symptoms and signs that would have 
led many to a diagnosis of pneumonia, urinary tract 
infection, and acute or chronic kidney disease related 
to these infections. However, the presence of an atypi-
cal consolidation, systemic symptoms, deteriorating 
renal function, and urine microscopy testing showing 

erythrocytes per high-powered field. Many of the eryth-
rocytes were dysmorphic. There were many coarse 
granular casts, but no cellular casts. Many leukocytes 
were seen and the urine dip tests revealed the presence 
of nitrites, indicative of urinary tract infection.

Baseline laboratory findings on blood testing 
revealed sodium ions 135 mmol/L, potassium ions 4.1 
mmol/L, chloride ions 110 mmol/L, bicarbonate ions 
22, blood urea nitrogen 72 mg/dL, creatinine 3.8 mg/
dL, glucose 260 mg/dL and total calcium 8.1 mg/dL. A 
complete blood count revealed white blood count 6,700/
µL, hemoglobin 11.0 mg/dL, and platelets 269,000/µL.

Immunological assessment was notable for anti 
MPO antibodies at a titer of 1:320. Antinuclear anti-
bodies were negative.

Overnight culture of urine confirmed an E. coli 
urinary tract infection. Blood cultures were negative 
and there was no sputum available for culture.

He was initiated on azithromycin for possible diag-
nosis of pneumonia and as therapy for the urinary 
tract infection. The presence of right lower infiltrate, 
deteriorating renal function with increasing protenu-
ria, and an active urinary sediment alerted the clini-
cian to the possibility of a glomerulonephritis.

Serological studies for ANCA, ANA, dsDNA, anti-
GBM antibodies, antibodies against hepatitis viruses 
and complement levels were all performed and a 
tuberculin test was placed to test for immune response 
to tuberculosis.

Renal Biopsy Findings

The ample biopsy consisted of kidney cortex and 
medulla, and included up to 40 glomeruli showing 
various stages of active inflammation and chronic 
damage. The findings are illustrated in Figure 25.5.
Nine of the glomeruli showed active inflammation 
and crescent formation. The infiltrating cells con-
sisted primarily of mononuclear inflammatory cells, 
with few polymorphonuclear cells. Three of these 
glomeruli also showed segmental areas of fibrinoid 
necrosis and karryorhectic debris. Several additional 
glomeruli exhibited fibrocellular (scarred) crescents, 
and eight glomeruli showed outright global sclerosis. 
Uninvolved glomeruli revealed only a mild degree of 
mesangial expansion, and glomerular basement mem-
branes were of normal appearance and thickness.

The tubulointerstitium showed patchy areas of 
mononuclear interstitial inflammation; most of these 
infiltrates were localized within areas of interstitial 
scarring and fibrosis. Some of these areas also showed 
focal tubular atrophy. In other areas that were often 
adjacent to the areas of atrophy, tubules showed signs 
of acute injury, including luminal distension, epithe-
lial flattening, and vacuolization.

Immunofluorescence microscopy showed moder-
ate (2+/4+) linear deposition of IgG along glomerular 
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Figure 25.5.  Histopathologic and ultrastructural findings in Case 2 kidney biopsy. (A) An area of chronic 
damage, with prominent interstitial expansion and fibrosis, associated with infiltration of the interstitium 
by mononuclear inflammatory cells. An artery at upper right shows severe arteriosclerosis and luminal 
narrowing. H&E 100×. (B) Higher magnification of group of three glomeruli in the same area, showing 
the spectrum of glomerular lesions in the biopsy. The glomerulus at lower left shows active crescent 
formation (arrows), with infiltration of the glomerular tuft by mononuclear and few polymorphonuclear 
inflammatory cells, as well as expansion of Bowman’s space by proliferating epithelial cells and infiltrating 
inflammatory cells that penetrate the tuft. Note that capillary loops are not seen well in this glomerulus 
due to swelling of endothelial cells and the presence of leukocytes in the loops. A glomerulus at lower 
right is globally sclerosed. The glomerulus at top is lesion-free. A cluster of mononuclear inflammatory 
cells surround the sclerosed glomerulus. Red cell casts can be seen in tubules. Note also the increased 
matrix surrounding tubules within which there are spindle shaped cells H&E 200×. (C,D) Another region of 
the biopsy showing the spectrum of tubulointerstitial and glomerular damage. There is patchy interstitial 
expansion and fibrosis, associated with early tubular atrophy. Adjacent tubules show luminal expansion 
and epithelial flattening, indicative of focal acute tubular injury. There are inflammatory cells within the 
interstitium focally (asterisks) and more evenly distributed. Glomeruli show a variety of lesions, including a 
globally sclerosed glomerulus at upper left, a fibrocellular crescent second from left, an uninvolved glom-
erulus, and a glomerulus with a segmental cellular crescent at lower right. H&E, PAS 100×. (E) Another 
globally sclerosed glomerulus with surrounding chronic inflammation. Adjacent arterioles show moderate 
arteriolar sclerosis. H&E 400×. (F) Electron micrograph showing glomerular capillary loops with preserved 
architecture. There is minimal evidence of segmental foot process effacement, only segmental loss of 
endothelial fenestrae, minimal expansion of mesangial areas, and normal glomerular basement mem-
brane thickness. No electron dense deposits are seen in the mesangium or capillary wall.
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required laser surgery, peripheral neuropathy, and 
hypertension of 10 years duration. He denied rashes, 
joint pains, or vomiting. In addition, he disclosed 
mild upper respiratory tract symptoms with bronchial 
secretions for which he had taken several 800 mg ibu-
profen tablets to treat his symptoms. Notably he did 
not have hemoptysis or epistaxis. At systemic enquiry, 
he reported vague bilateral flank pains that were deep 
and not related to eating, bowel motions, musculoskel-
etal movement, or urination.

Further to the aforementioned complications of 
diabetes mellitus, he had a history of coronary artery 
disease, hyperlipidemia, and chronic kidney disease 
stage II, with a previously documented plasma crea-
tinine level of 1.5 mg/dL. Further, he had documented 
mild restrictive lung disease of uncertain etiology, 
anxiety, prostatic hyperplasia, esophageal reflux dis-
ease, and erectile dysfunction.

At presentation his medications were aspirin, met-
formin, glyburide, Atenolol, Enalapril, Pioglitazone, 
Nifedipine, Omeprazole, Simvastatin, Fluticasone, 
and 2–3 days of ibuprofen 1,200 mg a day. He denied 
illicit drug use, tobacco or alcohol use, and he had no 
significant family history.

Upon clinical examination  he was found to be in 
no distress, body temperature 99.2F, BP 170/101 upon 
initial assessment, subsequently 160/84 mmHg, heart 
rate 75 per minute, respiratory rate 20 per minute, 
and peripheral blood oxygen saturation of 95% while 
breathing room air. His head and neck examination was 
unremarkable and his jugular venous pressure was +3 
to +4 cm water. Pulmonary exam revealed fine crackles 
in both lungs, in the lower zones left greater than right. 
Abdominal examination was unremarkable, except for 
mild epigastric tenderness. There was no peripheral 
rash or edema or joint tenderness, and peripheral neu-
rological examination was unremarkable.

A Foley catheter had been placed in the bladder in 
the emergency room and he was oliguric (low urine 
volume).

Baseline laboratory findings on blood testing, his 
sodium ions were 139 mmol/L, potassium ions 6.3 
mmol/L, chloride ions 102 mmol/L, bicarbonate ions 
17, blood urea nitrogen 75 mg/dL, creatinine 10.6 µg/dL, 
glucose 161 mg/dL, total calcium 8.6 mg/dL, albumin 
4.2, anion gap elevated at 20. Liver function tests nor-
mal. Complete blood count: white blood count 11,200/
µL, hemoglobin 11.4 mg/dL, platelets 299,000/µL, 
PT-INR 1.0.

The patient provided a urine specimen. The cen-
trifuged sediment was subjected to analysis. pH 7; 
however, there was 1+ protein, +++ hemoglobin, and 
direct microscopy of sediment identified many eryth-
rocytes per high-powered field. Some of the erythro-
cytes were spiculated but none frankly dysmorphic. 
There were a few granular casts, but no cellular casts. 
Fractional excretion of sodium was 8%. Urine cultures 

features suggestive of glomerular inflammation should 
always lead to a possible diagnosis of RPGN and sys-
temic vasculitis.

The renal biopsy shows active glomerular inflamma-
tion with mononuclear cells that include lymphocytes 
and monocyte/macrophages and a few neutrophils. 
There is crescent formation in the involved glomeruli. 
Some glomeruli are healthy with no disease, and oth-
ers have become fibrotic (sclerosed) and are no longer 
functioning. The basement membranes were not thick-
ened and no antibodies were detected in glomeruli by 
immunofluorescent staining. These are the features of 
crescentic glomerulonephritis with no immune depos-
its. This pattern of disease is usually associated with 
the presence of circulating antineutrophil cytoplasm 
antibodies (ANCA), and is a form of autoimmune dis-
ease that frequently affects the kidneys. Indeed, test-
ing confirmed anti-MPO ANCAs in blood, so he has an 
ANCA-associated vasculitis. This patient’s disease cen-
ters on acute small vessel and capillary injury known as 
small vessel vasculitis, and is thought to be due to ANCA 
antibodies and autoreactive T cells directed at ANCAs 
leading to neutrophil activation on the endothelial sur-
face of capillaries. This in turn leads to local capillary 
injury and secondary inflammation. The glomerulus, 
is frequently a focus for this initiating capillary injury 
due to its very high shear stresses. Similar to Case 1 we 
would expect to see many monocyte/macrophages and 
many T cells in the glomerular tuft and glomerular 
capillary loops by immunodetection. These can also 
be identified as mononuclear infiltrating cells on the 
H&E and PAS stained sections (Figure 25.5). In addi-
tion to the glomerular inflammation, there is severe 
medium vessel arteriosclerosis, similar to that which 
one would expect to see in the heart and brain of this 
patient. Around diseased blood vessels, there is signifi-
cant fibrosis. However, none of these features is due 
to autoimmunity against the blood vessels (vasculitis); 
rather, they represent arteriosclerosis. The patient also 
had substantial chronic disease affecting the tubules 
and kidney interstitium. Arteriosclerotic vascular 
disease can result in kidney panrenchymal ischemia, 
which leads to chronic interstitial inflammation which 
we now know drives progressive interstitial kidney dis-
ease. However, ANCA vasculitis can involve any small 
vessels and capillaries, including the peritubular cap-
illary network so it is possible that some of the intersti-
tial fibrosis and tubular disease seen in the patient is 
due to ANCA associated Vasculitis in addition to arte-
riosclerosis and chronic ischemia.

Case 3

Presentation and Initial Assessment

A 60-year-old man. His history included diabetes 
mellitus type II complicated by retinopathy which had 
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25.6D, and 25.6F). A dense perivenular infiltrate com-
posed of mononuclear inflammatory cells was present 
in one area (Figure 25.6D, small arrows). Renal arteries 
showed prominent subintimal sclerosis and narrowing 
of the lumen (Figure 25.6D, wide arrows); arterioles 
also showed chronic changes including redundancy 
of the wall and hyalinosis (Figure 25.6D–25.6F, wide 
arrows). Immunofluorescence studies revealed no sig-
nificant immune deposits. Tissue was unavailable for 
electron microscopy studies.

In summary, the predominant finding in the kid-
ney biopsy was acute tubular injury. Focal interstitial 
inflammation was also noted in areas of tubular atro-
phy. These findings were present on a background of 
moderate chronic parenchymal damage, with features 
suggesting that diabetes and vascular disease (also 
likely exacerbated by diabetes) were responsible for 
the chronic damage. There was no evidence of active 
glomerulonephritis. The severe vascular changes lead-
ing to ischemia of the kidney would predispose to 
acute tubular injury.

Management and Follow Up

The patient’s serological test results returned with 
no evidence of ANCAs, or ANA showed normal com-
plement levels and no evidence of viral hepatitis or 
cryoglobulins.

On the second day after admission, the patient 
remained oliguric with plasma creatinine level 
increased further to 12. In the subsequent days, he had 
increasing urine volume and progressive recovery of 
function. He was managed without the need for dialy-
sis, with careful adjustment of his plasma electrolytes 
and fluid balance, withdrawal of ibuprofen, Enalalpril, 
and metformin. Seven days later plasma creatinine 
was 2.8 mg/dL. He was discharged from the hospital. 
Instead of Enalapril, he was taking Labetalol, and for 
the infection, he was switched to 10 days of oral amox-
icillin. In addition, he was receiving vitamin D and 
calcitriol. At a subsequent outpatient office follow-up, 
the plasma creatinine had stabilized at 1.5 mg/dL.

Discussion

The patient presented with rapid deterioration of renal 
function, a prodromal illness suggestive of vasculitis 
and urine sediment with features suggestive of glom-
erular inflammation. Fortunately, the patient had no 
glomerular inflammation. Rather he had a combina-
tion of diseases that can mimic RPGN but that may be 
no less benign to his kidneys in the ensuing years. He 
has severe arteriosclerosis of his medium and small 
vessels with consequent tubular and interstitial isch-
emia. In addition, he has features of diabetic neph-
ropathy. The patient had a systemic illness, likely viral 

were negative. Immunological assays were  sent. An 
EKG revealed sinus rhythm but no other abnormi-
ties. Chest X-ray showed mild cardiomegaly, small left 
pleural effusion, no edema, and no pneumonia.

Sonogram of the kidneys found the urinary tract to 
be unremarkable and the kidneys were normal sized at 
13.5, 12.1 cm longitudinally.

Urine sediment was stained with eosin to test for 
eosinophils – a sign of interstitial nephritis – but the 
test was negative.

Urine and blood were sent to the microbiology labo-
ratory for culture, which the following day had grown 
enterococci sensitive to the antibiotic ampicillin. Blood 
cultures, however, were negative indicating any urine 
infection was localized.

Hyperkalemia was treated with intravenous cal-
cium, intravenous dextrose with insulin and sodium 
polysorbitol, which binds intraluminal K+ ions. In 
addition, he received intravenous volume resuscita-
tion, for a component of hypovolemia. He was started 
on a fluroquinolone antibiotic to treat the urinary tract 
infection.

The patient had acute chronic renal insufficiency 
with hyperkalemia, acidosis, and a differential diag-
nosis that included prerenal disease and acute tubular 
necrosis, but also rapidly progressive glomerulonephri-
tis. In addition, although less likely, acute interstitial 
nephritis and pyelonephrtitis had not been excluded.

However, he remained oliguric, and renal function 
tests indicated further deterioration. A renal biopsy 
was performed.

Renal Biopsy Findings

The kidney biopsy consisted of an adequate sample of 
cortex and medulla. Of 40 glomeruli in the sample, 16 
exhibited global sclerosis. The remaining glomeruli 
were enlarged, and showed mesangial expansion by 
matrix and mesangial cells together with monocytes/
macrophages. There was early mesangial nodule for
mation, indicative of early diabetic changes. The 
glomerular capillary wall appeared thickened on PAS 
stained sections (Figure 25.6A and 25.6B), and showed 
isolated double contours. The tubules showed extensive 
degenerative changes, including luminal distension and 
epithelial flattening and irregularity (Figure 25.6C and 
25.6E). Several tubular epithelial cells exhibited strik-
ing epithelial vacuolization (Figure 25.6C and 25.6E). 
All of these features are indicative of acute tubular 
injury; overt necrosis was not seen. Focal tubular atro-
phy was noted in some areas, involving approximately 
40% of the biopsy (Figure 25.6C, wide arrows). There 
was also a corresponding degree of interstitial fibrosis 
(Figure 25.6C, 25.6D, and 25.6F). A mild infiltrate of 
mononuclear inflammatory cells was present, mostly 
confined to areas of interstitial fibrosis (Figure 25.6C, 



Kidney Glomerulonephritis and Renal Ischemia 315

Figure 25.6.  Histopathologic findings in Case 3 kidney biopsy. (A,B) High-magnification images of rep-
resentative glomeruli. There is no evidence of active glomerulitis. However, there is diffuse mesangial 
expansion by matrix and mesangial cells and monocyte/macrophages (B arrow), and glomerular basement 
membranes and tubular basement membranes appear mildly thickened (arrow in A), both suggestive of 
early diabetic changes. PAS 400×. (C) Low power image showing spectrum of tubulointerstitial changes. 
Area at left (wide arrow) shows marked interstitial expansion and fibrosis, associated with mild mononuclear 
inflammatory infiltrates. Tubules in this area are relatively preserved. Tubules at midportion of image reveal 
luminal distension, epithelial flattening and irregularity, and focally prominent epithelial vacuolization (best 
seen at bottom of image), all indicative of acute tubular injury. Area at right (wide arrow) shows an area of 
focal tubular atrophy accompanied by interstitial fibrosis. PAS 100×. (D) Small arteries near the cortico-
medullary junction exhibit severe sclerosis (wide arrows). The artery at right shows severe thickening and 
fibrosis of the subintima, with associated narrowing of the lumen. An arteriole at lower left (adjacent to the 
glomerulus) shows redundancy of the wall and hyalinosis. A focus of perivenular inflammation, composed 
of a dense accumulation of mononuclear inflammatory cells reminiscent of a lymphoid aggregate, is also 
present (thin arrow). PAS 200×. (E) High-magnification image showing tubulointerstitial changes. Tubules 
throughout the image show luminal distension and epithelial flattening and irregularity, as well as focally 
prominent epithelial vacuolization (asterisk). Some tubules contain proteinaceous debris in their lumens. 
There is also diffuse interstitial fibrosis, with scattered mononuclear inflammatory cells. An arteriole (wide 
arrow) shows thickening and redundant layering of the wall (“onion-skinning”) that is likely a result of chronic 
endothelial damage. PAS 400×. (F) Arterioles show moderate to focally severe sclerosis, with onion-skinning 
(wide arrows), narrowing of the lumen, and focal hyalinosis. Surrounding interstitium is expanded by fibrous 
tissue and infiltrated by mononuclear inflammatory cells. PAS staining magnification 400×.
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infection, took cyclooxygenase-I (COX-I) inhibitors 
(nonsteroidal anti-inflammatory drugs) and became 
volume depleted due to poor oral intake, and likely 
decreased ability to concentrate urine. The combina-
tion of arteriosclerosis, volume depletion, and COX-I 
inhibitors can lead to hypoperfusion of the glomeruli 
and kidney interstitium and a resulting acute tubular 
necrosis. Acute tubular necrosis does not present with 
hematuria and proteinuria. The patient had protei-
nuria and hematuria due to the presence of diabetic 
nephropathy. Therefore the combination of tubular 
necrosis and diabetic nephropathy can mimic RPGN. 
With attention to fluids and electrolytes and avoid-
ance of further COX-I inhibitors, the patient recovered 
kidney function. However, the patient will continue 
with chronically injured vessels that will likely lead to 
chronic progressive kidney disease. Although there was 
no evidence of severe inflammation in the glomeruli 
or interstitial compartment, monocytes/macrophages 
were nevertheless present in glomerlar tufts in mesan-
gial areas. In areas of interstitial fibrosis and tubular 
disease there was a notable mononuclear infiltrate 
comprising monocytes/macrophages and lympho-
cytes. In addition, the severely diseased vessels were 
surrounded by inflammatory infiltrate. Increasingly, 
we have come to recognize that chronic kidney dis-
ease characterized by ischemia, fibrosis, and tubular 
atrophy is an inflammatory disease and leukocytes 
play direct roles in both promoting cell injury and 
also promoting fibrosis. The early stages of diabetic 
glomerulopathy are also characterized by leukocyte 
infiltrates where they also promote glomerular mesan-
gial matrix deposition. Therefore, while this patient 
does not have autoimmunity or severe inflammatory 
vasculitis, he does nevertheless have a chronic inflam-
matory disease of his kidneys due to chronic vascular 
injury and diabetes mellitus. There are currently no 
specific anti-inflammatory therapies to counteract the 
deleterious role of leukocytes in this context.
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(2) diabetes mellitus with high blood sugar damages 
vascular endothelial cells by glycation of functionally 
important vascular proteins; and (3) low-density lipo-
protein (LDL) undergoes oxidation and the oxidized 
LDL causes endothelial damage. Chronic microbial 
invasion into blood and/or chronic release of endotox-
ins emerge as important causes of endothelial damage 
and vascular diseases. Immune complex and cytotoxic 
antibodies represent another group of factors that 
may cause vascular damage and vascular diseases. 
Control of the chronic diseases or risk factors is there-
fore important in preventing permanent endothelial 
damage.

Response of Endothelium to 
ProInflammatory Mediators

Stress-Coupled Anti-Inflammatory,  
and Cytoprotective Properties of  
Vascular Endothelium

Vascular endothelium comprises a single layer of 
cobblestone-like cells that express anti-inflammatory 
molecules on the cell surface and secrete vasoprotec-
tive and anti-inflammatory molecules into the circu-
lating blood. These molecules appear to play major 
roles in conferring blood vessel resistance to diverse  
pro-inflammatory factors that invade the circulat-
ing blood and threat the integrity of vessel wall. The 
endothelial surface thrombomodulin (TM) and pro-
tein C receptor (EPCR) work in concert to provide 
anti-inflammatory and antithrombotic properties. TM 
anchors to endothelial cell surface with a single trans-
membrane domain [6,7]. The long extracellular region 
of TM contains terminal lectin-binding domain and six 
EGF repeat domains [8]. TM binds thrombin and pro-
tein C at the EGF domain where thrombin cleaves pro-
tein C to generate activated protein C (APC) [6,7]. APC 
detached from thrombomodulin degrades coagulation 

Introduction

Inflammation has emerged as a key pathophysiological 
event in vascular diseases and the consequent cardiac 
and cerebral ischemic injury. There is ample evidence 
that inflammation is intimately involved in atheroscle-
rosis. It mediates the initiation of atherosclerosis, pro-
motes progression of the atherosclerotic lesions, and 
regulates atheromatous plaque stability [1,2]. There 
is also good evidence that inflammation plays a cru-
cial role in ischemia-reperfusion cardiac and cerebral 
injury [3,4].

Inflammation is a complex process involving multi-
ple cellular and molecular components. It is triggered 
by diverse proinflammatory mediators (PIM) which 
are generated directly and indirectly by microbial inva-
sion, endotoxins, immune complexes, and cytokines. 
Vascular endothelium is subjected to proinflammatory 
insults, as it is in constant contact with circulating 
blood and along with it many environmental stress-
ful factors. Fortunately, endothelium is endowed 
with potent anti-inflammatory molecules that confer 
resistance to damage by transient proinflammatory 
attacks. Once the insulting factors dissipate, endothe-
lial cells return to its basal state. The mechanisms by 
which endothelial cells resist insults are likely to be 
very complex. One model is stress-coupled induction of 
anti-inflammatory and cytoprotective genes [5]. This 
mechanism allows for timely defense against tran-
sient insults. However, when insults by PIMs become 
persistent, this protective property wears out result-
ing in endothelial cell damage and functional defects 
and eventually endothelial apoptosis and necrosis. 
A number of uncontrolled disease states and/or risk 
factors are now well recognized to confer persistent 
insults and cause progressive endothelial damage: 
(1) uncontrolled hypertension causes constant blood 
flow changes creating mechanical and shear stresses 
that subject endothelial cells to constant stresses;  
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factors Va and VIIIa and thereby controls coagulation 
reactions and fibrin formation [8]. In addition to its 
anticoagulant activity, APC binds EPCR and mediates 
anti-inflammatory actions. APC has been shown to be 
effective in controlling sepsis-induced tissue damages 
and is clinically used in treating patients with septic 
shock.

Vascular endothelial cells produce several classes of 
compounds that control blood cell reactivity and blood 
cell interaction with vascular wall. Among the mol-
ecules, prostacyclin (PGI2) and nitric oxide (NO) are 
the best characterized. PGI2 is produced in endothe-
lial cells via the catalytic actions of three enzymes: (1) 
phospholipase A2 (PLA2), (2) cyclooxygenase (COX), 
and (3) PGI2 synthase (PGIS) [9]. Activation of vascular 
endothelial cells by shear stress, cytokines, lipopoly-
saccharides (LPS), or other agonists results in trans-
location of cytosolic PLA2 to the outer membrane of 
endoplasmic reticulum (ER) and the contiguous peri-
nuclear region. Activated cPLA2 releases arachidonic 
acid (AA) from the phospholipids. AA is converted to 
PGH2 by COX and PGH2 is converted to PGI2 by PGIS. 
Both COX isoforms (COX-1 and COX-2) are localized 
to the luminal membrane of ER via hydrophobic inter-
actions while PGIS anchors to the external surface of 
ER by a single transmembrane domain. [10]. cPLA2, 
COX, and PGIS appear to be physically and function-
ally coupled which facilitates transfer of intermediate 
metabolites. Both COX-1 and COX-2 are expressed in 
endothelial cells. There is increasing evidence to indi-
cate that COX-2 is the predominant source of PGI2 
biosynthesis in humans [11,12]. PGI2 is released into 
extracellular milieu where it inhibits platelet activa-
tion and aggregation, controls smooth muscle cell 
contraction, and suppresses monocyte activation, as 
well as inhibits monocyte interaction with vascular 
endothelium. Thus, in addition to being a thrombotic 
agent, PGI2 possesses anti-inflammatory properties.

Nitric oxide is also constitutively produced by vas-
cular endothelial cells under flow conditions. Shear 
stress activates endothelial nitric oxide synthase 
(eNOS also known as NOS III) which catalyzes the 
conversion of l-arginine to NO and l-citrulline. NO 
diffuses out of endothelial cells and acts on smooth 
muscle cells and platelets. NO inhibits platelet aggre-
gation and acts synergistically with PGI2 in controlling 
platelet and monocyte activation and monocyte inter-
action with vascular wall.

PGI2 and NO also possess cytoprotective proper-
ties. It has been reported that PGI2 protects against 
endothelial cell apoptosis by a peroxisome proliferator-
activated receptor δ (PPARδ) pathway [13]. PGI2-
activated PPARδ enhances 14–3–3ε transcription 
and thereby increases 14–3–3ε protein expression. 
Increased 14–3–3ε levels enhance the capacity to bind 
and sequester Bad and thereby suppress Bad-mediated 

apoptosis via the mitochondrial pathway [13,14]. PGI2 
has also been reported to protect endothelial cell 
apoptosis by upregulating XIAP (X-linked inhibitor of 
apoptosis protein), which is a potent inhibitor of acti-
vated caspases and represents a major defense mol-
ecule against apoptosis [15]. NO confers antiapoptotic 
protection by nitration of Bcl-2 family proteins and via 
which it enhances the protective actions of Bcl-2 and 
thereby renders cells resistant to apoptosis.

The endothelial cells are adjusted to the pro- 
inflammatory insults by a coupling mechanism that 
switches COX-2 on and off. When endothelial cells 
are challenged by proinflammatory signals from 
shear and mechanical stresses, cytokines, endotox-
ins, and lipopolysaccharides (LPS), COX-2 expres-
sion is increased, resulting in the robust production 
of PGI2. The mechanism by which diverse proinflam-
matory mediators stimulate COX-2 transcription has 
been characterized [16–18]. Several transactivators, 
notably AP-1 (C-Jun/C-Fos), C/EBPβ and NF-κB, are 
essential for COX-2 expression induced by LPS, cytok-
ines, and growth factors [16–21]. These activators bind 
to respective motifs situated within 500 bp upstream 
of the transcription start site [22]. These functionally 
important transactivators have weak binding activity 
to COX-2 promoters at basal cellular state. The proin-
flammatory mediators increase their binding activities 
via kinase signaling pathways. Their binding activi-
ties are further enhanced by recruiting transcription  
co-activators, notably p300, which transmits the tran-
scriptional activity to the transcription machinery 
[23,24]. Binding of transactivators as well as recruit-
ment of p300 is reversible and is dissipated when 
the proinflammatory mediators level off. The stress-
coupled COX-2 expression may also be regulated by 
posttranslational modification of COX-2. It has been 
reported that COX-2 has a short half-life, which is 
attributed to degradation via proteasome [25,26]. 
Cytokines such as interleukin-1β increases COX-2 sta-
bility thereby enhancing endothelial COX-2 proteins.

On the basis of in vitro studies, the proinflamma-
tory mediators increase COX-2 expression in a time-
dependent manner with maximal expression at 4–6 
hours and return to baseline at 12–24 hours. The mech-
anism by which COX-2 expression is switched off has 
not been clearly elucidated but is thought to be linked 
to the clearance of the stress signals. Stress-coupled 
COX-2 expression in vascular endothelial cells results 
in amplified production of PGI2 in a timely manner to 
defend against vascular damage by the insults from 
microbial infection, immune reactions, and physical 
forces. Once the transient insults dissipate, COX-2 
levels return to the baseline within a finite period of 
time. This stress-coupled COX-2 expression and PGI2 
production is considered a key defense mechanism by 
which arterial wall is protected.
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Alteration of Endothelial Phenotypes by Sustained 
Proinflammatory Stimulation

There is evidence from in vitro experiments and  
animal experiments that vascular endothelial cells 
chronically exposed to physical stresses and/or 
chemical stress signals eventually undergo func-
tional alterations from being anti-inflammatory, 
antithrombotic, and protective to proinflammatory 
and prothrombotic. Thrombomodulin expression is 
downregulated at the transcriptional level by chronic 
exposure to PIMs leading to reduced surface throm-
bomodulin proteins [27]. Furthermore, endothe-
lial surface thrombomodulin is abnormally cleaved 
during inflammation further reducing functional 
thrombomodulin [28,29]. In importance, chronic 
inflammatory signals trigger the endothelial cells to 
express adhesive molecules notably VCAM-1 (vascu-
lar cell adhesive molecule) and ICAM-1 (intercellular 
adhesion molecule-1). Expression of the adhesive mol-
ecules facilitates the interaction of leukocytes with 
endothelial surface via which the blood cells trans-
migrate into the vascular tissue to initiate vascular 
inflammation. This subject will be discussed in more 
detail in the next section.

Clinical studies have provided solid evidence for 
loss of ability of blood vessel to regulate vascular 
tone in chronic diseases including diabetes mellitus, 
hypertension, and other risk factors. A major cause 
of this is thought to be impairment of endothelial 
nitric oxide synthase (eNOS) activities. Nitric oxide 
producing capacity of eNOS is influenced by a num-
ber of factors. A major factor that suppresses NO 
availability is generation of superoxide. Superoxide 
reacts with NO to form peroxynitrite which is highly 
reactive and may contribute to endothelial damage. 
As NO is consumed to form peroxynitrite, the end 
result is reduction of NO and generation of peroxyni-
trite, creating a vasorestrictive and proinflammatory 
condition.

Proinflammatory mediators, especially the tumor 
necrosis factor (TNF) family proteins may induce 
endothelial apoptosis via the receptor-mediated 
apoptosis pathways. Furthermore, oxidants induced 
by PIMs may disrupt the mitochondrial membrane 
potential leading to release of proapoptotic factors 
such as cytochrome C from mitochondria to activate 
caspases [30]. Although vascular endothelial cells are 
endowed with a series of antiapoptotic molecules, sus-
tained stimulation by PIMs may overwhelm the pro-
tective mechanisms and result in endothelial death. 
Exposure of the subendothelial matrix to blood cells 
and other constituents attracts platelets to the dam-
aged vessel wall. Platelets undergo aggregation and 
release a myriad of factors that contribute to vascular 
inflammation.

Blood Cells and Vascular Inflammation

Blood cells notably monocytes and lymphocytes are 
recognized to play critical roles in inducing vascular 
inflammation and promoting atherosclerosis and other 
types of vascular diseases [1,2]. Blood monocytes and 
lymphocytes are activated by proinflammatory factors 
present in circulating blood. The activated leukocytes 
produce and release proinflammatory cytokines that 
contribute to the inflammatory changes of endothelial 
cells with expression of adhesion molecules. Monocytes 
and lymphocytes interact with the adhesive molecules 
and transmigrate into the vascular tissue where they 
induce chronic vascular inflammatory changes. Blood 
platelets contribute to vascular inflammation by inter-
acting with the subendothelial collagen and vWF  
after vascular endothelial denudation. Platelets release 
proinflammatory factors that induce smooth mus-
cle cell migration to and proliferation at the intima. 
The role of neutrophils in vascular inflammation is 
unclear. However, neutrophils play a significant role  
in postischemic tissue inflammation and damage.

Activation of Blood Cells by PIMs

Circulating blood monocytes are highly reactive 
to PIMs such as LPS, endotoxins, cytokines, and 
immune mediators as well as CD-40 ligand (CD-40L) 
and P-selectin, which are expressed on platelets and 
endothelial cells. Stimulation of monocytes by the 
diverse factors results in the expression of proin-
flammatory cytokines and prostaglandins as well 
as adhesion molecules. LPS activates monocytes  
via interaction with specific receptors CD14 and 
Toll-like receptor 4. CD-40L acts by interaction with 
constitutively expressed CD-40 on monocyte sur-
face. Proinflammatory cytokines and prostaglandins 
produced by activated monocytes are released into 
excellular milieu and acts in a paracrine manner to 
trigger local inflammation. Monocytes are attracted 
to the vascular wall by chemotactic factors such as 
MCP-1 where they roll on endothelial surface, adhere 
to endothelium, and migrate into the subendothelial 
zone. Once entering the vascular wall, monocytes 
undergo phenotypic changes to become macrophages, 
which express scavenger receptors and are the major 
cells that take up LDL. The LDL-loaded cells have a 
foamy appearances and therefore are called foam cells. 
Foam cells represent major building blocks of athero-
sclerosis. Vascular macrophages secrete cytokines to 
induce vascular inflammation that plays a critical role 
in the growth of atherosclerotic lesions. Interleukin-1β 
(IL-1β) and tumor necrosis factor-α (TNFα) are con-
sidered functionally important cytokines.

Under the stimulation of PIMs, circulating lym-
phocytes are activated, attracted to endothelium, and 
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inflammatory signals from bacteria released from 
periodontic lesions or autoimmune products create a 
chronic blood cell activation state that poses increased 
risk of atherosclerosis and the consequent cardiac or 
cerebral tissue damage. As techniques for analyzing 
circulating blood cell activation are now available, it 
should be feasible to address this important issue by 
epidemiological and clinical studies.

Interaction of Blood Monocytic Cells  
with Endothelium

Activation of monocytes and lymphocytes leads to 
expression of integrins and lectins that recognize the 
adhesion molecules on the endothelial cell surface. 
Normal endothelium under laminar flow does not 
express adhesion molecules. Proinflammatory media-
tors such as cytokines, LPS, and oxidized LDL induce 
the expression of adhesion molecules notably vascular 
endothelial adhesion molecule (VCAM), intercellular 
adhesion molecule-1 (ICAM-1), and selectins. These 
adhesion molecules selectively interact with integ-
rins and lectins expressed on activated monocytes 
or T lymphocytes. The activated monocytes and T 
lymphocytes roll and adhere to endothelium through 
sequential interactions with different classes of adhe-
sion molecules. Mouse gene deletion experiments 
have revealed that VCAM-1 is essential for interac-
tion of monocytic cells with endothelium and for 
early atherogenesis [31]. Chemotactic factors, notably 
monocyte chemotactic protein-1 (MCP-1), attract the 
adhered monocytes to migrate through endothelium 
and bind to surface chemokine receptors such as 
CCR-2 for MCP-1 [32].

Activated blood T lymphocytes adhere to endothe-
lium by interacting with adhesion molecules such as 
VCAM-1 and transmigrate the endothelial cells into 
the subendothelium by the signals from chemok-
ines including inducible protein 10 (IP-10), monokine 
induced by interferon-γ (Mig), and IFN-γ inducible 
T-cell α-chemoattractant (I-TAC) [1]. These chemoat-
tractants bind to T lymphocyte surface chemokine 
receptors, CXCR-3 [33].

Mediation of Vascular Inflammation  
by Blood Cells

Transmigrated monocytes differentiate into tissue 
macrophages once localized to blood vessel wall. 
Monocytes/macrophages are capable of secret-
ing PIMs in the vascular wall. Furthermore, they 
express scavenger receptors via which lipoprotein 
particles are engulfed. A major factor that activates 
macrophages is monocyte-colony stimulating factor 
(M-CSF) [34]. M-CSF enhances scavenger receptor 
expression and thereby increases lipoprotein uptake. 

transmigrated into blood vessel wall. Biochemical 
mechanism by which lymphocytes enter into the vas-
cular wall has not been as well investigated. However, 
it is now well recognized that lymphocytes enter 
into the vascular wall at early stage of atherogenesis 
and play critical roles in triggering and propagating 
atherosclerotic lesions.

Circulating platelets are essential components of 
hemostatic plugs and thrombi. Platelets do not interact 
with normal endothelium but are attracted to suben-
dothelial regions when endothelium is severely dam-
aged and becomes denuded. A single layer of platelets 
adhere to the subendothelium through interaction of 
platelet surface glycolprotein (GP) Ib–1X–V complex 
with von Willebrand factor (vWF) in the subendothe-
lial tissue. The adhered platelets interact with sub-
endothelial collagen via surface GP Ia-IIa and GP VI. 
Interaction with collagen results in platelet morpho-
logical changes, activation of signaling and metabolic 
pathways, and release of factors notably adenosine 
diphosphate (ADP) and thromboxane A2 (TXA2) lead-
ing to platelet aggregate formation. Platelets are also 
essential for coagulation and facilitate generation of 
thrombin, which is a powerful agonist of platelet acti-
vation. Thus, platelets possess coordinated programs 
for ensuring platelet aggregate and fibrin formations 
and are pivotal in thrombus generation. Despite its 
well-recognized role in thrombus formation on dam-
aged vascular wall, especially ruptured atheroma-
tous plaques, the involvement of platelets in vascular 
inflammation has not been as extensively investigated. 
Some recent reports suggest that activated platelets 
may adhere to endothelium stimulated by cytokines 
and transmigrate into the vessel. The results are based 
on in vitro experiments and should be further evalu-
ated in vivo.

Activated platelets release biologically active fac-
tors from α granules. Several released factors such 
as P-selectin and CD-40L are attached to the outer 
surface of platelets. Monocyte surface constitutively 
expresses receptors for P-selectin and CD-40L. A num-
ber of studies have shown that binding of CD-40L 
to monocyte CD-40 has potent effects on monocyte 
activation and monocyte adhesion to vascular wall. 
Platelets form aggregates with monocytes probably 
through interactions between P-selectin and its recep-
tors on monocyte surface. Monocytes may also be 
activated by CD-40L expressed on the cell surface of 
lymphocytes. Activated monocytes produce cytok-
ines, which act on endothelial cells and other blood 
cells creating a positive loop of blood and vascular cell 
activation. These results indicate that PIMs trigger a 
series of blood cell activation processes resulting in 
cell–cell aggregation formation, amplification of PIM 
productions, and vascular endothelial activation. One 
of the intriguing questions is whether “low-grade” 
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Inflammation in Atheroma Growth  
and Plaque Formation

Growth of Atheroma

Growth of the atheromatous lesions is geographi-
cally uneven and temporally discontinuous. Atheroma 
develops more rapidly at the sites of blood vessel bifur-
cation as a result of turbulent blood flow. Similarly, 
atheromatous plaques are more commonly noted at 
bifurcation sites. Growth of atheromatous lesions 
is dictated by the presence of abnormal blood flow, 
endotoxins, proinflammatory cytokines, prostaglan-
dins, and growth factors. There is good evidence for 
regression of atheromatous lesions in experimental 
animals when dietary intake of high lipids is reduced. 
The periodic burst of growth is most likely contributed 
by invading microorganisms and endotoxins as well as 
immunological mediators.

Smooth muscle cell migration and proliferation 
contribute to progressive atheromatous lesions [35]. 
Smooth muscle cells normally are located in the 
media layer of blood vessels. The residential smooth 
muscle cells possess contractile properties, and have 
the primary function of contracting blood vessels. 
However, during the development of atherosclerosis, 
they are attracted to the intima by growth factors 
notably platelet-derived growth factor (PDGF). Once 
settled down in the intima, the smooth muscle cells alter 
phenotype. They lose contractile activities and acquire 
proliferative and secretory functions. They secrete glyco-
proteoglycans and other connective tissues. As a result 
of rapid proliferation, they increase the intimal thick-
ness. The exact mechanism by which smooth muscle 
cells undergo drastic phenotypic changes is unclear.

Development of Atheromatous Plaque

Plaque formation is also geographically selective 
and temporally discontinuous. The exact factors that 
trigger plaque formation at selective spots in the 
atheromatous arterial wall have not been entirely 
identified. However, there is good evidence for locally 
active inflammation as a major cause of plaque for-
mation and plaque composition. A mature plaque 
comprises a central core composed of necrotic tissues 
and fat infiltration surrounded by inflammatory cells. 
Atheromatous plaques are covered with a cap rich in 
cells and fibrous tissues, the so-called fibrous cap. This 
cap seals procoagulant and platelet activating mate-
rials within the vessel wall and prevents them from 
interaction with blood coagulation factors and plate-
lets. The cap is composed primarily of smooth muscle 
cells and collagen secreted from smooth muscle cells. 
The cap structure and properties are determined by 
inflammation. Active infiltration of inflammatory cells 

The lipoprotein-loaded macrophages have an appear-
ance resembling foam cells. Under the stimulation of 
M-CSF and other factors such as CD-40L expressed 
on the surface of activated lymphocytes, macrophages 
and foam cells secrete myriad PIMs including cytok-
ines, express cyclooxygenase-2 (COX-2), produce tis-
sue factors and matrix metalloproteinases (MMPs), 
and generate reactive oxygen species (ROS). These 
powerful factors cross talk and trigger inflammation 
and tissue damage. They probably induce endothelial 
damage as well and initiate coagulation reactions via 
the tissue factor pathway. Thus, macrophages play a 
key role in inflammation, vascular damage, and lipid 
accumulation.

There is increasing evidence that T lymphocytes 
migrating into the subendothelial region initiate vas-
cular inflammation by secreting PIMs and activating 
monocytes and macrophages. T lymphocytes interact 
with oxidized LDL and other antigens and function-
ally differentiate into TH1 and TH2 cells. TH1 cells 
secrete interferon-γ (IFN-γ), which induces the expres-
sion of CXC chemokines such as IP-10, Mig, and I-TAC 
and thereby attract T lymphocytes migration into the 
subendothelium. The TH cells produce cytokines that 
trigger inflammation and tissue damage. Importantly, 
activated T cells express CD-40L (known as CD154) 
which binds to CD-40 on monocyte surface and acti-
vates the expression in monocytes of tissue factors, 
MMPs and COX-2. These factors act in concert to 
induce inflammation, alter matrix, and cause coagu-
lation activation. Interaction of CD-40 with CD-40L 
is considered crucial in all phases of atherosclerosis 
including plaque stability, and inhibition of CD-40 
signaling was reported to be associated with improve-
ment of atherosclerotic lesions.

Results form recent studies reveal that mast cells 
play a role in atherosclerosis. Similar to monocytes 
and T lymphocytes, mast cells are recruited into the 
subendothelial tissue by chemokines. Once arriving at 
the intima, mast cells secrete active compounds that 
contribute to inflammation and tissue damage.

In summary, PIMs in circulating blood activate 
endothelial cells and blood mononuclear cells (mono-
cytes, T lymphocytes, and mast cells). The mononu-
clear cells adhere to endothelium and transmigrate 
into the vascular intima, where they are activated 
and secreted proinflammatory cytokines, prosta-
glandins, MMPs, and other proteolytic enzymes that 
create chronic inflammation and tissue damage. 
Furthermore, macrophages engulf lipoproteins to 
form foam cells. Foam cell infiltration at early stages 
of vascular inflammation gives rise to fatty streak 
appearance. As inflammation and tissue damage 
continue, the fatty streak appearance is replaced by 
raised atherosclerotic lesions, with eventual forma-
tion of atheromatous plaques.
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and massive myocardial infarction. However, prob-
ably more commonly, plaque rupture may cause small 
fissures on which small thrombi are formed. The small 
sizes of thrombi have no immediate impact on blood 
supply to tissues and therefore do not cause clinical 
problems. However, they may become organized and 
embedded into the atheromatous mass, which contrib-
utes to the growth of atheromas and progression of 
vascular narrowing. Severe coronary arterial narrow-
ing results in reduced blood flow and hypoxia espe-
cially during exercises causing clinical manifestations 
of angina pectoris. Thrombi formed in the carotid 
arteries tend to be detached and lodge at distal arte-
rial trees to cause acute arterial occlusion. The most 
common site of occlusion is middle cerebral artery.  
The artery-to-artery embolization causes catastrophic 
ischemia and cerebral infarction. Small thrombi may 
be organized and contribute to arterial narrowing. As 
the narrowing increases, blood flow diminished and 
ischemia symptoms may develop (transient ischemic 
attacks and “minor stoke”).

Inflammation and Ischemia-Reperfusion 
Injury

Common Inflammatory Response  
to Tissue Ischemia

Extensive investigations using ischemia-reperfusion 
(I/R) animal models have established inflammation 
as a key event in tissue damage following vascular 
occlusion. There is a common sequence of events 
that occurs with all types of I/R tissue injury includ-
ing myocardial and cerebral tissue damage following 
coronary artery and middle cerebral artery occlusion, 
respectively [37,38]. The inflammatory response to I/R 
is illustrated in Figure 26.1. Arterial occlusion results 
in reduced oxygen tension, ATP depletion, and necrotic 
cell death. It is generally thought that dying cells trig-
ger inflammation through generation of reactive 
oxygen species (ROS), complement activation, upreg-
ulation of Toll-like receptors (TLR) and activation of 
transcriptional programs via transactivators such as 
NF-κB. Transcriptional activation by proinflammatory 
transactivators results in expression of proinflamma-
tory cytokines, chemokines, and adhesive molecules 
on microvascular endothelial cells. Neutrophils in the 
microvascular circulation roll, adhere, and transmi-
grate the endothelium by interacting with E-selectin, 
P-selectin, and ICAM-1, which are expressed on vascu-
lar endothelial cells under the inflammatory stimula-
tion. Neutrophils accumulated at the ischemic tissues 
induce acute inflammatory changes by generation of 
ROS, notably superoxide ions via NADPH oxidase and 
the production of proteolytic enzymes. It is estimated 
that neutrophils transmigrate and accumulate at the 

in the cap results in cytokine and metalloproteinase 
production, which suppresses collagen production, 
induces smooth muscle cell apoptosis, and degrades 
preexisting fibrous tissues. The cap is replaced with 
inflammatory and necrotic tissues, and the fibrous cap 
becomes thin and vulnerable to rupture.

Plaque Rupture and Thrombus Formation

The fibrous cap prevents the plaque tissue factor (TF) 
and vWF from coming in contact with circulating 
platelets and coagulation factors. Once ruptured, vWF 
attracts platelets by binding to the GPIb/IX/V com-
plex on platelet surfaces. Collagen binds platelets via 
two receptors: GPIa/IIa and GPVI [36]. Collagen acti-
vates platelets and induces membrane changes, which 
expose phosphatidylserine (PS) and phosphatidyletha-
nolamine (PE). The membrane phospholipid changes 
facilitate coagulation reactions by providing surface 
for factor V and factor VIII binding. Coagulation is 
activated by binding of factor VIIa (activated factor 
VII) to cells expressing TF on their surface. Factor 
VIIa in circulating blood has weak catalytic activity 
but the catalytic activity is enhanced by three orders 
of magnitude when factor VIIa bind to TF. Factor VIIa 
cleaves and activates factor X and factor IX. Activated 
factor X (Factor Xa) and factor IX (factor IXa) are 
detached from factor VIIa–TF complex. Factor Xa 
binds to factor Va. The catalytic activity of factor Xa 
is greatly enhanced when it binds to factor Va, which 
is attracted to the surface of activated platelets as a 
result of the reorientation of the phospholipids. In 
the presence of calcium, factor Xa on platelet surface 
catalyzes the conversion of prothrombin (factor II) to 
thrombin. However, only a limited amount of throm-
bin is generated via VIIa/Xa pathway because factor 
Xa generation from this pathway is rapidly inhibited 
by a naturally occurring inhibitor, tissue factor path-
way inhibitor (TFPI). Thrombin is generated in ample 
quantities by an alternative pathway: factor IXa. Factor 
IXa binds to factor VIIIa on activated platelet surface. 
Factor IXa catalyzes the conversion of factor X to fac-
tor Xa and factor Xa in turn converts prothrombin 
to thrombin on activated platelet surface. Thrombin 
catalyzes the formation of fibrin, which is consoli-
dated through the cross-linking action of factor XIIIa. 
In parallel, platelets attracted to the ruptured surface 
form aggregates. Platelet aggregation is initially trig-
gered by collagen and vWF, amplified by ADP and 
TXA2 and further amplified by thrombin. As the dis-
rupted surface is enriched in TF-bearing macrophages 
and smooth muscle cells, thrombus formation com-
posed of platelet aggregates enmeshed by fibrin fibriles 
could develop at a very rapid rate and may occlude the 
entire artery in a short period of time. This creates 
catastrophic clinical outcome such as sudden death 
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Tissue-Specific Inflammatory Features

Analysis of postischemic inflammation in the heart 
and brain tissues reveals tissue-specific differences. In 
the postischemic heart tissues, mast cells, and fibro-
blasts contribute to fibrosis. Mast cells are residen-
tial cells in normal heart tissues. Following ischemia, 
they increase in numbers and undergo degranulation, 
which releases active compounds such as histamine 
that contributes to inflammation. Furthermore, mast 
cells activation was considered to contribute to fibrosis 
[38]. The exact roles that mast cells play remains to 
be elucidated. Another major cell type that infiltrates 
postischemic heart tissues is fibroblasts. Fibroblasts 
migrate to ischemic tissues where they transdifferen-
tiate into myofibroblasts. Myofibroblasts secrete col-
lagen and other matrix proteins that constitute the 
major supporting tissues of fibrosis.

The postischemic inflammatory responses are con-
sidered a defense mechanism to repair tissue damage 
caused by reactive oxidants and other factors. However, 
the inflammatory response often proceeds beyond con-
trol and causes tissue damage. As a tissue repairment 
process, the inflammatory process elicits angiogenesis 
via expression of vascular endothelial growth factor 
(VEGF) and cell proliferation to offset the cell loss due 
to necrosis and apoptosis. Transdifferentiation and 
proliferation of myofibroblasts represent an important 
step in tissue repairment [39,40]. However, myofibro-
blasts cause dire consequences such as excessive fibro-
sis that impair the cardiac function. Inflammation 
also contribute to myocyte apoptosis resulting in car-
diac dilatation and vascular remodeling.

In contrast, inflammation-associated fibrosis is not 
a major feature in postischemia brain damage. Instead, 
inflammatory mediators in ischemic brain tissues 
induce glial cell activation. Of the three major types 
of glial cells in the brain, GFAP-positive astrocytes, 
residential glial cells, are activated and become hyper-
trophic a few hours after ischemia [37]. Approximately 
24 hours after ischemia, microglial cells are activated. 
Another major change following brain ischemia is 
degradation of basal lamina, an extension of the extra-
cellular matrix of microvasculature. Microvascular 
lamina functions not only as a barrier but also as a 
structure to anchor microvascular endothelial cells 
and astrocytes. Anchoring of astrocyte end-foot to the 
microvasculature via basal lamina has been shown 
to be functionally important in regulating microvas-
cular blood flow. Thus, loss of basal lamina results in 
microvascular dysfunction and erythrocyte leakage. 
Disruption of basal lamina is attributed at least in part 
to rapid generation of MMP-2. Another mechanism 
by which endothelial cells and astrocytes become 
detached from the basal lamina is downregulation of 
several integrins such as α 1β 1 and α 3β 1 on endothelial 

ischemic heart or brain tissues within a few hours 
after ischemia. Neutrophil numbers reduce within 
24–48 hours. Neutrophil accumulation in microvascu-
lature may occlude the microvascular circulation and 
enhance ischemic injury. Transmigration of mono-
cytes into the ischemic tissues occurs later than neu-
trophils but monocytes accumulate for a longer period 
of time and phenotypically convert to macrophages. 
Monocytes are attracted to the ischemic tissues by 
chemokines, notably MCP-1 and IL-8 which interact 
with their receptors on monocytes. Monocytes/mac-
rophages elicit chronic inflammatory damage pri-
marily by producing and releasing proinflammatory 
cytokines. Under inflammatory stimulation, mono-
cytes express cyclooxygenase-2 (COX-2) and PGE 
synthase (mPGES-1) resulting in the production of 
proinflammatory PGE2.

Among cytokines and growth factors implicated 
in ischemic injury, IL-1β, IL-6, and tumor necrosis 
factor-α (TNF-α) are extensively investigated and their 
roles are better documented. These cytokines induce 
tissue damage by stimulating proinflammatory mol-
ecules such as PGE2 derived from COX-2 and nitric 
oxide (NO) via inducible nitric oxide synthase (iNOS). 
They induce the expression of metalloproteinases 
(MMP) which alter the extracellular matrix.

Ischemia-reperfusion

Necrotic cell death

Complement
activation ROS

Chemokines

Fibroblasts
Blood cell

transmigration

Myofibroblasts

Neutrophils Monocytes Lymphocytes
Mast cells

Macrophages

COX-2,
iNOS Cytokines

Adhesive
molecules

TLR

Transactivators (NF-κB, etc.)

Figure 26.1.  A simplified scheme illustrating the factors 
involved in triggering blood and tissue cell migration and acti-
vation. Abbreviations: ROS, reactive oxygen species; TLR, Toll-
like receptor; COX-2, cyclooxygenase-2; iNOS, inducible nitric 
oxide synthase.
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diseases such as atherosclerosis and in postischemic 
tissue damages such as myocardial infarction. The 
promoter regions of a majority of proinflammatory 
genes have characteristics of inducible genes which 
harbor TATA motif and a series of cis-activating ele-
ments at the 5’-flanking promoter region. The pro-
moter is activated by binding of transactivators to their 
respective binding sites, which recruit co-activators 
such as p300. p300 interacts with the transcription 
machinery to initiate transcription. p300 possesses 
histone acetyltransferase activities that induce open 
chromatin structures to facilitate binding of transacti-
vators [41–43]. Although transactivators that bind and 
activate promoter may differ among the proinflamma-
tory genes, several transactivators are considered to 
be involved in the activation of diverse proinflamma-
tory genes and thus are considered to occupy a central 
position in inducing inflammation.

NF-κB

NF-κB comprises two families of proteins:  (1) the 
Rel family, which is composed of C-Rel (p75), RelA 
(p65), and RelB (p68); and (2) NF-κB family which is 

cells and α 1β 1 and α 6β 4 on astrocyte surfaces. These 
integrins interact with molecules in the basal lamina 
and mediate anchoring endothelial cells and astro-
cytes to the matrix. Thus, astrogliosis, microglial 
activation, and microvascular dysfunction are major 
consequences of postischemic inflammation. These 
cellular changes contribute to neuronal apoptosis 
after ischemia. There is no apparent matrix deposition 
in the infracted brain as contrast to fibrosis being a 
key event in myocardial infarcts.

Postischemia inflammation in other organs such 
as kidneys and lungs share with the heart and brain 
common inflammation features but is likely to possess 
tissue-specific features because of mobilization and 
activation of specific residential inflammatory cells. 
The tissue-specific features of those organs have not 
been as extensively investigated as heart or brain.

Postischemic Transcription of  
ProInflammatory Genes

The common features of postischemia inflamma-
tion could be attributed to the activation of a tran-
scription program that mediates the expression of 
proinflammatory genes. The factors that trigger the 
initiation of the transcriptional activation have not 
been completely identified. Recent studies indicate 
that during the acute phase of inflammation, a major 
triggering factor is ROS. Both H2O2 and superox-
ide ions are shown to activate the expression of pro-
inflammatory genes. However, there are reports that 
ROS suppress expression of genes such as COX-2 and 
iNOS. Other more powerful factors may be respon-
sible for activation of transcription of proinflamma-
tory chemokines and adhesive molecules that recruit 
blood cells into the ischemic tissues as well as acti-
vation of cytokine transcription that leads to ampli-
fied expression of proinflammatory genes. Cytokines 
notably IL-1β and IL-6 and TNF-α stimulate monocyte 
transcriptional programs that result in overexpres-
sion of cytokines that serve to propagate the expres-
sion of proinflammatory genes as well as expression 
of COX-2, iNOS, and MMPs. Therefore, the inflam-
mation cascade may be considered to have an initia-
tion phase and a propagation phase. The propagation 
phase amplifies the proinflammatory gene expression 
by forming a positive regulatory loop. It induces the 
expression of key inflammatory mediators such as 
eicosanoids, NO, and MMPs (Figure 26.2).

Transcriptional Regulation of  
ProInflammatory Genes

The transcriptional program that initiates the expres-
sion of proinflammatory genes is a key event that 
sustains inflammatory responses in blood vessel 

Ishemic cell death

Cytokines

Adhesion
molecules

Chemokines
Cytokines

Inflammatory tissue damage

COX-2
iNOS

MMPs

Propagation phase of
transcriptional activation

Initation phase of activation of
transcription program

Inflammatory signals

NF-κB, C/EBPb

NF-κB, C/EBPb

Figure 26.2.  Hypothetic scheme of induction of inflamma-
tory tissue damage by ischemic cell death. The inflammatory 
response induced by ischemic cell death is divided into initia-
tion phase and propagation phase of transcriptional stimula-
tion mediated by transcription factors such as NF-κB and C/
EBPβ. The scheme is a simplified view of a much more complex 
process.
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protein kinase A (PKA), and extracellular regulated 
protein kinase (ERK) were reported to phorylate C/
ERPβ [49–53]. We have shown that phosphorylation of 
C/EBPβ by RSK is crucial for C/EBPβ binding to COX-2 
promoter and C/EBPβ-mediated COX-2 transcription.

C/EBPβ binding is also regulated at the translational 
level. C/EBPβ mRNA contains several translation start 
codons that are used as a start site in ribosomal trans-
lation to generate a series of truncated isoforms [21]. In 
human cells, the full length of C/EBPβ is 46 kDa. Two 
major truncated forms, a 41 kDa that is also known as 
LAP (liver-enriched transcription activating protein) 
and a 16 kDa, which is known as LIP (liver-enriched 
transcription inhibitory protein), regulate the expres-
sion of COX-2 and other proinflammatory genes, 
respectively. LIP functions as a dominant mutant of 
C/EBPβ, which inhibits binding of full-length C/EBPβ 
and 41 kDa isoform to the C/EBP cognitive sites on 
the promoter of proinflammatory genes. Like NF-κB, 
C/EBPβ is considered to mediate postischemic inflam-
mation and tissue damage.

Anti-Inflammatory Therapeutic Strategies

Despite the prominent roles of inflammation in 
vascular diseases and postischemic tissue damage, 
there is no effective anti-inflammatory treatment 
for atherosclerosis, myocardial infarction, ischemic 
stroke, or other postischemic tissue damage. One 
of the reasons for the failure is that inflammatory 
responses are intended for protecting tissues and for 
tissue repairment. It is the uncontrolled inflammation 
that contributes to vascular, cardiac, or brain tissue 
damage and is the target for therapy. As the currently 
available anti-inflammatory drugs do not distinguish 
between “physiological” and “pathologic” inflamma-
tion, they do not have clear beneficial effects on reduc-
ing atherosclerosis and/or inflammation-mediated 
tissue injury. In fact, the nonsteroidal anti-inflamma-
tory drugs (NSAIDs) and selective COX-2 inhibitors 
(COXIBs) are associated with cardiovascular compli-
cations [54]. One of the explanations for the compli-
cations is that COX-2 and proinflammatory cytokines 
such as TNF-α have Yin (proinflammatory) and Yang 
(protective) functions. In this regard, COX-2 has been 
extensively investigated and will be discussed in more 
detail to illustrate this important point.

Paradoxical Effects of COX-2 Inhibitors

COX-2 expression is highly induced by cytokines, 
endotoxins, and the growth factor in inflammatory 
and neoplastic cells [27]. The expressed COX-2 pro-
teins are coupled to PGE synthases (PGES), notably 
the microsomal PGES-1 (mPGES-1) isoform, and 
catalyzes robust production of proinflammatory 

composed of NF-κB1 (p105/p50) and NF-κB2 (p100/
p52) [44]. The two families of proteins form heterodi-
mers or homodimers which bind to κB cis-acting 
elements. Both families of proteins are localized 
to cytoplasm in resting cells. The Rel proteins are 
sequestered in cytoplasm through binding to inhibi-
tors, called IκBs, while NF-κB proteins are retained 
in cytoplasm because they contain intramolecular 
IκB-like inhibitory domains [44]. Upon stimula-
tion by proinflammatory signals, Rel is dissociated 
from  IκB by IκB degradation via ubiquitin-protea-
some. IκB degradation involves phosphorylation 
of IκB by IκB kinases (IKK). Phosphorylated IκB is 
targeted by ubiquitin enzymes for polyubiquinition 
and the polyubiquinized IκB is degraded in protea-
some. IκB degradation releases Rel. Formation of 
free NF-κB1 (p50) or NF-κB2 (p52) is mediated by a 
different mechanism. p50 and p52 exist in cytoplasm 
of resting cells as p105 and p100 proteins, respec-
tively. The C-terminal region of p100 or p105 contains 
IκB-like structure. Upon activation, the C-terminal 
region is removed by proteolytic enzymes. Free Rel 
and NF-κB form dimers, which are translocated into 
nucleus, where they bind to IκB motifs and activate 
the transcription of proinflammatory genes. The most 
common isoform of NF-κB in proinflammatory gene 
expression is p65 (RelA) /p50. C-Rel (p75)/p50 is also 
frequently involved in proinflammatory gene activa-
tion. Among NF-κBs, p65 possesses binding sites for 
p300 and recruits p300. Furthermore, p300 acetylates 
p65 and increases p65 activity [45,46]. NF-κB binds 
to the promoter regions of diverse cytokines, adhesive 
molecules as well as COX-2 and iNOS [23,46] and is 
critical for induction or upregulation of the expres-
sion of diverse proinflammatory genes. NF-κB has 
been implicated in mediating inflammatory diseases 
including postischemic inflammation and tissue 
damage.

C/EBP

CCAAT/enhanced binding proteins (C/EBP) comprise 
six members of basic leucine zipper transcription fac-
tors [47,48]. They are divided into two subgroups based 
on sequence homology: one group comprises C/EBPα, 
β, and δ and the other, C/EBPγ, ε, and δ. The β isoform, 
also known as nuclear factor IL6 (NF-IL6) drives the 
promoter activities of IL-6 and myriad proinflamma-
tory genes. C/EBPβ in resting cells has weak DNA 
binding activities because its activity is inhibited by 
an intramolecular inhibitory element [18]. C/EBPβ 
in cells stimulated by proinflammatory mediators is 
phosphorylated which results in releasing the inhibi-
tory element and exposure of the kinase active sites. 
Several kinases such as p90 ribosomal S6 kinases 
(RSK), calmodulin-dependent kinase IV (CamK-IV), 
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the risk of plaque rupture. This thesis should be 
investigated.

Transcriptional Control as Therapeutic Strategy

The Yin-Yang functions of proinflammatory media-
tors are not limited to COX-2. It has been suggested 
that TNF-α may possess protective action against tissue 
damage besides its well-recognized proinflammatory  
action. Since complete elimination of those dual-
activity mediators is unlikely to achieve optimal 
therapeutic effects as it may cause undesirable compli-
cations, and since induction of proinflammatory gene 
expressions requires multiple transcription activators, 
it may be possible to suppress partially the expression 
of multiple proinflammatory genes such as COX-2, 
IL-1β, IL-6, and TNF-α by blocking the binding of a 
selected transactivator such as NF-κB or C/EBPβ [58]. 
This possibility is supported by the findings that sali-
cylates (aspirin and sodium salicylate) inhibit COX-2 
transcriptional activation by proinflammatory media-
tors by blocking C/EBPβ binding to COX-2 promoter 
[20]. The reported results further show that salicylates 
target RSK and thereby suppress C/EBPβ phosphory-
lation and transcriptional activity [59]. By suppress-
ing C/EBPβ binding without affecting NF-κB, C-Jun/
C-Fos, or CREB, COX-2 expression in response to 
stimuli is reducing by ~50%. Salicylate is a natural 
plant-signaling molecule and is enriched in plant 
sources such as willow bark. Willow bark extracts were 
reported to possess anti-inflammatory activities, which 
were attributed to salicylates. Sodium salicylate was as 
effective as aspirin in controlling pain and inflamma-
tion and yet it has very weak inhibitory actions against 
COX-2 or COX-1 catalytic activity. Since salicylate 
suppresses COX-2 transcriptional activity by inhibit-
ing RSK-mediated C/EBPβ binding and transactiva-
tion, it is possible that the anti-inflammatory action of 
salicylate may be attributed to partial transcriptional 
inhibition of COX-2 through selective suppression of 
C/EBPβ binding. It is to be noted that the action of 
salicylate is demonstrated in in vitro cellular studies. 
Its anti-inflammatory actions in vascular and car-
diac as well as cerebral tissues should be investigated  
in animals and humans. It is of interest that other  
ingredients of plants such as resveratrol and cate-
chins are active in controlling COX-2 transcription in 
response to stimuli by proinflammatory mediators. 
Thus, the natural products may represent an impor-
tant source of developing new transcription-based 
anti-inflammatory therapy of atherosclerosis and 
ischemia-reperfusion tissue damage.
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of pattern recognition, complement activation, cel-
lular necrosis, and so on leading to the classic cellu-
lar cascade of activation, chemotaxis, adhesion, and 
transmigration.

This chapter is aimed at illustrating experimental 
models suitable to dissect the properties of mediators 
responsible for leukocyte activation and migration. A 
number of inflammatory models have been developed 
to investigate the intricate nature of the inflammatory 
process with both theoretical and clinical relevance. 
Here we will discuss three models ranging from a rela-
tively simplistic, air-pouch model of cell migration (we 
often refer to it as in vivo chemotaxis) to the complex 
“classical” processes observed following peritonitis 
(inflammation provoked by an external stimulus) and 
ischemia-reperfusion (inflammation from within).

Air-Pouch Model

The air-pouch model is inexpensive and not techni-
cally demanding, requiring two injections of air into 
the dorsal intrascapular region to generate a discrete 
pouch. The nature of the air-pouch makes it particu-
larly suitable for use in rodents.

The air-pouch was first developed as an in vivo 
model representative of an inflamed synovium. 
Subcutaneous injection of air (day 0 and day 3) leads 
to the formation of a lining tissue, a very thin layer of 
2–3 cells where a combination of macrophage- and 
fibroblast-like resident cells coexists. Application of 
acute stimuli leads to a predominant influx into the 
air-pouch of polymorphonuclear leukocytes, whereas 
large doses of inflammogens or nondissolving xeno-
biotics produce a predominant infiltration of mono-
nuclear (chronic) cells (Figure 27.1). When proper 
stimuli are used and the inflammatory reaction 
becomes chronic, the air-pouch lining becomes pro-
gressively thicker and shows clearest resemblance to 

Importance of Studying Cell  
Trafficking In Vivo

The innate response has long been compartmentalized 
into several facets traditionally termed redness, heat, 
pain, and edema. Inflammatory insults induce release 
of a plethora of tightly regulated intra- and extracel-
lular mediators, rapidly modulating the local microen-
vironment. The initial “humoral” response is largely a 
nongenomic reaction conducted by constitutive pro-
teins and metabolic products released by resident cells 
(depending on the site of insult), for example, histamine, 
tumor necrosis factor alpha (TNF-α), and metabolites 
of the arachidonic acid cascade. These nonspecific or 
“classical” signals concurrently increasing vascular 
dilation, permeability, and blood flow to allow the exu-
dation of fluid and protein. Consequentially, a variety 
of systemic mediators, cytokines, chemokine, and cen-
trally acting molecules are produced to orchestrate cel-
lular infiltration, local activation of blood-borne cells, 
and dispose of the inflammogen; ultimately, resolu-
tion of inflammation occurs in a time-dependent and 
space-regulated fashion, resulting in restoration of tis-
sue integrity. When these symptoms persist, through 
deregulation or repeated insult, chronic inflammatory 
conditions (such as rheumatoid arthritis [RA]) can 
occur resulting in loss of function locally as well as 
effecting systemic pathology.

Among this multitude of molecular and cellular 
processes, migration of blood white cells to the site 
of inflammation is central to the overall response 
orchestrated by the host. Cellular migration is a com-
plex process employing both the innate and adaptive 
arms of the immune system to confront and resolve 
inflammatory insult. Circulating leukocytes exist as 
transiently activated cells, constantly interacting with 
vascular walls via interaction of adhesion molecules 
(see Chapter 17). In an inflammatory response non-
specific “danger signals” are released often as a result 
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articular synovium around day 14, before becoming 
more fibrous toward day 30. These features offer both 
a simplistic and robust microenvironment that allows 
great flexibility for experimental design.

Cytokine and Chemokine Stimulation

The air-pouch can be useful when translating in vitro 
observations as a primary in vivo screen particu-
larly effective when comparing stimulus-dependent 
responses in an acute or chronic setting. The simplis-
tic nature of the air-pouch model has allowed it to 
be widely adapted to incorporate a variety of specific 
and nonspecific stimuli (Table 27.1). Initial models of 
leukocyte recruitment instigated by classical inflam-
matory stimuli were refined in the early 1990s by the 
improvements of recombinant technology, allowing 
administration of sufficient doses of cytokines and 

chemokines to produce trafficking of white blood cells 
from the vessels into the pouch volume.

Interleukin 1β (IL-1β) was the first cytokine to be 
introduced locally into the air-pouch as a potent neu-
trophil chemoattractant:  it produces a rapid acute 
response, occurring within 2–6 hours, and the air-
pouch is now a well-characterized model of neutrophil 
recruitment. Further studies have highlighted IL-8 
and TNF-α as other stimulants able to inducing a simi-
lar primary response with a propensity for neutrophil 
accumulation within 6 hours. The rapid, robust, and 
reproducible responses produced by these cytokines 
can allow dissection of molecular mechanisms in in 
vivo settings, for instance determining the impact of 
downstream mediators and adhesion molecules.

In some cases, for example, CC chemokines, the air-
pouch is not suitable to produce a marked response. 
Application of human recombinant eotaxin failed to 

Characteristic macroscopic view of a 6-day air
pouch membrane displaying the developed
mirovasculature

Day 0 and 3 inject 2.5 mL of air
by intradermal (i.d) injection into
the dorsal interscapular region

By day 6 the air-pouch lining shows
features similar to synovium. These
features can be exacerbated with 
repeated injections of air and extended
time courses up to 30 days 

Figure 27.1.  How to make an air-pouch (schematic) and how a real one is. Top panel:  rep-
resentation of the procedure required to produce an air-pouch; two injections of air on day 
0 and day 3 will form a pouch (in essence an in vivo test tube). Bottom panel: a photograph 
of the microvasculature present in the lining tissue (inside “skin”) of the air-pouch, follow-
ing inflammation with 1 mg zymosan (tissue sample collected at 4 h post-zymosan injection) 
(note: air-pouch was reinflated to highlight its structure and vasculature).
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induce accumulation of eosinophils; a response was 
obtained when circulating eosinophils were increased 
by immunizing mice to an antigen (ovalbumin) and 
when an excess of mast cells was applied to the air-
pouch before eotaxin (Table 27.1).

Protocols

The protocol outlined refers to volumes and treatments 
optimized for a mouse model; however, the methodol-
ogy is applicable to rats, though proportions do vary 
between species.

Air-Pouch Formation

•	Age and weight matched mice should be between 6 
and 10 weeks old or >22 g in weight for this procedure. 

Males are often the most applicable sex for inflam-
matory models.

•	Induction of the air-pouch is undertaken with light 
anesthetic (e.g., isoflurane), inserting a 25-gauge 
needle – connected to a 2.5 mL syringe – in the dor-
sal intrascapular region, delivering subcutaneously 
a volume of 2.5–3 mL air.

•	It is particularly important to generate a discrete 
pouch, care should be taken to prevent dispersion 
of the air toward the head and forearms by direct-
ing the air injected with the syringe toward the dor-
sum with the thumb and finger.

•	The pouch is reinflated on day 3 in a similar man-
ner. Ensure the second injection is within the same 
pouch created on day 0. It is imperative that a sec-
ondary and distinct air-pouch does not form, as 
this will invalidate the model.

•	The pouch is ready for experimentation from day 6; 
as described earlier, by this time there is formation 
of a lining layer (below the inner side of the skin 
raised by creation of the air-pouch) which expresses 
some characteristics similar to those of a synovial 
structure.

Induction of Inflammation

•	An inflammatory reaction can be induced by local 
injection of a specific chemoattractant or adju-
vant of choice depending on the complexity of the 
response interested to generate. Doses should be 
calculated for a volume of 0.5 mL inflammogen per 
each air-pouch, following the practical dose ranges 
reported in Table 27.1.

•	Inject 0.5 mL inflammogen solution into the air-
pouch in animals under light anesthesia, using a 
1-mL syringe and a 21-gauge needle.

Washing the Air-Pouch

•	Cells that migrate to the air-pouch can be recov-
ered by washing the air-pouch with lavage buffer 
(see recipe in Supporting Methods).

•	Kill the animals using a humane procedure, 
carbon dioxide is preferred to avoid any local tissue 
damage.

•	Inject 2-mL lavage buffer into the top of the pouch 
with a syringe and 20-gauge needle. Gently mas-
sage the pouch before recovering the lavage fluid 
back into the syringe. If the air pouch has been cor-
rectly induced it is possible to completely recover 
the entire 2-mL of buffer injected.

•	Place the samples into polypropylene tubes and 
keep on ice.

•	In some cases it may be indicated to open the air-
pouch producing a small incision with a scissor, 
inject 2-mL of lavage fluid, and then recover the 

Table 27.1.  Inflammatory agents that can trigger 
specific or mixed leukocyte accumulation into the 
air-pouch model

Stimulus 
 
 

Target  
leukocyte 
 

Dose/ 
pouch 
 

To learn 
more 
read the 
following

IL-1β
 
 
 

Neutrophil 
 
 
 

1–100 ng 
 
 
 

Perretti  
et al., 
Agents 
Actions, 38, 
C64, 1993

TNF-α
 
 
 

Neutrophil 
 
 
 

0.1–10 ng 
 
 
 

Tessier  
et al.,  
J Immunol, 
159, 3595, 
1997

IL-8 
 
 
 

Neutrophil 
 
 
 

0.01–10 µg 
 
 
 

Perretti 
et al., Br J 
Pharmacol, 
112, 801, 
1994

Eotaxin 
 
 

Eosinophil 
 
 

200–800 
ng 
 

Das et al., 
J Leukoc 
Biol, 64, 
156, 1998

Zymosan 
 
 
 

Neutrophils 
Monocyte 
Lymphocyte 
 

0.5%–2% 
 
 
 

Dawson  
et al., 
Agents 
Actions, 38, 
255, 1983

Carrageenan 
 
 
 

Neutrophils 
Monocyte 
Lymphocyte 
 

0.5%–2% 
 
 
 

Sedgwick  
et al., 
Agents 
Actions, 18, 
429, 1986

Granulomatous:  
Croton oil

Neutrophils 
Monocyte 
Lymphocyte

0.1%–1% in 
complete 
Freund’s 
adjuvant

Ventrelli 
et al., Boll 
Soc Ital Biol 
Sper, 68, 
641, 1992
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Model of Experimental Peritonitis

Peritonitis is a clinical feature observed in patients 
undergoing long-term peritoneal dialysis or in some 
postsurgery complications after peritoneal surgery. 
Experimental peritonitis can help the understanding 
of the mechanisms of inflammation in that particu-
lar cavity; in some cases, the local inflammatory reac-
tion in the peritoneum can rapidly disseminate and 
can lead to a systemic syndrome associated with high 
morbidity.

Experimental peritonitis is widely used as an 
inflammatory model for drug screening and test-
ing. Depending on the triggering agent used, spe-
cific inflammatory mediators, enzymes, or receptors 
can contribute to the leukocyte recruitment process, 
facilitating the evaluation of the effect of compounds 
of interest. More recently, this self-resolving model of 
inflammation has been used to study the mechanisms 
and molecules that contribute for the resolution of 
inflammation.

Rodents are usually the species of choice for peri-
tonitis induction; however, the use of larger animals 
has been reported. The peritoneal cavity, as with the 
air-pouch, is suitable model for injection of different 
flogistic agents capable of mediating the recruitment 
of specific leukocyte subsets (Table 27.1). However, the 
peritoneal cavity is probably best employed studying 
multifaceted inflammation using nonspecific inflam-
mogens. For this reason, we will focus on zymosan-
induced peritonitis, which resembles the opportunistic 
infection of the peritoneal cavity produced by micro-
organisms in immunocompromised patients.

Zymosan Peritonitis

Zymosan is prepared from bakers’ yeast (Saccharomyces 
cerevisiae) and is used to trigger acute inflammation. 
Zymosan particles are opsonized upon contact with 
blood proteins and activate the complement cascade 
via the classical pathway that will generate the C5a 
fragment that will contribute for acute neutrophil 
accumulation. Opsonized zymosan particles are rap-
idly phagocytosed by resident macrophages, via the C3 
receptor (Mac-1; CD11b/CD18) and Dectin, triggering 
activation and consequent cytokine release, especially 
CXCL1 (or KC) and IL-1β, contributing to the first wave 
of neutrophil accumulation.

The inflammatory response observed after perito-
neal injection of zymosan, with doses ranging from 
0.1 to 10 mg per cavity, induces a large influx of blood-
borne leukocytes, such as monocytes, monocyte-
derived macrophages, and neutrophils, masterminding 
the innate immune response. Figure 27.2 presents pro-
files of cell influx as measured across a 48-hour time 
course.

washing fluid with a 3-mL plastic Pasteur pipette. 
In these cases, the tissue of the air-pouch can be 
collected and used for further analyses (e.g., his-
tology or immunohistochemistry of the lining 
layers).

Analysis

There are three main quantitative analytical meth-
ods that are advisable following inflammatory cell 
harvest:

1.	 Cell counting using nuclear staining with Turk’s 
solution allows differential counts to be assessed 
using Neubauer chamber.

2.	 Flow cytometry analysis following staining of cells 
with specific monoclonal antibodies conjugated to 
fluorescent molecules. For example, Gr1 stains for 
neutrophils and F4/80 stains for monocytes and 
macrophages.

3.	 Finally, cell pellets and supernatants can be sepa-
rated by centrifugation and used for molecular-
based as well as biochemical analyses.

We will now elaborate on method 1 where total or dif-
ferential cell counts are obtained. It is important to 
consider a suitable dilution of the lavage fluids col-
lected in relation to the strength of the cell traffick-
ing response elicited. In most cases, mixing 0.1 mL of 
cell exudate with 0.4 or 0.9 mL of Turk’s solution in 
a 1.5-mL Eppendorf tube is recommended. Samples 
must be vortexed to ensure homogeneous cellular 
suspension prior to dilution with Turk’s. Then, vortex 
diluted samples before placing 10 µL into the Neubauer 
chamber, counting each sample in duplicate.

The Neubauer chamber calculates the number of 
cells (n) that would be present in 1 mL multiplied by a 
factor of 104. The sum obtained can then be multiplied 
by five or ten, depending on the dilution factor used 
for Turk’s staining, to give the number of cells/mL in 
the exudate.

To express data as the total number of cells per air-
pouch and hence per mouse, the sum obtained earlier 
must be multiplied by the volume used to wash the air-
pouch. These calculations are applicable to individual 
cell populations counted since, as stated earlier, Turk’s 
allows to distinguish between polymorphonuclear leu-
kocytes and mononuclear cells.

In summary,
Number of cells per mL of lavage fluids recovered from 
the washed air-pouch:

Cells/mL = (n × 104) × 5

Number of cells migrated into the air-pouch in 
response to the inflammogen applied:

Total cells/pouch = (Cells/mL) × 2
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homogeneous suspension by shaking (simple, steady 
inversion of the tube three or four times) when filling 
the syringe prior to injection. A useful tip is to fill the 
syringe with volume sufficient for two animals to min-
imize sedimentation of zymosan in the syringe.

Inject the lower part of the abdominal cavity, taking 
care to avoid injuring the liver to minimize a potential 
hemorrhage that will interfere with the evaluation of 
leukocyte recruitment.

Harvesting of Recruited Cells

After a determined time period, animals are killed 
and the skin is separated from the abdomen wall with 
the help of forceps via a careful incision; ensure the 
abdominal wall is not perforated. After the abdomen 
is exposed up to 2–3 or 6–10 mL of ice-cold PBS, for 
mice or rats, respectively, is injected with the help 
of a syringe with 21-gauge needle. The abdomen is 
gently massaged to facilitate the complete washing 
of the cavity and recovery of recruited leukocytes. 
It is highly advisable to use heparin, EDTA, or the 
combination of both to avoid leukocytes to aggregate 
(see wash buffer recipe). The recovery of the wash 
fluid can be performed via an incision and by the 
use of a plastic Pasteur pipette. If sterile conditions 
are required, lavage fluid can be recovered by using 
a syringe without opening the cavity, as described 
earlier for aseptic washing of the air-pouch. For best 

Preparation of Zymosan

Zymosan is a component of yeast wall, and it is insol-
uble. Originally zymosan was prepared from live 
bakers’ yeast by simply boiling it, followed by several 
washes. Ready prepared and dried zymosan can be 
bought from different commercial suppliers; however, 
the boiling step (30 minutes, using a large flask and a 
small volume of water, e.g., 100 mg zymosan in 200 
mL of water in a 2.5 L flask), and the multiple wash 
steps (again, use large amounts of water and recover 
the insoluble zymosan by centrifugation at 1,000 rpm 
for 20 minutes at 4°C) are still necessary. Zymosan 
preparations (stored as aliquots at –20°C) obtained 
after boiling and washing will produce responses that 
are more consistent across time.

Induction of Peritonitis

Zymosan injection will provoke peritonitis in both 
mice and rats; commonly doses of 1 mg per mouse 
cavity and 2–3 mg per rat cavity are given. On the day 
of the experiment, remove an aliquot of zymosan from 
the freezer and leave to defrost at room temperature. 
Resuspend to a concentration suitable for injecting a 
volume of 0.5–1 mL per mouse cavity or 1–5 mL per 
rat cavity.

Zymosan particles can decant in the tube were 
the suspension was prepared or in the syringe that is 
used for the injection; hence, it is important to keep a 
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Figure 27.2.  Time-course of zymosan peritonitis. Representative time course of white blood cell recruitment into the peritoneal 
cavity inflamed with zymosan. Mice (six per group) received an intraperitoneal injection of 1 mg zymosan (▲) or 0.5 mL PBS (■) at 
time 0, and humanely killed at the reported time point: leukocyte accumulation was evaluated as described in the text. * p < 0.05 
when compared to vehicle-injected (PBS) mice.
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Ischemia-Reperfusion (I/R)

The effects of deprivation of blood supply in tissues 
have been the aim of studies from several years. 
Cardiovascular diseases that are caused by ischemic 
episodes followed by reperfusion are characterized by 
high morbidity and mortality in developed countries. 
The ischemia/reperfusion (I/R) induced microvascu-
lar dysfunction has been described in most organs 
and is recognized as a problem in several medical and 
surgical procedures, including organ transplantation, 
angioplasty, and cardiopulmonary bypass. Recently, 
some light has been put on this field by studies on the 
pre- and postconditioning of tissues to reperfusion, 
opening new venues for the prevention of deleterious 
effects of reperfusion so that emerging new questions 
can be answered.

Ischemia-reperfusion injury of the intestine is a 
significant problem in abdominal aortic aneurism sur-
gery, small bowel transplantation, cardiopulmonary 
bypass, and neonatal necrotizing enterocolitis. The 
cellular components of the intestine are very suscep-
tible to episodes of ischemia and further reperfusion 
results in increased damage to the mucosa.

Ischemia-Reperfusion: Inflammation from Within

The postischemic inflammatory reaction activated in a 
reperfused vessel is observed not only within that spe-
cific microvascular bed, but can also be observed at 
remote sites as a consequence of systemic activation, 
that is, release of inflammatory mediators in the circu-
lation. These remote and systemic responses can lead 
to the development of systemic inflammatory response 
syndrome (SIRS) or the multiple organ dysfunction 
syndrome (MODS).

The I/R injury is associated with the generation  
of a cascade of multiple cytokines/chemokines, other 
inflammatory mediators, and expression of adhesion 
molecules on endothelial and stromal cells. In this con-
text, increased levels of TNF-α in the early phase of I/R, 
play an important role in the formation of the injury 
and contribute to neutrophil accumulation; when high 
levels of systemic TNF-α are generated, it can provoke 
lethality as seen in some models of intestinal I/R.

This crucial control of I/R by an endogenous anti-
inflammatory pathway has been suggested in other 
models of injury including stroke and heart infarct. 
In fact, it is clear that, at variance from inflammatory 
reactions provoked by xenobiotics and other external 
agents (e.g., infections) where a prompt, robust, effec-
tive, and time-dependent response is life-saving, I/R 
activates the microcirculation provoking a response 
from within. There must be molecular sensors of 
ischemia, or of I/R, that alert the body to activate 

practice, access to cell culture hood will ensure the 
most likely sterile conditions.

Migrated cells can be determined by light micros-
copy after staining in Turk’s, with differential cell 
counts (distinguishing between polymorphonuclear 
and mononuclear cells) also attained by light micros-
copy analyses. For more detailed identification of the 
migrated cell populations, peritoneal cells harvested 
from the cavities can be stained with specific anti-
bodies and analyzed by flow cytometry. Figure 27.2D 
and 27.2E show profiles of influx of F4/80+ cells  – 
for monocytes/macrophages  – and GR-1+ cells  – for 
granulocytes. The latter marker can also pick up 
a monocyte population with intermediate level of 
expression, so it is advisable to quantify Gr1+ high 
cells as granulocytes.

Finally, zymosan peritonitis can also be used in 
combination with intravital microscopy to observe the 
dynamics of leukocyte rolling, adhesion, and transmi-
gration into the mesentery tissue.

Summary of Protocol for Zymosan Peritonitis  
in the Mouse

•	Injection of zymosan (1 mg/cavity), in a final volume 
of 500 μL pyrogen-free PBS, with control animals 
receiving an identical volume of PBS.

•	At the desired time point for analysis, use a humane 
procedure to terminate the animals.

•	Expose of the abdominal cavity via an incision in 
the skin, without opening the cavity.

•	Detach the skin from the abdominal wall with the 
help of forceps.

•	Injection of 3 mL of ice-cold wash buffer with a 
syringe equipped with a 21-gauge needle.

•	Perform a gentle massage of the abdomen (for 10–20 
seconds).

•	Holding the abdominal wall with forceps, make a 
small incision and carefully insert a Pasteur pipette 
for lavage fluid collection.

•	Transfer the collected fluid to a 15-mL tube on ice.
•	Repeat the collection step until the fluid has been 

completely harvested. Note that usually the volume 
recovered is not greater than 2.8 mL.

•	With a help of a 5-mL syringe, the volume of the 
fluid collected can be accurately measured.

•	Take a 100-μL aliquot and dilute in 900 μL of Turk’s 
solution for total leukocyte count in a Neubauer 
chamber (see recipe and procedures).

•	The remaining wash fluid can be centrifuged for 
collection of the cell-free lavage fluid for the deter-
mination of soluble mediators and/or cells can be 
used for cellular analysis by flow cytometry, west-
ern blotting, RNA isolation, or other second step 
technique.
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Protocol for I/R of the Mouse Mesentery

•	Age and weight matched mice should be between 
2–4 weeks old or >15 g in weight for this procedure. 
Males are often the most applicable sex for inflam-
matory models.

•	Mice were anesthetized intraperitoneally (i.p.) with 
a mixture of 7.5 mg/kg xylazine and 150 mg/kg  
ketamine hydrochloride.

•	The abdominal cavity is opened by a small inci-
sion and the gut with the mesenteric vascular bed 
exteriorized.

•	The mesenteric artery is occluded by the use of a 
surgical micro clip (micro-aneurysm clip Harvard 
Apparatus; Kent, UK). Alternatively, the artery can 
be occluded using a silk surgical thread.

•	Sham-operated animals will have the mesentery 
exteriorized but the artery clamping step will be 
skipped.

•	The gut should be placed back inside the cavity and 
a piece of gauze soaked in saline (0.9% NaCl) can 
be placed over the incision to avoid the gut from 
drying.

•	During this procedure the levels of anesthesia have 
to be checked and, if necessary, a boost has to be 
administered.

•	After the ischemia period (35 minutes), the clip  
is removed and reperfusion is allowed for a  
required time (90 minutes in the example shown in 
Figure 27.3).

(Alternative combinations of ischemia and reperfu-
sion can be used; in some protocols, ischemia can be as 
short as 15 minutes and reperfusion as long as 24 hours. 
In the protocols were a longer period of reperfusion 

rapidly the endogenous anti-inflammatory arm of the 
response:  in models of I/R injury, pharmacological 
activation of endogenous anti-inflammatory mecha-
nisms by the means of annexin-1, melanocortins 
peptides and lipoxins exert a potent protective role, 
providing strong rationale for exploiting these anti- 
inflammatory and tissue-protective pathways for novel 
pharmacological intervention and therapeutic devel-
opment, likely identifying the receptors responsible 
for bringing about these protective properties.

Cell/Endothelium Interaction in Reperfusion

During I/R injury the inflammatory cytokine cascade 
is activated; this activates the vessel endothelium as 
well as the circulating leukocytes so that the processes 
of cell rolling, adhesion, and emigration can be trig-
gered, leading to tissue infiltration by extravasated 
neutrophils. However, this leukocyte accumulation 
and activation is thought to account for some of the 
signs of injury left in the tissue.

A reliable protocol to produce significant neutro-
phil accumulation in the mesenteric microvasculature 
can be observed after 35 minutes of ischemia followed 
by 90 minutes of reperfusion. Intravital microscopy 
analysis of the mesenteric microvasculature demon-
strates an increased extent of white blood cells inter-
acting with the vessel, hence rolling and adhering, 
before extravasating. Figure 27.3 illustrates cell inter-
action in the mesenteric microcirculation after I/R, as 
compared to sham-operated animals. Chapter 17 illus-
trates some of the molecular and cellular events that 
must occur to promote and sustain these intercellular 
interactions.

Mesenteric microcirculation as
observed in sham operated mice

Mesenteric microcirculation as observed
 after 25 min ischemia and 90 min reperfusion

Figure 27.3.  Pictures of sham (noninflamed) and postreperfusion (inflamed) vasculature. 
Representative images of intravital microscopy showing postcapillary venules of the mesenteric 
microcirculation. Left panel: Sham-operated mouse, with arrow indicating a rolling cell, and asterisk 
an emigrated one. Right panel: Inflammation of the microvessel after a 25-minute ischemia (achieved 
by closure of the superior mesenteric artery) and 90-minute reperfusion. Signs of cell/endothelial 
interactions are evident, with many rolling (some indicated with an arrow), adherent (indicated with 
an arrowhead), and emigrated (asterisk) white blood cells. Note the couple of leukocytes squeezing 
through the endothelial wall (top section, asterisk to the right and asterisk to the left).
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MPO (0.031–1 U/mL) or known numbers of PMN pel-
lets (104–106 cells). Therefore, readings for the unknown 
samples are interpolated onto the standard curve; the 
obtained values (e.g., U/mL or cells equivalent/mL) 
would need to be normalized accordingly to protein 
content (use Bradford assay). The final data are then 
expressed as units of MPO per mg of protein.

Note: Samples homogenized in ice-cold PBS contain-
ing 0.5% hexadacyl trimethylammonium bromide 
(HTAB) and MOPS (10 mM) are suitable for cytokine/
chemokine determination using standard ELISA 
methods.

Carboxymethylcellulose Preparation

When the air-pouch model is employed for cytokines 
and chemokines, it is advisable to use carboxymethyl
cellulose (CMC) as solute. At low concentrations, 
CMC provokes a mild inflammatory reaction that 
would help magnifying the effect of the cytokine. 
Therefore, for a 0.5% w/v CMC solution, sprinkle 
CMC onto a beaker (again, use 200 mL beaker for 
50-mL solution) containing sterile pyrogen-free PBS 
under constant stirring at room temperature. Within 
few minutes, after the addition of CMC, under stir-
ring, a clear solution is obtained. To ensure that no 
lumps are present, the CMC solution is centrifuged 
at 400×g for 10 minutes. This solution can be kept on 
ice for addition of inflammatory stimuli, and injec-
tion to animals.

Washing Buffer

The lavage buffer used to harvest cells from air-pouches 
or peritoneal cavities consists of sterile PBS supple-
mented with 3 mM EDTA and 25 U/mL heparin to aid 
detachment of cells adhering to the lining tissues.

Turk’s Solution

Turk’s solution consists of 0.1% crystal violet dissolved 
in 3% acetic acid prepared in distilled water. The acidic 
solution will lyse erythrocytes, facilitating the count-
ing of white blood cells.
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occurs, the surgical interventions have to be modified to 
enable animal recovery.)

•	At the given time-point of reperfusion, animals 
are killed; tissue and blood samples collected for 
cytokine/chemokine determinations, myeloperoxi-
dase (MPO) analysis (see supporting material), west-
ern blotting for protein expression, PCR and other 
techniques for gene expression.

•	Though it may vary the aim of the project, the best 
practice is to infuse the mouse with at least 30 mL 
of PBS, via a butterfly in the heart and an incision 
in the vena cava, to flush the tissue and remove any 
trace of blood in the mesenteric vasculature, there-
fore analyzing the parameters described earlier and 
other biochemical markers in clean tissue samples 
without the “interference” of residual blood and 
leukocytes.

Supporting Information

Differential Cell Counting

Turks staining allows distinctions between leukocytes 
in view of their nucleus morphology. Neutrophils are 
easily identifiable by their polymorphonuclear (PMN) 
structure. Monocytes/macrophages are apparent by 
their kidney-shaped nucleus and larger cytoplasm. 
Mast cells will occasionally be observed in cellular 
exudates as fully stained large cells, very deep blue-
purple in coloration, and highly granular. Finally, lym-
phocytes are distinguished by their spherical nucleus 
and small cytoplasm.

Samples should be vortexed prior to dilution for dif-
ferential counts. It is important to consider a suitable 
dilution of cell exudates depending on the extent of the 
inflammatory response. As an example, a 1:10 dilution 
is often a good starting point, hence 0.1 mL of cell exu-
date are mixed with 0.9 mL Turk’s solution in a 1.5 mL 
Eppendorff tube. Vortex diluted samples before plac-
ing 10 µL into the Neubauer chamber.

Measurement of Myeloperoxidase Activity

Leukocyte MPO activity is assessed by measuring the 
H2O2 dependent oxidation of 3,3’,5,5’-tetramethylbenz-
idine (TMB). Mesenteric (or any other) tissue samples 
from sham and I/R animals are homogenized in ice-
cold PBS containing 0.5% hexadacyl trimethylam-
monium bromide (HTAB) and MOPS (10 mM). The 
homogenate is centrifuged at 13,000×g for 5 minutes. 
In a 96-well plate, 20 µL homogenate supernatant is 
plated together with 160 µL of tetramethylbenzidine 
(TMB; 0.5 mg/mL) and 20 µL of H2O2 (0.1 mM). Optical 
density is read at 620 nm and assessed against a stan-
dard curve constructed with human recombinant 



Models of Acute Inflammation 337

Perretti, M., Harris, J. G., and Flower, R. J. 1994. A role for 
endogenous histamine in interleukin-8-induced neutro-
phil infiltration into mouse air-pouch: investigation of the 
modulatory action of systemic and local dexamethasone. 
Br J Pharmacol 112:801–808.

Sedgwick, A. D., and Lees, P. 1986. Studies of eicosanoid pro-
duction in the air pouch model of synovial inflammation. 
Agents Actions 18:429–438.

Sedgwick, A. D., Moore, A. R., Al-Duaij, A. Y., Edwards, J. C., 
and Willoughby, D. A. 1985. The immune response to per-
tussis in the 6-day air pouch: a model of chronic synovitis. 
Br J Exp Pathol 66(4):455–464.

Willoughby, D. A., Sedgwick, A. D., Giroud, J. P., Al-Duaij, 
A. Y., and de Brito, F. 1986. The use of the air pouch to 
study experimental synovitis and cartilage breakdown. 
Biomed Pharmacother 40:45–49.

Edwards, J. C., Sedgwick, A. D., and Willoughby, D. A. 1981. 
The formation of a structure with the features of synovial 
lining by subcutaneous injection of air: an in vivo tissue 
culture system. J Pathol 134:147–156.

Isaji, M., and Naito, J. 1992. Comparative studies on inflam-
matory reactions induced by non-immunological and 
immunological stimuli in an air pouch and in a carboxym-
ethyl cellulose (CMC)-induced inflammatory pouch. Int J 
Exp Pathol 73:231–239.

Lundy, S. R., Dowling, R. L., Stevens, T. M., Kerr, J. S., Mackin, 
W. M., and Gans, K. R. 1990. Kinetics of phospholipase A2, 
arachidonic acid, and eicosanoid appearance in mouse 
zymosan peritonitis. J Immunol 144:2671–2677.

Perretti, M., and Flower, R. J. 1993. Modulation of IL-1-
induced neutrophil migration by dexamethasone and lipo-
cortin 1. J Immunol 150:992–999.



338

	 28A Experimental Models of Glomerulonephritis
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Introduction

In the human kidney, some 1 million glomeruli fil-
ter 180 liters of plasma daily, allowing passage of 
low-molecular-weight products while restricting the 
passage of albumin and larger macromolecules. The 
resulting urine is extensively modified in the renal 
tubular system, with changes to both composition and 
volume necessary to maintain extracellular volume 
and homeostasis. As a consequence of this, immune 
complexes formed in the circulation are delivered at 
a high rate to the intraglomerular capillary bed and 
trapping occurs primarily in the mesangium and or 
on the subendothelial surface of the capillary wall. In 
contrast to in vitro models, which are somewhat lim-
ited to assessing isolated cell, antibody, and antigen 
function, or indeed, human biopsy specimens which 
give a snapshot at a particular clinical stage, in vivo 
animal models can outline how structure and func-
tion changes with initiation, progression, and poten-
tial regression within affected organs and the various 
cellular and humoral factors involved in disease pro-
gression. The nephron is the functioning unit of the 
kidney and the glomerulus is a branching network of 
capillaries responsible for plasma filtration and the 
initial step in urine formation. This chapter will review 
the use of experimental animal models in delineating 
the pathogenesis of glomerulonephritis (GN). GN at its 
basic definition is the term used to describe an inflam-
matory process involving the glomeruli characterized 
morphologically by an influx of leucocytes and cellular 
proliferation often accompanied by glomerular capil-
lary wall abnormalities. Patients with GN frequently 
develop chronic kidney disease and although the exact 
percentage varies depending on sample population, it 
represents a significant fraction of the etiology of end-
stage kidney disease (ESKD). Although the lesions at 
the capillary give rise to the early clinical manifesta-
tion, it is the downstream effect of this disease process 

(namely nephron replacement with tubulointerstitial 
fibrosis) that is the main determinant of the decline 
in glomerular filtration rate (GFR) and development 
of ESKD. Initially, we will describe the functional 
structure of the glomerulus, and the various types of 
animal models of GN commonly in use together with 
some of the limitations associated with them. We will 
subsequently describe how these experimental models 
have helped further understanding of GN as a disease 
process, under the broad headings of the mediators 
involved, structural change in the glomerulus, and 
animal models used to reflect specific types of glom-
erular pathology.

Normal Glomerular Structure  
and Function

Developments in the area of glomerular biology have 
shed light on the functional role of the various struc-
tural components of the glomerular barrier and how 
abnormalities in these structures may result in dis-
ease. The glomerulus is a branching network of capil-
laries originating at the afferent arteriole and draining 
into the efferent arteriole. Lining this capillary bed, on 
the inner surface of the glomerular basement mem-
brane (GBM) is a thin layer of fenestrated (diameter 
70–100 nm) endothelial cells. External to this, cover-
ing the urinary surface of the GBM, are the podocytes/
epithelial cells with foot processes with intervening slit 
diaphragms. The GBM between these two layers con-
sists of a dense central layer (the lamina densa) and 
the thinner peripheral layers (lamina interna and rara) 
that consist of type IV collagen, laminin, fibronectin, 
enactin, and proteoglycans such as heparin sulfate. 
(Figure 28A.1 shows a section of normal rat kidney.) 
The glomerular barrier depends on the following fac-
tors: the GBM, the endothelium, the epithelium (podo-
cytes), a strong negative charge (due to the presence 
of glycoproteins in the endothelium), net glomerular 
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filtration pressure, and molecule size (less than 50 Å) 
[1]. Insight into the role played by each component has 
been greatly enhanced by models that allow selective 
alteration of the glomerular structure; however, it is 
worth noting the importance of not only structural 
defects but also changes in glomerular hemodynamics 
that contribute to altered permeability [2]. The glom-
erular barrier is highly size- and charge-selective, in 
that it markedly restricts the passage of large anionic 
proteins. The exact location of this barrier function is 
still the subject of debate but most would agree that the 
above structures function as a dynamic integrated unit 
with damage to any portion leading to severe proteinu-
ria [3]. The dynamic nature of this interaction has been 
shown in experiments using murine models of vascu-
lar endothelial growth factor-A (VEGF-A) knockdown 
and knockout models. These models have shown that 
podocyte-derived VEGF is necessary for endothelial 
cell integrity and mesangial cell differentiation [4]. A 
consideration of normal glomerular anatomy provides 
a useful insight into how various types of GN are clas-
sified pathologically and present clinically. Diseases 
affecting subendothelial and mesangial cells are read-
ily accessible to circulating inflammatory cells, and 
cause severe damage, with endothelial cell injury, 

activation of procoagulant cascades, fibrin deposition, 
and exudative lesions leading to hematuria, proteinu-
ria. Subepithelial diseases, however, are typified by flat-
tening of the foot processes that engage the basement 
membrane, resulting in glomerular barrier disruption 
and proteinuria. Due to location, subepithelial diseases 
are separated by the GBM from the circulation, and 
are characterized by complement-mediated podocyte 
injury with a lack of inflammatory reaction [5].

Overview of Experimental  
Animal Models

Mammalian kidney development has helped to eluci-
date the general concepts of epithelial–mesenchymal 
interactions, inductive signaling, and epithelial cell 
polarization. Cell culture studies using nephrons from 
various species have demonstrated a similar genetic 
expression of patterns that can be related to time 
scales in morphogenesis [6]. Thus animal studies pro-
vide critical information that aid our understanding 
of renal development and offer insights into the patho-
genesis of human renal disease although the kidneys of 
rats and mice are smaller, are unipapillate, have fewer 
urinary tubules, smaller urinary space but similar 

Figure 28A.1.  Structure of the rat glomerulus. Peripheral area of normal rat kidney. The 
capillary wall is composed of three distinct layers: the endothelium, its fenestra, the base-
ment membrane, and foot processes of the renal epithelium. In a number of places (arrows), 
a slit membrane can be seen bridging the narrow gap between foot processes. The vas-
cular lumen contains a red blood cell and ferritin granules. (©2006 MG Farquhar. All rights 
reserved. Reprinted under license from The American Society for Cell Biology. Farquhar, 
M.G. Glomerular capillary of normal kidney. ASCB Image & video Library. August 2006; 
SFC-4. Available at http://cellimages.ascb.org.)



A. Ryan, D.M. Sadlier, and C. Godson340

pelvis and similar medullary-cortex volume ratios [7]. 
The most commonly used species for experimental ani-
mal models of GN are the rat and the mouse. Use of 
Xenopus, chick embryos, and Drosophila have enabled 
assessment of isolated gene function, with identifica-
tion of human renal disease genes and elucidation of 
pathways of renal development that have remained 
conserved through evolution [8,9]. The rat offers ease of 
handling due to size, lower maintenance requirements, 
and as a consequence has been a preferred choice for 
surgical and physiological procedures. However, the 
choice of model and ability to control function at the 
genetic level is far greater with mice rather than rats. 
The development in the early 1980s of transgenic 
mice along with subsequent embryonic stem cells has 
allowed a more accurate assessment of gene function 
through knockout, knockin, and site-specific recombi-
nases, which allow both spatio and temporal-specific 
control over gene expression. Use of this technology 
makes it possible to assess the effect of certain genes by 

removing the gene completely or transiently altering its 
expression and assessing the effects of point mutations, 
respectively [10] (see Figure 28A.2).

More recently, technology has developed which 
allows for control of expression at the level of RNA 
using short-hairpin RNA (shRNA) and micro-RNA 
(mi-RNA) that allow interference with translation 
(see Figure 28A.2), affording even greater flexibility 
than use of gene recombinases, in that they offer the 
ability to reduce gene expression by varying degrees. 
This may overcome certain adverse consequences of 
gene knockout models. It is likely that this technology 
will complement genetic recombination rather than 
replace it, since it is presently not possible to induce 
point mutation, or completely turn off gene expression. 
It remains unknown whether this effect is permanent 
[11]. Other strategies that attenuate gene expression 
by interfering with cytosolic mRNA (message RNA) 
or translated protein include DNA enzymes, antisense 
oligonucleotides, decoys, ribozymes, aptamers, and 

Figure 28A.2.  (continued).
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of the extracellular matrix. A hallmark of GN is the 
presence of leucocytes, particularly macrophages and 
T lymphocytes, within both the glomerulus and the 
interstitium. Recruitment of leucocytes from the cir-
culation depends on chemokines and increased renal 
injury has been shown to arise with increasing lev-
els of the chemokine monocyte chemotactic protein 
1 [15]. Activated glomerular macrophages produce a 
variety of proinflammatory mediators, promote fibrin 
and extracellular matrix deposition, cause local tis-
sue damage, and as we will see further on, induce 
proinflammatory responses of resident renal cells. It 
is, however, clear that this macrophage population 
is heterogeneous, two distinct subpopulations desig-
nated M1 and M2 have been proposed to distinguish 
the classical and alternative activation states, respec-
tively. The former following the traditional cytotoxic, 
proinflammatory route and the latter involved in 
increased processes that are associated with promot-
ing the resolution of inflammation [16]. The clinical 

alternative splicing and these are reviewed elsewhere 
[12,13].

From the point of view of recreating the exact 
pathophysiological conditions that mimic human 
pathologies, some obstacles remain in both of the 
above species [14]. However, the strength of the ani-
mal experimental model lies in the delineation of the 
pathogenesis subsequent to this process, which we will 
now discuss further.

Elements Involved

The pathogenesis of GN is complex and multifactorial 
and is not completely understood. Despite this com-
plexity, it is apparent that the histopathological changes 
that occur in different types of GN have overlapping 
similarities in the elements involved such as leukocyte 
infiltration, complement activation, antibody deposi-
tion, changes in resident glomerular cells in terms of 
number size and phenotype, and in the composition 

Figure 28A.2.  Overview of methods for interfering with gene expression, including RNAi. (Used with permission and adapted from 
Gawlik A, Quaggin SE. Physiology 19:245–252, 2004.)
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(LN), but in a paradoxical manner and the use of 
accurate mouse models has shed some light as to the 
mechanisms behind this paradox. Through the use of 
genetically altered mice and recombinant protein inhib-
itors it has been demonstrated that proteins C1q and 
C4 are protective whereas complement activation later 
in the pathways is deleterious [23]. Antibody-mediated 
cell damage occurs via several mechanisms which 
include complement activation, antibody-dependent 
cell-mediated cytotoxicity, and leukocyte activation via 
Fc-gamma. At the center of antibody production is 
the B cell, which plays an important role in antigen 
presentation, control of T-cell migration and activa-
tion, and production of regulatory cytokines. Animal 
models of GN that have shown the importance of 
antibody-mediated tissue damage have included the 
NZB/W model of LN, whereby use of mice deficient in 
Fc-gamma receptors are resistant to the development 
of GN [24] and evidence for the pathological role of 
the ANCA in small vessel vasculitis by upregulation 
of endothelial cell expression of adhesion molecules 
[25]. As outlined earlier, animal models have provided 
insight into the functions of glomerular structures. 
This evidence suggests that far from being bystanders 
intrinsic renal cells actively participate in the inflam-
matory process in GN. A classic experiment in this  
context has investigated the source of the proinflamma-
tory cytokine TNF-α in crescentic GN: TNF-α chimeric 
mice were created by transplanting normal wild-type 
bone marrow into irradiated TNF-α-deficient recipi-
ents and vice versa. These results showed that those 
mice that only had bone marrow–derived TNF-α had 
significantly decreased crescents and better serum 
creatinine, indicating that the intrinsic renal cells are 
the major source of TNF-α contributing to inflamma-
tory injury in crescentic GN [26]. Other sources of evi-
dence showing the importance of resident renal cells 
in the pathogenesis of GN have demonstrated both 
proliferation and activation of resident fibroblasts and 
transition of epithelial cells to a mesenchymal-like 
phenotype, coupled to matrix accumulation leading to 
the development of fibrosis that may result in ESKD 
[27–29]. The role of TLRs have been shown to be an 
essential component of innate immunity providing 
defense against microorganisms but also leading to 
the induction of signals that control the activation of 
adaptive responses including autoimmune responses 
and allorecognition. In connection with this, recent 
experiments on progression of LN in MRLlpr/lpr mice 
have shown that TLR9 via CpG oligonucleotide stimu-
lation leads to an increase in anti-DNA autoantibodies, 
proteinuria, progression from mild to crescentic GN 
and increased interstitial fibrosis [30], and inhibition 
of TLR7 and TLR9 in lupus-prone mice has shown 
decrease in autoantibodies, proteinuria, and decreased 
GN [31]. Providing further evidence of the importance 

significance and potential for phenotypic switching 
between these two subtypes is a focus of intense inves-
tigation. A central role for T cells in GN has been shown 
in many experimental models, mediated by cytokine 
secretion, direct cytotoxic effects, activating mac-
rophages, B cell, and antibody induction [17]. Recent 
experimentation has shown that not only is T-cell acti-
vation important but that differential activation of T 
helper cell subsets may help explain the variety of pat-
terns of injury in GN [18], with Th1 subset associated 
with crescentic GN and Th2 subset with a membra-
nous pattern. Within the kidney itself, both cell types 
undergo activation mediated by proinflammatory 
cytokines, secreted infiltrating, and resident renal cells. 
Experimental studies blocking these cytokines such as 
IL-1, TNF-α, and IFN-γ have shown some protection 
[19] from injury mediated by direct cell damage such 
as apoptosis and indirect through antibody-dependent 
cell-meditated cytotoxicity. The next step in the pro-
cess of leukocyte infiltration is mediated by adhesion 
molecules of which there are three major classes, selec-
tins, integrins, and the immunoglobulin superfamily. 
Experiments have shown that upregulation of these 
molecules is associated with increased leukocyte infil-
tration of the glomerulus and proteinuria in certain 
GN models. One such example showed that the differ-
ential effects of different subclasses of antiglomerular 
basement antibodies on glomerular infiltration and 
proteinuria in Wistar Kyoto rats was due to levels of 
lymphocyte function associated antigen-1 (LFA-1) and 
intercellular adhesion molecule (ICAM-1), to which the 
above were directly proportionate [20]. Neutrophils 
(PMN) are a major protective effector of the innate 
immune system, they are short-lived and respond 
to signals from injured tissues and the presence of 
common foreign proteins through Toll-like receptors 
(TLRs). In GN, they typically participate in association 
with other leukocytes such as macrophages and T cells 
as part of an integrated immune response. As might be 
predicted, chemokine and adhesion molecules associ-
ated with PMN invasion rise and peak during the early 
stages of the disease process. Most models that have 
studied the role of PMN in GN relate to antineutrophil 
cytoplasmic antibody (ANCA)-associated crescentic 
GN (see later). Experimental evidence including mod-
els involving depletion and transfer of PMN has shown 
the critical role of PMN [21]. Intravital microscopy has 
confirmed that ANCA can induce neutrophil localiza-
tion and degranulation in glomeruli in vivo [22]. The 
complement pathway plays an important role in the 
development of GN and consists approximately of 30 
plasma and membrane-bound proteins, consisting of 
three different pathways (classical, lectin, and alterna-
tive) that converge in the activation of the central com-
plement molecule C3. Complement has been known for 
some time to play an important role in lupus nephritis  
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podocin may act to stabilize nephrin and facilitate 
cell signaling. The glomerular endothelium is highly  
specialized in order to facilitate the formation of a  
protein-free ultrafiltrate, the function of which is 
highly dependent on fenestrae to maintain hydraulic 
conductivity and a glycocalyx that contributes toward 
a charge and size selective barrier [45]. Disruption of 
this barrier has been shown in several animal stud-
ies to result in proteinuria but its importance in GN 
rests not alone with its structural properties but also 
with endothelial damage facilitating the development 
of a proinflammatory state [46]. This effect has been 
shown to occur not only through increased leukocyte 
recruitment but also through upregulation of adhe-
sion molecules and complement activation, which as 
we will discuss later, play a key role in GN pathogen-
esis. Although the initial disease manifestation in GN 
arises as a consequence of glomerular involvement, it 
is the onset of tubulointerstitial fibrosis that leads to a 
decline in GFR and thus the onset of chronic kidney 
disease. Few studies have dealt with direct investiga-
tion of the pathways involved in how a nephron under-
goes irreversible degeneration during a specific kidney 
disease. Progression of kidney disease arises as a result 
of nephron loss, which leads to compensatory mecha-
nisms including glomerular hypertension, hyperfil-
tration, hypertrophy, and an increase in proteinuric 
glomerular leaking leads to an increase in tubulointer-
stitial inflammation, which leads to further tissue dam-
age and fibrosis [47]. A correlation exists between the 
severity of glomerular injury and the level of excreted 
protein and the rate of disease progression; however, 
this may be further accounted by glomerular damage 
that directly encroaches upon the tubule leading to 
nephron degeneration [48]. Renal fibrosis is character-
ized by an exaggerated accumulation of fibrous colla-
gen, by an increased incidence of interstitial cells in 
the renal interstitium, and by the emergence of myofi-
broblast. The source of these fibroblasts has been in a 
variety of accelerated models of renal fibrosis such as 
5/6 nephrectomy, unilateral ureteric obstruction model 
which have shown contributions from bone marrow, 
resident fibroblasts, and EMT [49]. It can be appreci-
ated therefore that with progressive chronic kidney dis-
ease, with degeneration of the nephron mass, that the 
interstitial damage will dominate over the glomerular 
damage score due to the decrease in glomeruli number. 
More critical still is the fact that there is now evidence 
to show that decline in renal function in chronic kid-
ney disease correlates best with remaining number of 
nephrons [50].

Specific Disease Models

In this section, we will outline the more commonly 
used animal models of specific types of GN and for 

in overlap of the innate and the adaptive immune sys-
tem, TLR4 has been shown in mouse models of cryo-
globinemic membranoproliferative glomerulonephritis 
(MPGN) to be constitutively expressed by podocytes 
and is upregulated in MPGN where it may modulate 
expression of proinflammatory chemokines that result 
in deposition of immune complexes [32].

Structural Changes

Insight into the role of the various components of the 
glomerular barrier has come from murine models 
with selective podocyte damage and deletion of several 
molecules including α-3 chain of type IV collagen and 
nephrin [33–35]. Podocyte damage has been implicated 
as having a central role in the development of sclero-
sis in most forms of glomerular disease [36,37]. The 
sequence of anatomic events resulting from podocyte 
injury has been described in multiple animal model 
systems [38]. The results of podocyte damage include: 
increased intraglomerular pressure, denuded GBM 
areas, adhesion to Bowman’s capsule, focal segmen-
tal and global glomerular sclerosis that is associated 
with misdirected filtration into the interstitial com-
partment contributing to interstital fibrosis and injury. 
The response of the podocyte to injury is to undergo 
hypertrophy and to a limited extent, cell division fol-
lowed by apoptosis and podocyte depletion. Depending 
on the stage of glomerular development and associated 
environmental factors, podocyte dysfunction, injury, 
or loss can result in a broad spectrum of clinical syn-
dromes, which include congenital nephrotic syndrome 
of the Finnish type, immune and inflammatory GN 
[39]. The major components of the GBM are type IV 
collagen, laminin, enactin, and sulfated proteoglycans 
[40] with the former consisting of α-3, 4, and 5 chains. 
Creation of a mouse with an α-3 chain knockout results 
in severe GBM defects with intact podocyte processes 
and by the fifth week, these mice develop proteinuria. 
This α-3 knockout is a model for autosomal recessive 
Alport’s syndrome in which a genetic mutation results 
in the COL4A3 gene leads to thin basement membrane 
nephropathy [41]. Nephrin is a major structural com-
ponent of the slit diaphragm connecting podocyte foot 
processes in the glomerular wall [42] and it is encoded 
by the NPHS1 gene. Mutations in this gene have been 
found to be responsible for the rare genetic disorder 
termed congenital nephrotic syndrome of the Finnish 
type. Mouse models that have targeted nephrin that 
result in slit-diaphragm defects have shown that mas-
sive proteinuria may be induced without obvious pod-
ocyte effacement or endothelial abnormalities [43]. 
Another protein that binds to nephrin is podocin, which 
is encoded by NPHS2 and podocin-null mice have been 
shown to develop severe proteinuria and die a few days 
after birth from renal failure [44]. It is believed that 
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experimental autoimmune GN) involves immuniza-
tion with complete Freund’s adjuvant and the antigen, 
which is the non-collagenous domain of the α-3 chain 
of type IV collagen [53]. This leads to crescentic GN 
in association with deposition and circulating anti-
GBM antibodies (Figure 28A.3).  The most susceptible 
strain is the Wistar-Kyoto rat in which crescentic GN 
is invariably reproduced using the above conditions 
[54]. Work undertaken using this model has shown 
that in addition to the disease being transferred using 
antibodies; it can also be transferred with T cells 
derived from immunized rats [55]. This emphasizes 
the importance of both humoral and cellular mediated 
processes but also provides a rationale for therapies 
that target both. The disease has also been induced in 
mice using a similar process in C57B/6 mice; however, 
the disease is less severe and less reproducible, but 
still shows the same dependence on both cellular and 
humeral processes [56,57].

the sake of clarity we have decided to restrict our dis-
cussion in this section to rapidly progressive glomeru-
lonephritis (RPGN), where accurate models of human 
diseases have been fully characterized. A comprehen-
sive table outlines other types of GN and the most 
frequently used animal models. RPGN is a clinical 
syndrome characterized by a sudden decline in kid-
ney function often accompanied by oliguria or anuria 
with features of GN including dysmorhic erythro-
cyturia, glomerular proteinuria, and crescents on 
renal biopsy which may result in ESKD if untreated. 
Several conditions can lead to this syndrome. These 
conditions are classified according to biopsy findings 
[51]:  (1) anti-GBM antibodies; (2) granular immune 
complex deposition in the kidney; and (3) minimal 
or Pauci-immune deposition. Goodpasture syndrome 
consists of a triad of proliferative crescentic GN, pul-
monary hemorrhage, and the presence of anti-GBM 
antibodies [52]. The classic anti-GBM model (termed 

Figure 28A.3.  Immunofluorescence staining of a rat model of anti-GBM disease. Immunofluorescence staining of glomerular 
deposition of humoral immune reactants in rat anti-GBM disease. Anti-GBM disease induced in a control animal shows (a) 
strong linear deposition of sheep anti-GBM antibody, (b) linear deposition of rat IgG, and (c) patchy linear deposition of rat C3. 
Anti-GBM disease induced in a cyclophosphamide (CyPh) treated animal shows (d) strong linear deposition of sheep anti-GBM 
antibody, (e) absence of rat IgG, and (f) absence of rat C3. Anti-GBM disease induced in a CyPh treated animal given passive 
transfer of rat anti-sheep IgG serum shows (g) strong linear deposition of sheep anti-GBM antibody, (h) linear deposition of rat 
IgG, and (i) patchy linear deposition of rat C3. Original magnification, 400×. (Adapted by permission from Macmillan Publishers 
Ltd: Kidney International: Ikezumi, Y., et al. 2003. Adoptive transfer studies demonstrate the macrophages can induce protei-
nuria and mesangial cell proliferation. Kidney Int 63:83–95.)
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more reproducibility in the rat [60,61]. Developments 
in transgenic mice, however, have allowed creation of 
spontaneous models that have further insights into the 
pathogenesis of LN.

The most commonly used murine strains for inves-
tigation have included MRL/Mpj, MRL/MpJ-Ipr, NZB 
hybrids, and BXSB animals [62]. Results from experi-
mentation on these transgenic mice have resulted in 
the ability to evaluate the role of candidate gene loci 
in disease susceptibility, adhesion molecule dysregu-
lation in disease initiation and progression. Gene sus-
ceptibility loci that have been located in mouse and 
human models have included C-reactive protein/serum 
albumin P component, DNASE1, C1q, Fc-gamma 
R2A/2A, and PDCD1 [63,64]. Many of the products of 
these genes have been shown to be involved in clear-
ing apoptotic cells. Knockout mouse models affecting 
these genes have been shown to develop spontaneous 

SLE is a clinical syndrome with protean manifes-
tations that are defined by the American College of 
Rheumatology [58] and its renal manifestations are 
defined by the WHO/ISN (World Health Organization/
International Society of Nephrology) classification of 
biopsy findings [59]. Clinically, the disease may pres-
ent with a spectrum from mild microscopic hematuria 
or proteinuria to nephrotic syndrome to progressive 
renal impairment and requirement for renal replace-
ment therapy. With regard to experimental models, 
both rat and murine strains exist that develop a back-
ground consistent with systemic illness in humans and 
a reproducible model of lupus nephritis. Traditionally, 
the classical LN model was induced using a nephro-
toxic nephritis, which was formed by colocalization 
of alloantibody raised against kidney antigens and 
the host response to the foreign antibody. This model 
has been used in both rats (WKY) and mice but had 
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and immunological factors
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Figure 28A.4.  Schematic representation of a hypothetical pathway for the development of experimental lupus nephritis.
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pattern of disease [45]. A more representative model 
involves adoptive transfer of splenocytes from MPO–/– 
(myeloperoxidase) mice immunized with MPO into 
RAG–/– mice which induced vasculitis and pauci-
immune crescentic GN. Subsequent experimentation 
showing the pathological role of anti-MPO ANCA was 
demonstrated with transfer of antibody alone from 
the MPO immunized animals into wild-type animals 
[25] and a similar successful disease model has been 
shown in the WKY rat immunized with human MPO.

Summary

In this brief overview of the use of experimental ani-
mal models in outlining the pathogenesis of GN, we 
provided an introduction to the types of animal mod-
els, followed by an evaluation of how these models have 
been used to show the structural changes in glomeru-
lar biology, the mediators involved and their use in spe-
cific types of GN. It is clear that compared with biopsy 
specimens and in vitro models animal models offer 
an insight from the early stage of disease initiation, 
pathogenesis through to potential regression. However, 
owing to the time commitments necessary with creat-
ing an accurate animal model it is clear that choice 
of the specific type of model in terms of species, size, 
genetic background, how reproducible the disease in 
that particular species are critical considerations. This 
overview outlines the importance of changes in renal 
structure and the role of the mediators involved in the 
pathogenesis of GN. The approach taken describes how 
use of animal models have provided insight into RPGN 
initiation and progression and where possible we have 
listed models of other types of GN that are the most 
accurate and reproducible that are currently available 
(see Table 28A.1).
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will focus on the tremendous advances that have been 
made in understanding the initiation and progression 
of inflammatory diseases focused on the glomerulus 
of the kidney; we will also look at the role of inflamma-
tion in normal repair that follows injury, and point to 
where lessons from understanding the role of inflam-
mation in repair might help direct inflammation in a 
reparative direction in other diseases where progres-
sive damage is overriding.

Glomerulonephritis

The microscopically beautiful histological patterns 
of inflammation in the glomerulus combined with 
a paucity of understanding of the pathogenesis, has 
long fascinated Pathologists, Immunologists and 
Nephrologists. The evolution of therapies for kidney 
disease have mirrored those developed for oncologi-
cal and hematological diseases indicating common-
ality of disease mechanisms. The study of injury in 
the glomerulus has centered around four major ani-
mal models: spontaneous nephritis in rodent mod-
els of systemic lupus erythematosus (SLE), a disease 
of systemic autoimmunity; induced nephritis using 
antibodies directed at unique molecules in the glom-
erular filtering membranes (glomerular basement 
membrane [GBM]), referred to as nephrotoxic nephri-
tis (NTN); autoimmunity against the GBM; and injury 
directed at the mesenchymal cells of the glomerulus, 
called mesangial cells. More recently, two additional 
models have been developed to study deposition of 
circulating immune complexes in the glomerulus and 
to study a form of capillary injury or vasculitis of the 
glomerulus, which lacks immune complexes, but has 
circulating antibodies directed against neutrophil and 
monocyte (Mo) proteins. The patterns of inflamma-
tion and injury in glomerulonephritis range from very 
mild to severe, and are stereotyped responses to injury 
that can be identified in many different diseases. Mild  

Introduction

The kidney receives disproportionately high blood 
flow, Blood flows to each renal filtering unit, known 
as the nephron, through a specialized vascular bed 
called the glomerulus, which is by design uniquely 
leaky to solutes and plasma proteins (Figure 28B.1). 
Human glomeruli filter 144 liters of plasma filtrate a 
day from the bloodstream (Figure 28B.2). Disruption 
of the glomerulus interferes with blood flow to the 
downstream segments of the nephron due to the pres-
ence of a second capillary network deriving from the 
glomerular capillaries, frequently culminating in isch-
emia of the nephron, with consequent chronic inflam-
matory responses to ischemic injury of parenchymal 
cells. Furthermore, the unique regulation of vascular 
tone in the kidney paradoxically can worsen ischemic 
insults by triggering vasoconstriction. Physiologically, 
compromised blood flow in the medulla of the kidney is 
a prerequisite for effective reabsorption of ≈142 liters a 
day of filtered solute back into the blood compartment, 
but renders the high-energy-requiring components of 
the medulla especially susceptible to ischemic injury.

The glomerulus is particularly prone to inflamma-
tory injury, perhaps due to the tendency of immune 
complexes and other abnormal proteins to become 
lodged in the specialized filtering basement mem-
branes, which then trigger immune responses not seen 
in other regions of the vasculature. Rarely autoimmu-
nity directed at unique proteins within the specialized 
glomerular filtering membranes also triggers stereo-
typed responses in the glomerulus, which we now rec-
ognize as immune cell and parenchymal cell responses 
to injury. Like other organs, the kidney has a remark-
able capacity to repair and regenerate itself. Whereas 
inflammation is a hallmark of progressive disease in 
the kidney, inflammation is also strikingly associated 
with normal repair. However, the role of inflammation 
in repair has received relatively little attention. We 
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Figure 28B.1.  Anatomy of the Nephron, the functional unit of the kidney, and its blood supply. (A) Diagram indicating arteriolar 
flow to the glomerulus, the component that filters plasma filtrate through fenestrate endothelia and a specialized endothelial 
basement membrane that is leaky to plasma filtrate. The glomerular capillaries recombine to form the postglomerular (efferent) 
arteriole, which then divides to form a second peritubular capillary network. This second network is not only the sole blood supply 
for the nephron but is also specialized to permit reabsorption of solutes reabsorbed from the glomerular filtrate by the tubule of 
the nephron. (B) High-power image of the nephron (left) and glomerulus (right) showing its vital components, and emphasising 
the specialized microvasculature of the kidney from the glomerulus to the peritubular capillary plexus.
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inflammation is characterized by proliferation of 
mesenchymal mesangial cells, increased mesangial  
matrix, and inflammatory cells in the mesangium. 
More severe disease characterized by capillary loop 
injury with swollen endothelial cells, denuded endothe-
lium, adherent intracapillary inflammatory cells, and 
changes to the highly specialized pericyte-like epithe-
lial cells, called podocytes. The most severe disease is 
characterized by focal areas of necrosis or apoptosis 
of mesangial, endothelial cells or podocytes, associ-
ated with leukocytes, and laying down of abnormal 
matrix called sclerosis. In addition, podocytes are 
also lost, capillary loops may thrombose, GBM may 
be broken and direct leak of plasma into the filtering 
space (Bowman’s) is associated with proliferation and 
inflammation of the overlying parietal epithelial cells, 
and is known as a crescent. Frequently surrounding 
crescents, there is periglomerular inflammation and 
fibrosis.

Models of Renal Systemic Lupus 
Erythematosus

SLE is a complex systemic autoimmune disease that 
can affect multiple organs. Most patients with SLE 
demonstrate some renal abnormalities and overt dis-
ease impacts patient survival [1]. Defects in innate and 
adaptive immune mechanism underlie this disease. 
The development of autoantibodies directed at nuclear 
antigens is a central feature of the lupus syndrome. 
These antibodies target nucleic acids and their asso-
ciated proteins and comprise the immune complexes 

that are detected in patients with SLE and mice with 
SLE-like nephritis [2]. Many mouse models of SLE have 
been developed, and many that develop autoantibodies 
also generate immune complex deposition. This review 
focuses on the few models that have severe renal dis-
ease as measured by significant changes in glomerular 
architecture or biochemical evidence of renal disease 
as part of the phenotype. These models have been criti-
cal to our understanding of the genetics and pathogen-
esis of the syndrome and have served as platforms of 
discovery for diagnostics and therapeutics.

Disease Models

Renal disease in lupus is mostly studied using mice 
that [1] spontaneously develop disease, or [2] have 
been genetically designed to develop disease by breed-
ing (e.g., congenic strains), or by targeted genetic 
manipulation. Drug-induced models are also available 
but are less commonly employed [3,4] (Table 28B.1). 
The most important distinction between human SLE 
and murine models is that, in humans, renal disease 
frequently varies with time, whereas all of the mouse 
models of SLE show progression of disease with aging 
of the mouse.

Among spontaneous SLE-like models, three have 
frequently been employed: New Zealand hybrids (NZ), 
MLR, and BXSB. All three strains develop a complex 
disease pattern, with renal and extrarenal disease. 
The histopathology of the renal disease varies among 
these strains of SLE-prone mice, but all three develop 
glomerulonephritis (GN) and tubulointerstitial abnor-
malities. These abnormalities are associated with 
antinuclear antibodies, anti-double-stranded (ds)DNA 
antibodies, and immune complexes [5].

TABLE 28B.1. M odels for SLE-related renal disease

 Spontaneous SLE-like 
strains

New Zealand strains  
MRL/Mp and related strains  
BXSB

Genetically modified 
SLE-like strains

  

T cell activation CD45-deficiency [2a]  
Gadd45a-deficiency [2b]

B cell activation  
 

Lyn-deficiency [2c]  
BAFF transgenic [2d]  
CD40L transgenic [2e]

Antigen presenting cells Dendritic cells [2f]

Complement 
 

C1q-deficiency [71]  
Serum amyloid  
  P-deficiency [2g]

Cytokines  Type I interferons [2h]  
Interferon γ and IL-4 [2i]

Figure 28B.2.  Normal human glomerulus. Jones’s Silver stain 
of normal human glomerulus showing glomerular basement 
membranes (GBM) (black), capillaries containing erythrocytes 
(red) and glomerular endothelial cells (arrow). Mesangial areas 
are also identified (*). Many podocytes can be seen attached to 
the GBM. The GBM is a major site of immunologically mediated 
leukocytes and complement activation.
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membrane deposition of immune complexes com-
prising IgG, IgM, and complement (C3) are seen. 
Extraglomerular deposition of immune complexes 
develops as the disease progresses, and death from 
renal disease occurs by 1 year of age [5].

MRL Models

Murphy’s recombinant large mice (MRL/Mp) develop 
a systemic autoimmunity that is accelerated when it 
is accompanied by Fas-deficiency (lpr). MRL/lpr mice 
develop rapid, severe autoimmunity with defined 
stages [10]. Antibodies to small ribonucleoproteins, 
ribosomes, IgG (rheumatoid factor), and cryoglobu-
lins (precipitating immune complexes (ICs) are seen. 
In addition to the kidney, salivary glands, joints, and 
skin are affected. Striking lymphadenopathy and the 
accumulation of immune cells, which are not fea-
tures of human SLE, also develop as MRL/lpr mice 
age and develop disease [5]. Both male and female 
MRL/lpr mice develop severe disease (Figure 28B3). 
Renal disease occurs more rapidly than in NZ models 

NZ Hybrids

NZ hybrids were the first spontaneous SLE models 
and may best reflect human SLE. NZ Bielschowsky 
black mice (NZ/Bl or NZB) develop an interstitial 
nephritis, B-cell activation, and antierythrocyte 
autoantibodies [6]. Older NZB mice develop protei-
nuria (selective plasma protein leak into the urine) 
due to a proliferative mesangial glomerulonpehritis 
[7]. NZ White (NZW) mice develop autoantibodies but 
are largely without overt disease. The cross between 
NZB and NZW mice, BWF1, has features associated 
with human SLE including a female predominance 
of disease, hemolytic anemia, and proteinuric renal 
disease by four months of age. These mice have anti-
dsDNA antibodies and ~1/3 have antierythrocyte 
antibodies. The renal disease in the BWF1 mice is 
a chronic, obliterative GN with mesangial deposits, 
basement membrane thickening, and cellular pro-
liferation and tubulointerstitial infiltrate composed 
of B  cells, T cells, and CD11c+ myeloid cells [8,9]. 
By immunofluorescence, mesangial and basement 

Figure 28B.3.  Characteristic glomerular lesions of lupus nephritis in the MRLlpr/lpr mouse. (A) Normal glomerulus 
showing capillary loops, basement membrane and in addition to podocytes and endothelial cells, supporting mesan-
gial cells are present (B) Intermediate disease showing mesangial proliferation. There are monocytes in the mesangial 
area and mononuclear cells in capillary loops (arrows) (C-D) Severe disease showing mesangial proliferative disease, 
loss of capillary loops due to swelling of endothelial cells, andadhesion of leukocytes. In addition there are prominent 
firbrocelluar crescents primarily due to proliferation of parietal epithelial cells, the hallmark of severe disease.



Glomerulonephritis and Ischemia Reperfusion Injury 353

both develop severe GN and early mortality, whereas 
the Sle2/Sle3 combination is spared. The Sle1 locus is 
syntenic with the human SLE susceptibility loci con-
taining genes involved in the complement cascade and 
Fcγ-receptors. It contains genes for B-cell survival sig-
nals (SLAM), regulatory T cells, complement receptors 
(CR2), and Fcγ-receptors, and regulates the develop-
ment of autoantibody and nephritis [21–24]. Genes 
within Sle2 affect B-cell responses while Sle3 genes 
affect T-cell activity. The fact that all three Sle disease 
susceptibility loci are derived from NWZ strain that 
does not have autoimmunity indicates that, in addi-
tion to disease-susceptibility loci, there must also be 
disease-suppressor loci [15,25].

Another NZ hybrid strain (NZM2328) has been 
useful in understanding how genetics impact devel-
opment of end-organ injury. In this stain, the Cngz1 
locus (chr. 1) is associated with GN while Adnz1 (chr. 4) 
is associated with anti-dsDNA production. Replacing 
the Adnz1 locus with intervals from wild-type mice 
eliminated anti-dsDNA antibody but did not affect the 
development of GN. Understanding how genes in the 
Cngz1 locus impact disease will increase our under-
standing of how end-organ gene expression affects 
development of immune-mediated disease [26].

From BXSB and NZB hybrid congenics, additional 
important disease susceptibility loci have been uncov-
ered. Bxs3, which is linked to autoantibody production 
and renal disease, maps to the same interval as Nba2, 
which was isolated from NZB mice, and Sle1 [27]. Bsx3 
is syntenic to the human locus that encodes PD-1 [28]. 
Nba2 is a large locus containing candidate genes asso-
ciated with the Type I interferon response [29,30].

Pathogenesis of Kidney Disease in SLE

Genetic studies of patients with SLE and in autoim-
mune-prone mice indicate that an interplay of innate 
and adaptive immunity is responsible for the devel-
opment of renal disease in SLE. One fundamental 
question in lupus nephritis has been whether kidney 
disease is due to autoimmunity against the kidney or 
whether kidney disease is due to a “bystander” effect 
of the overactivated immune system damaging the kid-
ney by IC deposition in the glomerulus and an innate 
immune response to those complexes. The studies pre-
sented later indicate that both of these mechanisms of 
injury contribute to disease progression.

Central to the hypothesis that innate and adaptive 
immune responses are at play is the B-cell response. 
B cells produce autoantibody that complexes with 
nuclear antigens. These immune complexes (IC), 
which are composed of apoptotic debris, and are usu-
ally cleared by the innate immune system. However, 
when generated in excess, the IC’s are deposited in the 
vasculature, especially the GBM of the kidney. The 

but is associated with less proteinuria. Histologically, 
GN in MRL/lpr mice is classically diffuse and pro-
liferative but can also have features of membranous 
GN, crescent formation, and a mononuclear and T-cell 
infiltrate. Immune complexes are seen in glomerular 
capillary walls and mesangium. Tubulointerstitial 
inflammation with T cells and mononuclear cells is 
also observed [11].

BXSB Models

Inflammatory disease in the BXSB model is linked to a 
Y-chromosome accelerator (Yaa) and therefore is mani-
fest in males [12]. Lymphadenopathy and splenomegaly 
are present but less pronounced than in MRL strains 
and proteinuria is similar to the MRL mice. Unique to 
SLE-prone strains, BXSB mice manifest a monocyto-
sis [13]. ANA titers in these mice are lower than either 
the NZ or MRL models. Antibodies to ssDNA and 
dsDNA and erythrocytes also develop. Renal disease 
in this model is manifested as an acute, proliferative 
GN with loss of capillary loop architecture, membra-
nous thickening, and mesangial expansion.

Congenic Strains and Genetics of SLE Nephritis

To understand the contribution of genetic factors to 
the development of SLE, investigators have selectively 
inbred strains with spontaneous development of SLE-
like clinical features  – particularly from crosses of 
NZ and BXSB strains – and transferred them to SLE-
resistant strains (e.g., C57BL/6 or C57BL/10). Using 
this strategy, studies suggest that disease susceptibil-
ity in the mouse models is dependent on the presence 
of multiple susceptibility loci (epistasis).

Genes within the MHC class II locus in mice were 
among the first to be associated with the development 
of SLE and parallel data from human studies link-
ing HLA-DR2 and DR3 with development of disease. 
In the BWF1 NZ hybrid model, two SLE susceptibil-
ity genes are located in the H2 region, and MHC can 
regulate the development of kidney disease [14–16]. 
Some MHC II haplotypes promote the pathogenic 
response in the kidney whereas others may suppress 
autoimmunity (i.e., presence of autoantibodies) [17]. 
In BXSB mice, MHC is also linked to the development 
of renal disease [18].

NZ hybrid (NM2410) mice have been used to identify 
multiple disease promoting and suppressing loci suc-
cessfully. These loci, known as Sle1, Sle2, and Sle3, are 
present on chromosomes 1, 4, and 7, respectively, and 
each one contains many potential disease-promoting 
genes [14,19,20]. C57BL/6 (B6) congenics with one of 
these loci (e.g., Sle1), despite having autoantibody pro-
duction, do not develop profound disease in the kidney. 
However, B6.Sle1/Sle2 and B6.Sle1/Sle3 bicongenics 
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B-cell receptor is abnormal in SLE model strains [32]. 
Autoantibody precedes the development of disease, and 
elimination of B cells in SLE-prone mice eliminates 
the renal disease [33]. Autoantibody in SLE targets sol-
uble, extracellular nucleic acids and nuclear-associated 
proteins. Immune complexes bind the B-cell receptor 
and germ-line–encoded receptors (complement recep-
tors, Fc-receptors, and TLRs  – discussed later) on B 
cells in lymphoid organs. Deposition in the glomerulus 
has been associated with pathogenesis [34,35]. 

However, multiple models indicate that antibody 
production can be dissociated from renal disease 
in SLE. In the BWF1 strain, Fc-Receptor γ chain–
deficient mice (lacking functional FcRI, FcRIII, and 
FcγRIV) generate autoantibody and immune com-
plexes but do not develop nephritis. However, MRL/lpr 
mice that have B cells genetically engineered to lack 
the capacity to secrete soluble antibody still develop 
nephritis, albeit at a lower level [11,26,36]. B cells have 
been shown to be potent antigen-presenting cells in 
this disease context, secrete cytokines that promotes 
disease, and are able to induce the development of 
cells that mediate cell-mediated autoimmunity against 
the kidney (and other organs) [37–40].

The role of T cells in the development of SLE kid-
ney disease is accepted from work in all three major 
mice models [41–44], but the mechanisms by which T 
cells exert their affects are not completely understood. 

consequence of IC deposition in the glomerulus is cen-
tral to the injury that ensues. However in addition to a 
primary role of B cells in auto-antibody formation and 
therefore IC deposition, data from multiple models 
indicate that B cells are capable of injuring the kidney 
(indirectly) even in the absence of antibody generation. 
An increasing role for B cells in antigen presentation 
has been appreciated particularly in the initiation of 
autoimmune responses (Figure 28B.4).

The induction of kidney disease in SLE requires 
signaling through B- and T-cell receptors and 
germ-line–encoded receptors (Fc-receptors, Toll-like 
receptors (TLRs), and complement receptors) that 
are expressed on innate and adaptive immune cells. 
Binding of immune complexes via these receptors can 
either provoke or dampen: (a) autoantibody produc-
tion and (b) expression of cytokines and other effec-
tor molecules that mediate disease (Figure 28B.5). 
Evidence for the importance of these receptors derives 
from genetic studies of autoimmune-prone mice that 
have isolated loci containing receptor genes and tar-
geted genetic manipulation that illustrates a causative 
role for these receptors in the development of disease.

Cells of the Immune Response

B cells are required for the development of SLE renal 
disease in mice [31], and signaling downstream of the 
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Figure 28B.4.  Diagram indicating the role of B cells in autoimmunity. (A) Classical view of B 
cells recognizing antigen via the B-cell receptor, presenting peptides on MHC class II to CD4 
T cells that provide paracrine signals necessary to trigger proliferation of B cells, synthesis of 
antibody, and subsequent differentiation in long-lived plasma cells. (B) Current view of B cells 
recognizing antigen via the B-cell receptor, presenting peptides on MHC class II, and deliver-
ing paracrine signals to CD8 T cells triggering their differentiation to cytotoxic T cells directed 
against the presented peptides. B cells additionally provide paracrine signals to dendritic cells 
promoting successful presentation of antigen to the lymphocytes, and the B cell generated 
proinflammatory cytokines that have systemic biological effects.
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T cells exacerbate disease in the BWF1 model but 
suppress disease in MRL/lpr mice [51,52]. γδ T cells 
are also reported to suppress disease on the MLR/lpr 
background [53].

Several lines of evidence support a role for den-
dritic cells (DCs) in the development of renal disease 
in lupus-prone mouse strains. Monocyte-lineage cells 
accumulate in the kidneys of BWF1 and MRL/lpr mice 
as they develop nephritis (Figure 28B.6). DCs and 
macrophages express TLRs, FcRs, and complement 
receptors that bind immune complexes. Macrophages 
(Mϕs) are adept at phagocytosis of immune complexes 
and are therefore important cells in the resolution and 
remodeling of the glomerulus and both monocytes 
and differentiated Mϕs are identified in the injured 
glomerulus in large numbers (Figure 28B.6). However, 
Mϕs and Monocytes are also activated, particularly in 
the presence of inflammatory cytokines such as IFN-γ,  
by danger molecules released from injured cells, and 
by ligation of FcγRs by IgGFc domains within ICs to 
liberate proinflammatory cytokines and nitrogen and 
oxygen radicals [54,55]. Monocytes and Mϕs are well 
recognized as effectors of cellular injury, and most 
studies point to the predominant role of Mϕs in lupus 
nephritis models as leukocytes that promote progres-
sion of disease and inflammation. Neutrophils are also 
frequently seen in the lupus nephritis models and are 
also activated by ICs via FcγRs, and generate similar 
but frequently more potent oxygen and nitrogen radi-
cals in addition to the release of enzymes that destroy 
basement membranes interstitial matrices and cells.

Plasmacytoid DCs express large amounts of Type I 
interferons (IFN-α and -β), a critical cytokine in the 
development of SLE in humans and mice [30,56,57]. 

In addition to promoting autoantibody production 
[2], there is data that αβT cells mediate direct neph-
rotoxicity. T-cell infiltrates are seen in active nephri-
tis in the MRL/lpr and NZ2328 models, and MHC is 
upregulated in injured kidneys in the NZ2328 [45,46]. 
In addition, T-cell-directed therapies mitigate dis-
ease without obvious impact on B cells [9]. T cells 
with regulatory properties also impact the develop-
ment of renal disease in SLE models but data among 
different models has been inconsistent. The role of 
CD4+CD25+FoxP3+ regulatory T cells in murine SLE 
models is controversial with different models yield-
ing differing results regarding the number and sup-
pressive capacity of these cells [47–50]. Similarly, NK 
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Figure 28B.5.  Diagram of proposed model by which monocytes become activated 
by immune complexes. When FcγRIIb is expressed at low levels and activating 
FcγRs are present at high levels there is binding predominantly to the activating 
FcγRs, resulting in activation. However, when the converse is true, FcγRIIb primar-
ily binds immune complexes and does not result in activation of leukocytes. The 
cytokines TGF-β, IL-4, and IL-10 all promote high levels of FcγRIIb expression.

Figure 28B.6.  Leukocytes in the glomerular capillaries. ED1 
positive monocytes (black) in the capillary loops of a rat glom-
erulus 24 hours after injection of nephrotoxic serum.
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the IFN receptor attenuates the development of renal 
disease, and in the BWF1 model, IFNαβ exacerbates 
disease [29,74,75]. It should be noted that MLR/lpr 
mice do not share the requirement of IFNαβ signaling 
for the development of disease. Rather, in this strain, 
IFNγ is particularly important for expression of dis-
ease  [76].

Nephrotoxic Nephritis

Disease Models

The nephrotoxic nephritis (NTN) model of kidney  
disease was originally developed in rats in 1939  
using repeated IV injections of rabbit anti-rat kidney 
antiserum to induce a glomerulonephritis. The ensuing 
disease is a crescentic glomerulonephritis (CGN) with 
many similarities to the immune-complex–associated 
glomerulonephritides in humans [77] (Figure 28B.7). 
The nephrotoxic antigen is prepared by mincing of 
rat kidney, and separation of a soluble fraction. The 
NTN model has become the most widely used model of 
glomerulonephritis, and although the method for pre-
paring kidney antigen has been refined, it still remains 
a “dirty” antigen preparation that contains many anti-
gens from many cells and extracellular matrix pro-
teins. The nephrotoxic serum is frequently cleared of 
antierythrocyte antibodies to prevent hemolysis but 
not anti-endothelial antibodies, rendering endothelial 
injury a significant feature of this model. The model 
has been used in dogs, rabbits, and other large ani-
mals, but in the past 10–15 years it has been refined for 
use in mice. There are several important differences 
between the NTN model in mice compared with other 
rodents. There is greater heterogeneity, and greater 
capillary thrombos is frequently seen in mice whereas 
focal necrosis is less strikingly seen [78–80].

Pathogenesis

Each batch of nephrotoxic serum is different from 
the last, with resultant disease which has differing 
contributions from innate immunity, adaptive immu-
nity, and the coagulation cascade, so comparison of 
studies from one laboratory with another is often not 
feasible [81,82]. Nevertheless, in well-controlled stud-
ies this model has provided great insight into disease 
mechanisms that are applicable to human disease. 
There are typically two phases to the disease. The first 
involves planted antigens against glomerular base-
ment membrane (GBM), and likely endothelial cells 
(± other glomerular cells) complex, which promotes 
antibody-directed cell cytotoxicity (ADCC) by mono-
cytes and neutrophils. The second phase includes 
formation of the late complement complexes MAC 
as well as early complement activation, chemokine 

The induction and resolution of renal disease is asso-
ciated with infiltrating macrophage [55,58]. DCs also 
secrete Type I IFNs and other critical B-cell differen-
tiation factors (BAFF and APRIL) integral to the devel-
opment of lupus-like syndromes in mice and SLE in 
humans [56,57,59,60].

Germ-Line–Encoded Receptors (Fc-Receptors, 
Complement Receptors, Toll-Like Receptors, and 
Chemokine Receptors)

Binding Fc-receptors to their ligands facilitates DC 
maturation and B-cell differentiation. Both activat-
ing and inhibitory Fc-receptors are associated with 
autoimmunity in multiple mouse models of SLE [61]. 
In the BWF1 strain, the absence of activating recep-
tors requiring FcR γ-chain (FcγRI, FcγRIII, FcγRIV) 
protects against nephritis and absence of inhibi-
tory receptor FcγRIIb can promote renal disease. 
In both cases, hematopoietic cell expression of the 
Fc-receptors is critical for their effects (Figure 28B.6) 
[36,62]. Like Fc-receptors, TLRs are expressed on both 
B cells and innate immune cells and can blunt or exac-
erbate disease [63,64]. B cells and DC can respond to 
immune complexes via TLRs, and autoantibody pro-
duction and severity of renal disease is modulated by 
these receptors. TLR7 binds ssRNA, activates B cells, 
and regulates the development of autoantibody and 
renal disease. Signaling through TLR9, which recog-
nizes CpG DNA, modulates the development of spe-
cific autoantibody production, but surprisingly, blunts 
renal disease [65–68].

Absence of early complement proteins C1 through 
C4, have long been recognized to predispose to SLE 
in humans [69], and mice deficient in these proteins 
develop spontaneous lupus disease with nephritis, 
underscoring the importance of complement compo-
nents in preventing immune cell activation by immune 
complexes [70,71]. Conversely, blocking C5, a late com-
plement protein, in BWF1 mice results in decreased 
renal disease, consistent with established roles for the 
membrane attack complex C5–C9 in parenchymal cell 
injury [72]. These findings, along with studies show-
ing that deficiencies in other proteins involved in the 
processing and safe clearance of apoptotic debris can 
result in autoimmunity, indicate that innate immunity, 
including complement factors, functions primarily in 
a is protective role against the development of SLE, 
through the scavenging of apoptotic debris [73], but 
clearly these safe mechanisms of clearance become 
readily overwhelmed.

Type I Interferons (IFNα-β)

IFNα-β expression is increased in patients with SLE 
and in multiple models of SLE [24,57]. In the B6.lpr 
and NZB models, disruption of signaling through 
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and 28B.7) (see earlier). As in humans, the glomerular 
disease in rodents is associated with varying degrees 
of interstitial disease [95,96]. In mice, this is particu-
larly prominent. The mechanisms of this component 
of the disease are less clearly understood, but include 
both immune-mediated injury to tubular basement 
membrane, direct injury to tubular capillaries, and 
also secondary ischemic injury, which promotes 
innate inflammatory responses.

One adaptation to the model that has evolved is 
pre-immunization of the recipient animal, subcuta-
neously with IgG corresponding to the administered 
serum. This accelerates the development of the later 
adaptive immune response since planted antibodies 
are instantly recognized by host antibodies and reac-
tive T and B cells. Studies from different laborato-
ries using different nephrotoxic sera report that the 
early phase is characterized by neutrophil influx, and 
complement activation and that the secondary cell-
mediated phase also has features of a host-initiated 
humoral response [97]. The immune response to the 
planted antibodies in the glomerulus, and the subse-
quent cell-mediated and humoral phases of response 

release, and release of proinflammatory lipid media-
tors, and injured endothelia release cytokines and 
chemokines [83–89]. Neutrophil adhesion, margin-
ation, and degranulation ensue. There is early protein 
leak across the GBM into the urine (proteinuria) and 
often renal dysfunction. There may be significant cap-
illary thrombosis at this point [78–80,90]. In addition, 
there is clearance of ICs and endothelial proliferation 
[91]. In some models, this initial phase ‘burns out’ and 
resolves leaving varying degrees of focal sclerosis in 
the glomerulus [92]. However, in many examples, a 
secondary phase develops which involves both cellular 
and antibody-mediated immunity against the planted 
antigen, and leukocyte recruitment in response to cel-
lular injury [93,94]. The possibility that neoantigens are 
exposed by the initial injury and an autoimmune cell–
mediated immunity develops has been suggested but 
there is no data to support this hypothesis. This sec-
ondary phase or adaptive immunity phase results in 
focal glomerular injury with mesangial and endothe-
lial necrosis and further capillary injury, which pro-
motes glomerular crescent formation, the histological 
hallmark of severe glomerular injury (Figures 28B.3 

Figure 28B.7.  Anti-GBM disease in Wistar Kyoto rats immunized with synthesized rat Col4A3 protein. (A) Not focal 
proliferative disease with an area of fibrinoid necrosis (arrow – fibrin protein in the mesangial area shows as intense 
pink) and is associated with nuclear debris or apoptotic bodies known as karyorexis. (B) Glomerulus showing prolif-
erative change and a crescent (arrow). (C) Glomerulus showing a cellular crescent but also another area of fibrinoid 
necrosis (arrow). (D) Immunoflurescent image detecting IgG deposition. Note linear deposition along the glomerular 
basement membrane. (Reproduction courtesy of Dr. John Reynolds, Imperial College London.)
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but the presence of autologous antibody during the 
autologous phase, at least in mice, has been shown to 
be less important in disease progression than initially 
thought [107].

T Cells

Conflicting reports about the role of T cells in the 
NTN model have been reported. This may reflect the 
different NTN sera used or the species [108–112]. 
Nevertheless, the consensus is that T cells are impor-
tant activators of Mo/Mϕs, and that this may be one 
mechanism through which T cells act. In one group of 
studies, CD8 effector T cells and CD4 cells were impor-
tant disease effectors, possibly through cytokine-me-
diated activation of Mo/Mϕs in the glomerulus, akin to 
a delayed-type hypersensitivity reaction [110,113]. In 
other studies, both αβT cells and γδT cells promoted 
glomerular injury following planted antigen by mech-
anisms independent of humoral responses [107]. The 
authors of these studies conclude that, in addition to 
direct T-cell cytotoxicity, T-cell-mediated monocyte 
activation by IFNγ or GM-CSF may be important in 
monocyte activation in the glomerulus. There is no evi-
dence for the development of autoreactive T-cell clones 
in these disease models. Importantly, no studies have 
provided clear evidence for any role for NK lymphoid 
cells as disease effectors.

Myeloid Cells

Many studies have identified the importance of neu-
trophils (PMNs) in the initiation of glomerular injury 
[83,85,114,115]. PMNs bind to complexed planted 
antigens and through integrin adhesion molecule–
dependent mechanisms bind to glomeular capillaries 
or diapedese and induce injury by liberation of cytok-
ines and oxygen and nitrogen radicals. The role of 
monocytes and their tissue siblings, macrophages in 
this process has also been suggested by several studies 
[97,114–124]. Mo/Mϕs have FcγRs, may be activated by 
IC ligation, and have phagocytic and radical generat-
ing capacities similar to PMNs, although their recruit-
ment to the glomerulus normally follows behind the 
rapid and early PMN recruitment. At least in the early 
phase of disease, one role for Mo/Mϕs may be in IC 
clearance rather than injury. However, in mutant 
mice with reduced Mo/Mϕ, mice with conditionally 
ablated numbers Mϕs, or mice mutated for chemokine 
receptors necessary for the recruitment of Mo/Mϕ all 
point to a central role for Mo/Mϕ in the perpetuation 
of glomerular injury and also the progression of the 
secondary inflammation in the cortex and medulla 
that ensues, particularly in the later progressive phase 
of glomerular disease. The role of T cells in Mo/Mϕ 
activation in the glomerulus has been suggested from 

to glomerular injury have been the focus of much 
research, and yielded the greatest advances in our 
understanding of pathogenesis.

Genetics

Marked genetic variation in the presentation of dis-
ease has been appreciated in mice and rats. Disease 
in C57BL6 inbred mice which have a Th1 bias was 
noted to be associated with a prominent cell-mediated 
response to immune complex deposition in the GBM, 
whereas Balb/c inbred mice with a more Th2 bias had 
a greater humoral response [98]. The development of 
congenic strains to study this disease is not well estab-
lished. However, by hypothesis driven studies, using 
mice with mutations in specific inflammatory cytok-
ines, important roles for IFNγ, interleukins, other 
cytokines including TNF-α, lymphocyte and mono-
cyte chemokines, and leukocyte cell adhesion mol-
ecules have become established in disease initiation 
and progression [81,99–102]. In rats where the disease 
models tend to be more consistent and bear greatest 
similarities to human CGN, the Wistar Kyoto (WKY) 
inbred rat has greatest susceptibility to initiation and 
progression of NTN following a single injection of 
NTN serum. Mutations in a region of chromosome 
13 designated Crgn1 were identified in the inhibitory 
receptor FcγRII expressed by B cells and Mϕs, and 
the activating receptor FcγRIII. Mutations in FcγRIII 
were associated with overactivated Mϕs when stimu-
lated by immune complexes, implicating FcγRIII as an 
important disease susceptibility gene [103].

In keeping with an important role for FcγRs in NTN 
progression, mutation of FcR γ-chain, which is neces-
sary for cell surface expression of FcγRI, III, and IV 
in rodents, prevents the development of NTN in mice. 
Mutation of the inhibitory receptor FcγRII is associ-
ated with more severe disease, and greater development 
of antibodies against the planted antibody [104–106]. 
FcγRII on B cells is an important regulator of differen-
tiation to plasma cells and therefore regulates antibody 
production. It is likely that the targeting FcγRII on B 
cells will be a future target in antibody-associated CGN. 
However, FcγRII is also expressed by inflammatory 
Mϕs and its importance in disease progression is less 
well explored. These studies strongly implicate neutro-
phils and monocytes in glomerulonephritis.

Immune Cells

B Cells

There is little evidence that B cells play a prominent 
role in the initiation or progression of NTN disease in 
mice. B cells are necessary for the development of a 
humoral response to planted antigen in the glomerulus, 
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of late complement components (C5b-9) and the gen-
eration of the MAC are key factors in initiation of renal 
injury [86,127,128]. In contrast, the absence of early 
complement components such as C1q can not only 
result in spontaneous nephritis due to impaired clear-
ance of ICs and apoptotic cells, but is also associated 
with exacerbation of the NTN model, implicating early 
component complement receptors in the safe removal 
of ICs via specific receptors such as α 1 β  2 integrin that 
are widely expressed [71,125]. It has long been known 
that coadministration of bacterial lipopolysaccharide 
(LPS), a ligand for TLRs 2, 4, and CD14, can exacer-
bate injury in the NTN model. While TLR2 or 4 liga-
tion can profoundly activate myeloid leukocytes, there 
has been surprisingly little literature on the role of 
TLRs in the progression of NTN, suggesting they may 
not play a prominent role [129]. One possible expla-
nation for this is that co-ligation of TLR4 and FcγRs 
on Mϕs induces a profoundly anti-inflammatory cell 
phenotype, another possible explanation is that TLRs 
are ligated less by endogenous ligands [130–132]. 
Chemokine receptors on leukocytes and release of 
their ligands (chemokines) are important events in 
initiation and perpetuation of NTN disease. Monocyte 
chemokines, MIP-2 and its receptor CXCR2, MCP-1 
and its receptor CCR2 contribute to Mo/Mϕ recruit-
ment and injury, and Rantes and its receptor CCR1, 
and IP10 and its receptor CXCR3 have been reported 
to play important roles in T-cell recruitment and acti-
vation in this model [102,133–135].

Cytokines

In addition to the many reports indicating roles for 
TNF-α in disease initiation and perpetuation, many 
interleukin family members have been implicated 
in leukocyte activation and disease perpetuation 
[136–142].

Anti-Gbm Nephritis and Alport’s Mouse

Disease Models

An uncommon form of severe CGN in humans known 
as Goodpasture’s disease or anti-GBM disease was 
discovered in the 1980s to be due to autoimmunity 
against the GBM, specifically the noncollagenous 
domain (NC1) of the α3 chain of collagen IV (Col4A3), 
whose expression is restricted to specialized basement 
membrane of the glomerulus, lung, and cochlear in 
humans. The disease is characterized by autoantibody 
and complement deposition linearly along the GBM 
and by severe inflammatory injury of the glomerulus 
similar to that seen in NTN models. Mutations in the 
Col4A3 gene also lead to an autosomal-recessive inher-
ited glomerulonephritis called Alport’s syndrome, 

some studies but it is unclear whether T cells play any 
role in Mϕ-mediated disease in the kidney intersti-
tium [110,113]. More likely is that Danger Associated 
Molecular Patterns (DAMPs) released from injured 
parenchymal cells are important molecular factors in 
myeloid cell activation.

Germ-Line–Encoded Receptors

Both genetic studies in rats and gene-targeted studies 
in mice have demonstrated an important role for FcγRs 
in development and progression of NTN. Mice lack-
ing FcγRI, III, and IV have markedly attenuated dis-
ease. More recent studies of using blocking antibodies 
against FcγRIV and also mice with combined muta-
tions in FcγRI and FcγRIII point to activation of Mo/
Mϕs and neutrophils specifically FcγRIV as a major 
factor in disease development [104,105,125]. FcgRIV 
selectively binds IgG2a and IgG2b. However, genetic 
studies in rats suggest FcγRIII on Mϕs is a key deter-
minant of disease progression. FcγRIII has selectivity 
for IgG1 [103]. The importance of the inhibitory recep-
tor FcγRIIb in limiting disease is reported, and given 
the absence of a role for B cells in the heterologous 
phase of this disease it is likely that FcγRII expressed 
by Mϕs, and possibly neutrophils, is an important 
component receptor in regulating Mϕ activation in 
the progression of NTN [105,125]. Importantly, mouse 
monocytes express FcγRIIb at low levels only; rather, 
it is induced in macrophages so the relative inhibitory 
and activator signals from FcγRs in monocytes may be 
an oversimplification (Figure 28B.6 and Table 28B.2).

Integrins play key roles in the adhesion and 
diapedesis of inflammatory cells and possibly con-
tribute to leukocyte activation. Much work around the 
early events in the NTN models indicate that without 
neutrophil adhesion and TNF-α liberation disease 
does not ensue [115,126]. CD11b/CD18 (complement 
receptor 3), VLA4, and ICAM-1 have been implicated 
in these early adhesion/activation events [83]. The role 

TABLE 28B.2.  Fcγ receptors in humans and rodents

Human FcγR
 

Equivalent 
rodent 
FcγR

Consequence  
of crosslinking 

IgG subclass 
specificity 

FcγRI FcγRI Possible 
activation

IgG1 

FcγRIIb FcγRII Possible 
inhibition

IgG1, IgG2a, 
IgG2b

FcγRIIa FcγRIII Possible 
activation

IgG1 

FcγRIIIA FcγRIV Possible 
activation

IgG2a, IgG2b
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GBM, and occurs independently of antibody deposi-
tion [146,149].

Genetics

Goodpasture’s disease in humans is associated with 
MHC class II alleles, positively associated with DR15 
and DR4, and negatively associated with DR7 and DR1 
[150–152]. In a comprehensive study of strain suscep-
tibility to glomerulonephritis in mice to immunity 
induced by purified bovine α3(IV)NC1 fragments, only 
mice with MHC class II haplotypes H-2s, H-2b, and H-2d 
developed CGN [146]. Other strains developed no dis-
ease despite deposition of antibody in the GBM [146]. 
These studies confirmed that passive transfer of anti-
bodies was able to trigger low-level protein leak from 
the kidney but insufficient to trigger full disease. In 
comprehensive studies of autoimmunity against puri-
fied rat glomerular collagens, there was much greater 
disease susceptibility in WKY rats compared with 
Lewis rats, despite the strains having similar MHC 
class II haplotypes [153]. This susceptibility to disease 
comprised several components: (a) greater deposition 
of antibody in the glomerulus; (b) greater specificity of 
antibody; (c) a failure to clear antibodies from glom-
eruli after passive transfer; but in addition, (d) despite 
equivalent antibody deposition initially after transfer 
of antibodies, disease ensued only in the WKY rats, 
implicating differential responses by inflammatory 
cells. Passive transfer of antibodies was able to trigger 
inflammatory disease in the glomeruli of WKY rats 
leading to a CGN and glomerulosclerosis, confirming 
that anti-GBM antibodies alone are sufficient to cause 
disease in genetically susceptible animals [153]. Using 
the purer model of autoimmunity against rat α3(IV)
NC1 domain in WKY rats compared with Lewis rats, 
only the WKY rats developed any disease, and the 
Lewis rats failed to generate antibodies to the pure 
domain.

Immune Cells

T Cells

The anti-bovine GBM model was dependent on the 
presence of the T-cell receptor. In addition to the neces-
sity of T cells for the generation of antibody, nephrito-
genic effector T cells were postulated. In the rat model 
of this disease, antibodies against CD8 effectively 
block the progression of disease even after it is estab-
lished, pointing to a major role for effector nephri-
togenic autoimmune T cells in disease progression 
[149]. However, autoreactive CD4 T cells are present 
in human disease and the importance of costimula-
tory molecules (see later) in the development of experi-
mental disease suggest CD4 T cells are important in 
autoantibody production.

due to primary abnormalities of GBM. In addition, 
Alport’s syndrome may be due to mutations in Col4A4 
and Col4A5, which also have highly restricted expres-
sion and cause abnormalities of GBM.

Although the NTN model shares certain similari-
ties to anti-GBM disease, a cleaner model of autoim-
munity specifically against the NC1-domain of Col4A3 
has been developed in rats and mice. There are three 
models: (a) rodents are repeatedly immunized subcu-
taneously with purified bovine α3(IV)NC1 fragments, 
or (b) purified rodent α3(IV)NC1 immunogenic pep-
tides synthesized in vitro, or (c) more crudely and 
possibly most successfully rodents are immunized 
subcutaneously with rodent glomerular total collagen 
which has been collagenase digested [143]. The mod-
els have worked most successfully in disease-suscep-
tible WKY rats, and have worked less reproducibly in 
mice, and appear to be notably strain dependent [144]. 
Immunization with synthesized rodent α3(IV)NC1 is 
reported to be most effective in outbred CD1 mice or 
DBA1 mice [145]. Nevertheless, specific autoimmunity 
against α3(IV) collagen has been achieved and induces 
glomerular disease in rodents resulting in CGN with 
stereotyped hypercellularity in the glomerulus, inflam-
matory cells, capillary injury, and crescent formation 
due to proliferation of the surrounding parietal epithe-
lial cells Figure 28B.7 [146]. The models using rodent 
total glomerular collagen or purified bovine α3(IV) 
most readily produce disease in rats and mice but the 
autoimmune response may not be against α3(IV)NC1 
[147].

A mutant mouse lacking Col3A4 was generated 
and develops progressive glomerulonephritis similar 
to humans with Alport’s over an 8-week period. Why 
abnormalities of the GBM should lead to severe ste-
reotyped inflammatory disease of the glomerulus is 
unclear, but it is likely that in this structure where 
there is high shear forces and high flux of plasma pro-
teins, that dysfunction of basement membrane leads 
to abnormalities of shear and flow and accumulation 
of plasma proteins in filtering glomerular capillaries 
which subsequently leads to injury of endothelial cells 
and the overlying specialized pericyte cells, the pod-
ocytes. This injury recruits inflammatory cells that 
enhance injury and loss of pericytes from the GBM 
causes plasma protein leak and injury to parietal epi-
thelial cells.

Pathogenesis

In the models of anti-GBM nephritis, there is direct 
injury from deposition of antibodies along the GBM, 
which, similar to the models described earlier, can 
induce innate immune cell activation. Antibody depo-
sition may occur without immune cell activation 
[148]. There is, however, a clear component which 
is cell-mediated autoimmunity directed against the 
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[159]. The early phase of expansion of mesangial cells 
and matrix has furthered the study of mesenchymal 
cell matrix deposition and the response of mesenchy-
mal cells to injury [160–163]. Unfortunately, there has 
been no equivalent model in mice, limiting the study 
of genetic mutation of candidate genes. There are sev-
eral mesangiolysis models in mice including Habu 
Snake Venom and antimesangial serum models, but 
these have been less reproducible and result in far less 
mesangial proliferation than seen in the rat [164].

Prominent advances from this model include the 
dissection of the roles of platelet-derived growth factors 
(PDGFs) and their receptors in mesenchymal mesan-
gial cell proliferation, and the role of apoptosis and 
macrophages in the resolution of glomerular inflam-
mation [162,163,165,166]. Monocytes are a prominent 
cell type in the mesangium of the glomerulus through-
out the repair phase. Selective depletion of Mo limited 
mesangial cell proliferation and mesangial cell matrix 
accumulation suggesting one role for Mo/Mϕ in acute 
injury is the regulation of myofibroblast cells, and that 
paradoxically monocytes may play an important role 
in recovery from inflammation [167–169].

Models of AntiNeutrophil Cytoplasmic 
Antibody (Anca)-Associated Vasculitis

A common form of severe CGN in humans originally 
described as pauci-immune glomerulonephritis due to 
a paucity (though not absence) of antibody deposition 
in the injured glomeruli was discovered in the 1980s to 
be associated with the production of autoantibodies, 

Myeloid Cells

The models of anti-GBM disease are characterized by 
glomerular macrophages. The fact that the WKY rat 
has recently been associated with overactive Mϕs due 
to mutations in FcγRIII suggests that Mϕs may play 
an important role in clearance of ICs from the glom-
erulus but that their activation in this process may be 
important in disease progression [103]. In the Alport’s 
mouse lacking Col4A3, two studies implicate Mϕs in 
the progression of disease and the development of 
interstitial fibrosis [96].

Germ-Line–Encoded Receptors

Successful use of these models has been restricted 
to only a few centers. The difficulties in establishing 
a reliable model in mice has limited the progress of 
research in this area. However, T-cell costimulatory 
molecules play nonredundant roles in the induction of 
disease [154,155], and the inhibitory receptor FcγRIIb 
in mice enhances susceptibility of mice to the develop-
ment of anti-GBM disease. The relative roles of B-cell 
overactivation and macrophage overactivation remain 
to be elucidated [156].

Mesangioproliferative 
Glomerulonephritis and the  
Anti-Thy1.1 Rat Model

Milder forms of human glomerulonephritis are often 
characterized by proliferation of mesangial cells, the 
mesenchymal cells of the glomerulus that perform 
structural roles in health but become matrix forming 
cells in disease (Figure 28B.8) [157]. In more severe 
glomerulonephritis, there is also mesangial prolif-
eration, which is often eclipsed by other glomerular 
events or excessive mesangial cell death. Mesangial 
proliferation has been studied in great detail in the 
Thy1.1 model of kidney disease in rat due to serendipi-
tous finding that a thymic T-cell antigen Thy1.1 is also 
exclusively expressed by mesangial cells in normal 
rat and antibodies against this antigen mediate an 
antibody and complement-mediated mesangial cell 
lysis [158]. The glomerular lysis is followed by intense 
innate immune responses to injury, and intense prolif-
eration of surviving mesangial cells which in some rat 
strains then resolves over several weeks, but in others 
leads to focal, then global glomerulosclerosis [159]. 
Nevertheless, this is one of the few models in the kid-
ney in which there is successful repair following injury 
and it has enabled the study of repair mechanisms 
and the study of the role of inflammation in repair 
of the glomeurlus. Congenic studies suggest that gene 
expression by parnechymal cells of the kidney rather 
than immune cells dictates the capacity of the glomer-
ulus to repair itself, but these factors remain obscure 

Figure 28B.8.  PAS stained glomerular cross section from 
mouse overexpressing thymic stromal lymphopoietin (TSLP) 
showing membranoproliferative glomerulonephritis with 
prominent mesangial expansion due to the deposition of 
immune complexes and immune complex deposition in cap-
illary loops (arrows). (Reproduction courtesy of Dr. Charles 
Alpers, University of Washington, Seattle, WA.)
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that antibodies and ICs can be deposited in capillaries 
but may not be seen at a later date by immunodetection 
methods due to their complete removal. Nevertheless, 
these “invisible” ICs can be pivotal in inciting innate 
injurious cellular responses by neutrophils and mono-
cytes leading to capillary injury [174,175]. It is there-
fore possible that in ANCA associated CGN although 
IC are not visible, they have previously deposited at 
a low level which is nevertheless, sufficient to trigger 
inflammatory disease.

One of the new anti-MPO antibody models in mice 
has demonstrated that, similar to the passive transfer 
of anti-GBM antibodies described earlier [147], passive 
transfer of anti-MPO antibodies in mice can induce 
necrotizing CGN and also systemic vasculitis (Figure 
28B.10) [172]. The reported disease is milder than 
if splenocytes are transferred, indicating that cell-
mediated immunity is also an important component 
of disease. Interestingly, in rats, and another mouse 
model of anti-MPO ANCA vasculitis, passive transfer 
of antibodies alone was insufficient to induce disease, 
rather to induce disease a second stimulus is required 
that generated mild glomerular injury [173,176,177]. 
Whether these differences are attributable to strain 

ANCAs, against lysosome and granule enzymes found 
predominantly in neutrophils and monocytes/mac-
rophages [170,171]. The disease may be associated with 
systemic manifestations which are characterized by 
arteriole, venule, and capillary inflammation, known 
as vasculitis (Figures 28B.8 and 28B.9). However, the 
glomerular capillaries are a major site of injury micro-
vascular in many cases, possibly reflecting the unusual 
hemodynamics, and stresses in the glomerulus whose 
endothelial cells are uniquely fenestrated. The major 
antigens against which antibodies have been generated 
are myeloperoxidase and proteinase 3, enzymes impor-
tant in neutrophil respiratory burst and also elastin 
degradation. The link, however, between these autoan-
tibodies found in the circulation and inflammation in 
the glomerulus which is characterized by absence of 
glomerular antibody deposition or IC deposition, has 
perplexed the scientific community. Are circulating 
autoantibodies just a marker of disease or are they 
pathogenic? Two new mouse models of autoimmunity 
against mouse or human myeloperoxidase (MPO) have 
been developed successfully, and merit our attention 
[172,173]. In addition, recent study of humoral alloim-
munity following kidney transplantation has indicated 

1. 2. 3.

Primed neutrophil

Primed monocyte

ANCA

Integrin

FC gamma receptor

Granules or lysosomes

Integrin receptor

Secondary
inflammation

TNF-α H2O2

H2O2

C5a

Model of the role of ANCA in disease
initiation

Figure 28B.9.  Model of mechanism by which ANCAs initiate injury to endothelial cells 
of small vessels. Cytokine exposed neutrophils (and possibly monocytes) expose auto
antigens on the plasma membrane and release low level of autoantigen which adheres 
to the endothelial surface. ANCAs in the circulation bind exposed autoantigens on leu-
kocyte plasma membrane and endothelium triggering micro-immune complex formation 
and leukocyte activation via Fcg receptors and late complement component activation. 
Activated neutrophils release toxic products and radicals that promote local injury.
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the process of clearing the immune complexes, setting 
up an inflammatory cascade that results in the stereo-
typed patterns of injury described earlier.

Although there is an unequivocal role for ANCAs in 
disease initiation, one of the anti-MPO antibody mouse 
models can result in the full spectrum of disease with-
out the presence of B cells, suggesting that the disease 
can occur independently of antibodies [173]. In these 
studies, T cells were reported to be important effectors 
of glomerular and vascular disease. Although there are 
differences between these models, it appears that both 
an autoimmune-cell–mediated response to neutrophil 
antigens as well as antibodies can initiate and propo-
gate disease. Studies using these models have not been 
verified by independent research groups and further 
study using these models is warranted.

Cryoglobulinemic Mouse

Like SLE nephritis, there are many other diseases of 
the glomerulus characterized by IC deposition in the 
GBM. Some of these diseases are characterized pre-
dominantly by circulating ICs; others are character-
ized by local IC formation. Unlike SLE there is no 
obvious autoimmunity. Several models of immune 

variations or environmental factors or the IgG isotype 
has not been elucidated. Nevertheless, as in anti-GBM 
disease, antibodies alone are sufficient to induce the 
full spectrum of disease in the glomerulus. What are 
the mechanisms by which antibodies cause disease? 
Primed neutrophils expose MPO on the surface and 
can bind ANCAs. Complexed ANCAs on the neutrophil 
can trigger activation by FcγR-mediated PMN activa-
tion [178]. In addition, local margination of neutrophils 
in glomeruli, or glomerular endothelial perturbation 
will lead to release of MPO in the glomerular capillary 
on the endothelial surface resulting in ANCA binding 
and local IC formation which will recruit neutrophils 
and monocytes, and may result in IC-mediated acti-
vation of myeloid leucocytes by FcγRs (Figure 28B.9) 
[178]. Thus although the disease in the glomeulus is 
characterized as pauci-immune, it is thought that dis-
ease initiation requires local IC formation that has long 
gone by the time it is viewed by the pathologist [177]. 
As in other disease models, activation of late comple-
ment components by local ICs recruits neutrophils 
and may result in membrane attack complex (MAC) 
formation, thus triggering secondary capillary injury, 
and recruitment of other leukocytes. Complexed anti-
bodies on endothelia may activate Mo/Mϕs that are in 

Figure 28B.10.  Induction of severe glomerular injury following passive transfer of anti-MPO antibodies to mice. (A) Normal 
glomerulus, (B) areas of fibrinoid necrosis, and (C) cellular crescent (C and D). (E) Immunodetection of fibrin and (F) low level 
deposition of IgM antibodies. (Reproduction courtesy of Jennette/Falk JCI 2003.)
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in the absence of continued or iterative insults, the 
kidney shows remarkable capacity for regeneration 
and remodeling, and functional recovery. On the other 
hand, however, chronic IRI is increasingly recognized 
as part of a final common pathway of inflammatory 
kidney injury that is collectively termed chronic kid-
ney disease. There is growing recognition that inflam-
matory cells, in addition to promoting injury, may play 
a part in the recovery from renal IRI. Understanding 
the function of these cells in healing has become an 
active area of investigation.

The kidney has specialized vascular network nec-
essary for generation of urine, and this makes the 
organ particularly susceptible to decreased perfusion 
(Figure 28B.1: renal anatomy). In order for reabsorp-
tion of electrolytes and water to occur from glomeru-
lar filtrate back into the circulation (>98% by volume), 
a high interstitial salt concentration must be main-
tained within the normal medulla. This necessitates 
low blood flow and therefore “physiological ischemia.” 
Within the kidney, different regions are particularly 
sensitive to decreased blood flow. The S3 segment of 
the proximal tubule is highly metabolic yet lies in the 
medulla and unlike other areas of the tubule lacks 
anerobic respiration [184]. This segment is highly 
susceptible to IRI. Following acute injury, surviv-
ing or healthy areas of kidney compensate for loss of 
renal mass. Sometimes, this is accomplished by renal 
hypertrophy, but frequently this process is compro-
mised and the compensation is by increased filtration 
within each glomerulus, known as glomerular hyper-
tension. However, the consequence of this overwork is 
chronic injury to the glomerulus, and segmental scar-
ring which itself leads to chronic ischemia and inflam-
mation [185]. Pharmacological agents and diseases 
that chronically injure medium sized and small ves-
sels impact negatively on this process.

The recognition that inflammation impacts the 
development of renal IRI syndromes has created new 
avenues for diagnostic and therapeutic discovery. 
Indeed, emerging evidence indicates inflammatory 
markers are predictive of clinical renal injury and that 
suppression of innate immune responses may blunt 
the development of the syndrome.

IRI Models

The classic model for acute kidney IRI is designed to 
mimic clinical syndromes of abrupt, global loss of 
renal blood flow with preservation of overall blood 
flow. This model allows the study of renal IRI in iso-
lation from other factors and is directly relevant to 
clinical situations such as cardiac surgery, with cross-
clamping of the aorta, and severe hypovolemia with 
collapse of systemic perfusion.

Renal pedicles, unilaterally or bilaterally, are 
clamped for a predetermined period of time followed 

complex disease have been used with variable traction 
including serum sickness models and systemic immu-
nization against apoferritin [89]. A new model in mice 
closely mimicking human disease induced by hepati-
tis viruses, known as membranoproliferative GN, in 
which IC in the circulation may precipitate in cool 
temperatures (cryoprecipitate) has been developed. 
Transgenic (tg) mice overexpressing thymic stromal 
lymphopoietin (TSLP), an epithelial cytokine that 
induces dendritic cell–mediated CD4+ T-cell and B-cell 
responses, develop polyclonal mixed cryoglobulinemia 
(Type III) with renal disease closely resembling human 
cryoglobulinemic membranoproliferative glomerulone-
phritis, present within 8–12 weeks (Figure 28B.8). This 
new model is still in evolution and is strain dependent. 
Nevertheless, several important facets of the response 
of the glomerulus to ICs have been elucidated. First, 
the disease is modified by Fcγ receptors. In the absence 
of FcγRII, there is amelioration of disease and a reduc-
tion in IC formation in the circulation. B-cell FcγRII 
expression is strongly implicated in this outcome but 
the role of FcγRII on Mo/Mϕs is less clear and will 
require further study. Second, conditional depletion 
of Mo/Mϕs confirms that inflammatory macrophages 
are important effectors of glomerular injury in the 
glomerulus [179–181].

Ischemia Reperfusion Injury

Ischemia reperfusion injury (IRI) to the kidney is 
frequently a major or minor component of many 
presentations of kidney disease in humans. Compro
mised renal blood flow due to  (a) systemic factors 
(shock, infection, dehydration, systemic inflammatory 
response syndrome); (b) arteriosclerosis which com-
promises vascular autoregulation as seen in chronic 
diseases including hypertension and diabetes mel-
litus; and (c) pharmacological agents that disrupt 
vascular autoregulation, all contribute to IRI. In addi-
tion, many inflammatory diseases of the glomerulus 
will lead to secondary ischemia of other areas of the 
kidney by virtue of the postglomerular capillaries 
[182]. IRI is a major component of the both the short-
term and long-term kidney dysfunctions seen after 
renal allograft transplantation [183]. IRI is therefore 
both the cause of renal disease and the result of renal 
injury. Inflammatory factors impact the development 
of IRI disease by a variety of mechanisms and hold the 
promise of being able to mitigate disease.

Until 15 years ago, it was thought that IRI was a dis-
ease of the kidney parenchyma but studies identified 
inflammatory leukocytes associated with parenchymal 
injury, initially neutrophils but subsequently many cel-
lular components of the innate and adaptive immune 
systems. Inflammation has reluctantly revealed itself 
to be critical to the pathogenesis of acute kidney IRI. 
One facet of acute IRI is that, following a severe insult, 
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process repair the basement membrane. The delicate 
peritubular capillary network (Figure 28B.12) is also 
compromised by IRI and may result in long-term inter-
stitial ischemia, present after functional recovery. The 
tempo of inflammatory cell recruitment after injury is 
similar to that observed in other organs acutely injured 
by nonimmune mechanisms. Early recruitment of 
neutrophils (6–36 hours after injury) is followed by 
intense recruitment of monocyte-lineage cells (begin-
ning 36–48 hours) and also T lymphocytes, and these 
latter inflammatory cell populations in fact increase 
during resolution of injury and repair of the kidney. In 
addition to leukocytes, antibody, predominantly IgM, 
complement components and circulating pentraxin 
proteins are widely deposited in the kidney following 
IRI. Whereas parenchymal cells in glomeruar disease 
have been shown to play important roles in regenera-
tion and remodeling after injury, it has been appreciated 
that injured epithelial cells induce phagocytic genes, 
acquire a phagocytic phenotype-like macrophages, and 

by release. The development of disease in this model 
follows an established pattern of severe functional com-
promise peaking at 24–48 hours followed by progres-
sive recovery over the ensuing two weeks. The model 
is temperature-dependent, and differing degrees of 
injury can easily be provoked. The unilateral clamping 
model is used to study of the impact of kidney isch-
emia on the ipsilateral kidney or on the animal overall. 
In this model, the contralateral kidney is functional, 
meaning there are only small (< 50%) changes in renal 
function. However, the contralateral kidney is not nor-
mal as it experiences increased blood flow that results 
from the induction of the injury. To study the impact of 
ischemia and renal failure on the animal overall, both 
renal pedicles can be clamped and severity of injury 
can be determined by measuring an increase in the 
concentration of molecules that are cleared by the kid-
ney (i.e., serum creatinine and urea nitrogen).

Acute IRI kidney is characterized by epithelial cell 
death and an intense inflammatory response (Figure 
28B.11). Surviving epithelial cells assume mesenchy-
mal characteristics following injury and migrate along 
denuded tubular basement membrane and in the 

Figure 28B.11.  PAS stained photomicrographs of normal 
mouse kidney cortex and d2 following kidney IRI. Note sever 
tubule injury with intratubular debris and casts (arrows).

Normal 2 days post IRI

Peritubular capillaries

A

B

Figure 28B.12.  Vascular changes in the kidney following IRI. 
(A) whole mouse kidneys 48 h following IRI. Note that the post 
IRI kidney has very poor blood flow in the medulla, detected 
by the presence of erythrocytes (red) in peritubular capillar-
ies). (B) Florescence micrograph of the peritubular capillaries 
(CD31-red) in normal mouse kidney cortex and in kidney cortex 
5 d following IRI.
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recovery, repair, and remodeling of the injured organ 
become its overriding features. Functional recovery is 
complete by 14 days, but many components of repair 
continue thereafter.

Immune Cells

Innate

Neutrophils accumulate in the kidney early after IRI, 
but their role in the development of the syndrome 
is debatable. In general, leukocytes do not incite 
phlogistic responses to mild injury or during phago-
cytosis. However, neutrophils are packed with pre-
formed enzymes and cytokines that can wreak havoc 
on parenchymal cells if released uncontrollably. The 
injured endothelium is an important focus for activa-
tion of leukocytes, including neutrophils. Endothelial 
cells upregulate integrins including VCAM and ICAM-1. 
Systemic administration of antibodies directed against 
the neutrophil adhesion receptor ICAM-1 and genetic 
ICAM-1 mutation both reduced leukocyte recruit-
ment, and ameliorated injury during early phases of 
disease. Antibodies directed against TNF-α or IL-1β 
deriving predominantly from neutrophils, but also by 
injured panrenchmal cells, have both been reported to 
attenuate early injury suggesting that neutrophils may 
exacerbate the parenchymal injury (so call debrid-
ing/sterilizing function) [191–194]. However, 24 hours 
after injury, neutrophils may also generate potent 
antiinflammatory compounds that limit this period of 
inflammatory injury [187] (Figure 28B.13).

Monocyte-Lineage Cells

Although monocytes and macrophages appear to be 
major effectors in the progressive glomerulonephriti-
des, their primary task is phagocytosis and they have 
the capacity to both exacerbate injury (debridement 
and sterilization) and promote repair by mechanisms 
that involve clearance of cellular and matrix debris, 
regulation of the cell cycle of neighboring cells, and 
liberation of reparative and antiinflammatory cytok-
ines [169]. Studies to date implicate early recruited 
monocyte/macrophages to IRI kidney with a similar 
role to neutrophils, that is, in exacerbation of injury 
[195]. However, the number of monocytes in the initial 
24 hours after injury in the kidney is small and further 
studies that rigorously distinguish monocytes from 
neutrophils are required to clarify the role of early 
monocyte recruitment to the kidney [195]. In the days 
following IRI injury, when there is intense repair and 
regeneration, inflammatory macrophages are the pre-
dominant immune cell in the kidney. At this stage they 
appear to switch function to a predominantly repara-
tive capacity [196,197].

contribute to epithelial tubule repair by clearing cellu-
lar debris and apoptotic cells from within the tubule 
lumen allowing successful recanalization of the lumen 
and flow of glomerular filtrate [186].

The bilateral clamp injury results in a precipitous 
loss of renal function as determined by increased blood 
concentration of creatinine and urea. The rise in these 
molecules starts within hours of clamping, peaks at 
24h to 48h and does not return to normal until almost  
2 weeks after injury. A significant diuresis is seen one 
week after injury and remains marginally elevated 
for months afterward. More subtle defects in kidney 
function such as decreases in concentrating ability are 
also evident long after the initial insult. Proteinuria 
also developed 4 months after IRI. Histologically, 
the injury has profound, long-lasting effects. Though 
tubular morphology by 2 months after IRI is relatively 
normal, interstitial fibrosis develops several months 
post-injury and vascular architecture exhibits rar-
efaction [187,188]. This loss of microvasculature after 
acute injury is thought to link acute injury to long-
term, chronic compromise in renal function [184].

Several other models of ischemic injury have been 
used. The Goldblatt Kidney is a model of chronic 
renal ischemia in which the lumen of the renal artery 
is reduced to restrict blood flow. In this model, renal 
ischemia leads to hypertension and chronic inflamma-
tion of the kidney interstitium [189]. Another model of 
repetitive ischemia has been developed in the heart. 
A ligature is placed around a coronary artery and 
brought to the surface. Daily application of tension to 
this ligature from the surface induces transient occlu-
sion and therefore a repeated IRI [190].

Pathogenesis

There are several components to the pathogenesis in the 
model of acute IRI. There is the initial hypoxia induced 
by clamping. This necessitates anaerobic respiration 
by cells of the kidney, and those epithelial cells of the 
S3 segment of the proximal tubule are most compro-
mised by acute lack of oxygen and nutrients. Following 
release of the clamp, a myriad of events occur. Among 
them are release of toxic compounds, activation of the 
coagulation cascade, the generation of intravascular 
thrombosis, generation of proinflammatory cytok-
ines and chemokines by endogenous cells, and the 
fixation of complement. Peritubular vessels undergo 
a paradoxical vasoconstriction that exacerbates the 
hypoxia and nutrient starvation (Figure 28B.12). There 
is recruitment of leukocytes, in the early phase after 
reperfusion, predominantly neutrophils, and release 
of oxygen radicals and cytokines by recruited immune 
cells. At 48 hours after injury there is already tremen-
dous proliferation of surviving cells and, at this point, 
there is a peak of functional compromise. Thereafter 



Glomerulonephritis and Ischemia Reperfusion Injury 367

much complementary activation in the post-IRI kid-
ney is reported to occur via the alternative pathway. 
Complement activation may assist with nonphlogistc 
removal dead cells, but C5a and C5b-9 have also been 
shown to contribute to renal injury independent from 
their role as neutrophil chemoattraction, possibly by 
direct induction of apoptosis of parenchymal cells 
[208–212]. Overall, activation of the alternative com-
plement pathway in renal IRI contributes significantly 
to exacerbation of injury during the inflammatory 
response [208–212].

Soluble Endogenous Factors Stimulating IRI

A small number of studies have implicated tissue fac-
tors in the progression and resolution of IRI disease, 
including, IFN-γ, α-melanocyte stimulating hormone, 
selectins, heparin binding-EGF, and the bone mor-
phogenetic proteins [199,213,214]. Importantly, the 
injured epithelial cells of the proximal tubule and 
also the highly metabolic components of the loop of 
Henle generate both proinflammatory and chemot-
actic cytokines, including TNF-α, MCP-1, IL-1β, 
IL-6, IL-8, TGF-β, and RANTES [215]. Furthermore, 
T-cell costimulatory ligands, CD40L, B7-1, B7-2 may 
be induced by injured epithelial cells rendering the 
injured epithelial cell with the potential to contribute 
to local activation of T lymphocytes [183,216]. Another 
important biological active compound, adenosine, is 
released from injured cells and has gained increas-
ing attention. Adenosine has potent anti-inflamma-
tory function by virtue of its ability to bind adenosine 
receptors on leukocytes. There are four adenosine 
receptors, with differing cell specificity. Adenosine 
agonists are anti-inflammatory and this effect is due 
to ligation of leukocyte receptors [183,216]. Some con-
troversies exist about the mechanism by which ade-
nosine and adenosine agonists promote resolution of 
injury, but this avenue of therapy remains promising. 

Adaptive

Multiple mouse models lacking components of the 
adaptive immune system have been used to study the 
role of this arm of immunity in regulating renal IRI. 
A consensus from this work has not emerged. Work 
in mice that lack T cells (nu/nu mice) and B cells 
(μ-MT mice) implicates these both B cells and CD4+ 
T cells as important mediators of the IRI [198,199]. 
RAG-1-deficient mice, which lack T and B cells, did 
not confirm these data, and interestingly following 
IRI, CD4+ T cells, but not B cells are prominent tis-
sue leukocytes [200]. B cells, however, generate anti-
bodies and have other important functions that may 
act systemically rather than locally in the kidney. It 
may be that the other differences in the models (e.g., 
other cell types or the presence of natural antibody) 
can explain the variability in results reported [198]. 
NKT cells, which are additionally deficient in RAG-
deficient mice but are present in small numbers early 
after injury, have recently been reported to exacerbate 
renal IRI [201]. Further studies are required to clarify 
the roles of these distinct cell types in injury or repair 
of the kidney.

Humoral Responses

The role of immunoglobulins in the immune response 
to injury is unclear. IRI studies on kidneys of RAG-1–/– 
mice that lack T and B cells report that disease  
progresses and recovers similarly regardless of the 
presence of these immune cells [200]. However, IRI 
injury in the gut requires B cells [202]. Natural IgM 
antibodies opsonize dead cells and have been found 
to be widely deposited in the after IRI organs includ-
ing heart, skeletal muscle, gut, limb, and also kidney 
[202–206]. Deposition of IgM, possibly also directed 
at neoantigens exposed by injury, can lead to comple-
ment activation via the mannan binding lectin path-
way of activation and promote injury [207]. However, 

Figure 28B.13.  Neutrophils and monocytes in the after IRI kidney. (A) CD11b+ leukocytes (red) sur-
rounding injured tubules 48 hours following IRI of the kidney (B). Kidney macrophages (green) and 
neutrophils (red) 48 hours following injury.
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	2b.	Salvador, J. M., Hollander, M. C., Nguyen, A. T., Kopp, 
J. B., Barisoni, L., Moore, J. K., Ashwell, J. D., Fornace, 
A. J. 2002. Mice lacking the p53-effector gene Gadd45a 
develop a lupus-like syndrome. Immunity 16:499–508.

	2c.	Hibbs, M. L., Tarlinton, D. M., Armes, J., Grail, D., 
Hodgson, G., Maglitto, R., Stacker, S. A., Dunn, A. R. 
1995. Multiple defects in the immune system of Lyn-
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83:301–311.

	2d.	Mackay, F., Woodcock, S. A., Lawton, P., Ambrose, C., 
Baetscher, M., Schneider, P., Tschopp, J., Browning, J. L. 
1999. Mice transgenic for BAFF develop lymphocytic 
disorders along with autoimmune manifestations. J Exp 
Med 190:1697–1710.

	2e.	Higuchi, T., Aiba, Y., Nomura, T., Matsuda, J., Mochida, 
K., Suzuki, M., Kikutani, H., Honjo, T., Nishioka, K., 
Tsubata, T. 2002. Cutting edge: ectopic expression of 
CD40 ligand on B cells induces lupus-like autoimmune 
disease. J Immunol 168:9.

	2f.	Zhu, J., Liu, X., Xie, C., Yan, M., Yu, Y., Sobel, E. S., 
Wakeland, E. K., Mohan, C. 2005. T cell hyperactivity 
in lupus as a consequence of hyperstimulatory antigen-
presenting cells. J Clin Invest 115:1869–1878.

	2g.	Bickerstaff, M. C., Botto, M., Hutchinson, W. L., Herbert, 
J., Tennent, G. A., Bybee, A., Mitchell, D. A., Cook, H. T., 
Butler, P. J., Walport, M. J., Pepys, M. B. 1999. Serum 
amyloid P component controls chromatin degradation 
and prevents antinuclear autoimmunity. Nat Med 5:
694–697.

	2h.	Santiago-Raber, M. L., Baccala, R., Haraldsson, K. M., 
Choubey, D., Stewart, T. A., Kono, D. H. 2003. Theofilopoulos 
AN: Type-I interferon receptor deficiency reduces lupus-
like disease in NZB mice. J Exp Med 197:777–788.

	2i.	Peng, S.L., Moslehi, J., Craft, J. 1997. Roles of interferon-
gamma and interleukin-4 in murine lupus. J Clin Invest 
99:1936.

	 3.	Satoh, M., Kumar, A., Kanwar, Y. S., and Reeves, W. H. 
1995. Anti-nuclear antibody production and immune-
complex glomerulonephritis in BALB/c mice treated 
with pristane. Proc Natl Acad Sci USA 92:10934–10938.

	 4.	Mendlovic, S., Brocke, S., Shoenfeld, Y., et al. 1988. 
Induction of a systemic lupus erythematosus-like disease 
in mice by a common human anti-DNA idiotype. Proc 
Natl Acad Sci USA 85:2260–2264.

	 5.	Andrews, B. S., Eisenberg, R. A., Theofilopoulos, A. N., 
et al. 1978. Spontaneous murine lupus-like syndromes. 
Clinical and immunopathological manifestations in sev-
eral strains. J Exp Med 148:1198–1215.

	 6.	Borchers, A., Ansari, A. A., Hsu, T., Kono, D. H., and 
Gershwin, M. E. 2000. The pathogenesis of autoim-
munity in New Zealand mice. Semin Arthritis Rheum 
29:385–399.

	 7.	Mellors, R. C. 1966. Autoimmune disease in NZB/BL 
mice. 3. Induction of membranous glomerulonephritis 
in young mice by the transplantation of spleen cells from 
old mice. J Exp Med 123:1025–1034.

	 8.	Hurd, E. R., and Ziff, M. 1978. Association of intersti-
tial nephritis with tubule cell injury and proliferation in 
NZB/NZW mice. Clin Exp Immunol 32:1–11.

	 9.	Schiffer, L., Sinha, J., Wang, X., et al. 2003. Short term 
administration of costimulatory blockade and cyclo-
phosphamide induces remission of systemic lupus 
erythematosus nephritis in NZB/W F1 mice by a mecha-
nism downstream of renal immune complex deposition. 
 J Immunol 171:489–497.

One interesting caveat is that the mechanisms by 
which inflammatory monocytes switch to become 
anti-inflammatory leukocytes is obscure. One hypoth-
esis has been the process of phagocytosis of apoptotic 
cells as an anti-inflammatory stimulus, but investiga-
tions of leukocyte biology implicate adenosine release 
from injured tissues in this biological switch. Further 
studies in this area are merited [217].

Lipid Mediators

The role of lipid mediators in regulating the inflamma-
tory response following IRI has also gained increasing 
attention. Many small molecular lipid mediators are 
generated during injury. Some of these such as leu-
kotrienes and prostaglandins exert proinflammatory 
responses. However, several more recently identified 
lipids function as natural mediators of resolution of 
inflammation and their benefits can be exploited by 
exogenous administration in concentrations higher 
than those naturally achieved. Among these compounds 
are a group of compounds known as eicosanoids that 
are generated by the activity of the enzyme lipoxyge-
nase. Active products, lipoxin-A4, 15-epi-lipoxin-A4, or 
their synthetic analogues, have been described in sev-
eral models of IRI injury in the kidney and elsewhere 
reduce injury and promote resolution [218–221]. These 
compounds act on inflammatory cells promoting less 
activation and promoting greater phagocytocytic 
capacity. Two other groups of bioactive lipid mediators 
that are derived from oxygenation the omega-3 fatty 
acid, docosahexaenoic acid (DHA) called resolvins and 
protectins have been described [221]. The compounds 
were initially identified as generated by neutrophils 
following interactions with endothelial cells but it is 
likely that parenchymal cells can also generate these 
compounds. Their actions are widespread but include 
inhibiting activation of other inflammatory cells. In 
models of inflammation that resolve, protectins and 
resolvins are induced following the initial wave of 
injury and inflammation and therefore peak during 
the resolution phase of injury. The after IRI kidney 
generates these compounds in moderate quantities 
and this can be enhanced by systemic administration 
of the parent lipid, DHA. Systemic administration of 
resolvins and protectins, however, markedly attenuate 
renal injury [187].
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asthma results from exposure to antigens to which 
the patient is specifically allergic. This inflamma-
tory response is principally driven by TH2 cytokines 
and is associated with elevated levels of serum IgE. 
It is most common in children and young adults. Of 
interest, the population-attributable risk for atopy on 
human asthma is less than 50% [3]. Intrinsic asthma 
has a more complex phenotype and is less commonly 
related to an allergic diathesis. Subjects with intrinsic 
asthma have respiratory symptoms that can be caused 
by one or more of several nonallergic airway provoca-
tive stimuli, including inhalation of chemicals such as 
cigarette smoke or cleaning agents, ingestion of aspi-
rin, upper or lower respiratory tract infection, stress, 
loud talking or laughter, exercise, cold air, food pre-
servatives, and several other factors. Some asthmatic 
individuals are characterized as having mixed asthma 
in which either allergic or nonallergic stimuli can trig-
ger symptoms.

Animal Models As a Research Tool  
For Asthma

The first animal models of asthma were developed over 
100 years ago (reviewed in reference [4]). For a complex 
phenotype of inflammatory lung disease in asthma, an 
in vivo model of the disease is an ideal tool for investi-
gating immunological processes at the cellular, molec-
ular, and genetic levels. While in vitro systems utilizing 
cells obtained from asthmatic individuals can be use-
ful for modeling aspects of the disease in translational 
research, the in vitro culture systems are devoid of 
the complex interactions between cell types within 
the lung and the circulation, the physical processes 
of respiration and humoral, hormonal, and autacoid 
signals that are present in vivo. Animal models have 
not been developed to fully resemble human asthma, 
but they are quite useful for investigation of asthma 
traits. There are several examples of the identification 

Introduction

Asthma is a disease of chronic airway inflammation. 
This condition is prevalent worldwide and accounts for 
significant morbidity, excess mortality, and substan-
tial health care expenditures [1,2]. Asthma is clinically 
defined by three characteristics, namely reversible 
airflow obstruction, airway hyperresponsiveness, 
and airway inflammation [1]. There is no cure for 
asthma, but many therapies have been developed to 
lessen the burden of the disease. In light of the need 
for additional therapeutics to treat and ultimately cure 
asthma, several animal experimental models have 
been developed to perform preclinical investigation of 
asthma pathogenesis and novel therapeutics. Simply 
stated, asthma is only a human disease. None of the 
current animal models entirely recapitulates asthma 
[3], but they have proven very useful in the investiga-
tion of asthma traits. In this chapter, the most com-
mon animal models of asthma and their features will 
be described with particular attention to the airway 
inflammatory responses.

Asthma Pathobiology

Asthma has a complex pathogenesis and can be con-
sidered a clinical syndrome of intermittent dyspnea, 
wheezing, chest tightness, and/or cough. In most 
subjects, airway inflammation is present [1]. The 
inflammatory cell infiltrate is enriched with eosino-
phils, T lymphocytes and, in some cases, neutrophils, 
especially in the setting of asthma exacerbations. This 
complex, chronic airway inflammation is likely initi-
ated and driven by signals from sentinel cells in the 
airway, including airway epithelia and dendritic cells, 
responding to provocative stimuli. A broad range of 
respirable agonists can perpetuate or exacerbate asth-
matic airway inflammation. Asthma has been clini-
cally characterized as extrinsic or intrinsic. Extrinsic 
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of pivotal mechanisms for asthma pathobiology via 
animal models. Recognition of the importance of TH2 
cytokines, including interleukin-5 and interleukin-13, 
in the development of asthma emerged from animal 
models [5,6]. These in vivo systems have also proved 
useful in drug discovery, and several current asthma 
therapies were successfully tested in preclinical stud-
ies in both small and large animal models of asthma. 
Because there are also examples of pathogenetic find-
ings and drug candidates effective in animal testing 
that have failed in clinical trials for human asthma 
[7,8], it is critical to remember that these in vivo exper-
imental systems are only models. Relevance of the 
findings in animals for asthma can only be established 
through rigorous human clinical investigation.

Murine Models of Asthma

Advantages

Murine experimental models of asthma are ideal for 
investigating allergic airway responses. In addition 
to practical concerns, such as relatively low costs and 
ease of housing, mice are a non-endangered species 
that afford several distinct advantages as an animal 
model [9]. There is now a detailed understanding 
of mouse genetics that can be manipulated by gene 
deletion and insertion technology to assay the influ-
ence of signaling pathways on airway inflammation 
and hyperresponsiveness. Numerous mouse-specific 
probes for cellular and molecular effectors in allergy 
and inflammation are available. There are several 
strains of inbred mice that vary in the degree of air-
way inflammation and hyperresponsiveness that result 
from allergen sensitization and challenge [10,11]. On 
the other hand, mice also have limitations for mod-
eling asthma. Unlike humans, they do not spontane-
ously develop allergy or asthma [12], so they are most 
useful for modeling asthma traits rather than the 
entire asthma phenotype [13,14].

Asthma Traits

Allergic Airway Inflammation

To model allergic airway inflammation in mice, ani-
mals are first sensitized to an allergen and then chal-
lenged by respiratory tract exposure to the same 
allergen [4,11,15,16]. In the most common models, an 
allergen is combined with an adjuvant, such as alumi-
num hydroxide, to initiate a strong TH2 phenotype. 
The most common allergen in use is chicken ovalbu-
min (OVA), but many other allergens have been utilized 
in animal models of asthma. Many investigators have 
chosen to use allergens that are more relevant than 
OVA to human asthma, such as ragweed, cockroach, 

cat (FelD1), and dust mite (DerP1) allergens. To induce 
airway inflammation, the allergen is delivered to the 
respiratory tract via aerosol. The resulting inflam-
matory cell infiltrate, predominantly eosinophils and  
T lymphocytes, is prominent in medium to small 
airways as well as alveoli (Figure 29.1). There is also 
perivascular inflammation. Many of these features 
are distinct from human asthma in which the air-
way inflammation is centered predominantly around 
medium to small airways and generally spares the 
alveolar spaces [1,3]. Some investigators have chosen 
to both sensitize and challenge animals via the airway, 
as this leads to a more robust peribronchial inflamma-
tory infiltration in which mast cells play a more inte-
gral role in the response to allergen [17,18].

Airway Hyperresponsiveness

Airways constrict in responsive to provocative stimuli. 
A rapid change in airway caliber can lead to difficulty 
breathing, cough, wheezing, or chest tightness. These 
are the cardinal symptoms of asthma and, not surpris-
ingly, most of the morbidity associated with asthma 
stems from a susceptibility in the airways of asthmat-
ics to provocation by stimuli that in healthy subjects 
are well-tolerated. While some airways responsiveness 
can be attributed to specific allergens, asthmatic air-
ways will also display hyperresponsiveness to non-
specific stimuli, including cigarette smoke, perfumes, 
and airborne pollutants. Other triggers for airway 
hyperresponsiveness include pharmacological stim-
uli, such as methacholine and histamine, and physical 
stimuli, such as cold, dry air.

Chronic airway hyperresponsiveness is fundamen-
tal to asthma, but has yet to be successfully replicated 
in experimental animal models of asthma. Of interest, 
antigen-induced responses often increase both airway 
inflammation and hyperresponsiveness [12]. When 
an asthmatic individual has an allergen-initiated late 
phase response (vide infra), their airway responsive-
ness will be increased for the next few days or weeks. 
This acute to subacute allergen-induced airways hyper-
responsiveness can develop in several animal models 
of asthma and has been used by many investigators to 
study the mechanisms and regulation of this phenotype. 
A typical provocative agent for mice is methacholine 
that can be administered via inhalation when animals 
are intubated and sedated on a ventilator circuit. While 
it is not possible to have mice perform a forced expi-
ratory maneuver, the methacholine-initiated changes 
in measures of airway physiology, such as lung resis-
tance (RL), can be monitored in the ventilated animals 
during tidal breathing. Mice given increasing doses of 
methacholine will have marked increases in RL (Figure 
29.2). The dose–response relationship or the effective 
dose of methacholine leading to a 200% increase in 
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lung resistance (aka ED200) can be compared between 
mice that are genetically distinct or have been exposed 
to different experimental interventions.

Example of a Protocol

The most common murine model employs chicken 
OVA as an allergen for systemic sensitization and 
then proceeds to expose sensitized animals to an OVA 
aerosol to direct the allergic inflammation to the air-
ways. Aluminum hydroxide (alum) is used as an adju-
vant to generate a strong TH2 immune response with 
the production of antigen-specific IgE. These adap-
tive immune responses differ by mouse age, sex, and 
strain, so it is important to control carefully for these 
variables. An example of a typical experimental proto-
col [19] follows:

a.  To initiate the model (Protocol Day 0), OVA (grade 
III, 50 μg) and aluminum hydroxide (2 mg) are 
mixed and the solution (200 μL) is injected intrap-
eritoneally. For control animals, alum without OVA 
in 0.9% saline is injected.

b.  The allergic reaction is boosted with a second injec-
tion of antigen (OVA/alum 50 μg/2 mg; intraperito-
neally) one week later (Protocol Day 7).

c.  Allergen challenge is performed on protocol day 
14. The animals are individually exposed to an 
aerosol of 6% OVA in 0.9% saline for 20 minutes 
(Figure 29.3). This is repeated daily for a total of 
four consecutive days (Protocol days 14, 15, 16, and 
17). Control animals are exposed similarly except to 
saline alone without OVA. It is best to utilize sepa-
rate nebulization systems for OVA and saline con-
trols as even small amounts of antigen can induce a 
response in control animals.

d.  On protocol day 18 (i.e., 24 hours after the last 
allergen challenge), the lung’s immune response 
can be characterized by either bronchoalveolar 
lavage, histology or testing for airway hyperre-
sponsiveness (AHR). Because AHR testing can lead 
to mediator release with increases in lung resis-
tance, it is best to use separate animals for AHR 
testing and assessment of lung inflammation (BAL 
or histology).

Vascular
lumen

Bronchial
lumen

Figure 29.1.  Histopathology of allergic airway inflammation in mice. After sensiti-
zation by intraperitoneal injection with chicken OVA and aluminum hydroxide, mice 
were exposed 20 minutes a day to inhaled OVA for 4 consecutive days. After 24 hours, 
the last airway allergen challenge, mice were killed and lungs prepared for histology. 
Representative lung tissue sections (magnifications: ×200 (A), ×400 (B), were obtained 
from fixed, paraffin-embedded lung tissue, prepared and stained with hematoxylin and 
eosin. Bronchial and vascular lumens are indicated.
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recruitment to the lung after subsequent aerosol 
antigen challenge [20].

d.  Genetics  – There are clear genetic influences on 
both allergic airway inflammation and AHR. Mice 
strains can differ significantly in these traits [10]. 
For example, both traits can be studied in BALB/c 
mice, yet these animals easily develop significant 
eosinophilia but are relatively more resistant to 
methacholine-induced AHR. The opposite is true 
for the C57Bl6 strain.

Early versus Late Response

Many human asthmatic individuals experience both 
an early and late response to inhaled allergen. The 
early-phase response lasts approximately 30–60 min-
utes and is principally characterized by bronchospasm 
from released mediators that trigger airway smooth 
muscle constriction. Roughly half of individuals 

Factors Influencing Host Response to Antigen

a.  Nature of allergen – Allergen sensitization induces 
IgE production and a TH2 type immune response. 
Chicken OVA is most commonly used because it is 
simple to control the diet and environment of in-
bred animals so that the investigator can be certain 
the animals have not been previously exposed to 
chicken OVA. In addition to OVA, allergic responses 
can be initiated in mice with several other antigens, 
including shared human antigens such as ragweed, 
FelD1, and DerP1 [16].

b.  Adjuvant – The use of adjuvants can augment or skew 
the immune response depending on the nature of 
the adjuvant and its concurrent administration with 
allergen. Examples of common adjuvants include 
aluminum hydroxide that provides a preferential 
TH2 immune response and Freund’s adjuvant that 
leads to a TH1 type immune response [4].

c.  Route and mode of sensitization  – In addition to 
systemic sensitization, mice can also be sensi-
tized directly via the upper or lower respiratory 
tract. Distinct from the more common methods 
of initial systemic sensitization in which allergen 
is given intraperitoneally or subcutaneously, if the 
allergen is first provided via the respiratory tract 
prior to intraperitoneal injection then the systemic 
TH2 phenotype is dampened with little or no IgE 
generated, and there is attenuation of eosinophil 

Figure 29.3.  Exposure of mice to inhaled allergen. Two views of 
a nebulization apparatus in which animals are placed into indi-
vidual chambers. Once loaded, allergen is nebulized through 
the central port for equal distribution to each animal. Separate 
devices (including tubing and nebulizers) are used for allergen 
and 0.9% saline controls to avoid cross contamination.
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Figure 29.2.  Measurement of airway hyperresponsiveness 
in ventilated mice. Illustration of a representative dose– 
response relationship for methacholine-induced changes in 
lung resistance (RL) in OVA sensitized and airway challenged 
mice that were exposed to drug A (upward white triangle), 
drug B (downward red triangle), or a vehicle control (black 
circle). Drug A led to a relative increase in RL compared to 
the control animals at doses of methacholine greater than  
10 mg/mL, thus increasing airway hyperresponsiveness. Drug 
B had the opposite actions, leading to a dampening of airway 
responsiveness to methacholine.
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inhaled methacholine or 0.9% saline as a control. 
Methacholine is a nonspecific irritant and is also use-
ful to measure AHR in humans. With plethysmogra-
phy, changes in airway function are measured and 
expressed as an enhanced pause (Penh). This param-
eter is empirically derived and intended to reflect 
changes in the inspiratory and expiratory box flow 
waveforms in conjunction with early and late expi-
ratory box flows. The principal advantage of this 
method is that the Penh measurement can be repeat-
edly performed on living, spontaneously breathing 
animals. The disadvantage is that Penh is a dimen-
sionless parameter and not a direct measure of lung 
physiology. Although Penh appears to correlate with 
lung resistance, this disadvantage has limited its use 
by many investigators.

A more direct method of measurement of changes 
in airway physiology is performed in sedated and 
mechanically ventilated animals (Figure 29.4) [21]. 
With this technique, changes in volume relative to 
elastic recoil pressure changes between end inspira-
tion and end expiration are used to determine lung 
resistance and dynamic compliance. The mice are 
tracheotomized and ventilated via a cannula that is 
connected to a manifold that features an in-line aero-
sol nebulizer to provide methacholine or saline alone. 
Lung resistance is a measure of resistance to airflow 
and is determined by flow, airway size, and lung tis-
sue resistance (Figure 29.2). The murine chest wall is 
so compliant that its relative contribution is negligible 
(Table 29.1). Because the mouse chest wall is substan-
tially more compliant than the human chest wall, 

experiencing an early-phase response will also experi-
ence a late-phase response. The bronchoconstriction 
of the late-phase response is more often multifacto-
rial with contributions from inflammatory cells that 
have entered the lung in response to the allergen 
challenge, as well as the consequent airway smooth 
muscle contraction, mucus, and edema resulting from 
the release of their provocative mediators. Distinct 
from agonist (e.g., methacholine) induced airway 
hyperresponsiveness, a limitation of the mouse model 
is that it appears that these responses either do not 
occur or are minimal in mice.

Measuring Airway HyperResponsiveness

The respiratory system of the mouse is quite distinct 
from humans (Table 29.1), but humans and mice 
share susceptibility for the development of airways 
hyperresponsiveness [14]. Increased airway reactiv-
ity is a diagnostic hallmark of asthma. This asthma 
trait can be measured in animals by either invasive 
or noninvasive methods. The most common methods 
for mice use methacholine to initiate airway constric-
tion that increases airflow obstruction. Noninvasive 
measurement of lung function utilizes barometric 
plethysmography of unrestrained animals, while 
invasive measures of lung resistance are performed 
on sedated, tracheotomized, and mechanically venti-
lated mice.

Plethysmography is performed by placing spon-
taneously breathing animals into a whole-body 
plethysmograph [15]. Mice are then exposed to 

Table 29.1.  Comparison between the structure of mouse and human respiratory systems

Parameter Human Mouse

Respiratory rate 15–20 breaths per minute ~150 breaths per minute

Tidal volume 500 mL 0.150 mL

Functional residual capacity 2.4–3.0 L (~35–45 μL/g body wt) ~14–17 μL/g body weight (more compliant 
chest wall)

Airway size and branching 
 

>20 branching airways with gas 
exchanging respiratory bronchioles 

Wider relative to body size with 6–8 branch-
ing airways with gas exchanging respiratory 
bronchioles

Airway smooth muscle Present in several generation bronchi Only present in first generation bronchi

Submucosal glands Abundant in large and medium-sized 
airways

Only in trachea 

Testing for AHR Forced expiratory maneuver Intubated, sedated on a ventilator,  
and measured during tidal breathing

Mediator responses 
 

Bronchoconstriction to LTC4/D4, 
histamine, and neurokinins 

Bronchoconstriction to cholinergic agonists 
and serotonin. No response to LTC4/D4, hista-
mine, and neurokinins

Housing conditions Dirty environment with exposures to 
indoor/outdoor allergens and irritants

Clean, often pathogen-free barrier facility
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Modeling Chronic Airway Inflammation

Because asthma is a disease of chronic inflammatory 
changes with remodeling of the airway structure, sev-
eral models have been developed to better reflect these 
pathological changes in mice. Of interest, there have 
been recent reports of murine models that repeatedly 
expose the animals to allergen for extended periods 
of time (e.g., 75 days) leading to the development of 
both allergic airway inflammation and airway struc-
tural changes, including goblet cell hyperplasia and 
deposition of collagen beneath airway epithelial cells 
and in the interstitium [22]. The timing of allergen 
exposure is in a chaotic pattern because the regular 
and repeated exposure of mice to allergen will lead 
to tolerance. While longer-term models of allergen 
challenge may provide a pathologic airway that more 
closely resembles the human condition, there are still 
insurmountable challenges in the differences in air-
way structure and function (see Table 29.1). Still these 
more chronic experimental models hold the promise 
of better understanding pathophysiological factors 
during longer-term airway inflammation and interac-
tions between epithelial and inflammatory cells in the 
process of airway fibrosis.

Modeling Resolution

In most instances, the airway inflammation of asthma 
does not resolve completely. However, in health, inhala-
tion of potential allergens or provocative stimuli leads 
to an acute inflammatory response that is self-limited. 
In asthmatic individuals, avoidance of allergen or pro-
vocative stimuli can passively decrease inflammation 
to restore airway homeostasis. However, a growing 
body of evidence supports a signaling network that 
actively promotes the resolution of inflammation in 
tissue catabasis [23]. Several classes of natural anti-
inflammatory chemical mediators have been identified 
that are produced at sites of inflammation, including 
the lung. Lipoxins, protectin D1, and resolvin E1 can 
all prevent the development allergic airway responses 
in a murine model of asthma [19,21,24,25]. Because 
the clinical presentation of asthma is after the disease 
has already developed, more recent investigations have 
focused on the natural factors that promote resolution 
of allergic airway responses and mechanisms that coun-
ter these protective signals to perpetuate inflammation 
and maladaptive airway responses. Investigation of the 
resolution phase of allergic airway responses during the 
week after cessation of allergen exposure has recently 
uncovered important roles for IL-17 in the persistence 
of airway inflammation [24]. Inhibition of IL-17 pro-
duction appears to be a common point of regulation 
for lipoxins, resolvin E1, and protectin D1 that can 
also accelerate the pace of resolution of allergic airway 

the functional residual capacity is much lower and 
the respiratory rate much higher. Lung tissue resis-
tance is higher at lower respiratory rates, but mice 
breathe at rates greater than 120 per minute. Thus, 
when measured at baseline in ventilated animals, total 
lung resistance (airway resistance plus lung tissue 
resistance) will principally reflect airway resistance 
with little contribution from lung tissue resistance. 
Methacholine administration can affect both airway 
and lung tissue resistance, so in challenged animals 
it cannot be assumed that total lung resistance is pri-
marily a reflection of airway constriction. Of interest, 
the route of methacholine administration can be an 
important influence of these parameters. Intravenous 
methacholine will constrict large and small airways 
and aerosolized methacholine will impact both airway 
and lung tissue resistance.

Figure 29.4.  Measurement of methacholine-induced airway 
responsiveness. Two views of an anesthetized mouse (~20 g)  
intubated with a 19-G tracheal tube and ventilated (150 
breaths per minute, 200 μL tidal volume). The neck has been 
opened and the skin and neck muscles dissected to expose 
the trachea. After measurement of baseline values, saline or 
methacholine is delivered by in-line nebulizer (right) into the 
inhalation port.
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pig models of asthma were crucial to the testing of two 
of the most common classes of asthma medications, 
namely β 2-receptor agonists and corticosteroids. These 
animals are easily sensitized to antigens and when 
aerosol challenged, guinea pigs will develop significant 
eosinophilia and airway hyperresponsiveness. The two 
principal allergens used with guinea pigs are Ascaris 
suum and OVA. Isolated guinea pig airways responses 
are very similar to human airways, with a few notable 
exceptions (e.g., leukotrienes). Allergen sensitized and 
challenged guinea pigs develop both early and late 
phase responses with an early phase response that can 
be so strong that pretreatment with antihistamines 
are necessary to prevent death. Guinea pigs display 
high baseline levels of eosinophils. In addition to IgE, 
IgG1 also plays important roles in allergic responses in 
these animals. Relative to rodents, the utility of guinea 
pigs in asthma models is limited by increased variabil-
ity in responsiveness, many fewer reagents, and inbred 
strains, plus a lack of available genetic technology.

Dogs

More recently, dogs have served as a very useful pre-
clinical model of asthma [28]. These animals will 
spontaneously develop allergic responses with atopic 
dermatitis, rather than asthma, as the natural expres-
sion of this allergic diathesis. The dog airways are 
proportionally larger than most mammals and may 
be less prone to bronchoconstriction. However, aller-
gic reactions of both the upper and lower respiratory 
tracts can be elicited by allergen sensitization and 
aerosol challenge. These responses can be amplified 
by selectively breeding dogs that spontaneously gener-
ate high levels of IgE. Shortly after birth, puppies are 
systemically sensitized to a relevant human allergen, 
such as ragweed pollen, at regular intervals. After they 
mature, the sensitized dogs are aerosol challenged and 
then systemic and airway markers of inflammatory 

responses [24,25]. Of interest, the anti-inflammatory 
and proresolving mediators lipoxin A4 and protectin 
D1 are generated in lower amounts during severe and 
uncontrolled human asthma, reflecting a deficiency in 
these conditions in the natural protective mechanisms 
for airway homeostasis [25,26].

Additional Animal Models

Although mice are now most commonly used for inves-
tigation of asthma pathogenesis, several other animal 
models are in use. A few of the more common species 
and models are described in this section and reviewed 
in Table 29.2.

Rat

Rats are a popular species for models of asthma 
(reviewed in [4]). Similar to mice, it is easy to mea-
sure cellular and biological markers of allergic inflam-
matory disease in blood and bronchoalveolar lavage, 
and airway hyperresponsiveness can be measured. 
The most common strain in use is the Brown Norway 
rat. At present, the availability of reagents and ease 
of gene insertion or deletion is more limited for rats 
than for mice. Typical protocols involve systemic sen-
sitization to any of a wide range of antigens, includ-
ing OVA. Once sensitized, Brown Norway rats display 
increased airway hyperresponsiveness and acute bron-
choconstriction to inhaled specific allergen. Similar to 
human asthma and unlike mice, sensitized rats expe-
rience both an early and late phase bronchoconstrict-
ing response to allergen. Also unlike mice, the early 
and late phase responses in the rat are dependent on 
cysteinyl leukotrienes [27].

Guinea Pig

Scientists have used guinea pigs in the investigation 
of asthma pathobiology for over a century [4]. Guinea 

Table 29.2. A irway inflammation and hyperresponsiveness – comparison of animal models to 
human asthma

Parameter Human Mouse Rat Guinea pig Dog Sheep Monkey

Natural allergy Yes No No No Yes Yes Yes

Airway inflammation – 
after allergen sensitiza-
tion and challenge

Yes 
 

Yes 
 

Yes 
 

Yes 
 

Yes 
 

Yes 
 

Yes 
 

Airway 
hyperresponsiveness

Yes Yes Yes Yes Yes Yes Yes 

Airway response to 
allergen – early phase

Yes Maybe Yes Yes Yes Yes Yes 

Airway response to 
allergen – late phase

Yes No Yes Yes Yes Yes Yes



Asthma 383

and the mechanisms that propel the lung toward 
resolution in health.

Key Points

1.  Animal models are useful experimental tools for pre-
clinical investigation into the underlying mechanisms 
and potential treatment of select asthma traits, namely 
allergic airway inflammation and airway hyperrespon
siveness.

2.  Murine models of asthma have several advantages over 
other species, including relatively low cost, ease of hous-
ing, availability of probes, status as a non-endangered 
species, and importantly there is now a detailed under-
standing of mouse genetics that can be manipulated 
by gene deletion and insertion technology to assay the 
influence of specific genes on airway inflammation and 
hyperresponsiveness.

3.  It is important to understand limitations of murine 
models of asthma. There are structural differences 
between murine and human respiratory systems, and 
unlike humans and several larger animals, mice do not 
spontaneously develop allergy.

4.  Methods have been developed to monitor the degree of 
allergic airway responses in animals. Airway inflamma-
tion can be determined by bronchoalveolar lavage and 
histology. Airway hyperresponsiveness can be measured 
by either noninvasive (Penh) or invasive (RL) means.
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	 30

initiation, pannus develops from the cartilage – pan-
nus junction with angiogenesis, to erode into the bone 
and cartilage, filling the joint space. The synovial lin-
ing thickens from 1–2 cells to 6 or more, with an active 
recruitment of neutrophils, monocytes, and T- and B- 
lymphocytes (Figure 30.1). Pannus forms villus projec-
tions that grow into the synovial space. The synovial 
fluid contains neutrophils and macrophages, with 
some fibrin and tissue fragments. The granulomatous 
tissue has a large monocyte lineage component, pos-
sesses mast cells, fibroblasts, plasma cells, and den-
dritic cells, and can become organized into regions of 
T cells or B cells to form germinal centers that can be 
found in approximately 10% of cases (Figure 30.1).

At the synovial interface with cartilage and bone, 
the destructive nature of the disease is played. Erosion 
is initiated at the point of ligament insertion at the 
periosteum, where cartilage, synovium, and bone 
meet. The recruitment of monocytes to the area, cou-
pled with RANKL and M-CSF signaling, differenti-
ate into osteoclast precursors and thank osteoclasts. 
These resorb bone to such an extent that the erosion 
penetrates the subchondral bone to finally reach into 
the marrow. Inflammation is then initiated in the 
bone marrow that again feeds the synovial inflam-
mation to ultimately result in the marginal erosion 
characteristic of the disease. Osteoblasts are either 
scarce or suppressed, otherwise they have the poten-
tial to reverse this process. Living bone is degraded by 
multinucleate osteoclasts.

Cartilage is eroded by proteinases sourced from 
synoviocytes, synovial fibroblasts, neutrophils, and 
the chondrocytes themselves from within the carti-
lage, which are responding to cytokines such as IL-1. 
Aggrecanases degrade proteoglycan to reveal collagen 
to be degraded by MMP3. The counter-regulatory met-
alloproteinase inhibitory pathways, comprising the 
tissue inhibitors of metalloproteinase (TIMPs) appear 
not to be upregulated, and thus ineffective.

Rheumatoid Arthritis

Rheumatoid arthritis (RA) is an extremely painful, 
debilitating, and destructive inflammatory disease of 
diarthrodial joints. It affects between 0.5% and 1% of 
the world’s population, with women having a threefold 
prevalence. Using traditional therapy, the majority will 
develop moderate disability at 2 years, with 40% being 
unable to work at 5 years. The disease has a high cost 
in pain, disability, and deformity. Morbidity is high, 
with a reduced lifespan. The advent of new treatment 
paradigms has meant that disability has been reduced, 
orthopedic surgeries have a much reduced rheumatoid 
joint replacement case-load, and whilst still severe, the 
aim of therapy is to preserve normal lifestyle and work 
patterns.

This is achieved by the use of low-dose methotrexate, 
leflunomide, or sulphasalazine, followed by biologic 
therapies, mainly anti-tumor necrosis factor (anti-
TNF-α), anti-B cell (anti-CD20), recombinant human 
IL-1 receptor antagonist (rhIL-1ra), or anti-interleukin-6 
(anti-IL-6). There remains a severe problem that despite 
these regimes a significant proportion (up to 40% for 
anti-TNF-α) do not respond. In addition, these treat-
ments are expensive in their own right, and heavy on 
clinical resources for administration and monitoring. 
There is thus a continuing requirement for the develop-
ment of improved therapeutics through drug discovery 
and further development of current therapeutics and 
their targets. A detailed understanding of the patho-
genic mechanisms of RA are also required to fulfill 
these aims. Animal models of rheumatic disease con-
tinue to play a significant role in this process.

Rheumatoid arthritis comprises an inflammatory 
granulomatous tissue termed pannus that invades diar-
throdial joints eroding bone and cartilage as it does 
so. This results in profound deformity. If left to run its 
course, joints become totally devoid of cartilage, with 
severely eroded bone, and ultimately ankylosis. After 
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RA can be split into sero-positive and sero-negative 
forms, with the production of rheumatoid factor, an 
IgM antibody to IgG, anticitrullinated peptide IgG anti-
bodies (ACAP) and the stress protein immunoglobulin 
binding protein (BiP). Both ACAP and anti-BiP pre-date 
the clinical manifestations of rheumatoid arthritis.

The development of this reaction has a multi-
factorial genetic component, many of the mutations 
appearing to indicate a role of the T cell in much of 
the rheumatoid population [1]. Mutations have been 
found in the self epitope (SE) alleles of the MHC class 
II complex of the HLA-DR used by CD4 helper cells, as 
well as the MHC class II molecule DR3, the inhibitory 
CTLA-4 T-cell ligand for accessory cell CD80/CD86, 
and protein tyrosine phosphatase N22 (PTPN22) that 
functions to suppress T-cell responsiveness. Other non-
T-cell variations include peptidyl arginine deiminase 
type IV (PAD) involved in protein citrullination at sites 
of inflammation to which an autoimmune antibody 
response is raised, and migration inhibitory factor. The 
prevalence of the HLA-DR4 SE gene modifications has 
given rise to the shared epitope hypothesis. However, a 
single shared epitope has not been found and it should 
be noted that twin concordance is only 15%.

Numerous factors have been proposed through the 
reactivity of T cells or antibodies from some patients 
to amongst others, peptidoglycans, collagen, and 
Epstein–Barr virus, and more recently citrullinated 
peptides, each being shown to be arthritogenic or 
enhance arthritis through animal modeling. These 
all point to the central role of not only the T cell, but 
also the B cell. Anti-CD20 anti-B-cell therapy is highly 
successful [2]. One consideration has been that at the 
initiation of RA disease there is a restricted antigen, 
and as chronicity develops, epitope drift occurs with 
the disease becoming self-sustaining. Peptides citrul-
linated at sites of inflammation through the action of 
PAD, such as the lungs of smokers, are considered to 
provide an explanation for the strongest environmen-
tal link to RA. Rheumatoid pannus contains citrulli-
nated peptides (Figure 30.1). In addition it synthesizes 
RF and citrullinated antibodies (Figure 30.1), and 
when transplanted into immunodeficient SCID mice is 
remarkably robust, retaining its architecture, cytokine 
synthetic profile, and capacity to produce these anti-
bodies for several weeks.

Figure 30.2 illustrates in a simplified form how 
these cells interact. Rheumatoid T cells express CD69 

A B

C D

Figure 30.1.  Rheumatoid synovium. (A) General overview of an RA synovial villus showing intense 
infiltration and synovial lining layer proliferation (H&E). (B) Higher power view of a typical lymphoid 
aggregate from the same patient (H&E). (C) and (D) B cells (stained with anti-CD20, green) producing 
anticitrullinated protein antibodies (stained with citrullinated fibrin, red) surrounding a B-cell aggre-
gate. (A and B) M.Blades & B Hands Biobank PEAK (MRC, UK) ID = 038/09, Knee, Grade 3 RA Disease. 
(C and D) F. Humby et al., PLoS Med. 2009 Jan 13;6(1):e1. Reproduced with kind permission from the 
publisher.
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indicating activation, as well as expression of HLA-DR, 
but they are often reported to be anergic to antigen. 
They are important for the hyper-expression of TNF-α 
seen in RA synovium ex vivo. Anti-CTLA-4, anti-CD4, 
and soluble CTLA-4 all have a degree of efficacy in 
RA, with the sCTLA-4 being judged as potent as anti-
TNF-α therapy. Regulatory T cells (Tregs, CD4+ CD25+ 
cells) are also present in rheumatoid synovium, but 
appear unresponsive, and express low FoxP3, which 
is required for their function. Anti-TNF-α therapy 
restores Treg function. T-helper 17 (Th17) cells secrete 
IL-17, which has pleiotropic proinflammatory actions 
on a variety of cells found within the synovium, includ-
ing stimulating the destruction of bone and cartilage, 
and the synthesis of a wide variety of proinflammatory 
cytokines.

The role of the B cell in the synthesis of autoan-
tibodies and thus RA is evidenced by the profound 
activity of anti-CD20 therapy. CD20 is expressed on 
pre-B cells and mature B cells alone, and thus host– 
antibody responses to pathogens remains unaffected, 
whilst RF and ACAP antibodies are depleted.

The presence of lymphoid cells in the syn-
ovium ensures a proinflammatory network of 

cytokines and chemokines is dominant in this dis-
ease [3]. Disaggregation and reaggregation experi-
ments show that T cells are important in co-operating 
with monocyte/macrophages to produce a cascade 
of cytokines with macrophage-derived TNF-α play-
ing a central role [4]. Processes affected by TNF-α 
include chondrocyte-induced cartilage destruction, 
osteoclast activation, HLA-DR expression, endothe-
lial cell expression of adhesion molecules, chemokine 
synthesis, and induction of the acute phase response. 
IL-1, IL-6, IL-15, IL-23, Il-17, IL-22 are all considered 
important targets in their own right. In addition, the 
chemokines, which are involved in the recruitment of 
cells into pannus, contribute a final layer.

Models of Inflammatory Arthritis

The role of animal models in elucidating and testing 
the hypotheses that have lead to this current level of 
understanding cannot be understated. Such mod-
els rely on the same processes illustrated in Figure 
30.2, but may utilize in antigens common with RA, 
such as collagen, or peptidoglycans, muramyl dipep-
tide, but also novel antigens such as heterogeneous 
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Figure 30.2.  Immune processes in the rheumatoid synovium, and the destruction of cartilage 
and bone. These processes, either in their entirety, or in parts, are modeled in animals to produce 
inflammatory erosive joint disease. Central to this process is the presentation of an antigen by 
antigen presenting cells (APC) to T cells to produce a Th1 and Th17 response. The production of 
IFN-γ aggravates a pathogenic co-operation between Th1 cells and macrophages, enhanced fur-
ther by ligation of complement receptors (Cr) and Fc receptors (FcR) to produce central proinflam-
matory cytokines, especially TNF, IL-6, and IL-1. These in turn mediate, either directly or through 
synoviocytes and RANKL, the stimulation of osteoclast differentiation and bone resorption, as well 
cartilage destruction through chondrocyte stimulation and synovial cartilage erosion.
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2.  Antigen. The antigen used is important, so ovalbumin 
is used for allergic (Th2) reactions, whilst keyhole 
limpet antigen, methylated bovine serum albumin 
(mBSA), or mycobacterial antigens are used for the 
cell-mediated (Th1) immunities. In addition, carti-
lage components such as collagen or peptidoglycans 
can be used to create autoimmunity to host collagen 
and proteoglycans within the joints.

3.  Adjuvant. The use of alum containing adjuvants 
diverts the immune system toward Th2 allergic 
responses, and mycobacterial and similar adjuvants 
divert the response to the Th1 pathway through its 
stimulation of macrophage or antigen-presenting 
cell Toll receptors and IL-12 synthesis.

There is a sensitization step to an antigen, dur-
ing which antigen-presenting cells process the anti-
gen and present it (or them) to T cells to produce 
cell-mediated immunity. T cells also co-operate with B 
cells to produce an IgG humoral response. The fixation 
of complement by these antibodies, and their binding 
to Fc receptors (FcγR) that can regulate neutrophil as 
well as macrophage function, can be a key event in dis-
ease initiation, and joint inflammation occurs thereaf-
ter. Since individual animals may succumb to disease 
at different times, the initiation of the disease may be 
synchronized by a boost injection comprising either 
the antigen in adjuvant, or a toll receptor agonist such 
as lipopolysaccharide (LPS). A comparison of the sen-
sitization protocols is given in Table 30.2.

Arthritis Assessment

The polyarthritis models can be assessed in a vari-
ety of ways. Since these are systemic diseases, visual 
scoring systems have been developed that relate to 
the pattern of inflammation that is presented for that 
particular model. This can include scoring the sever-
ity of inflammation in each paw and digit, as in the 

nuclear ribonucleoprotein A2 (hnRNP-A2) and other 
unidentified antigens that may (or may be absent) in 
the mineral oil arthritides for example. The depen-
dency on the T or B cell can differ between models, for 
example, collagen-based arthritides possess strong T 
cell as well as IgG antibody dependency being trans-
ferrable through primed T cells, or serum, from dis-
eased animals. However, the rat Freund’s adjuvant 
arthritis is unresponsive to anti-B-cell therapies, and 
is transferable through primed T cells and not serum. 
The facility to be able to transfer disease by sera has 
enabled the arthritogenicity of rheumatoid autoanti-
bodies to be demonstrated, and knockout/knockin 
mice for a wide variety of cytokines, chemokines, cel-
lular receptors, signaling pathways remain important 
tools in the dissection of polyarticular joint disease.

Since the induction of an autoimmune response to 
antigen is a common trigger, Figure 30.2 can be taken 
to summarize the induction processes of most of the 
common models. It should be noted that the type 
of immune response is important. The induction of 
inflammation into the joint need not necessarily lead 
to a sustainable destructive arthritis. Table 30.1 shows 
the effect of a variety of inflammatory stimuli on the 
degree of inflammation, bone erosion, and cartilage 
damage over 5 days in rats. Each of these consists of 
inflammation as a consequence of the activation of a 
different arm of the immune response, namely type of 
hypersensitivity as classified by Gel and Coombs. Each 
type may be induced in rodents using a combination 
of three basic ingredients: animal strain, antigen, and 
adjuvant. Adjuvants are agents added to antigens that 
enhance the translocation of the antigen to the lymph 
node. They also enhance retention at the site of injec-
tion to prolong delivery of the antigen, induce local 
reactions involving mast cells and Th cells to enhance 
chemokine synthesis, induce local cytokine synthesis 
and systemic cytokines to increase the circulating 
population of immune cells, and stimulate the innate 
response through accessory cell pattern recognition 
receptors (Toll receptors). The latter serves to direct 
the immune response toward Th1 cell–mediated 
immunity and IgG synthesis, diverting it from Th1 
IgE-dominated allergic responses.

1.  Strain of animal. Different strains of mice and rats 
react to antigenic stimuli in different ways according 
to inbred defects in their immune systems. For exam-
ple, the Balb/c inbred mouse strain is particularly 
responsive in responding with Th2 allergies (Type II 
hypersensitivities), but is relatively unresponsive to 
Th1 (type IV hypersensitivity). The c57/black mouse 
is the opposite. The Lewis rat has a good response 
to cell-mediated immunity (Th1), whilst the Wistar 
can be used for Th2 (allergy) models. Some strains 
of Wistar are susceptible to Th1 stimuli.

Table 30.1. T he relationship between inflammatory 
stimuli, join inflammation, bone loss, and cartilage 
proteoglycan (GAG) loss in Wistar CFHB rats injected 
into one knee and followed for up to 7 days

  Joint 
inflammation

Bone loss GAG loss 

Carageenan +++ 0 0

RP Arthus ++ 0 – –

Mtb +++ +++ +++

Zymosan ++ ++ +

mBSA +++ +++ ++

RP, reverse passive; M.tb., heat killed mycobacterium tuberculosis; 
mBSA, methylated bovine serum albumin antigen-induced 
arthritis. + = worse; – = improved; o = no change.
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though highly accurate, is extremely hazardous and 
should never be undertaken), or by using calipers to 
measure dorsoventral thickness. Looking at the phar-
macology of the models, it will be clear that the erosion 
of joint structures can be dislocated from the severity 
of the inflammation, hence it cannot be inferred that 
an inhibition of arthritis is necessarily accompanied 
by an inhibition of joint erosion.

The most rigorous assessment (e.g., see Table 
30.4) of joint pathology is by microscopy. A variety 

case of collagen arthritis, or in the case of rat adjuvant 
arthritides, extra-articular signs such as ear and nose 
lesions, as well as ribbed tail can be included. The pat-
terns of arthritis can vary quite widely between sources 
of antigen and strain, so are usually developed with 
the particular method in mind. Examples are given in 
Table 30.3. These end points are quite distinct from 
direct measures of joint inflammation through swell-
ing which assess the size of the hind paws, through 
either water displacement (mercury plethysmometery 

Table 30.2. S ummary of the most common sensitization and challenge protocols for autoimmune polyarthritis and 
monoarticular models of inflammatory arthritis

Arthritis Species sex strain Antigen/adjuvant Boost Challenge

Adjuvant arthritis (AA) 
 

Rat M/F Lewis 
 

Heat-killed 
Mycobacterium 
tuberculosis/FIA

None 
 

Autoimmune 
 

Collagen-induced 
arthritis (active)

Rat F Lewis or DA Chicken or bovine 
collagen-II/FIA

None Autoimmune 

Collagen arthritis 
(active) 
 
 

Mouse M dba/1 
 
 
 

s.c./i.d. chicken or 
bovine collagen/
FCA 
 

Optional synchronization 
with LPS or collagen/
Freund’s incomplete 
adjuvant 

Autoimmune 
 
 
 

  
 

Mouse M c57bl/6 
 

s.c./i.d. chick 
collagen/enhanced 
FCA

  
 

Autoimmune (relapsing) 
 

Collagen arthritis 
(Passive)

Mouse most strains 
(e.g., balb/c, c57bl6)

None None i.v. anti-CII antibodies 

K/BxN (passive) Most strains (e.g., 
balb/c, c57bl6)

None None i.v. anti-GI antibodies 

Pristane Rat M/F Lewis or DA s.c. pristane None Autoimmune (?)

Pristane Mouse M CBA/Igb or 
DBA/101aHsd

i.p. pristane Optional i.p. boost Autoimmune (?) 

Avridine 
 

Rat M/F Lewis or DA 
 

s.c. avridine 
(CP-20961, 
lipoidamine)

None 
 

Autoimmune (?) 
 

Antigen-induced Rat M/F Lewis s.c. mBSA/ FCA mBSA/FIA or mBSA/FCA i.a. mBSA

  Mouse M/F C57bl/6 s.c. mBSA/FCA mBSA/FIA or mBSA/FCA 
or Bordatella pertussis

i.a. mBSA 

SCW (active) Rat F Lewis i.p. SCW /no 
adjuvant

None Autoimmune 

SCW (monoarticular) Rat F Lewis None None i.a. SCW

  
 

Mouse M c57/bl6 
 

None 
 

None 
 

i.a. SCW chronic 
erosive form: 4× i.a. 
injections

Zymosan Rat/mouse None None i.a. zymosan

Carageenan Rat/mouse None None i.a. carrageenan

FCA Rat/mouse None None i.a. FCA

FCA, Freund’s complete adjuvant (mineral oil + heat-killed Mycobacterium tuberculosis); FIA, Freund’s incomplete adjuvant (mineral oil); 
SCW, streptococcal cell wall component peptidoglycans-polysaccharide (PGPS); CII = type-2 collagen; mBSA, methylated bovine serum 
albumin; M, male; F, female; LPS, lipopolysaccharide; anti-GI, anti-glucose-6-phosphate isomerase.
Genetic models which develop spontaneous arthritis include K/BxN, NZB/NZW, HuTNF Tg, TNF gene mutation in AUUUA motif, Tristetraprolin 
−/−, IL-1RA −/−.
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demonstrate certain cytokines, for example TNF-α, 
but immunohistology may demonstrate high expres-
sion within the lesion. Thus through intelligent use of 
tissues high quality and relevant information can be 
gleaned.

Husbandry

The models described in this chapter are severe and 
often painful, especially the polyarthritic diseases. 
Good animal husbandry is very important, and if 
walking becomes difficult, soft food, or the placement 
of food in the cage as opposed in hoppers is required, 
as well as gel-based liquid delivery systems. Special 
note should be taken to make sure animals can move 
to food. Environmental stress can interfere with the 
incidence and severity of the diseases, and should be 
strictly controlled. Animals do lose body mass as the 
disease gets more severe which reflects both cachexia 
and reduced feeding. In adjuvant arthritis the loss of 
body mass reflects a cachexia through altered liver glu-
cose handling as well as reduced feeding. Body mass 
can serve as a good index of animal well-being when 
giving anti-rheumatic drugs. Body mass can thus be 
used as a global indicator of general well-being, and 
any increase in its loss with a therapeutic is cause for 
concern and should be monitored closely. Steroids 
induce weight loss through glucocorticoid side effects. 
Nonsteroidal antiinflammatory drugs can improve 
body mass, as can low-dose methotrexate, for exam-
ple, through improvement in well being and reduced 
disease.

of scoring methods have been developed, each spe-
cific to the type of arthritis being assessed, since 
the pathology of these lesions differ. Whilst rigorous 
pathological examination can be considered defini-
tive, utilizing cell counts at different defined levels 
through the tissues, scoring systems permit the more 
rapid assessment of samples, and the comparison 
between groups of large numbers of animals. Scoring 
of cartilage damage can take into account physical 
erosion, but in those models where frank erosion is 
not seen, the loss of matrix, namely proteoglycan, 
can be visualized by the loss of proteoglycan-binding 
stains such as Safronin-O or Toluidine Blue. Bone 
erosion can be visualized and scored by X-ray, but the 
use of microcomputed tomography X-ray now allows 
the assessment of multiple joints within one limb (see 
Figure 30.3). Erosions in murine collagen arthritis 
for example start in the metacarpo-phalyngeal joints, 
with erosion of the ankles and talus later. In adjuvant 
arthritis the disease is focused on the ankle joint. 
Algorithms can calculate the surface area of entire 
bones, and surface roughness, such that statistically 
relevant data can be extrapolated.

Sampling of tissues for gene or cytokine analysis is 
one the prime advantages for the use of animal mod-
els. In models of arthritis, sampling serum synovial 
tissues, spleens, lymph nodes, synovial washouts, or 
even whole joints, provides very useful pathobiological 
information. The source of sample has direct bearing 
on the output that will be obtained. For example in 
a variety of polyarthritis models during the chronic 
phase, synovial fluid washouts or sera may not 

Table 30.3. E xamples of clinical scoring systems for polyarthritis models rheumatoid arthritis (see text for description 
of models) 

Rat adjuvant  
  arthritis 

0–16: 0–3 for lesions of each ear, paw (×4), and tail, or local variations thereof. 0 (no arthritis), 1 (one  
 � arthritic joint of the paw), 2 (two arthritic joints of the paw), 3 (more than three arthritic joints of the 

paw), 4 (whole paw joints involved).

Rat CIA 
 
 
 

0–8: 0–4 for each hind paw (0, no erythema or swelling; 1, isolated ankle swelling; 2, swelling/ 
 � erythema of ankle and proximal ½ of tarsal joints; 3, swelling/erythema of ankle and all tarsal joints  

up to metatarsalphalangeal joints; 4, swelling/erythema of entire paw including digits).
Or: 0–4 for erythema swelling for each of the 4 paws.  
Or: 0–3 for erythema and swelling. Max = 6.

Mouse CIA 
 
 
 
 

0–8: Paw involvement =0–2, +1 for ankylosis. 
Or: 0–22: each digit =1, palm and sole = 1. 
Or: 0–12: for each paw b 0, normal; 1, erythema/oedema; 2, visible joint distortion; 3, ankylosis on  
  flexion. 
Or: 0–16: for each paw 1, mild erythema; 2, mild swelling and erythema; 3, gross swelling and  
  erythema; 4, gross deformity and inability to use limb.

Mouse and rat  
  pristane

0–28: 1 point for each swollen or red toe, 1 point for midfoot digit and knuckle, and 5 points for a  
  swollen ankle.

K/BxN 0–4: 1 point for each affected limb; 0.5 for a limb with only mild swelling/redness or only a few digits  
  affected.

CIA, collagen-induced arthritis; K/BxN, arthritis developed by KRN/ MHC class II molecule Ag7 (K/BxN mice) or anti-glucose-6-phosphate 
isomerase antiserum.
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particles shows that they distribute quickly through-
out the body, and accumulate in lymph tissues. A pow-
erful systemic invasive inflammatory periarthritis is 
induced that involves not only the joints but also the 
formation of granulomas within meninges, skin bone 
marrow and eyes, as well as in the connective tissue. 
The animals lose body mass. The predominant fea-
ture is a profound and crippling inflammation of the 
hind paws. The joints of the ankle and paws become 
seriously eroded, but the knees are less involved. The 
disease is accompanied by splenomegaly, increased 
gut permeability and liver involvement, such that the 
absorption and metabolism of drugs can be deranged. 
The microstructure of hepatocytes is deranged, and 

Rat Adjuvant Arthritis

Adjuvant arthritis takes its name from the agent that 
induces it, Freund’s complete adjuvant (FCA). This is 
85% mineral oil (Bayol F) and 15% emulsifier (Arlacel-A), 
complete with finely ground heat killed mycobacterial 
fragments. This is commonly Mycobacterium tuber-
culosis (M.tb.) strain H37ra, or Mycobacterium butyr-
icum (M.bt.). This is administered at the base of the 
tail. Old protocols utilized injections into a hind foot-
pad, however this has been largely discontinued owing 
to animal husbandry concerns. This did permit the 
dual assessment of systemic and local disease mecha-
nisms. Tracking of the mineral oil and mycobacterial 

Table 30.4. S coring systems for histopathology and joint erosion

Rat adjuvant arthritis 
 
 
 
 
 
 

0–9: 0–2 for synovial hyperplasia, bone erosion, and inflammatory infiltrates with leukocytes  
 � (0 = absent, 1 = mild, 2 = severe). 
Or: Synovial infiltrate, including monocyte/macrophages, lymphocytes, and polymorphonuclear cells,  
 � and blood vessels, sum of counts in three ×1,000 microscopic fields. 
Or: 0–3 for cartilage and bone separately. Cartilage (toluidine blue proteoglycan staining) 0 = fully  
 � stained cartilage, 1 = destained cartilage, 2 = destained cartilage with synovial cells invasion, and  

3 = complete loss of cartilage. Bone erosion: 0 = normal, 1 = mild loss of cortical bone at few sites, 
2 = moderate loss of cortical and trabecular bone, and 3 = marked loss of bone at many sites.

Rat CIA 
 
 
 
 
 
 

0–20: Talus joint, 0–5 for: Cartilage (fibrillations/erosions/clefts, chondrocyte necrosis, proteoglycan  
 � loss), subchondral bone resorption, osteophytes, and inflammation. 0 = no change, 1 = minimal,  

2 = slight, 3 = moderate, 4 = severe, 5 = massive). 
Or: 0–3 for each of cells in synovial fluid (0 = no cells, 1 = a few cells, 2 = joint cavity partly filled,  
 � 3 = joint cavity totally filled); synovitis (0 = healthy, 1 = mild, 2 = substantial, 3 = severe thickening), 

cartilage (0 = normal, 1 = minor loss of cartilage surface, 2 = clear loss, 3 = cartilage almost 
absent from whole joint); and bone (0 = normal, 1 = minor signs of destruction, 2 = up to 30% 
destruction, 3 ≥ 30% destruction).

Mouse CIA 0–3 for each of inflammatory infiltrate, cartilage surface erosions, and cartilage proteoglycan  
  depletion.

Mouse antigen-
induced arthritis 
 

0–20: Score 0–5 for: Inflammation (soft tissue inflammation, synovitis, cellular infiltration,  
 � angiogenesis); pannus (hypertrophic synovial tissue with tight adhesion to cartilage); cartilage 

damage (loss of matrix and destruction on both condylar surfaces); bone erosion (area and depth 
of subchondral bone damage).

K/BxN Arthritis 0–18: Talus and/or midfoot. 
Inflammation: (1) Minimal infiltration of inflammatory cells and/or mild edema; (2) mild infiltration;  
 � (3) moderate infiltration; (4) marked infiltration; and (5) severe infiltration. 
Bone erosion: (1) Small areas of resorption, not readily apparent on low magnification, in trabecular  
 � or cortical bone; (2) more numerous areas of resorption, not readily apparent on low magnification, 

in trabecular or cortical bone; (3) obvious resorption of trabecular and cortical bone, without full 
thickness defects in the cortex; loss of some trabeculae; lesions apparent on low magnification;  
(4) full thickness defects in the cortical bone and marked trabecular bone loss, without distortion 
of the profile of the remaining cortical surface; and (5) full thickness defects in the cortical bone 
and marked trabecular bone loss, with distortion of the profile of the remaining cortical surface. 

Cartilage damage away from pannus: (1) Minimal to mild loss of cartilage with no obvious  
 � chondrocyte loss or collagen disruption; (2) mild loss of cartilage with mild (superficial) 

chondrocyte loss and/or collagen disruption; (3) moderate loss of cartilage with moderate 
multifocal (depth to middle zone) chondrocyte loss and/or collagen disruption; (4) marked loss 
of cartilage with marked multifocal (depth to deep zone) chondrocyte loss and/or collagen 
disruption; and (5) severe diffuse loss of cartilage with severe multifocal (depth to tidemark) 
chondrocyte loss and/or collagen disruption. 

Cartilage damage adjacent to pannus: (1) Pannus formation with superficial cartilage destruction;  
 � (2) pannus formation with moderate cartilage destruction (depth to the middle zone); and (3) 

pannus formation with marked cartilage destruction (depth to the tidemark).
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Plasma albumin is reduced, and plasma glycoproteins 
raised, which again may affect the pharmacokinetics 
of plasma protein bound drugs. Spleens display spleni-
tis, lymphoid hyperplasia, giant cell reaction, granu-
lomas, necrosis, and abscess formation. Thus, one 
common endpoint for assessing the relief of systemic 
disease is a measure of spleen mass.

It is an auto-immune disease, since it can be passed 
to nonarthritic irradiated recipients through T cell 
transfer from diseased animals. These T cells express 

bile flow reduced. Glucose responsiveness is attenuated 
and ureogenesis mechanisms altered, and P450 and 
b5 and the activities of NADH-b5 reductase, NADPH-
ferrihaemoprotein reductase, P450 mixed function 
oxidase, FAD-monooxygenase, and several enzymes 
involved in conjugation are reduced. P450 has been 
reported to be as low as 16% of normal, N-demthylase 
7% and NADPH oxidase 43%. The metabolism of haem 
is raised, and may explain the changes in P450 levels. 
Thus, drug metabolism can sometimes be deranged. 

A B

C D

GE F

Figure 30.3.  Joint destruction in collagen and K/BxN arthritis. (A) Midfoot of a rat 20 days 
after sensitization to bovine type-2 collagen in Freund’s complete adjuvant. Cells have infil-
trated the joint and are eroding the joint margins. (B) High power showing the firm adhesion 
of inflammatory cells to the entire surface of the cartilage, eroding pits into it, as well as invad-
ing bone. (C) Mouse ankle joint 35 days after sensitization to bovine type-2 collagen showing 
complete destruction of the joint architecture, cartilage, and bone. (D) Mouse ankle joint 35 
days after sensitization to bovine type-2 collagen, but treated with the anti-inflammatory 
steroid dexamethasone at 0.1 mg/kg daily from the day of boost at day 21. Note the com-
plete protection against joint destruction. For comparison micro-CT isosurface plots of a 
mouse collagen arthritic paw, and (E) after treatment with dexamethasone (F). The initiation 
of stifle joint destruction induced by the intravenous injection of K/BxN anti-GI antibody 
into a C57b/6 mouse. Note the synovitis, and the firm adhesion of inflammatory cells to the 
cartilage surface (G).
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(HSP65) is considered to be a major endogenous anti-
gen, with anti HSP65 antibodies cross reacting with 
cartilage proteoglycans being expressed as the disease 
develops. Susceptible rats appear not to be fully toler-
ant to rat HSP65. HSP65 pretreatment induces disease 
tolerance. Originally T cells specific for the sequence 
180–188 of mycobacterial heat shock protein sug-
gested this was the epitope, being capable of inducing 
disease, and induce tolerance through the modulation 
of IFNγ and IL-17 down regulation. Detailed epitope 
mapping reveals a range of epitopes on rat HSP65 
within the C-terminal between 418 and 535, to which 
draining lymph node cells from diseased rats respond 
well. These epitopes appear to be disease cryptic, and 
T-cell clones specific for these epitopes can confer tol-
erance. This appears to be broken by processed bacte-
rial HPS65. There thus appear to be a dual role for 
HSP65-restricted T-cell clones as a result of diversi-
fication between reactivity to self and bacterial HS65 
peptides. T-cell responsiveness is involved in the devel-
opment of the disease while tolerance to self HSP65 is 
reasserted during the chronic phase to terminate the 
disease. Synovial T cells include both effector and sup-
pressor subtypes.

Drugs

Adjuvant arthritis is notoriously susceptible to 
cyclo-oxygenase (COX) inhibition by nonsteroidal 
anti-inflammatory drugs (NSAIDs), which inhibit not 
only the inflammation, but also joint destruction. This 
model was used as a screen for NSAIDs, so there is 
little need to list them all, with aspirin and indometha-
cin being the archetypes with ED50s at around 100 
mg/kg and 0.2–2 mg/kg respectively. In fact, NSAIDs 
are so effective, treated animals can gain weight at a 
similar rate to normal, nondiseased controls, unlike 
those treated with steroids which lose weight due to 
the trans-activation side effects. The rat acute phase 
protein, α 1GP, is suppressed, as are antibody titers, 
but they do not do so in RA. The effect of NSAIDs is 
supposed to be due to the inhibition of prostaglandin 
E2, which is involved in osteoclast differentiation and 
activation. COX-2 is expressed by the inflammatory 
synovial cells and chondrocytes. Its inhibition by anti-
sense inhibits both the inflammation and joint erosion. 
Pharmacological separation of the two Cox enzymes 
shows that the inhibition of Cox-1 by SC-58560 is inef-
fective at inhibiting bone erosion, but the Cox-2 inhibi-
tor celecoxib is effective.

Antiinflammatory steroids also suppress every 
disease marker, but also induce further weight loss 
and cause thymic, splenic, and adrenal involution. If 
treatment is stopped, a rapid rebound of the disease 
occurs. Of the disease-modifying drugs (DMARDs), 
cyclophosphamide, chlorambucil, and methotrexate 

CD4 and the α,β-TCR (T-cell receptor). Pan T-cell 
depletion reduces the onset of the disease, as does 
CD4 cell depletion. Susceptibility is conferred by genes 
within the MHC class II region. Adjuvant arthritis is 
not transferred by serum, but serum from adjuvant 
arthritis rats can induce a flare in rats with cyclophos-
phamide attenuated disease, whilst serum from the 
cyclophosphamide animals does not. Strain is impor-
tant, the Lewis and DA rats being the favored strains, 
some Wistar strains are susceptible, but Fisher F344 
rats are moderately resistant. Resistance is genetically 
dominant, unlike collagen arthritis where susceptibil-
ity is dominant. The MHC phenotype is weaker than 
that for the rat collagen arthritis, but exerts a strong 
influence on the severity of disease. Thus, non-MHC 
phenotypes have a significant contribution to play. 
The MHC gene is Aia1 found on chromosome 20. Non-
MHC QTLs include Aia2 and Aia3 on chromosome 4. 
Conserved synteny among rats, mice and humans, 
suggests that Aia1, Aia2, and Aia3 contain candidate 
genes for several autoimmune diseases including dia-
betes (Aia3:IDDM9), systemic lupus erythematosus, 
inflammatory bowel disease, asthma/atopy, multiple 
sclerosis, and RA (Aia3:RA2).

Histologically, the predominant inflammatory cell 
is the neutrophil, which is accompanied by destruc-
tion of the synovial lining. At initiation, fibrin is depos-
ited long the bone shafts, followed by fibrin deposition 
in the joints. The striking feature is a strong perisoteal 
inflammation comprising monocytic cells, that prog-
ress to invade the joints. I-a (MHC) expressing cells 
line the cartilage, and lymphoid I-a expressing antigen 
presenting cells are diffusely scattered in the deeper 
inflamed tissue, some with dendritic appearance. 
However, immunoglobulin-containing cells may be low 
in number or absent. Large quantities of CD4 T cells 
are seen adjacent to pannus, but not next to cartilage, 
and there is a moderate scattering of CD8 cells. Bone 
erosion is both osteoclastic and due to the inflamma-
tory tissue. Osteoblastic production of new perisoteal 
bone can be seen, with osteoclastic erosion of old bone. 
Osteoclasts erode through original and new bone, and 
marrow spaces are excavated in new bone. Articular 
cartilage remains relatively untouched, though dead 
cartilage can be seen associated with neutrophils or 
macrophages. Bone is ultimately eroded away from 
under the cartilage leaving it supported by fibrocar-
tilage. At late stages, fibrosis occurs with ankylosis. 
Lymphocyte aggregates and plasma cell infiltrates are 
not seen. With a polyarthritis, there is special focus on 
destruction of the ankle joint.

Numerous candidates for the endogenous antigen 
involved in adjuvant arthritis have been proposed. 
Muramyl dipeptide induces adjuvant disease simi-
lar to adjuvant arthritis, and antibodies to type-II 
collagen (CII) are expressed. Heat shock protein-65 
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Table 30.5.  Characteristics and properties of the major rodent models of rheumatoid arthritis 

  
 
 
 

RA 
 
 
 

Avridine/
pristane 
 
 

AA 
 
 
 

RCIA 
 
 
 

MCIA 
 
 
 

SCW 
 
 
 

AIA 
 
 
 

K/BxN 
(passive) 
 
 

Irritant 
(zymo-
san  or 
carra-
geenan)

MHC ++ ++ ++ ++ ++ ++ ++ − −

Sex F > M Rat M/F 
mouse

F = M F > M   F > M F = M F = M M = F 

  M        

RF ++ + (pristane) − − −  − − −

ACPA ++    ++/− −   −

Anti-CII +/− − − ++ ++ − −  −

Chronicity 
 
 

Decades 
 
 

Rat < 1 
month
Mouse 3
months

<1 month 
 
 

<1 month 
 
 

Months 
 
 

Months 
 
 

Months 
 
 

Months 
 
 

1 week 
 
 

Flare ++ + (pristane) − − −(autol CII+) + + (induced)   

Ankylosis When  
burnt out

  ++ ++ ++       

Antigen Epitope 
spread

? Bacterial CII CII Bacterial mBSA GI   

Polyarthritis Symmetrical Y Y Y Y Y Mono Y N

Synovitis ++ ++ ++ ++ ++ ++ ++ ++ ++

Cartilage 
erosion

++ ++ +/− ++ ++ +/− ++ ++ + Zym
− Car

Ir to cartilage +/? − − ++ ++ − ++ ++ −

Bone ++ ++ ++ ++ ++ ++ ++ ++ −

Neutrophil + (SF) ++ ++ ++ + ++ + ++ −

Monocyte ++ ++ ++ ++ ++ ++ ++ − −

CD4+ T ++ ++ ++ ++ ++ ++ ++ − −

Th17 T ++  +  ++ ++   −

B cells Synov 
Aggregates

−/? − + + Diffuse − ++   − 

Ab Isotype IgG/IgM − − IgG2 IgG2 − IgG2 IgG1 −

Cytokines ++ ++ ++ ++ ++ ++ ++ ++  

Methotrexate  M + R+ ++ ++ ++ ++ ++  +

Sulphasalazine ++/−   +/−      

Leflunomide ++/−  ++  ++     

Anti-TNF ++/− M+/– ++ ++/− ++ +  ++  

Anti-IL-1 ++  ++ ++ ++  ++ ++  

Anti-IL-6 ++    ++     

Anti-CD20 ++ Nr   ++  ++   

Extra-articular ++ − ++       

Non-RA 
features 
 

  
 
 

  
 
 

Non RA 
extra-
articular 
features

Periostitis
 
 

Periostitis
 
 

Periostitis
 
 

Osteophytes 
chondro-
phytes

  
 
 

  
 
 

Key: RA = Rheumatoid Arthritis; AA = Adjuvant Arthritis; RCIA = Rat Collagen Arthritis; MCIA = Mouse Collagen Arthritis; SCW = Streptococcal Cell 
Wall Arthritis; AIA = Antigen-induced Arthritis. F = Female; M = Male; Ir = Immune response; Ab = antibody; Zym = Zymosan; Car = Carrageenan.  
For all others see text.
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indirect measure of the acute phase response. Both 
joint inflammation and joint erosion are inhibited by 
an antagonistic IL-17-IgG1 fusion protein.

Rat Collagen Arthritis

This model, discovered accidentally by Trentham 
and colleagues during [5] attempts to generate anti-
type II collagen (CII), was the first collagen-derived 
arthritis and was followed by the mouse version 
some years later. Whilst similar to adjuvant arthritis 
described above, it is milder and often preferred for 
this reason. CII comprises 80%–90% of the collagen in 
hyaline cartilage. The arthritis is induced by the sensi-
tization of susceptible rat strains (Inbred strains: DA, 
LEW, BB-DR, not F344 nor BN strains; outbred: some 
Wistar strains are also susceptible, but by no means 
many of them) to native heterologous collagen emul-
sified in a mineral oil, namely Freund’s incomplete 
adjuvant (FIA). An unusual feature of this model is 
that the inclusion of Freund’s adjuvant complete (FCA) 
with heat killed mycobacterium tuberculosis (M.tb.) 
elicits a lower severity of disease, and may lead to a 
mild adjuvant arthritis. Native collagen is important, 
denatured is ineffective, as are extraarticular collagen 
such as CI. CII is thus kept in its native form by careful 
dissolution in cold 0.1M acetic acid during its prepara-
tion. The inoculum can be injected intradermally in 
several places on the lower back, or at the base of the 
tail. Old protocols utilized sensitization in the footpad, 
but this has been discontinued owing to animal hus-
bandry concerns. Some protocols utilize a boost, but 
arthritis develops between 11 and 14 days, reaching a 
maximum at around 20 days. A boost at 20 days can be 
given to establish a long-term erosive disease.

Like adjuvant arthritis, it appears that fibrin 
deposition and a periostitis occurs before inflamma-
tion within the joint space. Fibrin is deposited over the 
fat pad, soft tissues, and cartilage, followed by syn-
ovial hyperplasia, and infiltration by neutrophils and 
monocytes. The periostitis and intense mononuclear 
accumulation is associated with areas of ligament 
attachment, which then moves into the synovial space 
leading to invasion of the joint space, with an influx of 
CD90+ CD4+ Ly2- (CD8-) Ia (MHC class II) expressing 
T cells (with little evidence of suppressor T cells) and 
subsequent destruction of cartilage and bone (Figure 
30.3). The Cartilage surface is the predominant focus 
for cellular attack. The pattern of erosions differs to 
adjuvant arthritis, being less severe, but involving both 
the ankle and midfoot.

The transfer from CIA rats of anti-CII IgG antibod-
ies to give equivalent circulating levels of antibody in 
the recipient induces a transient arthritis (7 days) only, 
whilst the antibody itself has a circulating half life 
of <48 hours, without pannus formation. Sera from 

are effective in reducing clinical score when given 
prophylactically. Azathioprine has efficacy close to its 
toxicity. Methotrexate is active at low doses (<0.03 mg/
kg), as it is the clinic. All of these drugs also inhibit 
the PPD skin test for cellular responses to the antigen. 
Responses to aurothiomalate vary, depending on the 
strain of rat used and route of administration. Gold 
also has a narrow therapeutic window, so evidence of 
reduced disease coupled with loss of body mass may 
be considered to be a toxic action. Auranofin, the oral 
pro-drug is more reliably effective, and can increase 
body mass. Chloroquine and hydroxyl-chloroquine 
are generally ineffective, as is D-penicillamine and 
salazopyrine. Cytotoxic drugs as a group appear 
to reduce the severity of secondary lesions, leav-
ing established disease unaffected. Levamisole may 
exacerbate established disease. Leflunomide, if given 
before disease becomes established – that is, before 12 
days after sensitization – prevents adjuvant disease. It 
also normalizes adjuvant lymph node cell responses 
without affecting lymph nodes from untreated rats. 
This conforms to its actions on proliferating T cells, 
unlike cyclophosphamide, which inhibits the lym-
phocyte responses of both diseased and control  
T cells.

Referring to Table 30.5, of the more modern thera-
pies, adjuvant arthritis responds to leflunomide in the 
acute and chronic phases with a reduction in joint 
pathology as well as acute phase proteins and circu-
lating antibodies. It responds to anti-TNFα therapy, 
through the soluble TNFα- receptor, via anti-TNFα 
therapy, or through IL-1 receptor antagonists. The 
soluble TNF receptor and IL-1ra are effective when 
administered over the first 7 days by continuous infu-
sion osmotic minipump, pulse therapy by subcutane-
ous injection being ineffective. The two therapies are 
synergistic and reduce bone erosion as well as inflam-
mation. These illustrate the care that has to be taken 
to take into regard the exposure and pharmacokinet-
ics to ensure good drug coverage when using biologics 
in rodent models, and not least the consideration of 
species cross-reactivity or the lack of it.

Adjuvant arthritis remains a popular model for 
evaluating modern drug targets. To illustrate the use of 
adjuvant arthritis in modern drug discovery, 38-MAP-
kinase inhibitors inhibit both TNFα synthesis and 
arthritis, while adenosine A3 agonists can inhibit bone 
erosion. Anti-IL-1 therapy inhibits the erosive nature 
of the disease more than the inflammatory endpoints. 
IL-4 administration reduces severe disease, but IL-10 is 
only effective against mild disease. Both reduce neutro-
phil activation in situ as does the rat neutrophil chemot-
actic factor IL-8 homologue. IFNγ only has effects on 
inflammation and bone erosion rIFNγ suppressed the 
secondary phase from day 18 onward, as well as the 
splenomegaly and erythrocyte sedimentation rate, an 
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(PAD4) from day 21 after the onset of disease. Citrulline 
can be seen in damaged cartilage, as well as infiltrat-
ing cells, and a major portion in extracellular depos-
its, perhaps citrullinated fibrin. B-cell tolerance to an 
autologous antigen, rat serum albumin can be broken 
by citrullination. Citrullination of CII increases its 
antigenicity in rats of a strain that has mild suscepti-
bility to CII arthritis (LEW.1AV1 strain).

Drugs

Rat collagen arthritis, like all animal arthritides is 
highly sensitive to antiinflammatory steroids, with 
dexamethasone for example having an ED50 of 0.01 
mg/kg. Prednisolone also reduces inflammation, anti-
body titer and disease incidence. Betamethasone also 
inhibits fibrinogen deposition, bone and cartilage ero-
sion, and as a marker of joint destruction, cartilage 
oligomatrix protein (COMP). NSAIDs reduce inflam-
mation, but have little effect on the erosion of bone and 
cartilage. In one published experiment, indomethacin 
had little effect on the arthritis, with no action on anti-
body titer, and reduced disease incidence. Gold ther-
apy, d-penicillamine, and levamisole had no effect, and 
may even increase anti-CII titer. Cyclophosphamide 
reduces inflammation, antibody titer, and incidence. 
In the established lesion, dosing from day 21, indo-
methacin again reduced inflammation, but not anti-
body titer. Levamisole and d-penicillamine both 
potentiated antibody production, as did Gold therapy. 
Cyclophosphamide was effective across the board. 
X-ray analysis revealed that levamisole increased bone 
erosions, whilst d-penicillamine, indomethacin, and 
prednisolone reduced erosions.

It is clear that collagen arthritis is not an exact rep-
lica of human disease, but more akin to a polychon-
dritis. Rat CIA appears to be less used for assessing 

nonresponder rats is ineffective. It could be argued 
that such arthritis could be due to complement fixa-
tion, but in these cases, the anti-CII did not bind CIq. 
The transfer of T cells on the other hand into nude 
(athymic) rats, induces an erosive chronic (21-day) 
arthritis without inducing anti-CII IgG. Depletion of 
TCRα/β on a prophylactic basis inhibits disease, unlike 
rat adjuvant arthritis, whilst established disease is 
resistant. Rat CIA is susceptible to tolerization to col-
lagen peptides, created by oral administration of CII 
collagen. Incidence is reduced by approximately 20%, 
and delays onset by 50%. This results in reduced anti-
CII-IgG2 (a Th1 product), whilst increasing anti-CII 
IgG1 (a Th2 product) with lower expression of MHC-II 
and fewer T cells.

The genetic basis of rat CIA centers on the rat 
MHC Class II (Class Ia in the mouse) RT1 complex. 
LEW (RT11) and the Wistar strain diabetes resistant 
Biobank RT1u (DR-BB) rats are susceptible, but LEW.
B3 (RT1n/n) and diabetes prone BB (DP-BB) RT1u and 
PVG.RT1u hooded rats are not. Unlike adjuvant arthri-
tis, susceptibility, as opposed to resistance, is domi-
nant in rat CIA. PVG.RTU rats do exhibit a mild disease 
detectable by histology, but the erosive disease of the 
LEW rats is considerably greater, and accompanied by 
large changes in the draining popliteal lymph nodes. 
The DR-BB rat CIA exhibits a bidirectional bone erod-
ing disease more akin to the human disease than in 
other strains, involving erosion via inflammation at 
the subchondral bone, as well as from the cartilage. 
These rats express both RT1.D and RT1.B homologues 
of human HLA-DR and DQ respectively. The sequence 
within the antigen presenting cleft of the MHC-II 
molecule bears a close resemblance to those found 
in HLA-Dr1 and HLA-DR4 RA patients (Table 30.6). 
Analysis of the collagen epitopes reveals that these 
rats immunized to human, bovine, or chicken CII pos-
sess IgG2a that recognizes the human arthritogenic 
cyanogen bromide collagen fragment CB11, and more 
mildly, the CB9 arthritogenic fragments. Epitope 
scanning of CB11 shows the immunodominant region 
to be in the 37–45 amino acids. However, immuniza-
tion to this antigen creates an antibody response that 
cross-reacts with denatured bovine CII but not rat CII, 
and with no arthritis. Therefore, whilst CIA anti-CII 
antibodies may cross-react with CB11 fragments of a 
variety of species, these may not be the endogenous 
epitopes that initiate the disease in the host animal. 
In addition, there are other non-RT genetic influences 
controlling T-cell receptor, Ig subtypes, or complement 
components that are thought to play a role.

Approximately 80% of RA patients express anti-
bodies specific for citrullinated peptides. As detailed 
for mouse collagen arthritis, proteins citrullinated at 
arginine can be detected in rat CIA synovial, as is the 
enzyme responsible, peptidyl arginine deiminase-4 

Table 30.6. A n example of commonality between 
Rodent and human arthritic haplotypes. 

 β Chain residue

 69  HVRIII  75  79

Rat: DR BB/Wor-UTM RT1.Dβ(u) E R R R A A V D T Y C

Human HLA DRβ   

HLA Dr1-Dw1 E Q R R A A V D T Y C

HLA DR4-Dw4 E Q K R A A V D T Y C

HLA DR4-Dw14 E Q R R A A V D T Y C

HLA DR4-Dw15 E Q R R A A V D T Y C

HLA DRw10 E R R R A A V D T Y C

The Biobreeding (DR BB/WorUTM) rat HVRIII RT1.Dβ(u) allele 
compared to the HRVIII for human HLA DRβ associated with RA
Source: Adapted from Watson WC et al. J Exp Med., 
1990;172:1331–1339.
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cytokines by lymphoid organs, and the influx of Th1 T 
cells after the acute neutrophilic phase. Indeed, sensiti-
zation to collagen using Freund’s incomplete adjuvant 
is only successful in inducing disease if supplemented 
with a boost of IL-12 showing the importance of diver-
sion to the Th1 pathway since IL-12 is the costimula-
tory signal secreted by dendritic cells during antigen 
presentation to T cells. However, if nonsusceptible 
strains are subjected to this protocol, a Th1 response 
to collagen-II is raised, but without a well-developed 
antibody response or arthritis. Boosting with lipopoly-
saccharide heightens response through the induction 
of IL-12 synthesis.

This model thus comprises both type-IV hypersen-
sitivity to collagen type-II, as well as an immune com-
plex disease.

Disease can be transferred through lymph node, 
spleen, or T cells. Whilst this is reportedly difficult to 
achieve, requiring concentrated numbers of cells, it 
shows the T-cell component is important. CD4 T-cell 
cell depletion abrogates the established disease. For 
the passive transfer through antibodies, the level of 
disease is also low unless a mixture of antibodies to 
multiple collagen antigens is used. Commercial prep-
arations contain up to four different clones of anti-
bodies, and have been developed to induce a rapid 
and severe arthritis. In addition, anti-CII antibodies 
isolated from an RA patient expressing high titers 
induced CIA in mice, albeit low (25% incidence). This 
passive disease is not solely due to the presence of 
antibody, since in the chronic phase, it can in turn be 
transferred by auto-reactive T cells, which well illus-
trates the interdependence of the two systems.

Pregnancy in RA induces remission. CIA induced in 
pregnant C57.B10 mice has a reduced incidence, anti-
CII antibodies, and severity, and followed post par-
tum with an exacerbated response. “Take” in female 
mice is low, and ovulation and fertility reduced such 
that pregnancy does not occur.

Antibody Epitopes in Mouse Collagen 
Arthritis and Ra

As previously mentioned, a common feature of RA 
is the presence of RF and anti-citrullinated peptide 
antibodies (ACPAs). CIA mice do not express rheuma-
toid factor. However, epitope analysis of 253 antigens, 
both citrullinated and native, shows that CIA DBA/1 
mice generate low level antibodies to two citrullinated 
epitopes by day 21, which then doubles by day 31, and 
spreads to 13 epitopes by day 55. At day 21 the antibod-
ies react to CII, CV, HCgp39 (another purported RA 
antigen), and glucose-6-phosphate isomerise (the anti-
gen in K/BxN induced arthritis). Citrullination of CII 

modern drug targets, the mouse being preferred. 
However, it is sensitive to low-dose methotrexate, and 
both sTNFR and IL-1ra inhibit rat CIA, and inhibit 
bone resorption, unlike adjuvant arthritis where IL-1ra 
is ineffective against bone erosion. P38 MAP kinase 
plays an important role in the signaling for cytokine 
synthesis. Prophylactic p38 inhibition is accompanied 
by reduced paw inflammation, body mass loss, and 
bone erosion, accompanied by reduced serum IL-1β 
and TNFα as well as ankle IL-1β, and reduced CD4, 
CD8a cells within the bone marrow. RANKL stimu-
lated osteoclast differentiation was also inhibited in 
vitro. This profile could be considered a perfect intro-
duction to a successful drug in the clinic. However, to 
date p38 inhibitors, whilst effective, have not proven 
to be as efficacious as anti-TNFα or anti-CD20 in the 
RA clinic when assessed by modern clinical response 
criteria.

Mouse Collagen Arthritis

Mouse CIA is based on the rat model, but developed 
further due to the use of this species in gene technol-
ogy [6]. As in the rat, this is a polyarthritic response, 
clinical signs start with inflammation in the digits, that 
can recover and relapse, but builds so that the major-
ity of digits are affected, and the pads visibly inflamed. 
All four paws are affected, but different sources and 
batches of collagen, coupled with different strains, 
result in different patterns of disease. It is initiated in 
susceptible strains [7], namely the DBA1/J and NFR/N 
mice (haplotype H-2q), and the C57.B10RIII (H-2r), 
with better responses seen in males. Increasing the 
concentration of mycobacterium within the sensitiz-
ing emulsion can increase the “take” in this strain. 
Heterologous collagen is used, usually either bovine or 
chick type-II collagen, but H-2q mice will respond to 
mouse CII (50% incidence as opposed to 80%–100% for 
DBA/1). The H-2r haplotypes do not respond to mouse 
or chicken collagen. In addition, as in the rat, the type 
and form of the collagen is important. CI does not 
induce the arthritis, and neither does denatured CII. 
Minor collagens of cartilage such as CIX can also be 
used. CII results in the generation of CD4 T helper cell 
responses, anti-collagen IgG generation with the clini-
cal signs of the disease correlating with appearance 
of the antibodies in the circulation. The IgG antibody 
titer is important for the severity of the disease. Both 
IgG2a and IgG2b are expressed, with the former hav-
ing a greater complement fixing potential. Mice that 
are nonresponders usually have a low antibody titer.

This reaction is transferable from arthritic mice by 
either the transfer of T cells or the transfer of serum 
into naive mice [8]. The Th-1 dependency of this col-
lagen arthritis is proven through the expression of Th1 
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into soft tissues. The synoviocytes at the point of 
insertion proliferate, and in a manner similar to RA, 
pannus growth with bone and cartilage erosion is ini-
tiated. The ankle joints and knees are both affected. 
The attack is concentrated against the cartilage, and 
starts early with the attachment of neutrophils with 
roughening and erosion into the cartilage surface. As 
the arthritis matures, the synovium comprises large 
numbers of monocytes and lymphocytes after about 
two weeks. The bone marrow becomes inflamma-
tory, but this is not as pronounced as that seen with 
adjuvant arthritis discussed above. Bone is eroded by 
osteoclasts, and erosions can result in the coalescence 
of the inflammatory tissue and bone marrow. At later 
stages cartilage erosion and pannus formation at the 
margins is seen and eventually the total destruction of 
cartilage. In very chronic cases, new hyaline cartilage 
can be seen, but often being eroded by neutrophils. 
New perisoteal bone growth occurs, and in these late 
stages of the disease (>45 days) ankylosis occurs as 
is seen in end stage RA. At this stage the synovium 
posses immune cells, macrophages, and is fibrotic. In 
the classical CIA, neither lymphocyte nor plasma cell 
aggregates are seen.

The knee lesions differ in that they do not show loss 
of the surface of hyaline cartilage, but show a pro-
liferative synovitis with pannus, with erosion of the 
bone and cartilage at the margins and underneath the 
pannus.

ROLE OF THE MHC–TCR SYSTEM IN MOUSE CIA

The H-2 haplotypes, representing the immune response 
(Ir) system, in the mouse equates to the human MHC 
class II system. The mouse class II gene complex com-
prises two loci, I-A and I-E, each of which code for one 
alpha and one beta chain polypeptide to form one class 
II molecule. Thus the arthritis susceptible H-2q strains 
code for I-A, that equates to the RA susceptibility hap-
lotype HLA-DR [7]. However, it should be noted that 
DBA mice do not possess a functional I-E, and thus 
do not have a functional equivalent of HLA-DR, but 
HLA-DQ. The mutations in H-2q, namely at positions 
85, 86, 88, and 89, occur in the antigen presenting cleft 
of the I-Aq molecule, in a similar part of the molecule 
RA susceptibility variations are seen in the HLA-DQ 
molecule. The H-2p, H-2w5, H-2b, H-2s, H-2d, H-2w17, and 
H-2w3 haplotypes are resistant. The stronger penetra-
tion of the arthritis in the H-2q and H-2r haplotypes to 
heterologous CII appears to correlate with their stron-
ger cross-reactive autoantibody response with heter-
ologous compared to mouse collagen. However, whilst 
the H-2q haplotype does respond with a CIA of sorts, the 
NFR/N (haplotype H-2q) strain does this in the absence 
of a mouse-anti-mouse CII antibody response. Other 
genes also exert an influence, and chromosome-17 on 

enhances its antigenicity, and transgenic mice with 
the human HLA-DRB1 shared epitope have an exag-
gerated CD4 T-cell response when exposed to peptides 
that are citrullinated at the shared epitope-specific 
recognition sites. It is thought that peptidyl arginine 
deiminase (PAD) expressed at sites of inflammation 
citrullinates arginine residues on proteins to enhance 
autoantigenicity in susceptible individuals. Smoking 
induces PAD in the damaged inflamed lung, which is 
thought to enhance anticitrulline responses that then 
cross-react with joint citrullinated peptides when the 
joint space is breached. Mouse CIA may be unique 
amongst the mouse models in exhibiting ACPAs, using 
ELISA most other models appear negative for ACPAs. 
However, this may reflect the sensitivity of the assay, 
mouse collagen ACPAs being detected by epitope 
arrays.

Passive Collagen Antibody-Induced 
Arthritis

In the case of serum-transferred arthritis [8], termed 
collagen antibody-induced arthritis (CAIA), the 
strain of the recipient mouse is less important than 
the active arthritis, with even Balb/c mice being 
responsive. In this event, the arthritis is initiated 
without the sensitization phase, with signs appear-
ing within days (Figure 30.4), and is very severe. This 
antibody-induced arthritis can be induced in T and 
B cell deficient mice, though the effect is less severe. 
The administration of anti-CTLA-4 antibody, which 
attenuates T-cell APC interactions, does reduce CAIA 
if administered during the chronic phase. Thus, 
there is evidence that autoantibodies induce a sec-
ondary T-cell reaction that further exacerbates the 
disease. Neutrophils are also important; their deple-
tion reduces the severity of the symptoms. IgG FcγR 
engagement is very important, knockout mice for the 
FcRγ chain being resistant to disease. FcγRIII knock-
out mice have reduced severity, whilst absence of the 
inhibitory form, FcγRIIb, exacerbates CAIA disease 
(but not in balb/c mice). Complement is also a fac-
tor, C3 depletion with cobra venom factor reduces the 
response, as does C5 knockout. C5a is a highly power-
ful neutrophil chemoattractant and is high levels are 
seen in RA synovial fluid.

Histopathology of Cia

In the ankle, the antibodies bind cartilage, fix comple-
ment, and initiate the recruitment and activation of 
neutrophils via Fcγ receptors. Neutrophil adhesion 
to the cartilage at this early phase appears impor-
tant. This neutrophilic layer remains to strip the car-
tilage of its smooth surface, to form deep erosions. 
An intense interstitial neutrophilic infiltration is seen 
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Figure 30.4.  The time courses of inflammation in arbitrary units and joint erosion (arrow) in a variety 
of mouse and rat polyarthritis models. Inflammation can be assessed either by a visual clinical score 
(Tables 30.3 and 30.4), or by direct measures such a plethysmometry or paw thickness with calipers. 
When assessing a drug for its actions on the sensitization process, it is dosed from day 0. If the action on 
established disease is required, it is given after the disease has initiated in the experiment, or at a pre-
defined day. An alternative is to dose on an individual animal basis, often after two or more successive 
days of a positive clinical score, and takes into account variability in the dates of onset between animals, 
especially in non-synchronised murine CIA.
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when cartilage degradation is taken into account. 
IL-1 converting enzyme (ICE) –/– mice have a reduced 
response, and introducing IL-1 receptor antagonist 
protein (IL-1ra, IRAP) expressing vectors into the syn-
ovium of one joint has efficacy in both that and the 
contralateral joint.

From the central role of macrophage-derived 
IL-12 in the stimulation of IFNγ and the development 
of the Th1 response, it would be expected that abla-
tion would suppress mouse CIA. IL-12 administra-
tion exacerbates disease, and inhibition does occur 
in IL-12–/– mice. Anti-IL-12 given at sensitization and 
onset (day 21) also inhibits the disease. However, when 
anti-IL-12 is given in established disease it has a mark-
edly reduced action, and withdrawal exacerbates dis-
ease. Late treatment with antil-IL-12 leads to disease 
enhancement through a paradoxical enhancement of 
enhanced IL-10 expression. Indeed IL-10, a Th1 inhib-
iting product of the Th2 system, reduces CIA. IL-10 
neutralization exacerbates established disease. IL-4, 
the other Th2 cytokine is rarely seen in RA; it has little 
action alone, but is profoundly effective when com-
bined with IL-10. The antisera to both of these Th2 
cytokines have effects consistent to this data. When 
administered to CIA mice IL-23, another member of 
the IL-12 family produced by macrophages, stimu-
lates the appearance of Th17 cells. Th17 cells and their 
product IL-17 play a significant role in the develop-
ment of erosive CIA. IL-23–/– mice do not respond with 
CIA, they do not suffer from the bone erosion and are 
absent in Th17 T cells. IL-12–/– mice produce more 
Th17 cells. It thus appears that end stage disease is 
controlled differently to the mid and early stages, with 
IL-23 promoting and IL-12 protecting against CIA.

B-cell depletion [9], highly effective in seroposi-
tive RA, when given prior to sensitization, delays 
disease onset, autoantibody production, and reduces 
the severity of inflammation and joint destruction. 
However, the effects are attenuated by the reappear-
ance of B cells.

Regarding bone destruction, receptor activator of 
nuclear factor B ligand (RANKL) is a central factor 
for osteoclast differentiation. It is antagonized by a 
natural receptor antagonist, osteoprotegerin (OPG). 
OPG–/– CIA mice have reduced osteoclast numbers and 
correlated with this, bone erosion. RANKL mediates 
the erosive actions of IL-17, with anti-RANKL treat-
ment inhibiting this. Anti-RANKL also reduces osteo-
clast numbers and bone erosion in mouse CIA.

The predominance of the neutrophil in CIA is in 
marked difference to RA, as is the pattern of neutro-
phil erosion of cartilage. The role of the FcR for IgG, 
which are expressed on macrophages and neutrophils, 
and complement is in open debate. C5-deficient mice 
do not develop clinical signs of disease, or erosion, 
but still possess cell-mediated and antibody-mediated 

which the MHC-II genes reside, such as TNFα, MHC 
class I, heat shock proteins, complement, and mecha-
nisms involved in antigen processing. H-2q mice lack-
ing C5 for example produce autologous antibodies, but 
do not induce disease.

The immuno-reactive region of CII bound in the 
MHC-II molecule has been narrowed to positions 256–
270 (CII256–270). The minimal motif that can be gener-
ated from this is 260–267, glycosylated at K264. The I-Ap 
molecule of the H-2p mice that do not respond with 
CIA, bind this peptide at a much lower level than I-Aq. 
Human HLA-DR4 molecules bind the CII260–273 pep-
tide, and mice expressing DR4 respond with CIA, and 
can respond to a CII peptide from the same region. 
HLA-DR1 transgenic mice are susceptible to CIA, and 
respond to CII259–273.

T cells from CIA mice respond to this molecule, the 
glycosylation of the K264 site with a variety of sugars 
potentiates T-cell responsiveness in a wide variety of 
CII restricted T cells, with the galactosylated form 
being the most potent. The origins of the glycosylated–
CII would depend on the posttranslational modifica-
tions carried out by cartilage chondrocytes. However, 
it appears that lymph node and spleen cells from these 
mice respond with an efficiency 100 times greater than 
the glycosylated form. Finally, the glycosylated form of 
the peptide binds human HLA-DR1.

Usage

Being the species it is, the mouse has been used for 
the investigation of a prodigious variety of endogenous 
molecules, biologics, and small drug molecules. The 
c57 strain are the most useful since many transgenic 
modifications are carried out in this strain, and in 
order to respond, these often require a heavier M.tb. 
load in the FCA to induce a response. The other major 
strain used in transgenics, the 129 (haplotype H-2bc) 
is not susceptible to CIA.

Taking into account the major features of Figure 
30.2, transgenics and biologics have demonstrated the 
role of many of these in the polyarthritis. The mouse 
CIA was instrumental in proving that TNFα was cen-
tral to the rheumatic response. TNFα –/– mice do not 
respond to the arthritis, and TNFα receptor–/– mice 
have a lower incidence and milder disease. The use 
of anti-TNFα regimes reveals a more complex role, 
in that its suppression can increase arthritogenic 
Th1 and T17 in lymph nodes, whilst inhibiting their 
influx into joints. It does appear that once arthritis is 
established, inhibiting the TNF system has less effect. 
Variability in response between research groups may 
arise from the slow progression of the disease through 
the joints, having an action on each joint at different 
times (for example see Table 30.7). IL-1 is very impor-
tant, anti-IL-1 therapy being very effective, especially 
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whether drugs are given as prophylactic or therapeutic 
treatments. Overall, the antiinflammatory steroids are 
the most effective. This may be interpreted to mean 
that it is easier to effect change in the early phase, espe-
cially if the drug has actions on leukocyte infiltration 
at this stage. Thus, this model responds to a certain 
extent to NSAIDs, etodolac, for example, if given pro-
phylactically delays onset and incidence slightly, with 
no effect on anti-CII. Given therapeutically it is inac-
tive. In general, cyclooxygenase-2 inhibitors have only 
marginal actions, exemplified by drugs such as rofe-
coxib, celecoxib, deracoxib, and SC58236. Piroxicam, 
a traditional NSAID, in comparative studies appears 
more potent against the clinical score. Combining 

responses. FcγR–/– mice are protected against CIA. 
However, subsets of FcR have stimulatory or sup-
pressive roles, and the complement binding activities 
of the anti-CII IgG isotypes differ in their binding of 
both complement and FcR subtypes. The interactions 
between these systems and the end result remain an 
active area of research.

Drugs

Compared to adjuvant arthritis, the mouse CIA pre-
sented a refreshing change. Table 30.8 summarizes 
the effect of a variety of anti-rheumatic agents in 
CIA. Essential differences can be seen, depending on 

Table 30.7. E xamples of the action of biologic therapies on murine collagen-induced arthritis 

Treatment P or T Incidence Time 
onset

CII cell  
response dth

CII ab Erosion Inflammation 

Anti-B cell P  S S S S S

Anti-Ia P S S NS Transient   

 T NS NS NS NS   

antiCD4 P S S  S   

 T <S <S  NS   

Anti-CD40L P  S  S   

Anti-CTLA-4 P   S S  S

rhIL1RA  
  (High Dose)

P S S     S S 

 T     S S

Anti-IL2r P S S  S   

Anti-IL6 P S   NS  S

IFNγ T S S S S   S

Anti-IFNγ P NS NS  NS S S

 T      increase

Anti-TNFα P S S  S NS/S S

  @3wk T    NS NS/S S

  @2mo T    NS NS S/NS

TNFsR T S    S/NS S

Anti-IL1 P     S S

  @3wk T     S S

  @2mo T     S S

(T, therapeutic dosing regime, P, prohylactictic dosing regime; S, significant, NS, not significant). There are often large 
differences in responses to biologics between authors, and so these are not definitive. Avidity, biodistribution, and dose 
play major parts in negative responses, rhIL1Ra for example requires high dose, osmotic pump infusion, since leaving 2% 
of IL-1 free is sufficient to maintain disease. Thus there many reports of the in-activity of this treatment. Results for anti-TNF 
therapy are especially variable. Prophylactic dosing with anti-TNF is effective, but therapeutic is not, since TNF is involved 
in the early stages of the synovitis. However, each joint as it succumbs to arthritis can be considered to have early stage 
disease no matter how far into the process. Thus sometimes therapeutic dosing in studies where the disease onset is not 
synchronized (by stimulating with lipopolysaccharide for example) may show some efficacy.
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gives some idea as to the use to which the model has 
been put in the field of biologics. It is important that a 
full appreciation of the pharmacodynamic properties 
of the biologic involved is known. Different agents used 
by different research groups, aimed at the same target, 
can provide very different results. This is well illus-
trated in the literature. As described before the time 
of dosing can have a very important bearing on the 
response. The table exemplifies these variabilities in 
response seen with interleukin-1 receptor antagonist 
(rhIL-1RA, or IRAP), as well as the anti-TNF therapies 
[4,11,12] and interferon-gamma.

K/BxN ARTHRITIS

The group of Mathis and Benoist fortuitously discov-
ered that T-cell receptor transgenic mice recognizing 
an epitope of bovine RNase (KRN) crossed with non-
obese diabetic (NOD) MHC class II Ag7 mice generated 
offspring (K/BxN mice) that develop a spontaneous 
arthritis resembling human rheumatoid arthritis [13]. 
The most recent of the major arthritis models discov-
ered, the knowledge from previous models described 
above, and the application of transgenic, biologic, 
and analytical technologies has meant that much has 
been learned within a short period of time. The onset 
of arthritis is observed at 3–4 weeks of age present-
ing clinically as a chronic, progressive, polyarthritic 
disease with a distal to proximal gradient of sever-
ity. The transgenic TCR recognizes residues 282 to 

Piroxicam with an inhibitor of 5-lipoxygenase results 
in a potentiation of efficacy. In this instance, the effect 
on erosive disease is unknown.

With respect to DMARDs, the model is insensi-
tive to aurothiomalate, chloroquine, colchicines, and 
levamisole, but responds well to cyclophosphamide 
and low-dose methotrexate. The sensitivity and deli-
cate balance between helper and suppressor T cell 
subsets can be illustrated by the markedly contradic-
tory effects of cyclosporine, a suppressor of T-cell IL-2 
synthesis and thus proliferation. If given at initiation 
administration it prevents CIA, but if given later can 
have a variety of effects dependent on the laboratory 
reporting the data, or the time of administration. This 
can vary from being suppressant, ineffective to frankly 
pro-arthritic when given to established disease. This is 
duplicated by the cyclosporine partial mimic, FK506.

Modern drug targets such as p38 MAPkinase and 
adenosine A3 are responsive in the mouse collagen 
arthritis. A novel area is the use of short inhibitory 
RNA (siRNA). Delivery of siRNA has been problem-
atic, but a variety of delivery systems are effective, 
for example lipoplexes. siRNA to IL-6, IL-1, and IL-18 
administered weekly are effective against both joint 
inflammation and cartilage and bone erosion in both 
prophylactic and therapeutic settings. The combina-
tion of all three reduced all features significantly when 
compared to anti-TNFα siRNA alone.

This model has been used to a great extent in the 
investigation biologial therapeutics [10]. Table 30–7 

Table 30.8. E xamples of responses of the mouse collagen-induced model of arthritis to anti-
rheumatic drugs 

Treatment   Incidence Time 
onset

CII cell  
response dth

CII ab Erosion Inflammation 

Aspirin      NS  

Etodolac P  S  NS NS (ank S) NS

Benoxaprofen P S (slight)     S/NS

Indomethacin P S NS  NS  S

Naproxen P NS     NS

d-Penicillamine P NS     Increase

Auranofin P NS     Increase

Gold salt P     NS  NS

Levamisole P    NS  NS

Cyclophosphamide P S S  S  S

 T S     S

Prednisolone P S     S

 T S     S

P, prophylactic treatment; T, therapeutic; S, significant; NS, not significant; ank = ankylosis. Note that in some instances 
well-known antirheumatic agents may potentiate disease in this model. This is as a consequence of the specific nature of the 
disease mechanism that does not completely mimic that of human disease. This is not uncommon in other arthritis models.



Animal Models of Rheumatoid Arthritis 403

regulatory/inhibitory proteins. A specific interaction 
of the GPI enzyme active site and cartilage proteogly-
cans is thought to result in its concentration at the 
cartilage surface since glycosaminoglycan degrada-
tion with ABC or β-glucuronidase prevents GPI bind-
ing to cartilage. The localization of the antigen at the 
cartilage surface, like collagen, is an ideal situation 
for initiation of the alternative pathway of comple-
ment, which requires a surface for its activation. In 
fact, Factor B- and not C4-deficient mice (early effec-
tor proteins of the alternative and classical pathway of 
complement, respectively) are protected from K/BxN 
serum induced arthritis highlighting the role of the 
alternative complement pathway in this model. C5aR, 
a downstream component of the complement path-
way with chemoattractant properties, is also impli-
cated in the pathophysiology. As in mouse CIA, there 
is a need for FcγRIII, as mice deficient of this recep-
tor have a delayed disease onset with reduced ankle 
swelling and joint erosion compared to wild-types. 
FcγRIII is expressed on mast cells, neutrophils, and 
macrophages, cells all highlighted to play a role in the 
pathophysiology of K/BxN serum induced arthritis. 
Mast cells do play a crucial role in this model. Using 
W/Wv and Sl/Sld mice (mice deficient of mast cells), 
the absence of mast cells protects them from disease.
After restoration with wild-type mast cells the mice 
revert to disease susceptibility. Furthermore, immune 
complex activated mast cells are the source of IL-1 that 
contributes to the arthritic profile observed. The role 
of the macrophage is demonstrated through selective 
depletion with intra-articular clodronate liposomes to 
deplete synovial macrophages. No subsequent signs of 
disease are seen, confirmed by the absence of pannus 
formation, cartilage destruction, and bone erosion. 
Neutrophils are another contributing factor in K/BxN 
arthritis and are found in synovial joint spaces and 
fluid within 48 hour of disease induction. The neutro-
phils are involved in both initiation and progression 
of disease as neutropenic mice rendered by treat-
ment with a neutrophil depleting antibody are com-
pletely resistant to disease even when neutrophils are 
depleted up to 5 days after serum transfer. Collectively, 
the aforementioned innate immune mediators and 
inflammatory cells are the source of proinflamma-
tory molecules that orchestrate a complex network 
of occurrences leading to the chronic inflammation 
and joint destruction observed in K/BxN serum trans-
ferred arthritis.

Histopathology

The active K/BxN arthritis is initiated by the deposition 
of fibrin, followed by synovial edema and subsynovial 
cellular infiltration and angiogenesis. Weeks later, an 

294 of glucose-6-phosphate isomerase (GPI) as the 
antigen presented by NOD antigen presenting cells in 
the context of MHC class II molecule I-Ag7 [14]. This 
molecule is also recognized by antibodies generated 
in the murine CIA. It was this ubiquitously expressed 
glycolytic enzyme that was identified as the crucial 
driver for T-lymphocyte initiation and B-lymphocyte 
production of arthritogenic immunoglobulins, which 
lead to disease in the offspring. Early T-lymphocyte 
requirement is determined by the fact that administra-
tion of anti-CD4 neutralizing antibodies prevent dis-
ease but only if given at least 5 days before the onset 
of the disease. Furthermore, KRNxNOD mice without 
B-lymphocytes do not develop arthritis, confirming 
the necessity of this cell type for initiation. Unusually 
it seems this model may be more Th2 than Th1. Though 
not full Th2, the expression of IL-4 rather than IL-12 is 
required for full disease. It should be noted that IL-4 is 
absent from RA synovium.

K/BxN SERUM TRANSFER MODEL

The major problem with the transgenic model has been 
the limited availability of the mice. However, what has 
been most useful is that serum from KRNxNOD off-
spring can transfer disease to a wide panel of inbred-
strains and gene-disrupted mice with the same onset 
of arthritic features being observed in almost 100% of 
mice in a fashion similar to that seen with the transfer 
of arthritis by anti-CII antibodies [8]. Whilst a single 
i.p. injection of antibodies confers a transient arthritis 
related to the level of residual circulating antibodies, 
multiple administrations confer an erosive arthri-
tis similar to that seen in the KRNxNOD mice. The 
standard protocol is to dose i.p. on days 0 and 2. The 
antibodies appear to be of the IgG1 (Th2) subclass, 
with indications that they are closely related and thus 
derived from a narrow range of B cells. Like the pas-
sive CII model, except for the fact that CIA antibod-
ies are of the Th1 IgG2a and IgG2b class, mixtures of 
antibodies derived from serum are required, though 
an arthritis-inducing monoclonal antibody has been 
developed.

This model thus allows in-depth analysis of the 
effector phase of arthritis where T- and B-lymphocytes 
seem to play a less crucial role in the pathophysiol-
ogy; an observation confirmed by injection of purified 
anti-GPI immunoglobulins into RAG–/– mice (absent 
of mature T- and B-lymphocytes) with the same onset 
of arthritic characteristics as K/BxN mice. Thus, the 
arthritogenic anti-GPI immunoglobulins are essential 
for the cascade of events discussed below that ulti-
mately lead to synovitis and joint destruction.

Anti-GPI immune complexes and complement 
protein C3 are found to colocalize on the surface 
of articular joints, a space deficient of complement 
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The use of this model is thus discovering quite dif-
ferent mechanisms to those hitherto seen with the 
other major forms of experimental arthritis, not least 
because of its reliance on a Th2 bias. How these mech-
anisms relate to clinical disease is so far speculative 
and could be very revealing.

Antigen-Induced Arthritis

Originally described in the rabbit using bovine serum 
albumin, this model is now used in the rat [15] and 
more commonly in the mouse. Mice of the H-2b haplo-
type (such as the c57bl/6) are sensitized with an emul-
sion of M.tb. and antigen, methylated bovine serum 
albumin (mBSA), either in the flanks or in the base of 
the tail [16]. Subsequent subcutaneous challenge with 
mBSA induces a classical type-IV delayed type hyper-
sensitivity Jones-Mote reaction, complete with an 
acute IgG2 dependent Arthus stage, with neutrophils, 
followed by the cell-mediated stage characterized by 
the influx of lymphocytes and monocytes.

mBSA challenge in the stifle joint induces a vigorous 
monoarticular arthritis that peaks at around 7 days 
and then wanes. Whilst anti-mBSA IgG2 antibodies are 
induced, susceptibility of animals to i.a. challenge is 
low after serum transfer, but high after T cell transfer. 
It may be that, like CIA and K/BxN, altering the dose, 
the antibody mixture, or the administration schedule 
could reveal an antibody dependent mBSA arthritis. 
In any event, the induction of arthritis is thus T cell 
dependent, in keeping with the type IV hypersensitiv-
ity protocol. There is an early activation of activation 
of macrophages and Th1 and Th2 cell populations over 
the next 6 days. The Th responses differ depending 
on the maturity of the arthritis, with Th2 responses 
in the inguinal draining lymph nodes, and later over-
lapping Th1-like/Th2-like peaks in the spleen. There 
is chronic elevation of synovial IL-1beta mRNA and 
spleen IL-6 mRNA. B cell activation is not considered 
to be involved in the generation of the hypersensitivity 
response of this model. CD4+ cell depletion inhibits 
both the acute reaction, and severity of the chronic 
disease. Antigen-induced arthritis is transferred into 
SCID mice by CD4+ cells and not CD8+ cells.

Sensitization to bovine serum albumin, as opposed 
to mBSA, elicits inflammation but not a chronic ero-
sive form. The specific arthritic reaction induced by 
mBSA is thought to be due to its poly-cationic charged 
nature, which results in its retention within the joint, 
as well as hyaline cartilage, binding to the negatively 
charged elements within [17]. The induction of inflam-
mation, or trypsinisation of cartilage, reduces the bind-
ing of mBSA to the cartilage. When injected into naive 
and immune mice, mBSA is found within the exudate, 
synovial lining cells, hyaline cartilage, menisci, and 
tendons. The joint structures in nonimmune mice are 

intense inflammatory synovitis occurs with hyperplas-
tic synovitis. Evidence of fibrosis appears at this stage, 
with some evidence of lymphocyte aggregates. The fibri-
noid material is present during the chronic phase and 
concomitant with the ingress of neutrophils into the 
joint space. Pannus occurs with degradation of bone 
and juxtaposed cartilage. Months later the joints are 
fibrotic, with no evidence of cartilage, but bone with 
remodeling and chaotic presentation. This affects the 
joints of all limbs except the hip. The sacroiliac joint 
is not involved and the spine sparingly. The histopa-
thology of the passive serum transfer model is less well 
described as the active model, and it is reported the 
features in general are the same as the active arthri-
tis. There is a significant synovial inflammation with 
pannus formation, cartilage erosion accompanied by 
adhesion of granulocytes to the cartilage surface, simi-
lar to that seen with CIA and antigen-induced arthritis 
(Figure 30.3G) is eroded by pannus. There is bone ero-
sion that is dependent on RANKL and cartilage degra-
dation accompanied by a neutrophilic synovial fluid. 
Cartilage distant from the pannus loses proteoglycan 
staining with toluidine blue. One difference between 
the active and passive forms of the disease is that in 
the passive there is heterogeneity in the joints involved. 
Some adjacent joints can have either severe infiltration, 
or no detectable disease.

Usage

Anti-IL-1 receptor antibodies reduce disease, and 
IL-1–/– mice do not respond to serum-induced arthri-
tis. The same occurs for TNFα –/– mice, but disease 
escape can occur in these mice. IL-6 deficiency is 
ineffective. The variability in response with the 
TNFα –/– mice may be environmentally linked, but 
this is solely due to the absence of any convincing 
genetic evidence thus far. In some instances, anti-
TNFα therapy is ineffective in the K/BxN mouse, 
although anti-TNFα is effective in preventing SCID 
mice from the passive transfer of arthritis through 
DBA/1 splenocytes.

The angiogenesis featured in the histological pre-
sentation of the disease indicates that inhibition of the 
potent angiogenesis stimulant, vascular endothelial 
growth factor (VEGF) may be effective. Indeed, anti-
VEGF therapy is effective in reducing, if not abrogat-
ing the erosive disease, as is selective VEGFR1 kinase 
inhibition. Suppression of the alternative VEGFR2 
receptor is effective.

Heme-oxygenase, an enzyme critical for the scav-
enging of reactive-oxygen species, through the syn-
thesis of bilirubin and biliverdin, reduces disease 
if  induced pharmacologically with protoporphy-
rins. In addition, the inhibition of the cell cycle with 
cyclin-D inhibitors is also effective.
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not complement depletion, confirming the T cell depen-
dence of the immune compartment (as opposed to ero-
sive compartment) of the disease. This is characterized 
by fibrin deposition and an influx of neutrophils, over 
and above the previously monocyte dominated pathol-
ogy. 9 days later, the monocytic dominance is restored. 
In addition, re-challenge into the knee around one 
month after primary challenge elicits the formation of 
lymphoid aggregates at 5–9 months similar to those 
found in RA. Many of these possess discrete T and B 
cell zones. Lymphoid structures are dependent on cel-
lular responses to chemokines, and not only are they 
reduced in CCR7 or CXCR5 deficiency, cellular and 
antibody responses are reduced along with the arthri-
tis. CXCR5–/– mice possess reduced erosive disease.

Usage

The pharmacology of this model illustrates the impor-
tance of measuring cartilage erosion in addition to 
inflammation [18]. When dosed therapeutically, indo-
methacin for example inhibits inflammation to a 
greater degree than it does erosion, in fact erosion could 
be considered to be accelerated. Antiinflammatory 
steroids inhibit both, and the first line antirheumatic 
drugs sulphasalazine and methotrexate also inhibit 
erosion and inflammation, as does the historical anti-
rheumatic DMARD, azathioprine. d-penicillamine is 
largely ineffective in this model.

IL-6 knock out mice develop less severe arthri-
tis, with reduced TNFα and IL-1β synthesis and 
Safronin-O staining. sTNFR reduces the inflamma-
tion associated with the chronic phase when admin-
istered on day 6. The suppression of CCRL7 delays 
the inflammation, but has no effect on joint erosion, 
whilst CXCR5 deletion inhibits both, accompanied by 
the reduced formation of ectopic germinal centers.

The relative mechanistic simplicity, and the mono-
articular nature of this model makes it very suitable 
for dissecting mechanisms, especially using trans-
genic mice for effects on the generation of the pure 
Th1 immune response, and the determination of the 
erosive potential of the disease. For example, the ini-
tiation of T cell responses is dependent on antigen 
presenting cell CD80 and CD86, and the inhibition 
of their function by anti-CD80 and anti-CD86 inhib-
its the arthritis. PAR-2–/– mice show reduced Th1 
responses and arthritis. However, K/BxN, zymosan, 
and FCA arthritis do not, these being Th2 and innate 
in immune nature. This shows a selective effect on the 
generation of the Th1 response. Suppressor T cells 
are important in regulating the disease, depletion of 
CD25-expressing cells before the arthritis leads to an 
exacerbation of arthritis, as indicated by reduced joint 
inflammation and erosion. Transfer of CD4+CD25+ 
cells at the time of challenge decreases the severity, 

retained, with mBSA being detectible 28 days later. In 
immune mice, mBSA becomes depleted from these 
structures in areas associated with the advance of the 
granulomatous inflammation, and underlying chon-
drocyte death. IgG deposition within the cartilage is 
seen from the second day of injection, increases to day 
7 and then remains. mBSA is retained chronically in 
the femoral and tibial margins, but becomes depleted 
in proportion to the degree of inflammation.

The reaction is accompanied by fibrin deposi-
tion and synovial lining hyperplasia, and the inflam-
mation is initially neutrophilic. This develops into a 
monocytic and lymphocytic reaction accompanied by 
synovial lining hyperplasia, soft tissue inflammation 
and angiogenesis, infrapatellar fat pad inflammation, 
accompanied by loss of cartilage proteoglycan (stain-
ing for Safronon-O or Toluidine Blue), suppression of 
proteoglycan synthesis, periostitis, and bone erosion. 
The suppression of proteoglycan synthesis is due to 
IL-1, being inhibited by IL-1 receptor antagonist pro-
tein (IRAP), and not anti-TNF nor anti-IL-6. However, 
if mice are boosted with Bordatella pertussis, a more 
chronic reaction is induced which is accompanied by 
a monocytic pannus, fibrosis and the severe erosion of 
joints. Joint erosion is related to the boosted circulat-
ing IgG2 anti-mBSA antibodies. The erosion follows 
immune complex fixation at the cartilage surface and 
is dependent of the presence of macrophages. Patellar 
osteophyte and chondrophyte formation is a feature of 
this model (Figure 30.5).

This model is Th1 dependent, with an accumula-
tion of mBSA-specific IFNγ-secreting T cells. This is in 
keeping with the sensitization protocol for other skin 
hypersensitivity models, and the pattern of anti-mBSA 
IgG reflects this with IgG2b being predominant, and 
IgG1 much less so (IgG2b=IgG3>IgG3=IgM=IgA>>IgG
1). Despite the poor IgG2a response reported by some 
authors for the collagen induced arthritis in C57bl/6 
mice, and this model, circulating IgG2a has been 
reported in antigen-induced arthritis. IgG binds mast 
cells, macrophages, and neutrophils via Fcγ receptors. 
Mice lacking FcγRI and FcγRIII demonstrate equiva-
lent synovitis, but lacking both have reduced synovial 
inflammation. FcγRI is essential for joint destruc-
tion. FcγRII is inhibitory, and its absence exacerbates 
exudative inflammation and cartilage erosion. IL-1 
is expressed in the synovium, and anti-IL-1 inhibits 
reduces the joint swelling, and neutrophil influx after 
4 days, but not earlier. IL-6, and TNF are expressed 
in the acute phase, IL-4 expression being reduced. 
Indeed, anti-IL-4 exacerbates disease.

RA is characterized by phases of disease flare. This 
can be mimicked in the antigen-induced arthritis. 
During the chronic phase, if mBSA is injected intrave-
nously, an exudative flare reaction in the affected joint 
is induced, that is abrogated by T-cell depletion, and 
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IL-2, and IFNγ are elevated, as are IL-4 and IL-10 at 
day 1. The invading pannus is initiated early by day 
3, through cell recruitment. Conversion to the chronic 
phase is associated with a reduction in all cytokines 
expressed in the synovial membrane, except IL-1β. At 
day 14, there is a significant neutrophilic inflamma-
tion and by day 28, both neutrophils and macrophages 
can be seen lining the cartilage, accompanying its 
destruction and severe synovial fibrosis. At day 49, the 
tissue lining the cartilage comprises macrophages and 
fibrocytes. Cartilage loses proteoglycan in the early 
phases, accompanied by MMP in the synovial fluid. 
Osteophyte and chondrophyte formation accompanies 
the erosion of cartilage in the chronic phases, espe-
cially circumscribing the patella (Figure  30.5). The 
reaction is, like the mouse, transferable by activated 
mBSA-specific lymphocytes. Circulating antibodies to 
mBSA are induced, as are antibodies to proteoglycan 
and type-I and type-II collagen. The reaction is inhib-
ited by cyclosporine, steroids, the NSAIDs indometha-
cin, ibuprofen, and the DMARD methotrexate, but not 
by d-penicillamine. However, detailed analysis reveals 
that whilst Piroxicam is antiinflammatory during the 
acute phase, its administration during the chronic 
phase exacerbates the destructive reaction. This 
matches acute data found in other acute arthritidies 
in the rat such as the M.tb. monoarticular arthritis 
(Piroxicam and naproxen, but not diclofenac or tiapro-
fenic acid) [22], and zymosan (all NSAIDs tested), and 
antigen-induced arthritis in the rabbit (indomethacin). 
The size of the rat joint means that the assay of syn-
ovial contents is easier, IL-6 and TNFα for example, 
are raised, and reduced by anti-C5 complement ther-
apy, as is circulating TNFα.

Human: Mouse Ra Synovium  
Xenografts

The severe combined immunodeficient (SCID) mouse 
is used in the field of cancer research to investigate 
human tumors. The immune deficient status of the 
SCID mice can be taken advantage of to graft pieces 
of human rheumatoid synovium and investigate their 
function in vivo without the accompanying problems 
associated with ex vivo organ culture, such as arti-
ficial growth medium, and tissue necrosis through 
poor oxygen perfusion and nutrient diffusion. After 
grafting, the human synovial vasculature anasta-
moses with the mouse via a fibrous capsule and the 
tissue becomes perfused with the host blood [23]. The 
grafts remain stable for over a month and often lon-
ger, before slowly starting to lose their architecture. 
Some grafts appear to recruit murine monocytes or T 
cells over time to a minor degree, whilst others do not. 
Immuno-fluorescence assays of human cell markers 
in the main do not detect human cells in host mouse 

but does not abrogate the disease completely. No 
changes in the systemic mBSA-specific immune 
response occurs, so the effect appears to be synovial 
in nature. In vivo migration studies do show an accu-
mulation of CD4+CD25+ cells into the inflamed joint 
as compared with CD4+CD25- cells. However, Treg 
cells appear unable to affect acute or chronic inflam-
mation once it is established.

The model has been especially useful in investigat-
ing the role of TIMPS and metalloproteinases. The 
inhibition of MMPS is considered an important thera-
peutic goal to prevent the destructive aspects of disease. 
However, their role in the inflammatory process may 
be more important. The deficiency of TIMP-3 (inhibits 
MMPs, aggrecanases, and TNFα converting enzyme) 
exacerbated the acute inflammation and circulating 
TNFα after immunization. Aggrecan mediated carti-
lage destruction appeared unaffected, illustrating its 
importance in the inflammatory process, differentiat-
ing roles in inflammation and destruction. PCR analy-
sis shows that during the acute phase, MMP3 is indeed 
enhanced, but MMPS 8 and 9 do not differ greatly 
from baseline, despite Affychip gene analysis showing 
an enhancement. The direct assay of enzyme activity 
shows that MMP9 (macrophage gelatinase) is greatly 
enhanced during the chronic macrophage dominated 
erosive phase. The neutrophlilic nature of the acute 
disease enables neutrophil selective therapies to be 
investigated, such as leukotriene B4 synthesis inhibi-
tion, or CXCR1 and CXCR2.

The role of annexin-1 (formerly lipocortin) in the 
severity of inflammatory arthritis has been demon-
strated using this model. A significant exacerbation 
of arthritis is observed in Anx-1(–/–) mice compared 
with wild-type (WT) mice. This is associated with 
increased mRNA expression of synovial IL-1β, TNFα, 
IL-6, and macrophage migration inhibitory factor. 
Dexamethasone prevents synovitis and bone damage 
in an annexin-1 dependent fashion, as well as reducing 
circulating anti-mBSA IgG. This is since annexin-1–/– 
mice do not respond to dexamethasone treatment.

Rat Antigen-Induced Arthritis

In the rat, a similar reaction can be initiated through 
sensitization to mBSA in FCA. A chronic erosive 
arthritis, like in mice, can be conferred by an mBSA/
FCA boost. The larger stifle joint of the rat enables 
easier measurement of joint inflammation, as well 
as the assay of cartilage components, and bone loss 
[19]. Algesia in the affected joint can also be measured 
through observation [20] as well as using more quanti-
tative paw pressure plate technology.

The acute phase is C5a dependent [20]. On intraar-
ticular challenge cytokine expression is elevated in the 
synovial membrane with hours [21]. IL-1β, IL-6, TNFα, 
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division, and the grafts continue to release human IgM, 
IgG, RF, and ACPAs, and IL6 for example, all of which 
can be detected in the circulating blood. PCNA is asso-
ciated with the proliferating αvβ3 angiogenic blood ves-
sels, and proliferating fibroblasts. CD68 macrophages 

lymphoid organs after implantation. Some report that 
grafts become depleted of T-lymphocytes, which could 
indicate turnover of T cells in the diseased tissue, and 
others that CD3 cells remain after engraftment. At 4 
weeks cells still express Ki-67 or PCNA, markers of cell 

Rat antigen induced arthritis
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Figure 30.5.  Rat antigen-induced arthritis. Rats were sensitized with methylated bovine 
serum albumin in an emulsion with Freund’s complete adjuvant at the base of the tail and 
challenged into one knee with mBSA two weeks later. Graph: The importance of establish-
ing the sensitization dose of an antigen. As the dose is raised, the degradation of patellar 
cartilage proteoglycan matrix (GAG) is increased. As the dose is increased further, tolerance 
is induced and challenge no longer has a destructive effect on the cartilage. (A) Patellar 
bone erosion in a 4 day antigen arthritis joint, note the bone resorption in the affected joint 
compared to the contralateral control (upper bone). (B) A representative rat treated with 
leflunomide (control lower bone), and (C) cyclosporine (control upper bone). (D) The chronic 
fibrotic phase of antigen-induced arthritis the bone recovers with chondrophyte and osteo-
phyte formation, day 55. (control lower bone)
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Adhesion Molecule expression changes over time. 
VCAM-1 and E-Selectin expression decreases with 
time, whilst ICAM-1 is maintained. The injection of 
TNFα (1000U) into the graft significantly upregulates 
ICAM-1, and this is accompanied by an anti-ICAM-1 
inhibitable enhancement of human mononuclear cell 
recruitment into the grafts after i.v. infusion. This 
effect is seen both with IL-1 and TNF. E-Selectin and 
VCAM-1 are unaffected. Increasing the dose of TNFα 
to 2000U, and giving IL-1β as opposed to IL-1α, can 
result in a heightened expression of E-selectin in addi-
tion to VCAM-1 and ICAM-1, but not MHC-II. The rar-
ity of RA synovial biopsies means that detailed dose 
response curves are a luxury, so differential concen-
tration dependent expression profiles are difficult to 
justify. However, it is tempting to speculate that adhe-
sion molecule expression profiles may vary according 
to the concentration of TNFα. The antiinflammatory 
cytokine IL-10 reduces ICAM-1 expression, and its 
partner IL-4 a mild increase in ICAM-1. IL-10 and 
IL-4 reduce human peripheral blood mononuclear 
cell recruitment by the grafts. These are significant 
observations, establishing the importance of ICAM-1 
in the recruitment of mononuclear cells into human 
RA synovium.

This system can thus be used to assess the efficacy 
of human specific biologics. One endpoint can be tis-
sue size, anti-human IL-6 receptor antibodies reduce 
graft size by half, whilst Auranofin (an oral disease 

start with a concentration at the synovial lining layer, 
which becomes less demarcated and distribution more 
diffuse. CD3 cells can congregate around blood ves-
sels. Fibroblasts become denser with time, and the 
tissue become more densely packed and organized, 
unlike the looser less organized tissue at implantation. 
Engrafted pannus at four weeks contains cells express-
ing a variety of markers such as those indicating helper 
cells (CD4), fewer T-suppressor cells (CD8 subsets), and 
B cells (CD20). B-cell aggregates although smaller and 
less organized have also been demonstrated up to 4 
weeks post-transplantation. Cytokines, IL-6 and TNFα 
for example, are synthesized though IL-6 synthesis 
can wane unless stimulated by a further stimulus or 
recruitment of T cells. Enzymes indicating the graft’s 
potential to degrade bone and cartilage, such as tar-
trate-resistant acid phosphatise (TRAP) positive cells 
(osteoclasts), and matrix metalloproteinases (MMPs) 
including MMP1, 3, and 9 are also expressed. T/B 
cell segregation has also been demonstrated within 
rheumatoid lymphoid aggregates, with CD4+ T cells 
predominantly surrounding the B-cell aggregate and 
CD8+ T cells located mainly within the perifollicular 
area. The macrophage marker CD68 is seen scattered 
widely through the tissues. MMP1 expressing cells 
appear to be at the margins, and MMP9 more evenly 
distributed, but more expressed in pannus tissue. It 
should be noted that synovial biopsies can be differen-
tiated into those obtained from the synovial villus, and 
those from pannus juxtaposed to cartilage, and may 
have different characteristics.

Usage

The model can be used in a variety of ways (see 
Table  30.9). Not only drugs but also human-specific 
biologics can be assessed on these tissues, without 
heed to species cross-reactivity.

Once the vascular anastamoses are established (3 
weeks) human lymphocytes can be injected intrave-
nous. and their accumulation within the graft assessed 
either through labeling with a tracer (e.g., technetium, 
indium) or via histology using human-specific cell mark-
ers, with assessment at a variety of times after infusion 
from hours to several days. Isolated blood lymphocytes, 
monocytes, or T cells can be studied, and U937 cells, 
a human myeloid precursor cell line, can also be used 
[24]. Care should be taken if specific RA tissue homing 
is being investigated, since it can be shown that human 
cells can traffic to other inflammatory tissues as well, 
showing certain systems are a general feature of the 
tissue inflammatory state. To control for cell traffick-
ing under noninflamed conditions, human skin can be 
transplanted as a control in the same mice. Effective 
treatments preventing cell recruitment include anti-
CD11a (ICAM-1), and αEβ7 (E-cadherin).

Table 30.9. T he use of the Human: SCID (hu/SCID) 
mouse rheumatoid synovium xenograft
model

Determination of key molecular mediators initiating and  
  maintaining rheumatoid synovitis 
Mechanism determination and manipulation of (auto) 
  antibody production within synovial tissue

Human lymphocyte migration into the graft: adhesion 
molecules, chemokines

Human lymphocyte subsets, cloned, or transgenic cell 
function

Erosive capacity and mechanisms

Human cytokine and chemokine synthesis and actions

Human rheumatoid gene expression under resting and 
investigational conditions

Assessment of synovial effects of human specie-specific 
biologics

Determination of the translational utility of experimental 
therapeutics in a human in vivo system

Comparisons between OA, RA, and other human inflam-
matory conditions

Drug delivery to human RA synovium

Determination of synovium-specific markers using in vivo 
phage display
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recruitment, and support local autoantibody produc-
tion [25]. SCID mice transplanted with aggregate RA 
synovial tissue expressing activation induced cyti-
dine deaminase (AID), the enzyme required for the 
production of class switched high affinity antibodies 
and CD21Long isoform (a specific marker of follicular 
dendritic cells) are critically associated with the detec-
tion of human anti-CCP antibodies within mouse sera. 
This association demonstrates for the first time that 
disease specific autoantibodies are actively manufac-
tured at the primary site of inflammation, the synovial 
membrane and furthermore that manufacture occurs 
within synovial tissue containing functional B-cell 
aggregates.

The active angiogenesis within the grafts enables 
research into this area. The grafts express vascular 
endothelial growth factor (VEGF) and angiopoitein-1, 
both potent angiogenic factors. The administration of 
antiangiogenic factors, such as endostatin and TNP-
470 (aka AGM-1470), reduce blood vessel density, and 
the retention of inflammatory cell infiltrates. Cell 
apoptosis is also induced within the grafts.

Prospective mining of novel targets in the synovial 
structures is also enabled through this model. This 
is exemplified by the screening of bacteriophage for 
adhesion to synovial structures in vivo in the trans-
planted mice. This approach has resulted in the identi-
fication of novel and site-specific molecular structures 
within RA synovium that can be selectively ligated by 
novel peptides, and have the potential for drug target-
ing. Genetic manipulation of cells derived from RA 
synovial can be investigated, one such example are RA 
synovial fibroblasts, whereby manipulation of MMP, 
cytokine, cell signaling pathway, expression has been 
manipulated to provide detailed knowledge of the 
function of these cells in cartilage erosion in vivo.

Other Models

There are a large variety of other models of inflamma-
tory arthritis that have been used to dissect immune 
and erosive processes within joints. A wide variety of 
inflammatory substances and cytokines can be admin-
istered intraarticularly. In general inflammation can 
be associated with the acute loss of cartilage proteogly-
cans, followed by their recovery. The injection of strep-
tococcal cell wall (SCW) into the ankle joint in rats 
is one such model [26], or knee joints in mice. In the 
rat, this develops an intraarticular inflammation that 
is not overtly erosive, but in the mice cartilage erosion 
occurs when given repeatedly [27]. This acute arthritis 
is susceptible to anti-TNF therapy, namely Etanercept. 
An interesting observation is that this dependence on 
TNF is converted to a Th17 dependence when flares are 
induced by repeated intraarticular injection of SCW. 
An alternative i.a. model, heat killed mycobacterium 

modifying anti-rheumatic drug) treatment does not. 
Anti-IL-6 reduces inflammatory cell involvement, and 
the grafts are replaced by fibrous and adipose tissue. 
MMP1 and MMP9 expression is markedly reduced. 
This would indicate that the erosive potential of the 
tissues would be reduced. The erosiveness of the RA 
synovium can be assessed either by the determination 
of metalloproteinase expression or by implantating the 
grafts in juxtaposition with cartilage, or other matrices 
such as dentine. Synoviocytes can be seen to adhere 
and erode into the matrices. In the case of human car-
tilage co-implants, tissue can be seen to burrow into 
the matrix creating furrows and tunnels. The implants 
can be graded according to their erosive capacity, and 
will depend on the donor tissues. Normal donor tissue 
is not erosive. The cell types associated with this ero-
sion appears to be fibroblastic (type B synoviocytes), 
with some macrophages (type A) with little contri-
bution by lymphocytes. The administration of TNFα 
accelerates erosion, whilst IL-10 and IL-4 reduce it.

Selective depletion and reconstitution experiments 
have also provided very useful information. The deple-
tion of T cells with anti-CD2 for example results in not 
only an almost total suppression of TNFα, IL-1β, IFNγ, 
and IL-15 mRNA expression, but also the expression of 
MMPs. In addition to this, CD68 staining cells also dis-
appear. The administration of autologous CD4 T cells 
restores TNFα synthesis, stimulates IFNγ synthesis 
and maintains CD68 cells. IFNγ will replace the role 
of CD4 T cells in anti-CD2 treated mice. Noncytotoxic 
CD8 suppressor T-cells (lacking CD40L, the cytotoxic 
molecules perforin and Granzyme-A) derived from 
autologous RA synovial have the opposite effect. These 
cells are seen closely associated with lymphoid aggre-
gates and their selective depletion results in disaggre-
gation of the ectopic germinal centers, an inability to 
retain dendritic cells, and reduced IgG synthesis by 
the grafts. The depletion of B cells from synovial tis-
sues containing B-cell aggregates, results in dissocia-
tion of the aggregates, loss of CD4 T-cells, and reduced 
inflammatory cells, IFNγ and IL-1B. Micro-dissection 
of follicle derived CD4 cells followed by expansion 
and injection stimulates graft IFNγ, TNFα, and IL-1β 
synthesis.

This also enables the investigation of disease sub-
sets, with HLA-DRB1 matched cells and tissues being 
required for responses, and mismatched combina-
tions are unresponsive. Comparison between follicle-
containing grafts, and nonfollicle grafts show that 
nonfollicle-bearing grafts do not respond to CD4 cells 
from follicle bearing samples.

The capacity of this model to operate independently 
of new inflammatory cell influx has also allowed the 
recent demonstration that ectopic germinal centre 
like structures within RA synovial tissue are indepen-
dently functional, need not rely on continual cellular 
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being the most severe. The arthritic capacity of the 
injected oil disperses rapidly (within 15 minutes) of 
injection, and the oils disseminate rapidly, with spe-
cific concentration in the lymph nodes. This leads to 
an acute phase reaction, synovial hyperplasia, and 
cytokine expression. Disease develops at around 9 
days, with pristane-induced arthritis being a relaps-
ing form. Anti-αβTCR prevents and abrogates disease, 
indicating TCR dependency. In the absence of any iden-
tifiable auto-antigens, it has been hypothesized that 
mineral oil distorts the T-cell populations such that 
self-reactive T cells predominate. Joints are immune 
privileged, and exposure of novel auto-antigens may 
induce a joint selective response. Genetic studies have 
identified a negative association with Rt1n and RT1h, 
that is, these haplotypes suppress or abrogate disease, 
but there are several quantitative trait loci involved in 
susceptibility and severity, but the evidence of MHC 
dependency has been thwarted until recently by the 
lack of an identifiable antigen.

Epitope screening of common RA associated auto-
antigens in pristane-induced arthritis identified het-
erogeneous nuclear ribonucleoprotein A2 (hnRNP-A2) 
[31]. IgG and IgM to are raised a week before disease 
onset, and sustained during the acute phase of the 
arthritis. CD4+ cells from spleens react to this protein 
with IFNg synthesis, and not IL-4, indicating a Th1 
response, and hnRNP-A2 over expressed in pristane 
treated rats prior to arthritis expression. It may be pos-
sible then other mineral oil models may include either 
this or other antigens as yet to be discovered.

Summary

A synthesis of the mechanisms that can induce arthri-
tis in rodents highlights that a cohort of the major 
mechanisms of the innate and adaptive immune 
responses are involved in the generation of erosive 
inflammatory disease. It also follows that these also 
are involved rheumatoid arthritis. However, none of 
the models alone accurately reproduce the human 
condition. Some, like the monoarticular models, are 
not intended to do so, but are intended to investigate 
different molecular and cellular arms of the immune 
system as applied to the arthritic response. It is clear 
that the MHC, T cells, autoantibodies, B cells, antigen-
presenting cells, fibroblasts, cytokines, and the innate 
system are all involved, and can separately be manipu-
lated to modify arthritis. An overarching hypothesis as 
to whether each of the multiple systems plays a greater 
or more central role than the other in human disease 
has yet to be reached. The advantage of the animal 
models has been that they can be investigated from 
the point of induction, whilst human RA has histori-
cally presented as a chronic disease. The difficulty in 
finding a single RA auto-antigen probably reflects this, 

tuberculosis, a granulomatous reaction is initiated 
that induces proteoglycan loss in rats. This is inhibited 
by DMARDs, such as methotrexate, azathioprine, and 
cyclophosphamide, but exacerbated by some NSAIDs. 
Zymosan induces an acute monoarthritis, and again 
NSAIDs may exacerbate the loss of proteoglycan whilst 
reducing the inflammation. Interleukin-1 in a variety 
of species induces a mild inflammation, and acute pro-
teoglycan loss. Unlike those models described previ-
ously in this chapter, these acute arthritides are not 
notable for their destructive capacity.

A systemic polyarthritis can be induced in female 
Lewis rats by SCW given intraperitoneally. F344 rats 
are not susceptible, even though they have the same 
haplotype as the Lewis. This has been taken to infer 
MHC independence of the disease; however, it appears 
that F344 rats are tolerized to the SCW bacterial anti-
gens through their gut flora since germ-free animals 
are susceptible to the disease [28]. In addition, resis-
tance to disease can be transferred by F344 haemato-
peitic cells to irradiated Lewis rats, and vice versa 
susceptibility is T-suppressor cells are important for 
the lack of F344 responsiveness [29]. There is, unusu-
ally for a polyarthritis model, an acute phase peaking 
at 3 days, followed by a chronic erosive phase from day 
10 to 28. Erosion is associated with the development 
of a pannus, and erosion of bone by multinucleate 
cells, namely osteoclasts. The primary phase is not T 
cell dependent, but the secondary phase is, these cells 
recognizing SCW antigens as well as HSP65. Spleen 
cell transferable tolerance induced by HSP65 pre-
vents disease induction. IL-12 is an important factor 
in the development of the primary phase, preparing 
the chronic Th1 dependent arthritis. Anti-SCW anti-
bodies are minimal and not involved in the disease. 
Splenectomy prevents the secondary phase. Whilst the 
least severe of the polyarthritis models, it responds 
to methotrexate, and is used primarily for revealing 
mechanisms in disease flares. In the c57bl/6 mouse, a 
chronic arthritis is induced after i.p. injection of SCW. 
Flares induced by lipopolysaccharide or gut flora prod-
ucts, may indicate a role of these in flares associated 
with RA. The chronic phase is resistant to anti-TNF 
therapy, and cartilage proteoglycan loss is IL-1 depen-
dent. It has a pharmacology similar to that of RA.

Another series of polyarthritides are induced by 
mineral oils, such as squalene, avridine, and pris-
tane [30]. There is a syndrome in man of mineral oil 
induced arthritis. Freund’s incomplete adjuvant, that 
is Freund’s complete adjuvant without the heat killed 
mycobacterium tuberculosis, whilst it does not induce 
arthritis in Lewis rats, does do so in DA (Dark Agouti) 
rats. There is thus a different mechanism operating 
between the two. These models are T cell transfer-
able, are dependent on antigen-presenting cells, and 
are erosive with pristane-induced arthritis in DA rats 
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antagonist against antigen-induced monarticular arthri-
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21.		Pohlers, D., Siegling, A., Buchner, E., et al. 2005. 
Expression of cytokine mRNA and protein in joints 
and lymphoid organs during the course of rat antigen-
induced arthritis. Arthritis Res Ther 7:R445–R457.
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intra-articular inflammation, cartilage matrix and bone 
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12(5–6):551–567.
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the temporal distance from the point of induction with 
concomitant epitope spreading providing a confused 
picture. The realization of the importance of early and 
aggressive treatment of RA has lent some credence to 
the lessons that animal models have been showing, 
and the availability of early RA clinics to researchers 
is revealing much more than has been gleaned from 
the mature disease resulting from years of DMARD 
therapy.

Each of the key processes of immunity can be found 
in RA, however, it is the erosive nature of the disease 
that as yet is not in whole explained by disease model-
ing. The major differences within the arthritis models 
are between the rat and the mouse. The murine sys-
tems have a high involvement of the antibody as well as 
the T-cell-dependent responses, whilst in the rat, apart 
from the collagen arthritis, antibodies play a lesser 
role. The most significant advance is the huSCID xeno-
transplant model, which provides a unique bridge to 
human disease in a wide variety of ways (Table 30.9). 
No model is in itself correct. Experience shows that 
those research programs that utilize more than one 
model of arthritis are more successful in translating 
novel therapeutics into the rheumatoid arthritis clinic. 
Rather than being the fact that positive data from two 
or more systems is more likely to lead to more relevant 
data, it may reflect a more diligent approach to the 
problem.

References

	 1.	Cope, A.P. 2008. T cells in rheumatoid arthritis. Arthritis 
Res Ther 10(Suppl 1):S1.

	 2.	Silverman, G.J., and Boyle, D.L. 2008. Understanding 
the mechanistic basis in rheumatoid arthritis for clini-
cal response to anti-CD20 therapy: the B-cell roadblock 
hypothesis. Immunol Rev 223:175–185.

	 3.	Moissec, P. 2008. Dynamic interactions between T cells 
and dendritic cells and their derived cytokines/chemok-
ines in the rheumatoid synovium. Arthritis Res Ther 
10(Suppl 1):S2.

	 4.	Brennan, F.M., and McInnes, I.B. 2008. Evidence that 
cytokines play a role in rheumatoid arthritis. J Clin Invest 
118:3533–3546.

	 5.	Trentham, D.E., Townes, A.S., and Kang, A.H. 1977. 
Autoimmunity to type II collagen an experimental model 
of arthritis. J Exp Med 146(3):857–868.

	 6.	Luross, J.A., and Williams, N.A. 2001. The genetic and 
immunopathological processes underlying collagen-
induced arthritis. Immunology 103(4):407–416.

	 7.	Holmdahl, R.H., Bockermann, R., Backlund, J., and 
Yamada, H. 2002. The molecular pathogenesis of colla-
gen-induced arthritis in mice – a model for rheumatoid 
arthritis. Ageing Res Rev 1:135–147.

	 8.	Nandakumar, K.S., and Holmdahl, R. 2006. Antibody-
induced arthritis:  disease mechanisms and genes 
involved at the effector phase of arthritis. Arthritis Res 
Ther 8:223.

	 9.	Yanaba, K., Hamaguchi, Y., Venturi, G.M., Steeber, 
D.A., St. Clair, E.W., and Tedder, T.F. 2007. B cell deple-
tion delays collagen-induced arthritis in mice: arthritis 



H.B. Patel, et al.412

Henderson, B., Edwards, J.C.W., and Pettipher, E.R. (eds.) 
1995. Mechanisms and Models in Rheumatoid Arthritis. 
London: Academic Press.

Joosten, L.A.B., and van den Berg, W. 2006. Murine colla-
gen-induced arthritis. In: In Vivo Models of Inflammation. 
Progress in Inflammation Research. Parnham, M.J. (ed.), 
2nd Ed., Vol 1, pp. 1–34. Basel: Birkhauser.

Kannan, K., Ortmann, R.A., and Kimpel, D. 2005. Animal 
Models of rheumatoid arthritis and their relevance to 
human disease. Pathophysiology 12:167–181.

Paska, W., McDonald, K.J., and Crofy, M. 1986. Studies on 
type-II collagen induced arthritis in mice. Inflamm Res 
18:413–420.

Rioja, I., Bush, K.A., Buckton, J.B., Dickson, M.C., and Life, 
P.F. 2004. Joint cytokine quantification in two rodent 
arthritis models:  kinetics of expression, correlation of 
mRNA and protein levels and response to prednisolone 
treatment. Clin Exp Immunol 137:65–73.

Schett, G., Stach, C., Zwerina, J., Voll, R., and Manger, B. 2008. 
How do anti-rheumatic drugs protect joints from damage 
in rheumatoid arthritis. Arthritis Rheum 58:2936–2948.

Seed, M.P. 2009. Development of disease-modifying treat-
ments for rheumatoid arthritis. Pharm J 282:191–192.

Seed, M.P., and Walsh, D. (eds.) Angiogenesis in 
Inflammation:  Mechanisms and Clinical Correlates. 
Progress in Inflammation Research. Basel: Birkhauser.

Stevenson, C.S., Marshall, L.A., and Morgan, D.W. (Eds.) 
2006. In Vivo Models of Inflammation, 2nd Ed., Vol 1. 
Progress in Inflammation Research. Basel: Birkhauser.

Stevenson, C.S., Marshall, L.A., and Morgan, D.W. (Eds.) 
2006. In Vivo Models of Inflammation, Vol 2. Progress in 
Inflammation Research. Basel: Birkhauser.

Tak, P-P. (Ed.) 2009. New Therapeutic Targets in 
Rheumatoid Arthritis. Progress in Inflammation Research. 
Basel: Birkhauser.

Van den Berg, W.B., and Miossec, P. (Eds.) 2004. Cytokines 
and Joint Injury. Progress in Inflammation Research. 
Basel: Birkhauser.

Van den Berg, W., van Lent, P.L., Joosten, L.A., Abdollahi-
Roodsaz, S., and Koenders, M.I. 2007. Amplifying ele-
ments of arthritis and joint destruction. Ann Rheum Dis 
666(s3):iii45–iii48.

Wooley, P. 1991. Animal models of arthritis. Curr Opin 
Rheumatol 3:407–420.

Wooley, P. 2008. Immunotherapy in collagen-induced arthri-
tis: past, present, and future. Am J Med Sci. 327:217–226.

26.		Schopf, L., Anderson, K., and Jaffe, B.D. 2006. Rat mod-
els of arthritis:  similarities, differences, advantages 
and disadvantages in the identification of novel thera-
peutics. In: In vivo Models of Inflammation. Progress in 
Inflammation Research. Parnham, M.J. (ed.), 2nd Ed., 
Vol 1., pp. 1–34. Basel: Birkhauser.

27.		Koenders, M.I., Kolls, J.K., Oppers-Walgreen, B., 
et  al. 2005. Interleukin-17 receptor deficiency results 
in impaired synovial expression of interleukin-1 and 
matrix metalloproteinases 3, 9, and 13 and prevents 
cartilage destruction during chronic reactivated strep-
tococcal cell wall-induced arthritis. Arthritis Rheum 
52:3239–3247.

28.		van den Broek, M.F. 1989. Streptococcal cell wall-induced 
polyarthritis in the rat. Mechanisms for chronicity and 
regulation of susceptibility. APMIS 97:861–878.

29.		van Bruggen, M.C., van den Broek, M.F., and van den 
Berg, W.B. 1991. Streptococcal cell wall-induced 
arthritis and adjuvant arthritis in F344  – Lewis and 
in Lewis – F344 bone marrow chimeras. Cell Immunol 
136(2):278–290.

30.		Holmdahl, R., Lorentzen, J.C., Lu, S., et al. 2001. 
Arthritis induced in rats with non-immunogenic adju-
vants as models for rheumatoid arthritis. Immunol Rev 
184:184–202.

31.		Hoffmann, M.H., Tuncel, J., Skriner, K., et al. 2007. 
The rheumatoid arthritis-associated autoantigen 
hnRNP-A2 (RA33) is a major stimulator of autoimmu-
nity in rats with pristane-induced arthritis. J Immunol 
179:7568–7576.

Suggested Readings

Andersson, A.K., Li, C., and Brennan, F.M. 2008. Recent 
developments in the immunobiology of rheumatoid 
arthritis. Arthritis Res Ther 10(2):204. Epub March 14, 
2008.

Asquith, D.L., Miller, A.M., McInnes, I.B., and Liew, F.Y. 2009. 
Animal models of rheumatoid arthritis. Eur J Immunol. 
39(8):2040–2044.

Billingham, M.E.J. 1983. Models of arthritis and the search 
for anti-arthritic drugs. Pharmacol Ther 21:389–428.

Hegen, M., Keith, J.C., Mary, C., and Nickerson-Nutter, C. 
2008. Utility of animal models for identification of potential 
therapeutics for Rheumatoid Arthritis. Ann Rheum Dis 
67:1505–1515.



413

	 31

the eye contains highly developed circuits to control 
inflammation, maintain host defense, and promote 
ordered and rapid wound healing, as loss of sight is 
a powerful negative selecting force. The immune 
response in the eye, even though it shares many fea-
tures with immunity in other tissues, is atypical. The 
eye like other tissues that are extremely vulnerable to 
inflammation-induced tissue injury, such as the brain, 
pregnant uterus, and testes, or tissues that are chroni-
cally challenged with excessive irritants or pathogens 
such as the oral cavity have developed multiple adapta-
tions to minimize collateral tissue injury by restrain-
ing immune and inflammatory responses [2,5,8–10].

Pioneering and seminal work by Streilein and col-
leagues [2,5,8,11] has demonstrated that these atypical 
immune/inflammatory responses are not due to immu-
nological ignorance but are highly evolved and con-
served adaptations that lead to privileged immune and 
repair responses in selected tissue, such as the anterior 
chamber of the eye. A striking feature of the eye is the 
presence of avascular transparent tissues, namely the 
cornea and lens, and its unique status as an immune-
privileged site that accepts, sometimes indefinitely, 
allogeneic grafts without immune rejections. This 
highly adapted immune response has been extensively 
studied in the cornea and termed anterior chamber–
associated immune deviation (ACAID). It involves 
complex regulatory circuits that connect the eye, thy-
mus, spleen, and sympathetic nervous system [2,5,12]. 
A body of work has developed, over a 30-year period, 
elegant eye models to study inflammatory/immune 
responses, wound healing, heme-angiogenesis, and 
lymph-angiogenesis [13–22]. As in most tissues, execu-
tion of these fundamental and self-resolving processes 
in the eye are tightly regulated by interdependent 
circuits that release or generate specific and temporally 
defined arrays of mediators. Formation or bioactions 
of distinct classes of these mediators have been 
studied in animal models of ocular inflammation, and 

Introduction

The eye is one of the primary sense organs. This unique 
organ is composed of highly specialized tissues:  an 
outgrowth of the central nervous system, the retina, 
on the posterior end and a highly modified transpar-
ent skin, the cornea, on the anterior end (Figure 31.1). 
In the simplest terms, the primary function of the eye 
is to convert light energy into nerve action potentials. 
This essential and evolutionarily conserved function 
directly depends on maintaining (1) the refractive 
properties of the cornea, lens, aqueous humor, and 
vitreous humor; (2) formation and reabsorption of 
fluids that keep intraocular pressure in the fluid-filled 
eyeball constant; and (3) the function of retinal neu-
rons. The eye, as an organ that faces the external envi-
ronment, provides a unique opportunity to directly 
access highly specialized and diverse tissues such as 
the immune-privileged avascular cornea and the con-
junctiva, a mucosal tissue that directs host defense 
and immune response of the ocular surface. Moreover, 
since light has to pass through the eye, physiological 
processes and cells in the anterior (cornea), interior 
(lens, uvea), and posterior (neural and vascular retinal 
layers) tissues of the eye (Figure 31.1) can be studied by 
noninvasive procedures in animals and humans [1–7].

The visual axis is a delicate sensory organ that 
has to maintain an avascular and transparent state 
in order to preserve ocular function. Hence, in the 
eye, especially in the cornea and retina, the threat 
of inflammation is incompatible with good vision. 
However, it acutely straddles inflammatory and immu-
nogenic threats as the ocular surface is continuously 
exposed to sheering stress of eyelid motion and pro-
longed periods of hypoxia associated with sleep and 
environmental pathogens and irritants; the retina is 
vulnerable to blood-borne pathogens, oxidative stress, 
and inflammatory mediators, even though it is isolated 
by a well-developed blood tissue barrier. Therefore, 
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these include (1) protein mediators such as cytokine/
chemokines, growth factors, and angiogenic factors 
[21,23–28]; (2) lipid autacoids such as eicosanoids, 
docosanoids, and platelet-activating factors [17,29–34]; 
(3) adhesion molecules such as selectins and integrins 
[23,35–40]; (4) Toll receptors [41,42]; and (5) comple-
ment [43]. Temporal and localized formation of these 
chemical mediators initiates mobilization and regu-
lates activation of effector cells of ocular inflamma-
tion, such as neutrophils (PMN), macrophages, mast 
cells, and lymphocytes, and orchestrates the eventual 
resolution of the inflammatory event. Several animal 
species have been utilized as models to gain insights 
into the pathogenesis and molecular mechanisms of 
ocular inflammatory diseases. Owing to the inher-
ent complexity of inflammatory/reparative responses 
and the fact that in vivo models mimic clinical fea-
tures of ocular inflammatory diseases, animal models 
have provided fundamental advances in the discovery 
and validation of novel therapeutic targets. Owing to 
sequencing of the mouse genome and genetic engineer-
ing, which allows the targeted deletion or insertion of 
genes, mice have become a favorite model to elucidate 
and establish the role of specific receptors, chemi-
cal mediators, adhesion molecules, and enzymes in 
the inflammatory, immune, and reparative response 
(Tables 31.1 and 31.2).

CORNEA

The cornea (Figure 31.1) is the transparent and avas-
cular anterior tissue of the eye [3,6,7]. It is a relatively 
simple tissue, principally composed of five to six lay-
ers of epithelial cells that, as in all mucosal tissues, 
forms a critical barrier to the external environment 

and together with the tear film maintains the optical 
properties of the cornea. The epithelium of the cor-
nea is continuous with the epithelium of the adjacent 
conjunctiva, a vascularized and lymphatic mucosal 
tissue that is critical to the ocular immune response 
and an important source of tear mucin. The anatomi-
cal characteristics of the cornea are largely due to the 
collagen-rich stroma, which accounts for 90% of the 
cornea and contains keratocytes (corneal fibroblasts) 
and nerve fibers. The cornea is one of the most inner-
vated tissues containing 300–400 times higher den-
sity of nerve endings than the skin. A single layer of 
endothelial cells at the posterior surface of the cornea, 
which faces the aqueous humor of the eye, dynami-
cally regulates water content of the cornea. In humans 
and primates, these corneal endothelial cells do not 
proliferate; hence loss of corneal endothelial cells is 
irreversible. Even though the cornea is avascular, 
blood constituents are essential for corneal metabo-
lism, inflammatory responses, and wound healing. 
The cornea is bordered by the limbus region, which 
contains the corneal epithelial stem cells and a vas-
cular arcade that is derived from both the ophthalmic 
and carotid arteries. It is the vasculature of the lim-
bus region that is the primary source of leukocyte for 
the cornea. However, the healthy cornea contains no 
PMN, macrophages, or lymphoid cells. Even though 
recent evidence suggests that a small heterogeneous 
population of langerhans or dendritic cells resides in 
the central cornea [44], especially in mice, most anti-
gen-presenting cells are restricted to the periphery in 
the healthy cornea. Several mouse models of corneal 
inflammation (keratitis) have been developed to study 
leukocyte trafficking, host defense, wound healing, and 
inflammatory neovascularization. These models range 
from tissue injury to infection, which result in acute 
self-resolving or chronic nonresolving inflammatory/
reparative responses. The simple and unique anatomy 
of the cornea has provided opportunities to investigate 
the contribution of resident or recruited effector cells 
to basic inflammatory/reparative responses.

Epithelial Injury Models

A well-established animal model for inducing a mild 
and self-resolving inflammatory/reparative response 
in the cornea is mechanical abrasion, which removes 
epithelial cells from a defined area of the cornea 
[17,36,45–51]. The most common methods employ a 
diamond blade that is used in human refractive sur-
gery or a spinning metal burr device (Figure 31.2) 
that is used to remove foreign objects from human 
corneas. This mechanical abrasion removes the epi-
thelium while leaving the underlying stroma intact, 
thereby creating a reproducible, uniform, and quan-
tifiable epithelial injury. This epithelial injury induces 
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Figure 31.1.  Artist rendition of the human eye (National Eye 
Institute, National Institutes of Health, www.nei.nih.gov).
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a mild inflammatory/reparative response character-
ized by complete wound healing within 4–7 days, no 
neovascularization, and eventual resolution of inflam-
mation (Figure 31.2). The degree of inflammation, 
edema, and leukocyte infiltration correlates directly 
with the size of the epithelial injury. Wound healing is 
monitored and quantified by fluorescein staining of the 
epithelial defect in anesthetized animals (Figure 31.2) 
and immunohistology methods are well developed for 
the cornea. Despite the small size of the tissue, espe-
cially in mice, advanced analytical methods such as 

fluorescence-based kinetic PCR (real-time PCR), mass-
spectrometry–based lipidomics, and cytokine/chemok-
ines arrays have been employed to assess inflammatory 
pathways in the cornea (Figure 31.3).

The epithelial abrasion model addresses multiple 
aspects of acute and self-resolving inflammation and 
wound repair that are relevant to the pathology of cor-
neal injuries such as laceration, abrasion, and refractive 
surgery as well as general mucosal epithelial injuries. 
Genetic knockout mice (Table 31.1) for the adhesion 
molecules CD18, P-selectin, and E-selectin [36,37,51]; 

Table 31.1.  Common strains, genetic knockout, transgenic, or mutant mice that are used as models of corneal 
inflammation

Mouse Engineered gene Inflammation model Effect/phenotype

CD18–/– Adhesion molecule, PMNβ2 
integrin

Keratitis: epithelial injury ↓Wound healing, PMN

P-selectin–/– Adhesion molecule, platelet 
(P-CAM)

Keratitis: epithelial injury ↓Wound healing, PMN

E-selectin–/– Adhesion molecule, endothelial 
cell (E-CAM)

Keratitis: epithelial injury ↓Wound healing, PMN

E- and P-Selectin–/– 
double knockout

Adhesion molecules Keratitis: epithelial injury ↓Wound healing, PMN

12/15-LOX–/– Leukocyte-type 12/15-
lipoxygenase (Alox15)

Keratitis: epithelial injury 
Cornea: neovascularization

↓Wound healing 
  ↑PMN, angiogenesis

HO-2–/– Heme-oxygenase-2 Keratitis: epithelial injury 
Cornea: neovascularization

↑Inflammation, ↓healing 
↑Angiogenesis/inflammation

Lum–/– Proteoglycan lumican Keratitis: stromal wounds 
with infection

↓Wound healing, apoptosis 
↓Inflammation, leukocytes

MRL strain None Keratitis: alkaline burn ↓PMN, inflammation, opacity 
↑Wound healing

BALB/C strain None Keratitis: microbial No corneal perforation

C57/BL6 strain None Keratitis: microbial Corneal perforation

IL-12–/– BL6 strain Cytokine, interleukin-12 Keratitis: microbial ↓IFN-γ, ↑perforation

IL-6–/– BL6 strain Cytokine, interleukin-6 Keratitis: viral ↓Opacity, chemokines

β 2-Microglobulin–/– 
BL6 strain

CD8+ T-cell knockout Keratitis: microbial No perforation 

ICE–/– Caspase 1 knockout Keratitis: microbial ↓Il-1β, PMN

TLR2–/– Toll receptor 2 Keratitis: TLR2 agonist ↓Edema, PMN

TLR9–/– Toll receptor 9 Keratitis: TLR9 agonist ↓Edema, PMN, chemokines

MyD88–/– TLR adaptor protein Keratitis: microbial ↓Edema, PMN, chemokines

C3H/HeJ strain TLR4 point mutation, TLR4 
knockout

Keratitis: microbial ↓Chemokines, PMN, edema

TSP–/– Thrombospondin (1 and/or 2) Cornea: neovascularization ↑Angiogenesis

VEGF-A188/188

 
Vascular endothelial growth 
factor-A, noVEGF-A120 or 
VEGF-A164

Cornea: neovascularization 
 

↓Angiogenesis (heme/lymph)
 

VEGF-A164/164 No VEGF-A120/VEGF-A188 Cornea: neovascularization ↓Angiogenesis (heme/lymph)

NOD strain MRL/
lpr strain MRL/MpJ-
fas+/fas+

Non-obese diabetic mouse 
Lymphoproliferation mutant

Dry eye Chronic infiltration of CD4+ 
lymphocytes into lacrimal 
glands
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to delineate the pathogenesis and sequelae of this 
severe, chemically induced keratitis. These chemi-
cal burns result in pronounced corneal injury that 
destroys the epithelial layer and penetrates the ante-
rior stroma [46,54–57]. Corneal edema and leukocyte 
infiltration are observed within a few hours, and 
neovascularization follows within days. Depending 
on the concentration of the chemical and area that 
is exposed, the injury is mild to severe. A standard 
method is the application of filter paper disks, which 
have been soaked in 0.1–1.0 N sodium hydroxide, to 
the cornea for ~30–60 seconds. In a mild alkali burn 
(0.1–0.25 N NaOH), the epithelium regenerates and 
corneal blood vessels regress generally within 10 days, 
whereas severe alkali burn (1  N sodium hydroxide) 
results in exacerbated and prolonged inflammatory 
responses, marked by massive PMN infiltration by 1 

inflammatory mediator pathways 15-lipoxygenase and 
heme-oxygenase-2 [49,50,52] and proteoglycans such 
as lumican [53]; as well as antibody depletion of PMN 
suggest that inflammatory responses are intimately 
linked to normal wound healing in this model.

References 50 and 51 about epithelial abrasion 
models that employ knockout mice, molecular biology, 
immunohistology, or lipid autacoid analyses as experi-
mental tools.

Chemical Burn

Chemical burns are a severe and common corneal 
injury in humans [7,54]. In order to develop effective 
and safe treatment options, alkali burn of the cor-
nea by sodium hydroxide or chemical cauterization 
by silver nitrate were established as animal models 

Table 31.2.  Common strains, genetic knockout, transgenic or mutant mice that are used as models of uveal 
or retinal inflammation.

Mouse Engineered gene Inflammation model Effect/phenotype

IL-17–/– Interleukin 17 Uveitis: uveoretinitis ↓Autoimmune uveoretinitis

CD4+ STAT3–/– STAT3 (cytokine signaling) 
deletion in CD4+ lymphocyte

Uveitis: uveoretinitis Resistant to autoimmune 
uveoretinitis

Osteopontin–/– Secreted phosphoprotein 1 Uveitis: uveoretinitis ↓Autoimmune uveoretinitis

IFNγ –/– Interferon γ Uveitis: uveoretinitis ↑Autoimmune uveoretinitis

Fyn–/– Tyrosine kinase in lymphocyte 
differentiation

Uveitis: uveoretinitis ↑Autoimmune uveoretinitis

BLT1–/– Leukotriene B4 receptor 1 Uveitis: uveoretinitis ↓Autoimmune uveoretinitis

AIRE–/– Autoimmune regulator Uveitis: uveoretinitis Spontaneous uveoretinitis

MC5r–/– Immunosuppressive peptide 
(melanocortin) receptor

Uveitis: uveoretinitis ↑Autoimmune uveoretinitis

HLA-A29 Major histocompatibility allele 
HLA-A29 transgenic

Uveitis: uveoretinitis Spontaneous uveoretinitis 

BALB/C strain None Uveitis: microbial Minimal anterior uveitis

C57/BL6 strain None Uveitis: microbial Significant anterior uveitis

C3aR–/– C5aR–/– Receptors for complement 
component C3a and C5a

Retinopathy: laser injury ↓Choroidal neovascularization 
↓Leukocyte recruitment

SOD1–/– Superoxide dismutase 1 Retinopathy: age-induced ↑Choroidal neovascularization 
↑Drusen (protein/lipid deposit)

Ccl-2–/– 
Ccl-2r–/–

Chemokine, MCP1  
MCP1 receptor, Ccl-2r

Retinopathy: age-induced ↑Choroidal neovascularization 
↑Drusen (protein/lipid deposit)

CX3CR1–/– CX3C chemokine receptor1 Retinopathy: laser injury ↑Choroidal neovascularization 
↑Microglial cell accumulation

S1p2–/– Sphingosine 1-phosphate 
receptor 2

Retinopathy of prematurity ↓Macrophage, COX-2 
↓Neovascularization

MIP–1α –/– Macrophage inhibitory protein 
(MIP-1α)

Allergic conjunctivitis ↓Mast cell degranulation 
  ↓Edema

IL-12–/– Interleukin-12 Allergic conjunctivitis No immediate hypersensitivity 
reaction

IFNγ –/– Interferon γ Allergic conjunctivitis ↑Conjunctivitis



Ocular Inflammation Models 417

have been utilized to define the response to corneal 
trauma at the genetic level.

Reference 58 discusses alkaline burn–induced injury, 
which uses inbred mouse strains and molecular biology 
approaches to define an intrinsic phenotype of acceler-
ated wound healing and reduced inflammation.

Microbial Keratitis

Inflammation is an essential feature and protective 
response of ocular host defense [6,7]. Models of micro-
bial keratitis have been developed to understand the 
mechanism and dynamics of leukocyte migration and 
the role of inflammatory mediators (e.g., cytokines/
chemokines) and Toll receptors in the ocular response 
to infection [21,23,42,59]. The cornea is highly 
resistant against bacterial and viral infection and sub-
sequent inflammation due to the effective epithelial 
barrier, tear film, and rapid microbial/viral clearance. 
Hence, most keratitis models apply bacteria, viruses, 
or lipopolysaccharide (LPS, endotoxin) topically after 

week and appearance of lymphocytes by 3 weeks. In 
severe alkali burns, neovascularization is persistent, 
and, even though it is rapidly initiated, there is only 
partial wound healing and the critical morphology of 
the cornea is not restored and often associated with 
formation of perforating ulcers.

Exacerbated inflammation is a key feature of the 
pathology of chemical burns and depletion of PMN  
in vivo by treatment with granulocyte-specific GR-1 
antibody greatly improves corneal wound healing in 
mice. The inbred mouse strain MRL has a unique phe-
notype (Table 31.1) of accelerated wound healing in the 
alkali burn model, which is associated with a reduced 
inflammatory response in the cornea, which may pro-
vide insight into the genetic basis of controlled leuko-
cyte activation [58]. Alkali burn, as a model of severe 
corneal injury, has been used to study persistent leu-
kocyte infiltration, inflammatory neovascularization, 
recurrent epithelial erosion, ulceration, edema, and 
failed wound healing. Advanced molecular methods 
such as gene microarrays [56] and real-time PCR [58] 

Epithelium

Abras
ion i

nju
ry

Stroma

Time (days)

Neutrophil infiltration

Wound healing

Days post epithelial removal

PM
N

/C
or

ne
a

40,000

30,000

20,000

0
1

1

100

80

60

Re
-e

p
ith

el
ia

liz
at

io
n 

(%
)

40

20

0
2 3 4

No injury 2 4

10,000

Infiltration of vascular neutrophils

Uninjured Epithelial defect (green stain)

Mouse cornea
epithelial abrasion

24 hours after complete
epithelial abrasion

Figure 31.2.  Epithelial abrasion-induced keratitis. Illustrated is the removal of the corneal epithelium by an Algerbrush in mice. 
Histology (hematoxylin/eosin staining) shows infiltrating PMN in a mouse cornea after epithelial injury. PMN infiltration was quan-
tified by measuring myeloperoxidase activity (a specific marker enzyme for PMN). Epithelial defect was quantified by staining of 
the stroma with fluorescein (green). Total green staining area (epithelial defect) was quantified by image analyses and is a direct 
measure of wound healing in the cornea.
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phenotype, which in Balb/c mice is characterized by 
a milder response with no corneal perforation, while 
infected corneas of C57BL/6 mice perforate. Several 
mice with targeted genetic deletions (knockout mice, 
Table 31.1) have been developed to study the role 
of cytokines (IL-12, IL-6, ICE [IL-1β knockdown], 
β2-microglobulin [CD8 T-cell knockout] [21,59,62]), 
Toll receptors [TLR2, TLR3, C3H/HeJ (TLR4 mutant), 
TLR9 [21,60,61]), and toll-receptor signaling (MyD88 
[60,61]). An elegant method for monitoring in vivo 
trafficking of bone marrow–derived leukocytes [13] 
has been developed. This method uses irradiated 
mice, which have received bone marrow transplants 
from green fluorescent protein transgenic mice (EGFP 
mice) to visualize the dynamic migration and recruit-
ment of the bone marrow–derived leukocytes (fluores-
cent green) in the infected cornea.

Reference 63 discusses the marked differences in 
inflammatory phenotypes of inbred mouse strains in 
response to bacterial infections and Reference 13 dis-
cusses about the unique advantage of the eye to moni-
tor migration of leukocytes in an acute inflammatory 
response.

epithelial abrasion, by direct injection into the stroma 
or by placement of contaminated contact lenses on 
the cornea [13,21,59–62]. Microbial keratitis induces 
a robust innate immune response that is character-
ized by rapid infiltration of PMN, followed by mac-
rophages. Depending on the bacterial load and mouse 
strain, microbial keratitis is associated with scarring, 
persistent PMN, opacity, and corneal perforation. A 
frequent microbial choice for infection with life bac-
teria or sterile infection with LPS is Pseudomonas 
aeruginosa, which causes widespread opportunistic 
infections, notably in the lungs of patients with cys-
tic fibrosis and in the eye due to extended contact lens 
usage [6,21,59].

Two inbred mouse strains (C57/BL6 and Balb/c) pro-
vide an elegant model to investigate the role of T helper 
cells (TH) and pathway-specific cytokines, which are 
associated with directing immune and inflammatory 
responses in microbial keratitis [21,63]. The adaptive 
immune response in Balb/c mice is predominantly a 
humoral (TH2) response, while C57/BL6 mice have a 
predominant cell-mediated (TH1) response. Hence, the 
sequelae of microbial keratitis exhibit a strain-specific 

Protein expression
western blot

Inflammatory markers
cytokine/chemokine arrays

LC/MS/MS-based lipidomics

4 8 12 16
Time (min)

In
te

ns
ity

 (c
p

s)

20

12-HETE

5-HETE

17-HDHA
15-HETE

PD1

PGE2

24

Gene expression
(PCR, real-time PCR, gene array)

Cycles Corneal flat mount
endothelial marker (CD31)

Immunohistology

Experimental endpoints

7 days

Suture

Inflammatory neovascularization

RQ

Figure 31.3.  Suture-induced inflammatory neovascularization. Illustrated is the placement of a central corneal 
suture, which induced inflammatory neovascularization within 7 days in mouse eyes. Several advanced molecular 
analytical and immunohistological methods have been developed to assess inflammatory and angiogenic pathways 
in this model. Shown are mass-spectrometry–based analyses of lipid autacoids (eicosanoids, docosanoids), immu-
nohistochemistry for a specific marker of vascular endothelial cells (CD31), and real-time PCR analyses of genes that 
regulate angiogenesis and inflammation.



Ocular Inflammation Models 419

or inflammation, have been investigated (Table 31.1) 
in thrombospondin (TSP-1–/–, TSP-2–/–, TSP1,2–/– [70]), 
15-lipoxygenase (12/15-LOX–/–), and heme-oxygenase-2 
(HO-2–/– [66]) knockout mice. The function of differ-
ent isoforms of vascular endothelial growth factor-A 
(VEGF-A), has been investigated in VEGF-A164/164 and 
VEGF-A188/188 transgenic mice [68]. VEGF-A is the 
principle angiogenic mediator and therapeutic target 
of VEGF neutralizing antibodies or fusion proteins, 
which bind and neutralize VEGF-A and are a new clin-
ical approach for the treatment of age-related macular 
degeneration and colon cancer.

References 68, 71, and 73 discuss how suture-
induced lymph- and heme-angiogenesis are a quantifi-
able and dynamic model and the role of leukocytes in 
this inflammatory response.

Corneal Transplantation (Penetrating Keratoplasty)

Penetrating keratoplasty, or corneal grafting, is the 
most successful and common tissue transplantation, 
a fact that has been attributed to the immune-privi-
leged environment of the cornea, which, sometimes 
indefinitely, tolerates foreign antigens [7,74]. The cor-
neal allograft, in general, possesses immunological 
privilege; however, this immune privilege is compro-
mised in inflamed or vascularized recipient corneas 
leading to inevitable graft failure due to immune 
rejection. The cornea is an ideal model to study trans-
plant rejection because high-risk transplantation can 
be induced experimentally by activating the immune/
inflammatory system in the recipient cornea tissue 
prior to keratoplasty. The availability of highly inbred 
mouse strains for syngeneic or allogeneic transplanta-
tion have been an important model to define immune 
privilege of normal corneal allografts and genetic 
knockout mice have been important to define the role 
of mediators and pathways that lead to high-risk trans-
plantations [75–79]. A common method for inducing an 
inflamed and immune-compromised recipient cornea 
has been suture-induced inflammatory neovascular-
ization (section “Inflammatory neovascularization,” 
Figure 31.3). On the other hand, epithelial abrasion of 
the graft cornea (section “Epithelial injury models”), 
which protects against immune rejection of the graft, 
has established the immunogenicity of the graft epi-
thelium [76,80–84].

Reference 75 discusses knockout mice and molecular 
biology methods and the role of chemokines in corneal 
transplant immune rejection.

Keratoconjunctivitis Sicca (Dry Eye)

Unstable or deficient tear film leads to a common 
ocular disease called dry eye syndrome or keratocon-
junctivitis sicca. This ocular surface disease is charac-
terized by epithelial defects, and irritation and loss of 

Inflammatory Neovascularization

Formation of blood vessel from existing vessels is 
termed angiogenesis and eventual formation of func-
tional new microvasculature is termed neovasculariza-
tion. This process is a fundamental feature of wound 
healing, chronic inflammation, tumor growth, and a 
protective response to increase blood flow in ischemic 
tissue [6]. The cornea, due to its normal avascular 
state (it lacks blood and lymph vessels), has been used 
as a principle tissue to study angiogenic processes 
and neovascularization [7,64,65]. Corneal injury 
and inflammation, despite numerous mechanisms 
that keep the cornea avascular, can induce a robust 
angiogenic response [66–72]. Heme-angiogenesis and 
lymph-angiogenesis are primarily associated with 
inflammation and leukocyte activation/recruitment 
and are considered protective responses to deliver 
inflammatory or immune effector cells to the avascu-
lar cornea. In several models of corneal inflammation, 
such as microbial keratitis, chemical burn, and cau-
terization, neovascularization is part of the pathogen-
esis but the degree of the angiogenic response depends 
on many parameters that are difficult to control and 
quantify in these experimental models.

Suture-induced corneal neovascularization is 
an established mouse model to delineate molecular 
mechanisms, role of specific cell types, and action of 
chemical mediators in the pathological formation of 
blood vessels (heme-angiogenesis) and lymph vessels 
(lymph-angiogenesis) [66–73]. A large suture is placed 
intrastromally at the center (Figure 31.3) of the cor-
nea, or, for a more uniform response, three sutures 
are spaced equally along a 2-mm diameter around 
the central cornea. Placement of the sutures evokes a 
robust and sustained inflammatory response. Unlike 
in acute ocular inflammatory response, where the ini-
tial influx of PMN is followed by macrophages around 
day 2 and PMN begin to resolve by day 7, in chronic 
suture–induced injury the predominant leukocyte-
type, even 7 days after suture placements, are PMN. 
Neovascularization and lymph-angiogenesis can be 
observed by day 2 but peaks by 7 days, and persists as 
long as the sutures remain in the cornea. Removal of 
the sutures will result in significant regression of blood 
and lymph vessels within weeks and eventual complete 
regression within 4–8 months [73]. Immunohistological 
methods are well developed for the morphomet-
ric analyses of pathogenic heme-angiogenesis and 
lymph-angiogenesis [66–70,73]. In addition, advanced 
molecular analytical methods (Figure 31.3) such as 
mass spectrometry (LC/MS/MS)-based lipidomics, flu-
orescence-based kinetic PCR (QPCR/real-time PCR), 
and chemokines/cytokine arrays have been employed 
to assess the formation of inflammatory and angio-
genic mediators [66]. The important role of resident 
corneal pathways, which inhibit angiogenesis and/
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Uveitis or intraocular inflammation of the eye is a 
recurrent autoimmune disease of the eye with wide-
ranging etiology, which can lead to temporary or 
permanent loss of vision and glaucoma [6,19,20,22]. 
The most common form of uveitis is anterior uveitis 
with inflammation in either the iris or ciliary body. 
These inflammatory disorders are initially acute, mild 
in symptoms, and, in general, last no longer than 3 
months; however, it is the recurrence of acute uveitis 
that can eventually lead to vision loss. The most com-
mon animal models are endotoxin-induced uveitis and 
autoimmune uveitis, which exhibit many of the key 
features of human uveitis, namely dilation of vessels, 
macromolecule leakage, edema, and infiltration of leu-
kocytes and lymphocytes.

Autoimmune Anterior Uveitis

Immunization with soluble bovine retinal extracts, 
uveal melanin or collagen induces organ-specific 
autoimmune disease in a several mammalian spe-
cies, characterized by progressive infiltration of CD4+ 
T lymphocytes of the ciliary body and iris [19,20,22]. 
Even though PMN are present, lymphocytes are the 
predominant inflammatory cells, and regression of 
inflammation is slow. Even after 4 weeks, mononu-
clear cells persist in the iris and ciliary body. The 
degree and extent of uveal inflammation is antigen-
dependent and can induce uveitis, uveoretinitis,  
and/or panuveitis (see section “Uveoretinitis”). Hence, 
not all antigens, especially soluble retinal proteins, 
induce clinical features of the most common form of 
human uveitis (anterior uveitis). Immunization with 
a specific ocular collagen (type I collagen α-chain) 
induces a more localized anterior uveitis and models 
the clinical features of human idiopathic acute ante-
rior uveitis. However, collagen-induced uveitis, unlike 
other experimental autoimmune uveitis, is not asso-
ciated with recurrent flare-up of inflammation, a key 
feature of the human disease, unless the animal is 
reexposed to the antigen [19].

Reference 19 reviews clinical aspects of human ante-
rior uveitis and assesses available animal models of 
immune- and endotoxin-induced anterior uveitis.

Endotoxin-Induced Anterior Uveitis

Endotoxin- or LPS-induced uveitis is a popular model 
of acute and rapidly resolving anterior uveitis, which 
mimics clinical features of Gram-negative bacterial 
infections [19,22,90,91]. Uveitis is induced in rodents, 
rabbits, or guinea pigs by either local or systemic 
injection of LPS. Unlike autoimmune uveitis, which is 
mediated by mononuclear cells, this inflammation is 
characterized by massive infiltration of PMN into the 
ciliary body and iris by 8–12 hours and infiltration of 
the aqueous humor, which peaks by 24 hours. However, 

epithelial barrier function. It most commonly affects 
middle-aged or elderly women and is diagnostic of 
Sjorgen’s syndrome (autoimmune disease of salivary 
and lacrimal glands) [7,85]. Dry eye syndrome is a 
multifactorial disease associated with chronic infiltra-
tion of T helper lymphocytes (CD4+) into the central 
glands for tear film formation (lacrimal glands) and 
ocular surface inflammation.

Animal models have been developed to mimic part 
of the pathology of human dry eye syndrome. Multiple 
approaches [15,16,86–88] have been employed to induce 
experimental dry eye syndrome:  (1) pharmacological 
agents, surgery, or desiccating environmental cham-
bers to disrupt the tear film and induce ocular irrita-
tion; and (2) mutant and transgenic mouse strains that 
develop lacrimal gland inflammation (dacryoadenitis). 
Several mutant and transgenic mice (Table 31.1) such 
as nonobese diabetic mice (NOD), MRL/MpJ-fas+/fas+ 
or MRL/MpJ-faslpr/faslpr, NZB/NZW F1, and IQI/Jic 
mice develop chronic infiltration of CD4+ lymphocytes 
into lacrimal glands [15,89]. However, the phenotype of 
abnormal lymphocytes in these mice is also associated 
with other significant systemic pathologies. Moreover, 
dacryoadenitis or surgical removal of lacrimal glands 
does not necessarily result in ocular surface disease (i.e., 
dry eye syndrome) due to compensatory tear formation 
by other glands. Hence, pharmacological approaches 
have been developed to block neural control of tear film 
formation by antimuscarinic agents (anticholinergic), 
such as scopolamine, in conjunction with exposure to 
constant high airflow in order to disrupt the tear film. 
Recent advances in this method eliminate the need for 
cholinergic blockage by placing mice in a controlled-
environmental chamber that provide continuous air-
flow and low humidity, thereby effectively disrupting 
the tear film [86]. The model of evaporative dry eye 
mimics many aspects of the epithelial defects of dry eye 
and eventually leads to ocular surface inflammation 
[15,85,86]. However, unlike human dry eye syndrome, 
this epithelial injury model does not have an immune 
component or is associated with progressive lympho-
cyte infiltration of the lacrimal glands. Standard meth-
ods for measuring tear production (Schirmer Test), 
immunohistochemistry, histology, and the assess-
ment of established inflammatory markers have been 
widely used to assess epithelial defect and immune/ 
inflammatory processes in all the dry eye models.

Reference 15 provides a critical review of animal 
models of dry eye syndrome and the use of transgenic or 
knockout mice.

Uvea

The uveal tract or middle lymphovascular tunic of the 
eye is located between the cornea/sclera and retina and 
includes the iris, ciliary body in the anterior segment, 
and the choroid in the posterior segment (Figure 31.1). 
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express the class I major histocompatibility gene HLA-
A29 [103]; and (4) transgenic expression of foreign 
antigen in mice under control of a retinal promoter 
and crossing these mice with antigen-specific T cell 
transgenic mice or adaptive transfer of the antigen-
specific T cells from uveitic mice [20].

Reference 97 discusses genetic knockout mice and 
molecular biology methods and about the role of leuko-
cytes, mononuclear cells, and chemokines in uveoretini-
tis and Reference 102 discusses about genetic deletion 
of an autoimmune regulator induces spontaneous 
uveoretinitis.

Retina

The retina is the innermost tunic of the eye and sur-
rounds the vitreous humor (Figure 31.1). The highly 
complex neural tissue develops from the diencepha-
lon and accounts for 30% of the total sensory input 
to the brain [1,6,104]. The retina is the only tissue of 
the central nervous system that can be observed and 
whose function and microanatomy can be studied 
without invasive procedures [104]. The neuro-retina 
is composed of three general layers: (1) the ganglion 
cells, which are adjacent to the vitreous humor; (2) 
intermediate neurons; and (3) the posterior layer 
of photoreceptors, which are intimately associated 
with the pigmented epithelial cells [1]. The subreti-
nal space, like the cornea, is an immune-privileged 
site and the retinal pigmented epithelial (RPE) cells 
have an important role in maintaining the immune 
privilege [105]. RPE are highly specialized and are 
essential to maintain and phagocytose the photore-
ceptors and form the retinal-blood barrier. The RPE 
are tightly associated with the choroid (vascular tunic 
of the eye situated between the retina and sclera), 
which as the most vascularized tissue in the body has 
the highest blood flow [104] and provides vital nutri-
ents and oxygen to the RPE and photoreceptors (per 
weight, the retina is the most oxygen-consuming tis-
sue in the body). Hence, the choroidal circulation is 
significantly affected by diseases that have a vascular 
pathogenesis; these include diabetes, hypertension, 
leukemia, and arteriosclerosis (e.g., diabetic retinopa-
thy is a leading cause of blindness with 12,000–24,000 
cases/year in the USA; Source: National Eye Institute, 
2008, www.nei.nih.gov). The etiology of retinopathy 
is multifactorial and increasing evidence suggests 
that inflammation contributes to the pathogenesis 
[1,104,106,107].

Retinopathy

Animal models have provided important insights into 
the mechanism of choroidal and retinal neovascular-
ization [104,108]. Neovascularization is a key feature 

by 48 hours, this acute inflammatory response begins 
to resolve and the eyes appear normal 1 week after 
an LPS challenge. In mice, responses to LPS are 
highly strain-specific (see section “Microbial kera-
titis,” Table 31.1) and in C3H/HeN and C57/B6 mice, 
LPS induces robust to mild uveitis while in Balb/c and 
129/J LPS-induced uveitis is minimal.

Reference 90 is a historical reference for the serendip-
itous discovery that injection of bacteria at remote tissue 
sites induces endotoxin-induced uveitis in rats.

Uveoretinitis

Experimental uveoretinitis is the prototype autoim-
mune disease model that was developed by Wacker 
and colleagues in 1965 [20,92]. Immunization with 
soluble retinal antigens induces a CD4+ TH1 driven 
inflammatory disease that affects the retina and chor-
oid (vascular tissue between the retina and sclera, 
Figure 31.1). The autoimmune-mediated inflammation 
of the retina and surrounding structures in mouse and 
rat models exhibits many clinical characteristics of 
human autoimmune uveoretinitis. These animal mod-
els have been critical in advancing our understanding 
of immune modulators and effector cells in this poten-
tially debilitating inflammatory disorder. In general, 
the antigen-induced inflammatory response results in 
leukocyte infiltration of the vitreous humor, choroid, 
or subretinal leukocyte infiltration, and inflammation 
of the retinal vessels and edema. To induce uveoretini-
tis requires activation of the innate immune response; 
hence, a standard protocol is subcutaneous injection of 
human or bovine interstitial retinal binding proteins 
and Mycobacterium tuberculosis in Freund’s Adjuvant 
(immune potentiator). This model of induced uveitis 
is a CD4+ T cell–mediated disease and knockout mice 
(Table 31.2) for cytokine pathways (IL-17 [93]), CD4+ 
STAT3 [94], osteopontin [95,96], IFN-γ [97,98], tyrosine 
kinase fyn [98], leukotriene pathways (leukotriene B4 
receptor, 5-lipoxygenase [99]), immunosuppressive 
neuropeptide pathways (melanocortin 5 receptor [100]) 
have been essential to establish the role of lymphocyte 
and associated pathways in uveoretinitis.

However, human uveoretinitis is often a spontane-
ous disease with no apparent inciting stimulus, while 
experimental uveoretinitis requires inoculation with 
retinal antigen and activation of Toll receptors. Thus, 
insights into the pathogenesis of human uveoretini-
tis from these models have limitations. A few immu-
nologically or genetically modified animal models 
(Table 31.2) have been produced to model spontaneous 
occurring uveitis [20]: (1) grafting rat embryonic thy-
mus into the immune-deficient athymic mice (Nude, 
nu/nu) [101]; (2) deletion of the AIRE protein in mice 
(AIRE –/–), which regulates peripheral antigen presen-
tation in thymus [102]; (3) using transgenic mice that 
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lipidomics, fundus photography, and fluorescein 
angiography are well developed to investigate path-
ways and mediators of inflammation and angiogen-
esis [106,113–115].

References 106 and 115 discuss immunohistol-
ogy, dietary manipulation, molecular biology, mass- 
spectrometry–based lipidomics analyses, and knock-
out mice and the role of inflammatory mediators in 
retinopathy.

Conjunctiva

The conjunctiva is a mucous membrane that cov-
ers the exposed anterior surface of the sclera and 
forms a membrane-lined sac that stretches from the 
corneo-scleral limbus to the muco-cutaneous junc-
tion on the eyelids (Figure 31.1). This tissue is the tear 
film reservoir, a major source of secreted mucin and 
antimicrobial peptides [6,7,14]. Like most mucosal tis-
sue, it contains a large number of mast cells and is the 
primary immune tissue of the anterior surface of the 
eye. Conjunctivitis is defined as either an allergic or 
nonallergic form. However, the most common form of 
conjunctivitis in human and in experimental animal 
models is allergic inflammation, which is predomi-
nantly driven by mast cells and lymphocytes with the 
cardinal symptoms of itchy eyes and vascular conges-
tion of the conjunctiva.

Conjunctivitis

Allergic or immune-driven diseases of other mucosal 
tissues have been studied in detail (e.g., asthma, 
inflammatory bowel diseases) and animal models 
have provided important advances in understanding 
the pathophysiology and immunology. However, stud-
ies and animal models for conjunctivitis are limited 
[14]. In general, most animal models have employed 
active immunization protocols using primarily oval-
bumin or ragweed as an antigen. A variety of proto-
cols have been established for different antigens and 
time periods of antigen sensitization and challenge 
that are animal species and strain specific [14]. The 
animal model of conjunctivitis was first developed in 
guinea pigs and has been established in both rats and 
mice. As with most immediate type I hypersensitivity 
reactions, experimental conjunctivitis is an immuno-
globulin (IgE antibody) driven response that depends 
on activation of TH2 type helper T cells and mast cells. 
The critical role of TH2 cells and mast cells in experi-
mental antigen–induced conjunctivitis has been con-
firmed in knockout mice (Table 31.2) for cytokines that 
regulate their activity, namely IL-12 [116], IFNγ [116], 
and MIP-1α [117].

Reference 14 reviews the development and experi-
mental protocols of animal models of conjunctivitis.

of age-related macular degeneration (AMD), which is 
the leading cause of blindness in individuals over 60 
years of age, and retinopathy of prematurity (ROP), 
a common blinding disease in premature infants. A 
standard model for AMD is focal laser injury (laser 
coagulation) to the RPE and supporting membrane 
(Bruch’s membrane), which induces choroidal neovas-
cularization (CNV). The role of inflammatory pathways 
in CNV and other clinical features of AMD have been 
established by genetic deletion (Table 31.2) of receptors 
in the complement cascade (C3aR and  C5aR [109]), 
superoxide dismutase (SOD1 [110]), and chemokines 
and/or chemokine receptors (MCP1 and CCR2 [111], 
CX3CR1 [112]).

Reference 104 reviews clinical aspects of age-related 
macular degeneration and the advances animal models 
have provided in understanding this leading cause of 
blindness in humans.

Retinopathy of Prematurity

During the final stages of vascular development, 
which occurs in humans right before birth, the retina 
is very sensitive to sudden changes in oxygen tension 
or levels of angiogenic factors. A premature increase 
in environmental oxygen tension due to a premature 
birth initially leads to regression of retinal blood ves-
sels and is followed by a second phase of pathogenic 
hypoxia-induced retinal neovascularization, which 
is a major cause of blindness in newborns [113]. As in 
other proliferative retinopathies, inflammatory path-
ways contribute to the pathogenic neovascularization 
[106]. The development of the retinal vasculature in 
several animal species (rodents, cats, and dogs), 
unlike humans, occurs postnatal and resembles the 
immature retinal vasculature development stage of 
premature infants. A mouse model has been devel-
oped, which exposes neonatal mice to 75% oxygen for 
5 days after which they are returned to normal room 
air. This model exhibits cardinal features of human 
retinopathy of prematurity and certain aspects of 
diabetic retinopathy, namely pathogenic blood ves-
sel growth. Inflammation is a distinct component of 
the pathogenesis of this hypoxia-induced neovascu-
larization as evidenced by studies that demonstrate 
inflammatory mediator expression [106,113,114] in 
the retina or used sphingosine 1-phosphate receptor 
knockout mice [115]. Sphingosine 1-phosphate is a 
pleiotropic lipid mediator that regulates cell prolifer-
ation, migration, and differentiation. Mice deficient 
in the sphingosine 1-phosphate receptors (Table 31.2) 
demonstrate a phenotype of decreased macrophage 
accumulation, decreased cyclooxygenase-2 expres-
sion, and reduced pathological vascularization in 
this retinopathy model. Standard molecular biol-
ogy methods, immunohistology, LC/MS/MS-based 



Ocular Inflammation Models 423

	18.	Chakravarti, S. 2001. The cornea through the eyes of 
knockout mice. Exp Eye Res 73:411–419.

	19.	Bora, N. S., and Kaplan, H.J. 2007. Intraocular diseases – 
anterior uveitis. Chem Immunol Allergy 92:213–220.

	20.	Forrester, J. V. 2007. Intermediate and posterior uveitis. 
Chem Immunol Allergy 92:228–243.

	21.	Hazlett, L. D. 2007. Bacterial infections of the cornea 
(Pseudomonas aeruginosa). Chem Immunol Allergy 
92:185–194.

	22.	Smith, J. R., Hart, P. H., and Williams, K.A. 1998. Basic 
pathogenic mechanisms operating in experimental 
models of acute anterior uveitis. Immunol Cell Biol 
76:497–512.

	23.	McDermott, A. M., Perez, V., Huang, A. J., et al. 2005. 
Pathways of corneal and ocular surface inflammation: a 
perspective from the cullen symposium. Ocul Surf 
3:S131–S138.

	24.	Chang, J. H., Gabison, E. E., Kato, T., and Azar, D.T. 2001. 
Corneal neovascularization. Curr Opin Ophthalmol 
12:242–249.

	25.	Calder, V. L. 2005. Cytokine profiles in conjunctival 
allergy and inflammation. Ocul Surf 3:S142–S144.

	26.	Nour, M., and Chodosh, J. 2005. Chemokine sig-
naling pathways in corneal fibroblasts. Ocul Surf 
3:S149–S151.

	27.	Vallochi, A. L., Commodaro, A. G., Schwartzman, J. P., 
Belfort, R., Jr., and Rizzo, L.V. 2007. The role of cytokines 
in the regulation of ocular autoimmune inflammation. 
Cytokine Growth Factor Rev 18:135–141.

	28.	Planck, S. R., Rich, L.F., Ansel, J. C., Huang, X. N., and 
Rosenbaum, J.T. 1997. Trauma and alkali burns induce 
distinct patterns of cytokine gene expression in the rat 
cornea. Ocul Immunol Inflamm 5:95–100.

	29.	Bito, L. Z. 1986. Prostaglandins and other eico-
sanoids:  their ocular transport, pharmacokinetics, and 
therapeutic effects. Trans Ophthalmol Soc U K 105(Pt 
2):162–170.

	30.	Camras, C. B., Bito, L. Z., and Eakins, K.E. 1977. 
Reduction of intraocular pressure by prostaglandins 
applied topically to the eyes of conscious rabbits. Invest 
Ophthalmol Vis Sci 16:1125–1134.

	31.	Bazan, H., and Ottino, P. 2002. The role of platelet-
activating factor in the corneal response to injury. Prog 
Retin Eye Res 21:449–464.

	32.	Bazan, H. E. 2005. Cellular and molecular events in cor-
neal wound healing: significance of lipid signalling. Exp 
Eye Res 80:453–463.

	33.	Bazan, N. G. 2006. Cell survival matters:  docosa-
hexaenoic acid signaling, neuroprotection and photore-
ceptors. Trends Neurosci 29:263–271.

	34.	Gronert, K. 2008. Lipid autacoids in inflammation 
and injury responses:  a matter of privilege. Mol Interv 
8:28–35.

	35.	Burns, A. R., Li, Z., and Smith, C.W. 2005. Neutrophil 
migration in the wounded cornea: the role of the kerato-
cyte. Ocul Surf 3:S173–S176.

	36.	Li, Z., Burns, A. R., and Smith, C.W. 2006. Two waves 
of neutrophil emigration in response to corneal epithe-
lial abrasion: distinct adhesion molecule requirements. 
Invest Ophthalmol Vis Sci 47:1947–1955.

	37.	Petrescu, M. S., Larry, C. L., Bowden, R. A., et al. 2007. 
Neutrophil interactions with keratocytes during corneal 
epithelial wound healing: a role for CD18 integrins. Invest 
Ophthalmol Vis Sci 48:5023–5029.

	38.	Becker, M. D., Garman, K., Whitcup, S. M., Planck, S. R., 
and Rosenbaum, J.T. 2001. Inhibition of leukocyte stick-
ing and infiltration, but not rolling, by antibodies to 

IN VITRO MODELS OF INFLAMMATION

Due to the accessibility of the eye for direct experi-
mental manipulation, cell lines or isolated cells are 
not as extensively used as models of ocular inflamma-
tion as is the case for other tissues and organs, such 
as the gastrointestinal tract, blood, and central ner-
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lines of corneal epithelial (CE) and retinal pigment 
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molecular mechanisms that regulate cell proliferation, 
inflammatory pathways, and apoptosis.
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relatively large animals, mainly rabbits, and to a lesser 
extent, pigs and nonhuman primates, which have 
provided invaluable insight in the disease process. 
However, investigations using large animal models 
have many drawbacks, mainly related to cost and dif-
ficulty of maintenance and handling of the colonies. 
With the advent of genetic engineering, transgenic 
mouse models have supplemented the classical dietary 
cholesterol-induced disease models such as the choles-
terol-fed hamster, rabbit, pig, and monkey [3].

The Mouse As a Model of Atherosclerosis

Previously thought to be atherosclerosis-resistant, in 
the past two decades, mice have become the mainstay 
of atherosclerosis research. Paigen et al. first demon-
strated a huge variation in atherosclerosis suscepti-
bility in 10 different inbred mouse strains, when they 
were feeding a proatherogenic diet. The most suscep-
tible strains, for example, C57BL/6, required a diet 
high in cholesterol and the bile salt sodium cholate to 
develop measurable lesions.

More recently, the ability to genetically modify 
mice to overexpress, or knock out, or knockdown 
expression of specific genes has greatly facilitated 
the definition of pathways in the atherogenic pro-
cess. All current mouse models of atherosclerosis 
rely heavily on perturbations of lipoprotein metabo-
lism or cellular processes through dietary or genetic 
manipulations.

Use of mice in atherosclerosis research offers many 
advantages, including ease of handling, short gen-
eration time, and large litter size. Another important 
attribute, exploited in many biological applications, 
is the extensive genetic information available on the 
numerous inbred strains. Mice as a model also provide 
a convenient animal system for bone marrow trans-
plantation experiments. This technique is now used 
extensively in atherosclerosis research as it provides 

The term atheroma, derived from Greek and meaning 
“porridge,” was first proposed by Albrecht von Haller 
in 1755 to label the degenerative process observed 
in the intima of arteries. London surgeon Joseph 
Hodgson (1788–1869) published in 1815 his Treatise on 
the Diseases of Arteries and Veins in which he claimed 
that inflammation was the underlying cause of ather-
omatous arteries. Atherosclerosis is now widely 
appreciated as an inflammatory disease involving the 
vascular wall. Histologically, the lipid-laden foam cells 
of the fatty streak, which characterize the plaque at an 
early stage, are derived from macrophages. In time, 
the lipid/necrotic core is covered with fibrous tissue 
composed mainly of α-actin positive smooth muscle 
cells, and thus forms the fibrolipid plaque. Large 
amounts of T lymphocytes are found surrounding the 
plaque and in the fibrous cap, pointing to a role for the 
body’s immune system in atherosclerosis.

Advanced complex atheromata that set the stage 
for overt clinical events in atherosclerosis are pre-
ceded by less complex lesions. The factors that enable 
some lesions to progress while others regress remain 
unclear. It is clear, however, that lack of regression is 
associated with persistent inflammation in the vascu-
lar wall. Most studies to date rely heavily on animal 
models to define mechanistic pathways [1,2].

The Use of Animal Models in 
Atherosclerosis Research

The ideal animal model of cardiovascular disease 
should mimic the human subject metabolically and 
pathophysiologically, be large enough to permit physi-
ological and metabolic studies, and develop end-stage 
disease comparable to that in humans. Given the com-
plex multifactorial nature of cardiovascular disease, 
no one species fulfills all these criteria.

Until recently, the most popular animal models 
for atherosclerotic research had been restricted to 
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valuable insight into the role of bone marrow–derived 
hematopoietic cells on the process.

A major breakthrough in atherosclerosis research 
was the creation of two mouse dyslipidemic models, 
apolipoprotein E (apoE)- and LDL receptor (LDLR)-
deficient mice, by homologous recombination tech-
niques. In contrast to the prior models, mice lacking 
functional apoE or LDLR genes develop extensive 
arterial lesions that progress from foam cell-rich fatty 
streaks to fibroproliferative plaques with lipid/necrotic 
cores, typical of the spectrum of human lesions. These 
two popular mouse models both harbor defects in 
lipid metabolism and severe dyslipidemias that under-
lie atherosclerosis development.

Use of LDLR-deficient and apoE-deficient mice has 
allowed the dissection of nonlipid factors that influ-
ence the severity and character of lesions. Various 
genetic modifications have been introduced to gener-
ate phenotypes that resemble human atherosclerotic 
lesions, and numerous additional mouse models have 
been created based on these two models [4–7].

ApoE KNOCKOUT

The most widely used mouse model is the apoE-
deficient mouse strain, which spontaneously develops 
lesions analogous to human atherosclerotic lesions. 
Therefore, the availability of the apoE−/- mouse can be 
considered an important landmark in atherosclerosis 
research. ApoE is an important ligand for the uptake 
of lipoproteins by different receptors in the LDLR gene 
family. It has systemic effects on plasma lipoproteins 
but also it is involved locally within the arterial wall 
where it is synthesized by monocytes/macrophages in 
cholesterol homeostasis and inflammation. Mice defi-
cient in apoE (apoE−/−) were first produced in 1992 
in different laboratories. Lesions in the apoE-deficient 
mouse, as in humans, tend to develop at vascular 
branch points and progress from foam cell fatty streaks 
to the fibroproliferative stage with well-defined fibrous 
caps and lipid-containing necrotic cores, although the 
establishment of ruptured plaque in apoE-deficient 
mice was not without controversy. These mice develop 
spontaneous plaques when they are on regular chow, 
but one can induce accelerated and more severe ath-
erosclerotic plaques in many vascular beds by putting 
them on a high-fat diet. Lesion progression occurs at 
a greatly accelerated pace as compared with that in 
humans or large animal models; this is a major advan-
tage for experiments on atherosclerosis.

A shortcoming of the apoE−/− mouse is that the 
lipoprotein profile is very different to that in human 
patients. In these mice, the plasma cholesterol is car-
ried almost exclusively in very low-density lipoprotein 
(VLDL) and intermediate density lipoprotein (IDL), 
rather than in LDL, as in humans.

A common experimental design is to breed 
mice  carrying “candidate genes” suspected of being 
involved in either protecting against or promoting 
atherogenesis to apoE−/− background. Investigation 
into these cross-bred mice can often reveal some novel 
roles of the candidate(s) in question in atherosclerosis 
development [8].

Ldl Receptor Deficient Mice

Deficiency of LDLR is the underlying cause of familial 
hypercholesterolemia (FH) in humans. The LDLR−/− 
mouse is a model for human FH. LDLR−/− mice were 
created by targeting the genes of embryonic stem 
cells. By eliminating the functional gene for LDLR, 
the mouse model displays a mildly elevated cholesterol 
level with a lipoprotein profile simulating that of the 
human plasma lipoprotein profile (where cholesterol 
is mainly confined to the LDL fraction). For example, 
when they are fed a 10% fat and cholesterol-enriched 
diet, they develop a twofold increase in total choles
terol levels due to high LDL and VLDL levels. LDLR−/− 
mice do develop mild but significant atherosclerosis 
while on a regular chow. However, they develop large 
atherosclerotic lesions in their aorta when they are fed 
diets enriched in saturated fat without cholate. The 
lesions found in these mice are of simple morphology, 
consisting predominantly of lipid-laden macrophages. 
Some of the features of advanced lesions, including 
necrotic cores and calcification, are generated only 
after prolonged feeding of high-fat diets.

As in the case of models involving apoE−/−, LDLR−/− 
mice have been a useful model to study the role of can-
didate genes in atherosclerosis, although to a lesser 
extent than apoE−/− mice. They have also served as 
an excellent host for bone marrow transplantation 
experiments and have been used extensively for this 
purpose [9,10].

Other Mouse Models

More recently, apoE and LDLR double-knockout 
(apoE/LDLr-DKO) mice have been created, represent-
ing a new mouse model that develops severe hyperlip-
idaemia and atherosclerosis. On a regular chow diet, 
the progression of atherosclerosis is more marked 
in apoE/LDLR-DKO mice than in mice deficient for 
apoE alone, making the double knockout mouse a 
suitable model for atherosclerosis without having to 
feed the animals an atherogenic diet. Other reported 
mouse models include a APOE3Leiden mouse model 
that was found to be less susceptible to atheroscle-
rosis than the apoE−/− mouse. Other genetic manip-
ulations led to ApoBEC-1−/− x LDLr−/−, ApoB100 
transgenic x LDL−/−, and ApoCII transgenic x LDLR−/− 
mouse models [10].
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Inflammatory Modulators  
of Atherosclerosis

Russell Ross developed his popular “response to injury” 
hypothesis of atherogenesis in the mid-1970s, postulat-
ing that atherosclerotic lesions arise as a result of focal 
injury to the arterial endothelium, followed by adher-
ence and aggregation of platelets. Ross revisited his 
“response to injury” theory in 1986, considering that 
“subtle endothelial injury” was the primum movens in 
atherosclerosis, and published in 1999 an insightful 
review entitled “Atherosclerosis: a chronic inflamma-
tory disease.” The view that atherosclerosis is indeed a 
chronic inflammatory disease initiated by monocyte/
lymphocyte adhesion to activated endothelial cells is 
now widely accepted and substantiated by experimen-
tal and clinical observations.

After recruitment to vascular injury sites, the infil-
trated monocytes differentiate into macrophages, 
which take up lipids and form lipid-laden foam cells in 
the unique microenvironment of the vascular intima. 
These facets provide the pathological basis for early 
atherosclerosis, referred to as fatty streak lesions. 
Under the influence of various genetic and environ-
mental risk factors, the early fatty streak lesion pro-
gresses into a complex lesion, typically characterized 
by a lipid-rich core covered by a fibrous cap, and a 
large number of activated inflammatory cells, particu-
larly macrophages and T cells.

With the recognition of the inflammatory nature of 
the atherosclerotic process, increasing attention has 
been devoted to the role of cytokines and inflamma-
tory mediators. Thus, a large number of mouse mod-
els have been generated by genetic manipulations of 
the immune system. Atherosclerosis progression is 
affected in mice lacking functional immune cells [11].

Macrophages

Activated macrophages influence the function of vas-
cular cells by synthesizing and releasing a variety of 
bioactive molecules, such as proinflammatory cytok-
ines, chemokines, growth factors, reactive oxygen 
species, and eicosanoids. Macrophages, by expressing 
different cytokines and costimulatory factors and by 
presenting antigens, also shape the T-cell response in 
atherosclerosis. Thus, macrophages are positioned, 
by the nature of their potent innate immune signal-
ing, to play central roles in vascular inflammation. 
Numerous investigations have targeted macrophages 
and macrophage-specific functions in mice.

By way of example, we will consider two bioac-
tive molecules, monocyte chemoattractant protein-1 
(MCP-1) and interferon γ (IFN-γ), which are impor-
tant in normal macrophage function. MCP-1 plays a 
major role in recruitment of macrophages. Deletion 

of the MCP-1 gene has been shown to protect against 
monocyte recruitment in mice overexpressing apolipo-
protein B. MCP-1-deficient LDLR−/− mice also showed 
reduced macrophage recruitment, suggesting that the 
role of MCP-1 in atherosclerosis is to attract CCR2-
bearing monocytes into the vessel wall. On the other 
hand, overexpression of MCP-1 generates mice with 
more extensive atherosclerotic lesions. These studies 
provide a proof of principle for the role of MCP-1 in 
atherosclerotic lesion development. IFN-γ is known to 
stimulate the expression of proatherogenic molecules 
such as intracellular adhesion molecule 1, and decrease 
antiatherogenic effects by upregulating the expression 
of lipoprotein receptors on macrophages. Mice with a 
combined deficiency of IFN-γ and apoE exhibit a sub-
stantial reduction in lipid accumulation in arteries, 
presumably resulting from an increase of atheropro-
tective phospholipid/apoA-IV-rich particles [12].

Lymphocytes

The involvement of T and B lymphocytes in athero-
sclerosis occurs in a complex way. Mice deficient in 
either recombinase-activating gene 1 or 2 (RAG1 or 
RAG2) do not produce functional T or B cells, owing 
to a defect in V(D)J recombination. The net effect of a 
deficiency in both T and B cells is a 40%–80% reduc-
tion in atherosclerotic lesion development, as observed 
in apoE−/− or LDLr−/− mice crossed into a recombi-
nation activating gene (Rag)-deficient background 
or crossed with severe combined immunodeficiency 
(SCID) mice. Interestingly, the effect may vary accord-
ing to the site of the lesion, immunodeficiency being 
protective in the aortic root but not in the thoracic and 
abdominal aorta or in the brachiocephalic trunk.

CD4+ and CD8+ cell depletion reduces fatty streak 
formation in C57BL/6 mice, indicating that T cells 
aggravate fatty streak formation. Transfer of CD4+ cells 
from immunocompetent apoE−/− mice to immunodefi-
cient apoE−/− × SCID−/− mice leads to drastic increase 
in atherosclerotic lesions, indicating a proatherogenic 
role for T cells. Furthermore, MHC-I- or MHC-II- 
deficient mice show larger lesions compared with  
normal mice.

On the other hand, B cells appear to exert a protec-
tive effect. Induction of humoral immunity by immu-
nization of hypercholesterolemic apoE−/− mice with 
oxLDL reduces lesion size in association with the pro-
duction of high levels of IgM type anti-oxLDL antibod-
ies, probably from B1 cells. Interestingly, the IgM type 
anti-oxLDL antibodies recognize similar oxidation-
specific epitopes on apoptotic cells and are structurally 
and functionally identical to classic “natural” anti-
phosphotidylcholine antibodies that provide protec-
tion against pneumococcal infection. Immunization 
of LDLr−/− mice with Streptococcus pneumoniae 
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with the transfer of wild-type splenocytes, a process 
that is abrogated after the reconstitution of a normal 
CD4+CD25+ Treg cell compartment, suggesting that 
innate or acquired impairment of natural Treg cell 
function may promote atherosclerosis [13].

Dendritic Cells

Dendritic cells (DCs) are specialized antigen-presenting 
cells (APCs) that are potent stimulators of both T and 
B cell–mediated immune responses. DCs have been 
identified in atherosclerotic plaques and may cluster 
with T cells within the lesions. DCs showed impaired 
migratory function in hypercholesterolemic mice due 
to inhibitory signals generated by platelet-activating 
factor (PAF) and oxLDL. Whether these abnormal 
migratory properties directly affect the atherosclerotic 
process is still unknown. DCs exhibit considerable plas-
ticity. The balance between proinflammatory and anti-
inflammatory  signals in the local microenvironment 
greatly affect DC maturation and distinct subsets of 
DCs elicit distinct T-helper responses.

In addition to targeting cell plaque component, 
many other studies have focused on specific cytokines, 
cytokine receptors, adhesion molecules in apoE or 
LDLR mouse background. Below, we have included an 
exciting ever-growing area of bioactive lipid mediators 
with a summary of the latest research in the field [13].

Bioactive Lipid Mediators and Resolution of 
Inflammation

The popular view that all lipid mediators are proin-
flammatory arises largely from the finding that 
nonsteroidal anti-inflammatory drugs block the bio-
synthesis of prostaglandins. Of interest, one class 
of arachidonic acid–derived mediators, the lipoxins 
generated from arachidonic acid (AA) and aspirin-
triggered lipoxins, were the first mediators recog-
nized to have both endogenous anti-inflammatory 
and proresolving actions, indicating that not all lipid 
mediators are “bad guys” in controlling inflamma-
tion and in impeding resolution. In contained sites 
of inflammation, lipoxins are temporally dissociated 
from other proinflammatory mediators such as the 
prostaglandins and leukotrienes that are biosynthe-
sized in the initial steps of the acute inflammatory 
response. Two new families of compounds identified 
within the resolution phase are called resolvins (Rv) 
and protectins generated from omega-3 polyunsatu-
rated fatty acids (eicosapentaenoic acid and docosa-
hexaenoic acid).

The resolution of inflammation and the return of 
tissues to homeostasis were widely held as passive 
events until the characterization of these novel bio-
chemical pathways and lipid-derived mediators that 

induces high circulating levels of oxLDL-specific T15 
IgM, indicating molecular mimicry between epitopes 
of oxLDL and S. pneumoniae; it leads to a reduction 
in the extent of atherosclerosis, confirming a protec-
tive role of this humoral immune response in murine 
cholesterol-induced atherosclerosis.

Splenectomy induces increase in atherosclerosis in 
cholesterol-fed apoE−/− mice, an effect that is abro-
gated by the transfer of purified B cells from the spleen 
of atherosclerotic apoE−/− (but not from the spleen 
of nonatherosclerotic mice), suggesting a protective 
immunity provided by splenic B cells that have been 
“educated” by prior in vivo exposure to atherosclerotic 
antigens.

Over the past few years, investigations into the 
autoimmune basis of atherosclerosis have focused 
on a population of T cells with regulatory properties, 
called regulatory T cells (or Treg cells), which actively 
suppress immune activation and maintain immune 
homeostasis. Most, if not all, naturally occurring Treg 
cells are CD4+ single-positive cells that constitutively 
express the CD25 molecule. They are produced in the 
normal thymus where unique interactions between 
their TCRs and self-peptide/MHC complexes expressed 
on the thymic stromal cells are required for their devel-
opment. Costimulatory signals mediated by engage-
ment of CD28 by CD80/CD86 (B7) are essential for 
the development and homeostasis of Treg cells. Mice 
deficient in CD28 or B7 molecules lack Treg cells and 
are at increased risk of autoimmune diabetes. Even 
though IL-2 is a vital cytokine for Treg, recent stud-
ies suggest that expression of the forkhead transcrip-
tion factor Foxp3, irrespective of CD25 expression or 
MHC restriction, defines the naturally occurring Treg 
cell lineage. Besides the role of IL-2 in the Treg cell 
development and maintenance, two immunosuppres-
sive cytokines, TGF-β and IL-10, have been shown to 
mediate, at least in part, Treg function in vivo.

The development of these regulatory cells may be 
promoted in vitro and in vivo by a specific set of anti-
gens and under particular conditions. Results from 
two studies suggest that mucosal administration of 
heat shock protein 65 antigen reduces plaque develop-
ment. However, the mechanisms behind this effect are 
not fully understood.

Antigen-specific clones of Treg cells have also been 
shown to induce both antigen specific and nonspecific 
bystander immune suppression in vitro, and when 
introduced in vivo.

Administration of ovalbumin-specific Treg cells to 
apoE−/− mice was associated with a significant reduc-
tion in atherosclerotic plaque development and a marked 
reduction in the relative accumulation of inflamma-
tory cells. Atherosclerosis in apoE−/−RAG-2−/− mice 
is exacerbated after transfer of splenocytes with Treg 
deficiency (from CD28- or B7-deficient mice) compared 
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resolution of local inflammation by analyzing apolipo-
protein E–deficient mice with (i) global leukocyte 12/15- 
lipoxygenase deficiency, (ii) normal enzyme expres-
sion, or (iii) macrophage-specific 12/15-lipoxygenase 
overexpression. Results from these tests indicate that 
12/15-lipoxygenase expression protects mice against 
atherosclerosis via its role in the local biosynthesis 
of lipid mediators including lipoxin A4, resolvin D1, 
and protectin D1 (Figure 32.1). These mediators exert 
potent agonist actions on macrophages and vascular 
endothelial cells that can control the magnitude of the 
local inflammatory response. Taken together, these 
findings suggest that a failure of local endogenous 
resolution mechanisms may underlie the unremitting 
inflammation that fuels atherosclerosis [14,15].

Conclusion

This chapter reviews the major mouse models used 
in atherosclerosis research. The development and 
application of apoE−/− and LDLR−/− mice, as well as 
other genetic mouse models, have enabled significant 
advances to be made in cardiovascular research. These 
targeted mouse models have played an important role 
and will continue to be an integral part in atheroscle-
rosis research.

are actively turned on in resolution and that possess 
potent anti-inflammatory and proresolving actions. 
Given the potent actions of lipoxins, resolvins, and 
protectins in models of human disease, deficiencies in 
resolution pathways may contribute to many diseases 
and offer exciting new potential for therapeutic con-
trol via resolution.

The production of these specific lipid-derived medi-
ators is initiated by lipoxygenases. Experiments with 
animals and humans support a proinflammatory role 
for the 5-lipoxygenase system. Recent biologic and 
genetic findings implicate the 5-LO pathway in athero-
sclerosis. Mehrabian et al. reported that heterozygotes 
for the 5-LO gene on the LDLr−/− background had 
considerably reduced aortic lesions, compared with 
the advanced lesions observed in 5-LO−/−LDLr−/− 
mice, despite equivalent hypercholesterolemia. The 
5-LO pathway also promotes pathogenesis of hyperlip-
idemia-dependent aortic aneurysm.

In contrast, results from animal experiments show 
a range of responses with the 12/15-lipoxygenase 
pathways in atherosclerosis. To date, the only two 
clinical epidemiology human studies both support 
an antiatherogenic role for 12/15-lipoxygenase down-
stream actions. Very recently, we tested the hypoth-
esis that atherosclerosis results from a failure in the 
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Figure 32.1.  Model of atherosclerosis as a nonresolving form of vascular inflammation. 
The essential ω-6 polyunsaturated fatty acid (PUFA) arachidonic acid (AA) is released from 
phospholipids in cells by the action of cytosolic phospholipase A2. The free AA is seques-
tered at the nuclear envelope and brought into contact with 5-LO by an accessory protein 
named 5-LO-activating protein (FLAP). After specific enzymatic steps, AA is converted into 
different families of mediators: prostaglandins (PGs) and leukotrienes (LTs), which are mostly 
proinflammatory molecules, and lipoxins such as LXA4, a stop-inflammation mediator. The 
essential ω-3 PUFA DHA is converted to two novel mediators, RvD1 and PD1, which pro-
mote resolution. We propose a model in which deficiency of macrophage 12/15LO leads to 
a deficiency in proresolving end products, RvD1 and PD1 as well as LXA4, locally at the site 
of the ongoing inflammation, crippling multiple proresolving functions, leaving the proin-
flammatory milieu unabated, and fueling atherosclerosis progression. LOX, lipoxygenase.



A. Merched and L. Chan432

genetically modified apoe and ldlr mice. Clin Chem Lab 
Med 43:470–479.

	 8.	Zhang, S. H., Reddick, R. L., Piedrahita, J. A., and Maeda, 
N. 1992. Spontaneous hypercholesterolemia and arte-
rial lesions in mice lacking apolipoprotein E. Science 
258:468–471.

	 9.	Ishibashi, S., Brown, M. S., Goldstein, J. L., Gerard, R. D., 
Hammer, R. E., and Herz, J. 1993. Hypercholesterolemia 
in low-density lipoprotein receptor knockout mice and 
its reversal by adenovirus-mediated gene delivery. J Clin 
Invest 92:883–893.

10.		de Winther, M. P., and Heeringa, P. 2003. Bone marrow 
transplantations to study gene function in hematopoietic 
cells. Methods Mol Biol 209:281–292.

11.		Ross, R. 1999. Atherosclerosis  – an inflammatory dis-
ease. N Engl J Med 340:115–126.

12.		Yan, Z. Q., and Hansson, G.K. 2007. Innate immunity, 
macrophage activation, and atherosclerosis. Immunol 
Rev 219:187–203.

13.		Mallat, Z., Gojova, A., Brun, V., et al. 2003. Induction of 
a regulatory T cell type 1 response reduces the develop-
ment of atherosclerosis in apolipoprotein E-knockout 
mice. Circulation 108:1232–1237.

14.		Serhan, C. N., Yacoubian, S., and Yang, R. 2008. Anti-
inflammatory and proresolving lipid mediators. Annu 
Rev Pathol 3:279–312.

15.		Merched, A., Ko, K., Gotlinger, K., Serhan, C. N., and 
Chan, L. 2008. Atherosclerosis:  Evidence for impair-
ment of resolution of vascular inflammation governed 
by specific lipid mediators. FASEB J 22(10):3595–3606. 
doi:10.1096/fj.08–112201.

Suggested Readings

Hansson, G.K., Robertson, A.L., and Soderberg-Naucler, 
C. 2006. Inflammation and atherosclerosis. Annu Rev 
Pathol Mech Dis 1:297–329.

Merched, A.J., Ko, K., Gotlinger, K.H., Serhan, C.N., and 
Chan, L. 2008. Atherosclerosis: evidence for impairment 
of resolution of vascular inflammation governed by spe-
cific lipid mediators. FASEB J 22:3595–3606.

A major concern is how closely these models simu-
late human disease. Murine lesions have not, as yet, 
progressed to the stage of plaque rupture, with the 
exception of events seen in a small proportion of ath-
erosclerotic mice. However, the striking similarities in 
the morphology of lesions formed in mice compared 
with specific stages of the human disease indicate that 
these models are good simulations that will continue 
to contribute to our understanding of the mecha-
nisms involved in the atherogenic process. With the 
wide availability of mouse models, the revolution in 
genomics and functional genomics has the prospect of 
uncovering many more genes that are important in the 
atherogenic process.
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treatments. John Riggs, an American dentist, pointed 
out the inflammatory nature of the periodontal disease 
in the nineteenth century. Dental science was closely 
affected by the discovery of “germs” by Louis Pasteur 
and Robert Koch at the end of the nineteenth century 
as well as new methodologies such as x-ray radio-
graphs by Wilhelm Roentgen. “The Microorganisms 
of the Mouth” was published by Miller in 1890 and 
marked the introduction of modern microbiology into 
dentistry [1]. Today, we know that the oral cavity is 
highly populated with more than 400 known and cul-
tivable bacteria [2–4] and presents a constant battle-
ground for the host defense systems and the invader 
microorganism species. The understanding of oral 
pathologies is closely linked to elucidating the mech-
anisms of inflammatory changes in the oral tissues. 
Since the tissues of the oral cavity are unique in many 
structural, biological, and physiological aspects, this 
chapter will first briefly present the tissues of the oral 
cavity in “health” and then focus on the inflammatory 
processes that underlie the pathological conditions. 
The most complex of the oral tissues is the periodon-
tium, including both the hard and the soft tissues in a 
functional system; therefore, the diseases of the peri-
odontal tissues will be used as a model for presenta-
tion of specific mechanisms of inflammation.

Biology of Tissues of Oral Cavity  
and Periodontium

The tissues of the oral cavity interact with each other 
and the rest of the mammalian body in a complex 
and integrated way. There are few areas of the body 
where biology meets function and esthetics as in the 
oral cavity. One of the main functions of oral tissues 
is mastication. Teeth are specialized structures, where 
each group has a different role. The tooth is the only 
hard tissue complex that erupts outside the soft tis-
sues of the mammalian body. It is inserted into the 

Introduction

The oral cavity is a complex organ system composed 
of salivary glands, tongue, tonsils, and teeth. The tis-
sues of the oral cavity are either mineralized-hard 
(e.g., enamel, dentin, cementum, and bone) or soft tis-
sues (e.g., mucosa, periodontal ligament, and gingiva), 
which altogether maintain a complex system of func-
tion and esthetics. The oral cavity is the entrance to 
and a major component of the gastrointestinal tract 
as the first site in the body to break down the food due 
to its masticatory function; it is also the gateway for 
respiration. Oral systems are crucial for proper phona-
tion; the alignment of the teeth affects how words are 
pronounced. Facial esthetics is also directly associated 
with the shapes of the teeth and soft tissues surround-
ing them. With this unique blend of components and 
functions, the health and the disease of the oral cav-
ity, therefore, present an important area of research 
as well as a challenge to the maintenance of general 
health. As in many diseases common to humankind, 
oral pathologies are associated with alterations in tis-
sue homeostasis. Oral pathological conditions and 
diseases have been recognized as important health 
problems since the dawn of the early civilizations. For 
example, golden toothpicks found in Mesopotamia 
have indicated that Sumerians were practicing oral 
hygiene as early as 3000 B.C. Various herbal medi-
cations were used by Babylonians and Assyrians to 
“treat” periodontal problems. Egyptians, Chinese, and 
Indians all have written documentation of treating 
dental and periodontal inflammation, ulcerations, and 
abscesses. Greeks and Islamic physicians have also 
contributed to the understanding of oral problems as 
major health issues to be treated. As in other medical 
fields, dentistry has been elevated to a scientific and 
systematic understanding level in the eighteenth cen-
tury. Pierre Fauchard published “The Surgeon Dentist” 
(1728) and covered all aspects of oral diseases and their 
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specialized alveolar bone of the jaws. Alveolar bone is 
covered by layers of soft tissue composed of connective 
tissue and epithelia.

The oral cavity is lined with a highly specialized 
mucosa with distinct functional and structural char-
acteristics. Oral epithelium is the continuation of the 
mucosa, which also lines the tongue and the palate. 
Outside the oral cavity, oral mucosa is continuous with 
the skin of the lips. Structurally, it is possible to distin-
guish the oral mucosa into three different areas:

1.	 Masticatory mucosa:  The mucosa that covers 
the gingiva and the hard palate and is directly 
involved in the mastication process together with 
the teeth.

2.	 Tongue mucosa:  The mucosa that covers the dor-
sum of the tongue.

3.	 Lining mucosa: The remaining mucosal surfaces of 
the oral cavity.

Saliva is a unique secretory fluid that is produced by 
the highly specialized salivary glands. There are two 
types of salivary glands: major and minor glands. The 
major role of saliva is to provide physical lubrication 
to soft and hard tissues of oral cavity. In addition to its 
cleansing and humidifying effect, saliva also provides 
an important protection in defensive mechanisms of 
the oral cavity. It is a rich source of sIgA and molecules 
such as histatins [5]. The gingival crevicular fluid, on 
the other hand, is an exudate that is secreted by the 
inflammatory cells and the epithelium into the crev-
ice between the teeth and the soft tissues. Its volume 
increases proportionally with inflammation. In addi-
tion to its defensive functions, gingival crevicular fluid 
is also used to assess the inflammatory changes and 
the stage of inflammation during periodontal disease 
activity.

Dental Structures and Periodontium

A tooth consists of several compartments with distinct 
characteristics. These structures are lost because of 
periodontal inflammation (Figure 33.1). Enamel is 
the layer of the teeth that covers the external surfaces 
outside the gingiva and extends into the oral cavity. 
The main function of the enamel is to protect the 
other compartments of the teeth and resist mechani-
cal and chemical forces. Dentin lies just below 
the enamel in the crown of the tooth and extends 
throughout the root. This is a continuous tissue with 
parallel tubuli and its main role is to connect the 
pulp of the teeth to the layers that cover the surfaces 
(enamel and cementum). The cementum layer can be 
considered a continuation of the enamel on the root 
surface. Cementum is attached to the alveolar bone 
by the fibers of the periodontal ligament. The pulp of 
the tooth is the source of vitality, and contains blood 

vessels and nerve endings through which the teeth 
are connected to the circulation and the nervous sys-
tem of the body.

The periodontium is the organ complex that consists 
of the cementum of the root surfaces, the periodon-
tal ligament, the alveolar bone, and the gingiva. The 
main function of the periodontium is to “attach” the 
tooth to the alveolar bone. Through this attachment, 
the teeth serve as the main masticatory organ. The 
periodontium, which consists of the hard tissues of 
the teeth and the alveolar bone and the soft tissues of 
the gingiva and the periodontal ligament, supports the 
integrity of the oral cavity. A complete dentition with 
a healthy periodontium is, therefore, essential to the 
homeostasis of all the organs in the oral cavity and the 
rest of the gastrointestinal tract. Dental and periodon-
tal structures form a developmental, biologic, and 
functional unit and undergo changes throughout life. 
Although age itself is not a major determinant of these 
changes, it has a cumulative effect on dental health. In 
addition to life-related events, functional alterations 
and oral environment as well as genetic factors contin-
uously affect the biology of the dental and periodontal 
structures.

Root Cementum

The cementum is a mineralized tissue covering the 
root surfaces of the teeth. It is a hard tissue similar 
to bone, and contains collagen fibers embedded in an 
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Figure 33.1.  Dental and periodontal tissues in health and 
disease. The tooth is attached to the alveolar bone via peri-
odontal ligament. The fibers of the periodontal ligament are 
inserted into the root cementum of the tooth. The surface of 
the tooth is covered with enamel. Dentin separates the pulp 
from the enamel and cementum. When periodontal inflamma-
tion reaches to the alveolar bone, bone resorption takes place 
and periodontal pocket is formed. Exposed root surfaces in 
periodontitis are covered with bacterial biofilm.
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organic matrix and a mineral content, which is mainly 
hydroxyapatite (65%). The principal fibers between 
the root cementum and the alveolar bone are called 
Sharpey’s fibers and are the direct continuation of the 
Sharpey’s fibers in the periodontal ligament. On the 
other hand, the cementum does not have any vascular-
ization or nerves. Root cementum also does not show 
any alternating deposition or resorption layers. In con-
trast, there is a continuous increase of the thickness 
of the cementum throughout life due to deposition of 
new layers. Among the many unique functions of the 
root cementum, attaching the periodontal ligament 
fibers, which originate from the alveolar bone to the 
root, is the most important. This is a critical function 
during the repair process following the inflammatory 
damage.

Alveolar Bone

The alveolar bone is the part of the maxilla and man-
dible where teeth are inserted. Bundle bone of the 
alveolus is also referred to as “alveolar bone proper” 
and harbors the teeth. This part of the alveolar bone 
consists of the “alveolar socket” lined with a thin plate 
of cortex facing the root surfaces and a thick corti-
cal bone under the gingiva. Alveolar bone proper is 
continuous with the alveolar process of the jaws and 
forms the basal bone plate. The area between the 
alveolar socket and the compact jawbone walls are 
lined by cancellous bone, which is also known as the 
spongiosa. The cancellous bone contains bone tra-
beculae. The shape of the trabeculae of the alveolar 
bone is directly affected by the occlusal forces. The 
development of the alveolar bone is parallel to the 
tooth eruption. The bone is attached to the tooth root 
cementum through the periodontal ligament and 
Sharpey’s fibers and provides a solid support to the 
teeth. Apart from providing the major support for 
the teeth in the oral cavity, the main function of the 
alveolar bone is to distribute forces generated during 
mastication and occlusion. There are several types of 
cells in the alveolar bone. The cell that is responsible 
for bone formation is the osteoblast and for resorp-
tion, the osteoclast. There are also osteocytes, which 
are pyknotic osteoblasts reside in between the layers 
of mature bone with a major function of communi-
cating through the canaliculi of the bone. As in other 
bone types elsewhere in the body, the alveolar bone 
is covered with the periosteum. The alveolar bone is 
consistently renewed throughout the life by resorption 
and apposition processes. These events are regulated 
by many functional demands such as mastication or 
tooth movement as well as pathological events. A typi-
cal response of the alveolar bone to the inflammatory 
injury is the increased bone resorption stimulated by 
the osteoclastic activity.

Gingiva

The gingiva is a part of the masticatory mucosa and 
covers the alveolar bone proper. The gingiva also sur-
rounds the cervical portion of the teeth. There are 
two different compartments of the gingiva:  (1) epi-
thelium, and (2) connective tissue. Gingival epithe-
lium may be differentiated as oral epithelium, which 
is the continuation of the mucosal surfaces and faces 
the oral cavity; oral sulcular epithelium, which faces 
the tooth and does not get into contact with the dental 
surfaces; and junctional epithelium, which provides a 
hemidesmosomal contact between the tooth and the 
gingiva. The oral epithelium is attached to the under-
lying connective tissue with indentations inserted and 
extending into the connective tissue. These ridge-like 
structures are called rete pegs and are present only at 
the oral epithelium. In healthy and “normal” sulcular 
and junctional epithelia, rete pegs are not observed; 
the basal membrane delineates epithelial connection 
to the underlying connective tissue. Rete peg forma-
tion in sulcular epithelium and the extension of these 
structures deeper into the connective tissue underly-
ing the oral epithelium is an important histopatho-
logical distinction between the healthy and inflamed 
gingiva. The oral epithelium is a keratinized, strati-
fied, and squamous epithelium. There are four distinct 
layers of the oral epithelium from connective tissue to 
the surface:  (1) stratum basale, (2) stratum spinosum, 
(3) stratum granulosum, and (4) stratum corneum. 
These layers are delineated based on the degree to 
which the keratin-producing cells are differentiated. 
Sulcular and junctional epithelia lack the keratiniza-
tion and therefore the stratum corneum. The cells of 
the stratum basale of the epithelium are cylindrical or 
cuboidal. This layer is in contact with the basement 
membrane, which separates the epithelium from the 
connective tissue and the cells of the stratum basale 
can undergo mitotic cell division. This is an important 
feature through which renewal of the epithelial layer 
takes place.

The predominant tissue of the gingiva is the con-
nective tissue, which is also known as the lamina 
propria. The connective tissue is rich with fibers of col-
lagen; fibroblasts are the main cell type of the gingival 
connective tissue; and the gingival blood and nerve 
supply is in the connective tissue. Apart from these 
structural components, gingival connective tissue is 
also the site of inflammation when periodontal health 
is lost. Inflamed gingiva harbors numerous inflamma-
tory cells among the extracellular matrix components 
released by the fibroblasts. The gingiva is continuous 
with the alveolar mucosa, which is a form of lining 
mucosa and it is not considered to be involved in mas-
tication directly. An easily recognizable border known 
as the mucogingival junction makes the distinction 
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forces, which allows the teeth respond to the impact 
of mastication and trauma. Thus, the periodontal lig-
ament acts as a suspension for the teeth in alveolar 
socket creating a mechanical force distribution and 
playing an extremely critical role for the homeostasis 
of teeth, alveolar bone, and the other organs of the oral 
cavity. In an inflamed periodontium, the periodontal 
ligament recedes apically due to the bone loss and the 
teeth become mobile in the alveolar socket losing their 
capability to resist the forces of occlusion with the 
antagonistic teeth.

Etiological Factors of Oral Inflammation

Periodontal inflammation presents a complex patho-
genesis (Figure 33.2). The main etiological factor is 
the microorganism-induced dental biofilm. The host 
response to the microbes and their products or viru-
lence factors determine the impact of tissue destruction. 
Major risk factors to this line of inflammatory process 
can be genetic or environmental (e.g., smoking).

Microbial Factors

With its diverse areas and functional properties, the 
oral cavity also presents one of the most complex micro-
bial ecologies in the human body. There are more than 

between the gingival epithelium and the alveolar 
mucosa. Except for the palate where mucogingival 
junction does not exist due to the coverage of both the 
alveolar bone proper and the alveolar process by the 
masticatory mucosa, this structure is important dur-
ing the extension of the inflammatory changes beyond 
the gingiva and forms a border.

Periodontal Ligament

The periodontal ligament is a unique structure found 
in between the teeth and the alveolar bone. There is no 
other part of the human body where periodontal liga-
ment is found. It is a highly vascular connective tissue, 
which surrounds the roots of the teeth and connects 
the root cementum to the alveolar bone socket wall. 
It is also continuous with the connective tissue of the 
gingiva and contains collagen fiber bundles that are 
highly specialized with various directions as a result 
of the functional and structural properties of the den-
tition. In addition to the structural components and 
the cells, the periodontal ligament is rich with blood 
vessels originating from the alveolar bone and the 
connective tissue of the gingiva providing the vas-
cularization for the teeth through the pulp. Another 
important function of the periodontal ligament is to 
provide the nerve supply with receptors for occlusal 
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Figure 33.2.  Pathogenesis of periodontal inflammation. The microbial infection precedes 
the activation of the host response and periodontal inflammation. There is a two-way inter-
action between the host and the microbial biofilm; increased inflammation as a result of 
activated immune response leads to further colonization of root surfaces by the microor-
ganisms advancing the microbial front apically along the root while recruiting more immune 
cells to the lesion. Genetic and environmental risk factors determine the predisposition 
and severity of the inflammatory response in periodontal tissues. Because of periodontal 
inflammation, connective tissue breaks down and alveolar bone resorbs leading to the loss 
of teeth without any signs of decay.
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of the mouth [8,9]. This is the result of the direct bac-
terial adhesion to the epithelial cells. While the same 
mechanism applies to all other soft tissues of the 
human body, the high turnover of the epithelium in 
the oral cavity due to masticatory forces and washout 
effects provided by the saliva and gingival crevicular 
fluid prevents massive accumulation of microorgan-
isms. However, these natural cleansing mechanisms 
are insufficient once pockets form around the teeth 
and implants where a more anaerobic environment is 
created and the integrity of the epithelial lining in the 
sulcus (which is a nonkeratinized epithelium) is dis-
rupted. Therefore, the weakest link in the oral cavity 
for infection is the periodontal or peri-implant area 
and the extended impact of periodontal inflammation, 
therefore, can impact systemic health due to elicited 
immune responses.

The biofilm forms on the hard tissues of the teeth or 
the implant surfaces after the salivary proteins accu-
mulate and create a “sticky” protective layer, which is 
known as the pellicle. The pellicle formation is the first 
step in the adhesion of the bacterial species [10]. If left 
uncleaned, the accumulation of the bacteria on the 
pellicle and further expansion of the film layer occurs. 
This biofilm is called “dental plaque.” Dental plaque 
can be studied as supra- and subgingival plaque based 
on its localization on the tooth/implant surfaces. In a 
healthy oral cavity with no sign of periodontal destruc-
tion and pocket formation, dental plaque is supragin-
gival. Accumulation of supragingival plaque results in 
a local inflammatory response called gingivitis where 
the inflammation is restricted to the soft tissues of 
the periodontium, namely the gingival epithelium and 
connective tissue. The major species that are associ-
ated with the supragingival plaque formation are 
Gram-positive rods and cocci such as Streptococcus 
mitis, Streptococcus sanguis, Actinomyces naeslundii, 
Actinomyces viscosus, and various Eubacterium species. 
It has been demonstrated that more plaque accumula-
tion will lead to increased severity of gingivitis where 
the plaque advances the subgingival environment due 
to the relative deepening of the pocket as a result of 
the increased swelling in the gingival margin. During 
this progression, the plaque composition also shifts 
to a more Gram-negative and rod-dominated plaque 
[4]. While it is still unclear how and if the gingivitis 
progresses into periodontitis, all periodontitis lesions 
are preceded by gingivitis. The distinction between 
the periodontitis and the gingivitis is the extent of the 
lesion and the destruction of the hard tissues (alveo-
lar bone), in addition to the gingival inflammation. 
Periodontitis is associated with subgingival plaque 
accumulation where the bacteria adhere to the root 
surfaces and the sulcus epithelium apically. The major 
species at this stage of the disease are Streptococcus 
oralis, Streptococcus intermedius, Peptostreptococcus 

400 bacteria species reported to date [2,4,6], and any 
individual may harbor 150 or more different species 
[4]. The oral cavity is the entrance to the pharynx and 
is named as the “oropharynx”; there is a dynamic equi-
librium between the adhesion and removal of microor-
ganisms through mastication, swallowing, breathing, 
tongue movement, washout by saliva, and motion of 
the ciliae. Survival of the microorganisms is dependent 
on this dynamic interaction. The formation of the bac-
terial biofilm on the soft and hard tissues of the oral 
cavity is the direct result of the adherence of the vari-
ous bacterial species in a microecological system.

The oral cavity has several different ecosys-
tems: hard surfaces (teeth, implants, and restorations), 
periodontal pocket, buccal and palatal soft tissue sur-
faces, tongue dorsum, and tonsils. These ecosystems 
serve as niches for biofilm formation and their physi-
cal and functional characteristics determine the type 
and the complexity of the biofilm. While most species, 
with the exception of spirochetes, have the capacity 
to colonize all these surfaces, bacterial adhesion to 
epithelial surfaces as well as the aerobic status of the 
niches determines the accumulation of the pathogenic 
species, which elicit different levels of inflammatory 
response.

The hard surfaces of the oral cavity present a unique 
example for microbial colonization in the human body. 
Since the teeth are the only vital hard structures of 
mammalians exposed to the environment, they provide 
a hard, nonshedding surface and allow the continuous 
and extensive accumulation of the biofilm. The teeth 
also present a unique ectodermal interruption where 
there is a unique seal between the external environ-
ment and the internal parts of the body. Therefore, in 
contrast to anywhere else in the human body, the hard 
tissue biofilm in the oral cavity is the major reason for 
the formation of local caries. Meanwhile, the interac-
tion of the bacterial species in this complex ecosys-
tem with the host creates a substantial inflammatory 
impact by eliciting the immune response at both the 
local and the systemic levels, which forms the basis of 
the generalized response to the periodontal and peri-
implant inflammation. Based on this knowledge, teeth 
are considered one of the primary habitats of bacte-
ria throughout the body and as a “port of entry” for 
many pathogens [7]. While cleaning of their surfaces 
or extraction of the teeth eradicates the caries-causing 
bacteria, the periodontal pathogens are not completely 
eliminated and the “sterility” of the oral cavity is vir-
tually impossible. This suggests the importance of the 
host in creating a suitable environment for the bacte-
ria to colonize and survive in the oral cavity.

The hard tissues are the major sites for biofilm for-
mation in the oral cavity and the source for bacterial 
growth. Studies have also demonstrated that various 
species could adhere to and colonize the soft tissues 
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unique immune system. The dynamics of this immune 
response determine the progression and the impact of 
the inflammatory changes in oral tissues. As in the 
other parts of the mammalian body, the oral cavity 
has both innate (non-specific) and acquired (specific) 
immune mechanisms to respond to microbial agents. 
Polymorphonuclear granulocytes (= neutrophils, 
PMN) and mononuclear phagocytes form the first line 
of defense as the cells of immune system in oral tis-
sues. These cells are accompanied by humoral com-
ponents, such as complement proteins, which are 
directly involved in killing bacteria and facilitate their 
phagocytosis by PMN and mononuclear phagocytes. 
In addition to the phagocytic cells, lymphocytes play 
a role in the advancement of periodontal lesions into 
chronicity. Similar to other pathologies of inflamma-
tory nature, oral inflammatory diseases are charac-
terized by an abundance of lymphocytes and plasma 
cells, as well as antibodies against various bacterial 
species.

In addition to these cellular and humoral compo-
nents of the immune system, the epithelia of mucosal 
surfaces in the oral cavity form a strong barrier 
against invasion by bacteria, viruses, mechanical 
trauma, and various injuries. The highly specialized 
oral epithelium also has a high turnover capacity and 
it regulates the recognition of various bacterial prod-
ucts through specific receptors (e.g., Toll-like recep-
tors, TLR). While these receptors are not unique to the 
oral epithelium or epithelial cells in general, pathogen 
recognition through the interaction of these recep-
tors with the surface ligands on the bacteria initiate 
a series of immune mechanisms carried out by the 
activity of the cellular components of the oral immune 
defense system. In addition to the recognition of patho-
genic organisms, oral epithelial cells are also directly 
involved in defense mechanisms through the release of 
antimicrobial peptides and proteins (e.g., BPI, LL-37). 
Finally, the oral epithelium regulates the adherence of 
the immune cells and their chemotactic migration.

Resident cells of the oral tissues are the first cellu-
lar structures exposed to pathogen-associated molec-
ular patterns after the epithelial barrier is crossed 
with these structures. TLR are the major pattern-
recognition receptors identified in various oral tissues 
for pathogen-associated molecular patterns. These 
patterns or ligands for TLR include the lipopolysac-
charides, outer membrane proteins, and fimbriae 
from various bacterial species. While most TLR are 
expressed in oral tissues, TLR-2, TLR-4, and TLR-9 
have been linked to functional properties in ligand-
specific activation of the oral defense mechanisms 
[12,13]. TLR-ligand interaction results in the activa-
tion of other surface molecules and signaling events 
(e.g., MyD88) leading to the release of proinflamma-
tory cytokines such as TNF-α and IL-1β. Most of the 

micros, Porphyromonas gingivalis, Prevotella intermedia, 
Tannerella forsythia, and Fusobacterium nucleatum.

The environmental conditions of the subgingival 
region are different from those above the gingival 
margin. The crevice between the tooth surfaces and 
the gingiva is filled and washed by the gingival crev-
icular fluid, which also supplies nutrients for the bac-
teria. The redox potential of the subgingival region is 
also lower than the rest of the oral cavity. This fea-
ture provides an anaerobic environment where more 
pathogenic bacteria can colonize. It is not clear if the 
anaerobic subgingival environment is a consequence 
of the bacterial activity, but this habitat is certainly 
a beneficial one for the progression of periodontal 
infection. Since strictly anaerobic bacteria cannot 
survive outside the pocket, subgingival colonization 
of the periodontium by these pathogens is secondary 
to the initiation of the infection, and there is accumu-
lated evidence suggesting that the host response may 
provide a favorable environment for such a popula-
tion of strictly anaerobic bacteria to grow below the 
gingival margin, signifying a shift from gingivitis to 
periodontitis.

As mentioned earlier, the dental plaque is considered 
as a “biofilm.” Similar to the other parts of the body, 
the biofilm refers to an organized structure rather 
than a random accumulation of the microorganisms 
[11]. Microcolonies of different species of bacteria as 
well as other microorganisms (e.g., viruses) are non-
randomly situated in a matrix, which is mainly poly-
saccharide in structure. The lower layers are denser 
and the microorganisms are firmly bound. A looser 
layer covers the base of the biofilm. This layer is more 
irregular and mixed with the fluids of the oral cavity 
as it becomes more superficial. The nutrients pen-
etrate the biofilm through diffusion. The oxygen con-
tent of the deeper layer is substantially lower compared 
to the surface, facilitating an abundance of anaerobic 
species as the biofilm becomes thicker. In addition to 
the polysaccharides, the matrix of the dental biofilm 
is rich with proteins, glycoproteins, and lipids as well 
as inorganic compounds such as calcium, phosphorus, 
and trace amounts of sodium, potassium, and fluo-
ride. The source of the organic components is the host 
and bacterial cells and fluids such as saliva and crev-
icular fluid. The inorganic components derive mainly 
from saliva and gingival crevicular fluid. While saliva 
provides most of the compounds for the supragingival 
plaque, the serum transudate of crevicular fluid is the 
source for the subgingival minerals.

Host-Related Factors

Owing to its highly specialized structure and func-
tion, and in response to extremely high levels of bac-
teria even during good health, the oral cavity is a 
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Peripheral blood neutrophils from individuals with 
localized aggressive periodontitis subjects exhibit 
increased adhesion, reduced chemotaxis, reduced sur-
face glycoprotein GP110, abnormal phagocytosis and 
killing, and increased superoxide generation both in 
resting and stimulated cells. Several signal transduc-
tion anomalies are linked to the functional alterations 
in neutrophils. For example, the later phase of the 
calcium response associated with membrane chan-
nel activation and an influx of extracellular calcium 
is compromised, correlating strongly with defective 
chemotaxis. Total calcium-dependent PKC activity of 
neutrophils is lower. Neutrophils from subjects with 
localized aggressive periodontitis exhibit a marked 
increase in diacylglycerol (DAG) in both stimulated 
and unstimulated cells, and this increase is associated 
with a pronounced decrease in DAG kinase activity, all 
of which suggesting that the cells exist in a “primed” 
or pre-activated state.

The final stage of the oral and periodontal immune 
response is characterized by the recruitment and dif-
ferentiation of the lymphocytes. T cells are usually 
recruited through the action of macrophages and their 
biological mediators while B cells can be directly stim-
ulated with pathogen recognition molecular patterns. 
Their main function is to generate antigen-specific 
antibodies after being differentiated into plasma cells 
in oral tissues.

Genetic Factors

Early studies on the pathogenesis of oral inflammation 
presented the paradigm that the process was exclu-
sively the result of the microbial infection and that 
inflammatory pathologies of the oral cavity are due 
to the lack of appropriate removal of such infectious 
agents. These concepts were fulfilled with findings that 
once the etiological factors were removed through oral 
hygiene practices, “most” of the disease is “reversed” 
or “prevented.” While hygiene is extremely important 
for the prevention of disease in the oral cavity, similar 
to the other parts of the body, the natural history of 
disease progression is not the same in every individual 
and in different populations [18]. The susceptibility 
to disease varies on an individual basis, affecting the 
incidence and progression of oral diseases. The infec-
tious organisms are necessary to initiate the process; 
however, the severity of the disease is determined by 
the host’s genetic factors, which regulate the defense 
mechanisms.

The theory that familial heritage may influence 
disease patterns and that there may be susceptibility 
in certain groups is not a new concept. A complex dis-
ease such as periodontitis and oral inflammatory con-
ditions linked to genetic markers on the other hand 
have not been an easy field of research in which to 

work on TLR-mediated recognition of ligands of oral 
bacteria origin have focused on and identified path-
ways of regulation in macrophages. In addition to 
the macrophages, neutrophils and fibroblasts of the 
oral connective tissues and periodontal ligament also 
express TLR and can also contribute to the progres-
sion of inflammation by IL-1, IL-6, and IL-8 release 
when stimulated by bacterial ligands.

Macrophages, which are usually found at low levels 
in healthy oral tissues, are directly activated in inflam-
mation. Apart from presenting antigen to the lym-
phocytes and advancing the inflammatory response 
to chronicity, oral macrophages contribute to the 
inflammation by releasing proinflammatory cytokines 
in response to bacterial or inflammatory activators, 
thus generating an acute-phase response. Acute-phase 
response, in turn, generates a systemic reaction and 
increases many key inflammatory proteins such as 
C-reactive protein (CRP). CRP levels in patients with 
periodontitis are increased, similar to the levels of those 
with cardiovascular diseases [14–16]. Periodontitis 
also leads to significant and substantial increases in 
proinflammatory cytokine levels (e.g., TNF-α, IL-1) 
in gingival crevicular fluid. Proinflammatory cytok-
ines are correlated with increased clinical attach-
ment loss around the affected teeth and can be used 
as indicators of periodontal inflammatory activity. 
Macrophages also take part in the clearance of the 
apoptotic or necrotic cellular debris and direct clear-
ance of bacteria through phagocytosis. Another major 
function of oral macrophages is to regulate the osteo-
clastic activity. This function is crucial for the destruc-
tion of oral tissues during the inflammatory response 
through the release of RANKL, IL-1, PGE2, and TNF-α. 
In addition to the resident macrophages, monocytes 
from the peripheral blood are recruited to the site of 
inflammation in oral tissues. These migrating cells 
can be differentiated into macrophages or osteoclasts 
through the action of bacterial (e.g., LPS) or inflamma-
tory (e.g., GM-CSF) ligands. Activated macrophages, 
in turn, generate a lymphocytic response through the 
activation of T cells.

Neutrophils play a pivotal role in oral inflamma-
tion [17]. These cells are normally not residential to 
the oral tissues and are recruited from peripheral 
blood upon injury. Until recently, defective neutro-
phil functions were believed to predispose a person 
to infection. However, there is a growing body of data 
implying that this presumption may not be valid. On 
the basis of recent findings, the neutrophil abnor-
malities in periodontal inflammation (specifically in 
localized aggressive periodontitis) are the result of a 
chronic hyperactivated or primed state of the neutro-
phil. The excess activity and release of toxic products 
from the neutrophils is responsible, in part, for the tis-
sue destruction in chronic periodontal inflammation. 
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Pathobiology of Oral Inflammation

The lesions of the oral, and in particular, periodon-
tal tissues are chronic inflammatory lesions. The 
most common form of oral inflammation is gingivi-
tis, which refers to the inflammation of the gingiva, 
limited to the soft tissues of epithelium and connec-
tive with no destruction in the alveolar bone or the 
periodontal ligament [24]. The clinical symptoms 
of gingivitis are reflective of typical characteristics 
of the inflammation with erythema, edema, swell-
ing, and bleeding. Different stages of gingivitis have 
been defined as the “initial,” “early,” and “established” 
lesions, which reflect histopathological observations 
at different levels of gingival inflammation [25]. 
In essence, these changes are the result of vascular 
inflammation and cellular infiltration leading to the 
destruction of the extracellular matrix and loss of col-
lagen in the gingiva. Most importantly, a distinct shift 
in the composition of the microbial biofilm occurs in 
parallel with these histopathological changes in the 
gingiva [26]. The plaque eventually becomes more 
dominated by Gram-negative anaerobic species as the 
gingivitis evolves from the initial lesion into an estab-
lished inflammatory lesion. This observation from the 
experimental gingivitis in humans and models in ani-
mals led to the paradigm that altered microbial flora 
is the direct inducer of the progression of inflamma-
tory changes in the gingival tissues, eventually lead-
ing to the development of periodontitis. In addition 
to the plaque-associated forms of gingivitis, gingival 
inflammation may also be the result of hormonal 
changes (e.g., puberty or menstruation), medication 
use, systemic diseases, or fibrotic side effects of cer-
tain drugs. These forms of gingival inflammation are 
histopathologically similar to the plaque-associated 
forms and resemble other types of inflammatory 
changes elsewhere in the body.

Advanced inflammation in periodontal tissues 
affects deeper components of the periodontium. The 
most common form of such changes is the chronic 
periodontitis, which involves the periodontal ligament 
destruction and the loss of alveolar bone in addition 
to the gingival inflammation. This is the form of oral 
inflammation, which eventually leads to the increased 
mobility of the teeth and their loss. The inflammatory 
lesion in periodontitis is similar to advanced gingivitis 
dominated by vascular changes and cellular infiltra-
tion with the abundance of plasma cells. Therefore, 
it was originally called an “advanced” lesion [25]. 
Although all periodontitis lesions are the extension 
of gingival inflammation to the alveolar bone and the 
attachment apparatus, not all gingivitis cases progress 
into periodontitis. Therefore, the linearity of disease 
progression from gingivitis to periodontitis is ques-
tionable. The microflora changes in the dental biofilm 

identify specific traits. With the development of new 
tools to map and identify various genetic factors, 
which determine the natural course of inflammation 
in individuals and populations, substantial progress 
has been made over the past decade. These studies 
demonstrate the complexity of the problem while 
some patterns have been associated with inflamma-
tory conditions.

Studies on the genetic basis of oral inflamma-
tion can be exemplified by aggressive periodontitis. 
Aggressive periodontitis shows familial aggregation 
[19]. In some populations, an autosomal dominant 
transmission has been shown, while within the same 
or other populations it has been demonstrated that the 
transmission of aggressive periodontitis is autosomal 
recessive, demonstrating the population specificity of 
the disease. Because of their role in human immune 
responses and already established association with 
many other autoimmune disorders, human leukocyte 
antigens (HLA) have been considered risk markers for 
aggressive periodontitis. Studies have demonstrated 
that class I and II HLA located on chromosome 6 co-
clustered with important inflammatory markers such 
as TNF-α and abnormal HLA coding could account 
for inflammatory conditions including periodontitis. 
Similar to aggregation studies, the results suggest that 
population-specific HLA distribution may predispose 
individuals differently to aggressive forms of perio-
dontitis. Another line of evidence that aggressive peri-
odontitis could be linked to genetic basis comes from 
linkage analyses. These studies have demonstrated that 
the gene for aggressive periodontitis may be co-local-
ized on chromosome 4 (4q11–13) with Dentinogenesis 
imperfecta [20] or by itself on chromosome 1 (1q25) 
[21]. Such studies have been recent, and chromosomal 
locations need to be narrowed to the region of inter-
est. Aggressive periodontitis can also be the oral mani-
festation of various genetic diseases such as leukocyte 
adhesion deficiency, Chediak–Higashi syndrome, and 
Ehlers–Danlos syndrome (Types IV and VIII). One of 
the best well-characterized genetic disorders linked 
to aggressive periodontitis is the Papillon–Lefèvre 
syndrome, which affects the periodontal tissue integ-
rity in both primary and secondary dentition and is 
caused by mutations in cathepsin C gene located on 
chromosome 11 [22].

Many genetic factors play a role in the homeostasis 
of oral tissues. A recent review has shown that epige-
netics is becoming an emerging field in inflammation 
[23]. Gene tolerization because of transient silencing 
of genes and priming for activation by genetic regula-
tion may lead to the prevention of pathologies. Oral 
inflammation and its association to epigenetics is 
an emerging field, while very little has been known 
about how the dynamic equilibrium regulates this 
interaction.
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non-Hodgkin’s lymphoma, and Kaposi’s sarcoma. 
Highly active antiretroviral therapy has substan-
tially reduced the incidence of inflammatory lesions; 
however, the availability of costly medications is not 
universal and there have been recent reports that the 
virus may be gaining resistance to the treatment pro-
tocols [27]. HIV-gingivitis is a persistent, linear, and 
erythematous gingivitis observed in HIV-positive indi-
viduals. This type of gingival inflammation is called 
linear gingival erythema (LGE) and may not respond 
to conventional treatment. The microflora in LGE 
resembles that of periodontitis rather than non-HIV 
gingivitis. LGE lesions may extend into the alveolar 
mucosal and may undergo spontaneous remission. 
A possible role for the Candida species has been pro-
posed. Necrotizing forms of gingivitis or periodontitis 
may be an important clinical finding in HIV-positive 
subjects. These lesions typically present with ulcers 
interdentally and may extend into the alveolar bone, 
exposing the bone and leading to necrosis. Necrotizing 
ulcerative lesions of the gingival, periodontal, and 
other oral tissues are extremely painful and severely 
destructive. These conditions are usually identical 
to Cancrum oris (noma) and may be associated with 
severe immunodeficiency of suppressed CD4-positive 
helper T lymphocytes. The incidence and severity of 
chronic periodontitis are increased in HIV-infected 
subjects. The mechanism of the link between the virus 
and periodontal destruction, however, is not clear and 
confounding factors such as reduced oral hygiene have 
not been ruled out.

Aggressive periodontitis is the second-most-abun-
dant form of periodontal destruction, with an onset at 
early ages and rapid progression of the lesions. When 
certain teeth are affected by the aggressive perio-
dontitis (incisors and first molars), it is referred to as 
“localized aggressive periodontitis (LAP).” If there are 
no specific localization of the aggressive periodontitis, 
and the lesions impact all areas of dentition, this form 
is referred to as “generalized aggressive periodontitis 
(GAP).” The linearity between LAP and GAP is not 
clear and LAP is linked to multiple genetic and immu-
nologic defects. For example, LAP is considered to be 
a “neutrophil-mediated tissue injury” and presents 
with primed and hyperactivated neutrophil phenotype 
[17]. Several signaling defects have been associated 
with the phenotypic changes in LAP neutrophils and 
genetic predisposition has been well established in 
certain populations. While retaining its multi-micro-
bial etiology, LAP is also strongly associated with the 
presence of Aggregatibacter actinomycetemcomitans. In 
this sense, LAP represents a different disease pheno-
type than the GAP since such a distinctive microbial 
flora has not been associated with GAP.

In addition to these forms of gingivitis and perio-
dontitis, necrotizing forms of periodontal diseases 

however, are substantial as seen in the later stages of 
gingivitis compared to the initial lesion.

In addition to the loss of alveolar bone, perio-
dontitis is characterized by clinical attachment loss 
between the teeth and the alveolar bone and patho-
logical pocket formation as a result of the extension 
of the sulcus around the teeth. The periodontal pocket 
is usually filled with extensive accumulation of sub-
gingival plaque and calculus. The clinical pattern of 
periodontitis is characterized by phases of active and 
passive progression of inflammation. During the active 
phases, the bleeding is common and progression of the 
inflammation is rapid while the passive phases repre-
sent chronicity with slower or moderate advancement 
of the lesion. The limiting factor in periodontitis pro-
gression is the apical extent of the sulcular epithelium, 
which becomes the “pocket epithelium.”

Chronic periodontitis is immunologically charac-
terized by complement activation through alterna-
tive pathway and the formation of antigen-specific 
antibodies against microbes and their components. 
The destruction of the periodontal tissues is associ-
ated with increased matrix metalloproteinase (MMP) 
activity. This family of enzymes is released by mul-
tiple cellular sources such as the neutrophils and 
macrophages. Some periodontopathogen microbes 
also have the capacity to modulate the host-mediated 
MMP release. Other soluble factors released from cells 
of the oral tissues during the inflammation include 
proteases, cytokines, and prostaglandins. Proteases 
and MMPs break down the collagen structure. As the 
inflammatory response progresses, the epithelial cells 
apically migrate along the root surface and form the 
“periodontal pocket.” The migration of the epithelium 
is accompanied by the infiltration of leukocyte-dense 
inflammation, further activating the osteoclastic activ-
ity and bone resorption. As the destructive pattern 
continues, the accumulation of subgingival plaque 
increases and biofilm widens on the exposed root sur-
faces, which further propagate the destructive lesion. 
Eventually, the periodontal lesion results in the loss of 
the teeth.

Chronic periodontitis may also be the result of sys-
temic factors (e.g., diabetes) or viral pathogens (e.g., 
HIV). These nonbacteria-associated forms of chronic 
periodontitis usually present a more aggressive pro-
gression with the contribution of non-dental–related 
factors. For example, HIV-periodontitis is the net 
outcome of the reduced host resistance to bacteria. 
In general, oral lesions are common in HIV-infected 
subjects. Even before presenting the full-blown clini-
cal symptoms of AIDS, most individuals infected with 
HIV show symptoms of oral lesions such as necrotizing 
ulcerative gingivitis and periodontitis, ulcerations, sec-
ondary viral infection-associated lesions (e.g., Candida 
albicans, Herpes simplex), oral hairy leukoplakia, oral 
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peri-apical abscesses. These lesions are dominated 
with inflammatory cellular and extracellular exudate 
and are considered to be dental emergencies.

Resolution of Oral Inflammation

Oral diseases are inflammatory processes in which 
microbial etiological factors induce a series of host 
responses that mediate an inflammatory cascade of 
events in an attempt to protect and heal the periodon-
tal tissues. The progression of periodontal disease 
and its commonality with other systemic disorders 
such as cardiovascular disease and diabetes is based 
on the inflammatory events underlying the pathogen-
esis. Recent work has shown that in addition to the 
“on” signals that initiate the inflammatory events, 
periodontal tissues are capable of generating “off” or 
“stop” signals as checkpoint controls in inflammation 
(Figure 33.3) [28]. These control mechanisms are spe-
cific resolving cellular and biochemical circuits that 
have evolved to activate resolution, thus limiting the 
uncontrolled dissemination of inflammation. Several 
common inflammatory pathways of pathogenesis in 
chronic periodontitis have already been defined where 
neutrophils play an important role as an inducer in 
conveying the inflammatory processes. These neu-
trophil-mediated pathways, which could very well be 
shared by the other phagocytes (such as monocytes) 

are examples of oral inflammatory conditions. These 
lesions are rapidly developing lesions affecting spe-
cific locations of dentition. Necrotizing lesions may be 
limited to gingivitis or may involve the alveolar bone 
(necrotizing periodontitis). Necrotizing forms of gin-
gival inflammation are characterized by ulcers, pain, 
and bleeding as well as fever and lymphadenopathy. 
Together with the abscesses, these lesions are the only 
forms of periodontal inflammation that lead to the pro-
gression of painful oral lesions of soft tissues. In addi-
tion to the pain, abscesses of periodontal tissues are 
accompanied by pus formation. While Fusobacterium 
species are associated with necrotizing lesions, over-
all, the same anaerobic bacterial species are common 
in these forms of “acute” periodontal diseases.

Apart from these most common inflammatory 
lesions of the oral cavity involving the periodontal tis-
sues, pulpal inflammation as a result of caries-forming 
bacteria affects the vitality of the teeth. These lesions, 
collectively referred to as the endodontic inflamma-
tion, occur in a relatively closed environment within 
the pulp chamber. Since the only natural opening to 
the pulp chamber is the apex of the tooth, any inflam-
matory lesion advancing from the hard tissues of the 
teeth (dentin, enamel) rapidly leads to an acute inflam-
mation and eventually to the loss of the vitality of the 
teeth. Left untreated, pulpal inflammatory conditions 
progress through the apices of the teeth and result in 
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Porphyromonas gingivalis–induced periodontitis 
and leukocyte-mediated bone destruction were used 
to test the resolution efficacy of resolvin E1, an exam-
ple of bioactive products of omega-3 fatty acid trans-
formation circuits initiated by aspirin treatments that 
counter proinflammatory signals [31]. Resolvin E1 
specifically binds to human neutrophils at a site that 
is functionally distinct from the LX receptor. Topical 
application of resolvin E1 in rabbit periodontitis dra-
matically prevented the inflammation-induced tissue 
and bone loss associated with periodontitis similar to 
the impact of topical LXA4 (Figure 33.4).

Following this observation, the potency of resolu-
tion agonists in “treatment” of inflammatory diseases 
was tested. Porphyromonas gingivalis–induced perio-
dontitis and leukocyte-mediated bone destruction was 
again used as the model since this model presented a 
disease profile similar to human periodontitis, initi-
ated by the bacteria and advanced by the host’s inflam-
matory mechanisms. The treatment of established 
periodontitis using resolvin E1 as a monotherapy in 
rabbits was compared to structurally related lipids 
PGE2 and LTB4. PGE2 and LTB4 each aggravated the 
development of periodontitis and worsened the sever-
ity of disease. Promotion of resolution of inflamma-
tion as a therapeutic target with resolvin E1 resulted 
in complete restoration of the local lesion, and reduc-
tion in the systemic inflammatory markers CRP and 
IL-1β. The results for the first time demonstrated that 
tissue homeostasis can be fully restored, the lost bone 
can be fully “regenerated,” the periodontal attach-
ment between the teeth and the alveolar bone can 
be completely recovered, gingival inflammation can 
be completely resolved, and the mobility of the teeth 
can be “cured” by using the topical nanomolar range 
resolvin E1 (Figure 33.5) [32]. This critical finding is 
important beyond the dental and periodontal applica-
tions due to the powerful demonstration that a very 
complex tissue such as periodontium with both hard 
and soft tissues can be fully regenerated through the 
agonists of “resolution of inflammation,” which direct 
the inflammatory process toward restoration of tissue 
homeostasis.

Animal Models For Periodontal 
Inflammation

As in other fields of biological research, clinical ques-
tions are key to understanding the pathological pro-
cesses in the oral cavity. Animal models are necessary 
to test in vivo mechanisms underlying the oral pathol-
ogies and to prove cause-and-effect relationships. 
Animal models are also used to identify the pathways 
of mechanism of oral pathologies and inflammation, 
and to test the potential of novel therapeutics. Animal 
models also answer the limitations of human studies. 

and cells of the adaptive immune system, could be 
used to control and manage inflammatory processes. 
Likewise, findings from LAP as a disease model where 
neutrophil responses are genetically altered show 
that this form of periodontitis represents a valuable 
model in which neutrophil-mediated tissue destruc-
tion follows similar routes. In addition to the tradi-
tional pro- and anti-inflammatory mechanisms, novel 
endogenous lipid mediators (lipoxins and resolvins) 
represent a “pro-resolution” phase in limiting the 
severity and duration of inflammation. Blockage of 
proinflammatory pathways could be accomplished 
not only by immune modulation therapy (e.g., anti-
TNF-α), bisphosphonates, tetracyclines (e.g., chemi-
cally modified tetracyclines, low-dose doxycycline), 
or activation of TIMPs, all of which have side effects 
or short-comings, but also through shutting down of 
the cellular and molecular circuits endogenously by 
lipoxins (e.g., lipoxin A4) or resolvins (e.g., resolvin E1). 
Proresolution has a net advantage over the tradi-
tional methods by suppressing the excessive cellular  
activity [29].

In an attempt to identify the role of lipid-based 
resolution agonists in periodontal inflammation, 
transgenic rabbits overexpressing 15-lipoxygenase-
type 1 enzyme and their response to inflammatory 
challenge were studied [30]. Skin challenges with 
either LTB4 or IL-8 showed that 15-LO transgenic rab-
bits give markedly reduced neutrophil recruitment 
and plasma leakage at dermal sites with LTB4, com-
pared to responses in wild-type rabbits. Neutrophils 
from transgenic rabbits also exhibited a dramatic 
reduction in LTB4-stimulated granular mobilization 
that was not observed with peptide agonists. In 15-LO 
transgenic rabbits, Porphyromonas gingivalis–induced 
periodontitis and leukocyte-mediated bone destruc-
tion were markedly reduced and local inflammation 
was not observed compared to wild-type rabbits. Since 
enhanced lipoxin production was associated with an 
increased anti-inflammatory status of 15-LO trans-
genic rabbits, a stable analog of LXA4 was applied to 
gingival crevice subject to periodontitis. Topical appli-
cation of the 15-epi-16-phenoxy-parafluoro-lipoxin-A4 
stable analog (ATLa) dramatically reduced leukocyte 
infiltration, and “prevented” bone loss as well as tissue 
inflammation monitored by radiological and histo-
logic parameters. Together these results indicated that 
overexpression of 15-LO type I and lipoxin A4 is associ-
ated with dampened neutrophil-mediated tissue deg-
radation and bone loss and suggested that enhanced 
endogenous anti-inflammation is an active process in 
periodontitis. The enhanced anti-inflammation status 
suggested that 15-LO autacoids such as lipoxins could 
be targets in diseases where inflammation and bone 
destruction are pathogenic features as in periodontitis 
and arthritis.
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which bacteria actually initiate the events that lead 
to irreversible breakdown of periodontal tissues in 
humans [3,33]. There is only indirect evidence that the 
defined set of “periodontopathogen” bacteria causes 
disease. Similarly, it is not known whether they repre-
sent important constituents in a polymicrobial infec-
tion, and if the infection is polymicrobial what other 

Similar to all the other animal models of human 
disease, animal models of oral inflammation and 
periodontitis are far from perfect and there exists no 
single animal model completely applicable to all oral 
and periodontal diseases. For example, in the case 
of experimentally inducing periodontitis in animals 
using human bacteria, there is still controversy about 
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and the findings were immediately transferable to 
humans. While the animal findings were not always 
reproducible in humans, the data obtained through 
studies on dogs showed that the “periodontal regen-
eration” is feasible. The suitability of dog as a model 
to study the periodontal regeneration is hindered by 
the reduced availability of dogs for biological research 
over the recent decade.

A swine model of periodontal regeneration has also 
been developed. This model represents a prospec-
tive system where similar inflammation pathways to 
human disease processes can be combined in a large 
enough animal to study the impact of resolution of 
inflammation on the regenerative processes in perio-
dontium. For example, ligature-induced inflammation 
can be reproduced around the dental implants in pig 
jaws [35]. Preliminary work has shown that while the 
alveolar bone architecture is considerably different in 
swine with larger marrow spaces and a more fragile 
cortical plate than human jaws, the bone deposition 
dynamics and the attachment apparatus of periodon-
tium are comparable to humans (Figure 33.6). Indeed, 
to better understand the structure and function of the 
junctional epithelium, early studies on pig model, an 
omnivore whose dietary and dental development and 
occlusion patterns are similar to the human condi-
tion, and which, because of its size, is more readily 
amenable to experimental manipulation have focused 
on the anatomical aspects [36]. These findings were 
also compared to the well-described epithelium in 
the rat. These studies demonstrated that the porcine 
junctional epithelium has predictable morphological 
and biochemical features, which established the pig as 
an advantageous model to study the basic and clinical 
biology of this unique epithelium. Later studies from 
other centers also confirmed the suitability of the pig 
model to study periodontal regeneration. Specifically, 
stem-cell–mediated tissue engineering research has 
been the focus of such studies [37,38].

Summary

As in other tissues of the mammalian body, inflamma-
tion is an active process in the tissues of oral cavity. 
The oral cavity and thus the inflammatory response of 
its tissues present unique challenges and mechanisms 
due to the complex integration of both soft and hard 
tissue compartments and fluids. Understanding the 
concepts of immune response to the microbial factors 
and the impact of genetic determinants of susceptibil-
ity to disease is crucial for identifying the pathways 
of inflammation. Since oral inflammation presents a 
risk for systemic health and follows similar pathways 
of inflammatory response elsewhere in the body, pre-
venting and treating the inflammatory lesions of the 
oral tissues is also important for the maintenance 

bacteria participate. The choice of bacteria has impor-
tant implications as does the decision to study a single 
or polymicrobial infection. Therefore, it is difficult to 
reproduce the human disease in an animal while this 
represents still an important transition between bench-
top in vitro experimentation and human clinical trials 
for many newly developed therapeutic agents.

As demonstrated in the experiments summarized 
earlier, the rabbit presents an excellent model to study 
the inflammatory changes in human periodontitis. 
The original studies on rabbits have focused on the 
atherosclerotic changes and cardiovascular inflam-
matory changes. Since the animal proved to be a suit-
able model to evaluate the activation of inflammatory 
cascades, periodontal inflammation has been induced 
to test its availability to human periodontal disease 
research [34]. The rabbit microflora is not pathogenic 
as demonstrated by the lack of periodontitis develop-
ment when only ligatures are applied. This distinct 
feature, in addition to the comparably larger size of 
the rabbit than the rodents, presents it as a model to 
induce the periodontitis as seen in humans by using the 
pathogenic bacteria of human origin. The results from 
the studies on rabbit experimental periodontitis dem-
onstrated that the rabbit is not a sterile animal. The 
species of the rabbit oral microflora cross-react with 
DNA from human bacteria and with the introduction 
of human pathogen (e.g., Porphyromonas gingivalis) the 
non-pathogenic species increase in the biofilm on the 
rabbit teeth. When the inflammation is resolved and 
periodontal tissue architecture is restored, the exter-
nally introduced human pathogen is cleared and the 
rabbit oral microflora is reverted to the baseline levels 
of detection [32]. This observation not only confirms 
the complexity of the human periodontitis, but also 
demonstrates the interaction between the microbial 
structures and the host inflammatory processes in the 
development of the diseases.

While small animals are suitable to study the 
inflammatory processes, research on alveolar bone 
regeneration around the teeth requires larger ani-
mals for testing various compounds in combination 
with resolution agonists. No studies have been per-
formed to this end yet. Historically, dogs have been 
extensively used to study the bone regeneration in 
periodontal treatment. This model provided consider-
able data on how newly developed grafting materials 
as well as other regenerative strategies such as barrier 
membranes, root surface conditioning, mechanical 
treatment, antibiotics, and the combination of such 
techniques would result in restoration of the lost peri-
odontal architecture. Periodontal defects were either 
“created” by mechanical means (e.g., surgical burs) or 
through the introduction of various bacterial species. 
Dogs, therefore, provided a valuable model for study-
ing both the acute and chronic effects of periodontitis 
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of the homeostasis of the whole human body. For 
example, periodontal inflammation is one of the major 
complications of diabetes [39]. Likewise, cardiovascu-
lar diseases are associated with periodontal inflam-
mation and the list of systemic diseases linked to oral 
inflammatory lesions is growing. In vitro experimenta-
tion and in vivo models together with high-throughput 
analyses are in place and have already provided sub-
stantial information on how the oral inflammation is 
initiated and progresses. Future studies will be focused 
on the utilization of this information for development 
of therapeutic strategies to resolve the oral inflam-
mation as well as their contribution to the systemic 
diseases.
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	 34 Pathogens and Inflammation

Julio Aliberti

Here, we discuss the modulation of inflammation upon 
pathogen invasion, including the new pathway trig-
gered by lipoxin involved in the repression of immune 
response during infection, as well as this mechanism 
from the perspective of the pathogen, which pirates 
the host’s lipoxygenase machinery to its own advan-
tage as a probable immune-escape mechanism.

Innate Immunity and Pathogens

It is well known that a series of pattern-recognition  
receptors is involved in the recognition of different 
microbial pathogens and induction of the innate 
response. Such receptors recognize distinct bio-
chemical patterns of molecules displayed by the 
invading pathogen. The repertoire of innate immune 
receptors is very broad and includes several classes 
of germ-line–encoded proteins such as Toll-like 
receptors (TLRs), scavenger receptors, and C-type 
lectins. This wide array of recognition molecules 
allows the host to detect a variety of microbial mol-
ecules including carbohydrates, lipids, nucleic acids, 
and proteins [1,2]. Distinct TLR ligands provide dis-
tinct activation status and cytokine production pat-
terns for antigen-presenting cells (APCs), resulting 
in the induction of differential immune responses. 
Thus, TLRs are critical molecules to induce not only 
inflammatory responses but also fine-tune adaptive 
immune responses depending on invading patho-
gens [3]. TLRs activation can upregulate costimula-
tory molecules on APC, thus enhancing the activation 
of adaptive T-cell responses. It has been reported that 
the activation of TLRs on DCs leads to the induc-
tion of IL-6, which downregulates the function of 
CD4+CD25+ T-regulatory cells, further stimulating 
the adaptive T-cell response. Finally, different TLRs 
can have different patterns of functional responses, 
depending on the adaptor molecules with which they 
associate.

During infection, that is, antiviral responses, TLRs 
activated by viral ligands lead to activation of the 
TNF receptor-inhibitory factor (TRIF), interferon-
regulated factor 3 (IRF3), specific signaling pathways, 
resulting in the release of IFN-β and an antiviral gene 
program  [4]. The result of this program is the inhi-
bition of viral replication. Interestingly, some viruses 
encode proteins that inhibit TLR signaling, thereby 
escaping this response.

Gram-positive bacteria contain a variety of ligands 
that activate the innate system (i.e., lipoteichoic acids, 
teichoic acids, and peptidoglycans). These cell-wall–
associated ligands are able to activate TLR2 to induce 
the release of cytokines, and these ligands also activate 
C-reactive protein, which accelerates the clearance of 
the pathogen [5]. Finally, these ligands activate a plate-
let-activating factor receptor, which triggers endocy-
tosis. The resultant inflammatory responses can help 
eliminate the pathogen, but they also trigger damage 
to host tissues.

Dendritic cells (DCs) are key APC that also have 
a broad functional role in mediating innate immune 
responses and influencing adaptive immunity. DCs 
can be divided into functional subsets, and these sub-
sets can be defined according to cell-surface markers, 
and play specific roles in host defense to infection. 
During viral infection, plasmacytoid DCs produce 
type I IFNs, which contribute to the rapid control of 
infection. CD8+ DCs are involved in priming cytolytic 
T lymphocytes either by direct presentation of viral 
antigen or by cross-priming. A third subset, CD11b+ 
DCs, is involved in priming CD4+ helper T cells [6].

Upon parasitic infection, DCs use TLR as well as 
other receptors to recognize and respond to microbial 
pathogens [7]. DC-specific ICAM-3-grabbing nonin-
tegrin (DC-SIGN) is able to recognize carbohydrate 
motifs on various bacteria and parasites, and is regu-
lated by cytokines, such that the local environment can 
regulate DC interaction with microbial pathogens. It is 
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well established that DCs have the ability to dictate the 
development of Th1 versus Th2 responses in response 
to parasitic infection [7].

During experimental models of infection (i.e., 
Toxoplasma gondii, Mycobacterium tuberculosis, 
and Trypanosoma cruzi among others), an NK cell-
activating cytokine, IL-12, is essential for triggering 
IFN-γ-dependent immune responses to microbes; for 
example, IL-12-deficient animals are extremely sus-
ceptible to T. gondii infection [8]. Several cell popula-
tions are known to produce IL-12 in vitro and in vivo, 
including B cells, macrophages, neutrophils, and DCs 
[9]. Nevertheless, DCs, which are an abundant source 
of IL-12 in vivo, seem to be the most relevant cell 
population for the development of a parasite-specific 
type 1 immune response. Reise Sousa and colleagues 
observed that splenic mouse CD8α+ DCs produce IL-12 
in response to T. gondii in the absence of costimulatory 
signals [10]. So, DCs can either activate the immune 
system by recognition of parasite-derived molecules or 
can potentially harbor initial replication of the intrac-
ellular parasites.

Adaptative Immune Responses to Infection

In 1986, two types of murine helper T-cell clones were 
described (Th1 and Th2) that have had enormous 
effect on the way exploration of immune responses 
to pathogen invasion is understood [11]. Initially, 
the paradigm was adopted and it seemed as though 
immune responses to various classes of infecting 
organisms could be neatly classified as either elicit-
ing a Th1 or a Th2 response and that immunity to an 
organism required one of these specific responses for 
clearance of infection. Then it became apparent that 
in many cases a balance of these two types of T-cell 
responses was actually required to eliminate infec-
tion. Currently, it is beginning to emerge that, in fact, 
the paradigm may not be nearly as clear-cut as was 
initially thought.

The Th1/Th2 dogma can be simply described in the 
following way: CD4+ T cells have been categorized into 
two subsets (Th1 and Th2) according to the profile of 
cytokines they produce. Generally, intracellular infec-
tions rely on a Th1-type response to resolve infection 
and extracellular parasites (mainly helminths) elicit a 
Th2 type response. Prototype Th1 cytokines include 
IL-12, IFN-γ, and TNF. These cytokines are proinflam-
matory and evoke cell-mediated immune responses 
and these cytokines are typically needed to resolve 
bacterial, viral, and protozoal infections. Th2 cytok-
ines include IL-4, IL-5, and IL-10. These cytokines 
are anti-inflammatory and typically evoke humoral 
immune responses and Th2 responses are classically 
described in immune responses to helminthes (i.e., 
schistosomiasis).

The cytokine released by APC into the immunologic 
synapse, mainly by DCs, is emerging as key and hence 
the biology of this phenotype. The early production of 
IL-12 in the immunological synapse between APC and 
Th0 T cell has been shown to prime Th1 responses in 
response to intracellular microbial infections and the 
secretion of IL-10 leads to Th2 T-cell responses.

The infection in which this paradigm of immunity is 
best studied and most easily understood is Leishmania. 
It is well known that resolution of a murine Leishmania 
infection depends on an early Th1 response and that 
susceptibility to disease is associated with early Th2 
domination. DCs from susceptible mouse strains 
are an early source of the Th2 biasing cytokine IL-4. 
Leishmania amazonensis amastigotes and metacyclics 
are able to enter and activate DCs of both susceptible 
and resistant mouse strains. DCs from susceptible 
BALB/c mice, however, fail to produce CD40-induced 
IL-12, but rather produce IL-4. Transfer of these 
BALB/c DCs into syngeneic amastigote-exposed mice 
results in a significantly higher parasite-specific Th2 
response than that seen in resistant mouse strains. 
DCs taken from IL-4−/− mice indicate that this Th2 
biasing is at least partially due to amastigote-carrying 
DCs. Thus host susceptibility, at least in part, may be 
due to the Th2 biasing effect of infected DCs. Similar 
findings have been demonstrated for several infectious 
agents including Toxoplasma gondii, Trypanosoma 
cruzi, and Cryptosporidium parvum.

The need for both T-cell phenotypes acting sequen-
tially has been recognized in Plasmodium chabaudi 
AS infection of the resistant C57BL/6 and suscepti-
ble AJ mouse strains. It has become clear that early 
Th1 responses cause a rapid drop in parasitemia and 
a later Th2 response elicits an antibody response 
that finally clears parasitemia. Several studies have 
shown an important role for early IL-12 production 
and DCs in Plasmodium and Toxoplasma infections. 
In a mouse model of this disease, it has been shown 
that the spleen, mainly DCs, is the primary source 
of IL-12. Resistant C57BL/6 mice show an early Th1 
response in the spleen as shown by increased levels 
of TNF-α and IFN-γ mRNA expression and low lev-
els of IL-4 expression in splenic lymphocytes. TNF-α 
mRNA levels correlate with cytokine concentrations 
in blood. In addition, anti-TNF antibody given early 
in the infection renders resistant mice susceptible. 
The susceptibility of AJ mice however is correlated 
with lower levels of early Th1 cytokine mRNA expres-
sion in the spleen and also later on in the disease 
around the time of death. Hence, it is apparent that 
the timing and the site of Th1 cytokine release is cru-
cial in outcome. In resistant mice, if the early Th1 
response is not followed by a Th2 response, effective 
antiparasite antibodies are not generated and the 
infection persists.
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The critical role of IFN-γ production by CD4+ T cells 
in controlling M. tuberculosis was recognized early 
[12–15]. IFN-γ knock-out mice are highly susceptible to 
M. tuberculosis infection, with deficient production of 
reactive nitrogen intermediates (key mycobactericidal 
effectors) and defective granuloma formation [16]. The 
high mortality observed in these mice is associated 
with the lack of generation of Th1 cells – nevertheless, 
no Th2 response is “uncovered” in these mice. Indeed, 
IL-4-deficient mice have no detectable difference in 
resistance to M. tuberculosis infection, suggesting that 
disease does not derive from a Th1/Th2 ratio imbal-
ance, such as is observed in Leishmania major infec-
tion models [16].

Given the central role played by IL-12 in driving 
IFN-γ responses, it is not surprising that IL-12 has 
been shown to be essential for protection against 
M. tuberculosis infection in mice [12,15]. IL-12p40-
deficient mice are highly susceptible to this infection, 
exhibiting high levels of mycobacterial dissemina-
tion and proliferation, organ failure, and high mor-
tality [17]. Interestingly, IL-12p35-deficient mice, 
although slightly more resistant than their IL-12p40-
knockout counterparts, still exhibit high susceptibil-
ity to M.  tuberculosis infection, thus indicating that 
IL-12 has a dominant role in mediating resistance to 
M. tuberculosis infection [17]. However, other cytokines 
that share the IL-12p40 subunit, such as IL-23, may 
also contribute to resistance to this pathogen [17].

In humans, strong evidence for the importance of 
IFN-γ and IL-12 in host defense against mycobacterial 
infection has been described [18,19]. Thus, it is well 
established that the protective immune response to 
M. tuberculosis is dependent on the host’s ability to ini-
tiate Th1 cellular responses.

TNF is another key proinflammatory mediator that 
contributes to the development of resistance to M. 
tuberculosis. TNF- or TNFR1-deficient mice, as well as 
mice treated with neutralizing anti-TNF mAb, exhibit 
high levels of mycobacteria growth in the lungs and 
peripheral organs, along with high mortality [16]. 
More interestingly, during chronic disease, neutraliza-
tion of TNF causes mortality by disrupting granuloma 
structure [16].

Modulation of Immune Response and 
Prevention of Pathology During 
Infection: Role of Cytokines

The simple way of understanding the Th1/Th2 para-
digm of immune response to protozoan infections, 
namely, early Th1 cytokines clear the infection and 
later Th2 cytokines prevent serious ongoing inflamma-
tion, may well be an over-simplification of the truth. 
Cytokine interactions are complex and timing as well 
as specific location of release are just two of the factors 

that may impact strongly on the effect of a particular 
cytokine. The beneficial and detrimental view of Th1 
versus Th2 cytokines is less and less a view held onto 
as a dogma useful in the explanation of immunopatho-
genesis of disease.

Several studies have shown a role for classical Th2 
cytokines in an early appropriate disease protect-
ing immune response against intracellular protozoal 
infections. IL-4, when present during initial activa-
tion of DCs, can instruct them to produce IL-12 and 
promote a Th1 response thus protecting normally 
susceptible BALB/c mice against L. major infection. If 
IL-4 is present later during the period of T-cell prim-
ing, a Th2 response develops and mice succumb to 
progressive disease. This example shows that the tim-
ing of exposure to a particular cytokine may be more 
important than to which side of the traditional Th1/
Th2 spectrum it has been classified. Stat4 is a second 
messenger important in signaling Th1 cytokine pro-
duction. The Th2 cytokines, IL-4, and IL-10, suppress 
Stat4 induction in DCs and macrophages if present 
during maturation and activation, respectively, thus 
diminishing IFN-γ production. In contrast, IL-4 has 
no effect on Stat4 levels in mature DCs and actually 
augments IFN-γ production by DCs during Ag presen-
tation, indicating that IL-4 acts differently in a spa-
tiotemporal manner.

A phosphorylcholine-containing glycoprotein 
secreted by the filarial nematode, Acanthocheilonema 
viteae, which generates a Th2 antibody response in 
vivo, has (as would be expected) been found to induce 
the maturation of DCs with the capacity to induce Th2 
responses (increased IL-4 and decreased IFN-γ). The 
switch to either Th1 or Th2 responses is not affected by 
differential regulation through CD80 or CD86 and the 
Th2 response is achieved in the presence of IL-12. This 
is counter-intuitive, as the traditional model would 
imply that the presence of IL-12 would dominate and 
bias a Th1 response.

Surprisingly, and somewhat contrary to what was 
hypothesized (based on the simplistic view of Th1/
Th2), IL-2 knock-out mice develop severe Th1-mediated 
autoimmune mediated disease (hemolytic anaemia, 
Crohn’s disease). TNF is a prototype proinflammatory 
Th1 cytokine and yet under some circumstances, TNF 
can cause immunosuppression. Anti-TNF therapy has 
been associated with dramatic improvements in many 
rheumatoid arthritis and Crohn’s disease patients. 
The same treatment however has been associated with 
worsening multiple sclerosis with enhanced demyeli-
nation in some human patients. Under some circum-
stances and in some animal models, TNF treatment 
can reduce the severity of some prototypic Th1-type 
diseases, including diabetes, experimental autoim-
mune encephalomyelitis, and arthritis. Typically, TNF 
enhances antigen presentation by APCs. It has, 
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activities. The biosynthetic pathways involved in LXA4 
formation are complex, involve the actions of at least 
two independent LOs, and can occur through trans-
cellular cascades. However, the activity of 5-LO seems 
to be a common step in LXA4 synthesis [20]. 5-LO is 
produced as a pro-peptide that is activated by cleav-
age. Low levels of active 5-LO are found in different 
cell types, including macrophages, platelets, DCs, and 
neutrophils [22]. The expression of a 5-LO-activating 
protein (FLAP) is a key signal for induction of 5-LO 
activity. Of note, aspirin acetylation of cyclo-oxyge-
nase (COX) [20] leads to a change in functionality that 
can drive synthesis of the “aspirin-triggered LXA4” 
(ATL): 15-epi-LXA4. ATL has the same activity, but is 
more metabolically stable than LXA4 [20].

LXA4 are thought to bind to at least two types 
of receptors [23]:  (a) a surface membrane seven-
transmembrane G-protein–coupled receptor, FPRL-1 
or ALXR [24]; and (b) the nuclear ligand–activated 
transcription factor, the Aryl hydrocarbon receptor 
(AhR) [25]. The binding of ligands (i.e., LX) to AhR 
results in the formation of an active transcription fac-
tor that binds to DNA domains – dioxin-responsive ele-
ments (DRE) – that activate the expression of a specific 
panel of genes [26]. In the absence of ligand, AhR is 
located in the cytosol in association with several mol-
ecules, Hsp90, the immunophilin-like protein XAP2, 
and the co-chaperone p23. Ligand binding allows for 
release of the AhR, its translocation to the nucleus, and 
heterodimerization with the AhR nuclear translocator 
(ARNT; HIF-1β). The AhR/ARNT heterodimer binds to 
specific DNA sequences (aryl hydrocarbon elements 
[AHREs], also known as DRE or XRE), where, in 
concert with the co-activators CBP/p300 (ARNT) and 
RIPI40 (AhR), they lead to target-gene transcription, 
leading to expression of target genes [26].

Repression of Immune Response and 
Prevention of Immunopathology

Proinflammatory mediators such as IL-12, IFN-γ, and 
TNF, which are essential in controlling parasite 
growth (as discussed earlier), can be unfavorable to 
the host if produced in excess. For example, uncon-
trolled immune response during T. gondii infection 
induces cachexia, tissue damage, and early death. In 
addition, during other inflammatory diseases such as 
arthritis or Crohns’ disease, sustained or uncontrolled 
type 1 cytokine responses can cause serious damage. 
To prevent such damage, the proinflammatory effects 
need to be counterbalanced by the induction of sev-
eral host regulatory factors and receptors. The pres-
ence of such control mechanisms is absolutely 
essential for the homeostasis of the immune response, 
and given its efficiency, has been held and used by 
pathogens to their own benefit to prevent parasite 

however, been shown that in some circumstances TNF 
can inhibit the function of mature DCs and might 
induce their apoptosis and inhibit antigen presenta-
tion. It is hypothesized that the timing and duration of 
TNF production are important in deciding the protec-
tive versus harmful effects of TNF.

Both type I and type II interferons are used to treat 
infectious disease, but in up to 19% of patients treated 
with these cytokines, autoimmune conditions develop 
(typical Th1-type diseases). Paradoxically, type I inter-
ferons are also used to treat autoimmune diseases 
like multiple sclerosis (where it is the corner-stone of 
therapy in some countries). These are cytokines that 
induce APC maturation and enhance antigen pre-
sentation. The mechanisms of IFN-induced immune 
downregulation are not completely clear, but type I 
IFNs are known to be able to inhibit IL-12 produc-
tion and enhance IL-10 production. Both IFN-α and 
IL-10 can promote the differentiation of CD25+CD4+ 
regulatory T cells. IFN-γ is regarded as the canonical 
type I cytokine and consistent with this, it activates 
APC and promotes Th1 differentiation. Despite large 
amounts of evidence incriminating it as a promoter of 
disease, there is also evidence for its protective roles 
in autoimmunities. The immunosuppressive action 
of this and other cytokines relates to their ability to 
induce members of the suppressor of cytokine signal-
ing (SOCS) family of intracellular messengers that 
serve as classic feedback inhibitors of cytokine signal 
transduction. Socs1 gene knock-out mice show exten-
sive IFN-γ-dependent pathology and show excessive 
IFN-γ responses. It thus seems possible that low-level 
exposure to IFN-γ might attenuate subsequent respon-
siveness to the harmful effects of these cytokines, the 
net effect thus being inhibitory. Recently, it was shown 
that the host counterbalanced the excess of inflamma-
tory response production of regulatory cytokines and 
novel anti-inflammatory eicosanoids, lipoxins; such 
novel molecules and their stop signaling pathways 
keep proinflammatory response under control during 
chronic disease.

Modulation of Immune Response and 
Prevention of Pathology During 
Infection; Lipoxins

LXA4 or (5S,6S,15S)-5,6,15-trihydroxy-7,9,13-trans-11-
cis-eicosatentraenoic acid is an eicosanoid derived 
from the lypoxigenase (LO)-metabolism of arachi-
donic acid (AA). Initial studies found that LXA4 was 
secreted by neutrophils and inhibited the activating 
effects of LTB4 on platelets [20]. Since then, a growing 
list of anti-inflammatory effects have been associated 
with LXA4 and its analogs [21]. LO-catalyzed oxygen-
ation of unsaturated fatty acids initiates the forma-
tion of a variety of compounds with diverse biological 
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inflammatory responses, indicating that this receptor 
is important to mediate the anti-inflammatory actions 
of lipoxins in vivo [49]. Moreover, Machado et al. 
recently showed that LXA4 signaling through AhR 
and LXAR receptors in DCs modulated the innate and 
acquired immune responses in mice during T. gondii 
infection [50]. Serhan and colleagues initially pro-
posed that Lipoxin biosynthesis arose from arachi-
donic acid via interaction of the 5-lipoxygenase and 
15-lipoxygenase pathways. Since this initial discov-
ery, different routes for cellular and transcellular bio-
synthesis of endogenous LXA have been described, 
including the discovery that acetylation of cyclooxyge-
nase-2 (COX-2) by aspirin could lead to transcellular 
biosynthesis of aspirin-triggered lipoxins (ATL). The 
biological actions of LXA4 have been characterized in 
many cell and tissue types, both in vitro and in vivo. 
Regarding LXA4 biosynthesis during T. gondii infec-
tion, Aliberti et al. have shown that LXA4 production 
seen after STAg injection was completely abolished in 
the absence of 5-lipoxygenase, indicating that the bio-
synthetic pathways involving this enzyme were cru-
cial in this experimental setting for the production of 
LXA4 [36]. 5-lipoxygenase is produced as a propeptide 
that is activated by cleavage. Low levels of active 5-li-
poxygenase are found in different cell types, includ-
ing macrophages, platelets, DCs, and neutrophils [22]. 
The expression of a 5-lipoxygenase-activating protein 
(FLAP) seems to be the key signal for induction of 
5-lipoxygenase activity. Although, at the moment, it is 
not completely clear which cells are the source of 
lipoxygenase activity in vivo during T. gondii infec-
tion, it is evident that 5-lipoxygenase is required for 
biosynthesis of LXA4. During infection with T. gondii, 
serum levels of LXA4 increase steadily over the course 
of the acute phase, and remain at high levels during 
chronic disease [37]. Such high levels found in the 
serum of chronically infected animals indicate that 
this mediator might exert relevant biological func-
tions during this stage of the disease. Consistent with 
this, 5-lipoxygenase-deficient animals succumbed to 
T. gondii infection at the early onset of chronic dis-
ease. Upon further investigation, it became clear that 
immunity against the parasite was actually increased 
in the absence of 5-lipoxygenase, with significantly 
less brain cyst formation than in control animals, 
indicating that this was not the cause of mortality. By 
contrast, excessive proinflammatory cytokine produc-
tion and massive cerebral infiltration was found, 
including atypical meningitis. The conclusion was 
that the excessive proinflammatory response in the 
brain ultimately caused the death of the 
5-lipoxygenase–deficient hosts [37]. T. gondii infection 
in 5-lipoxygenase–deficient mice resulted in more 
extensive tissue pathology, mainly due to lack of LXA4 
production, as treatment of 5-lipoxygenase–deficient 

eradication. The IL-10 is an important factor that has 
been shown to have anti-inflammatory actions in vari-
ous pathologies associated with increased IFN-γ, IL-1, 
or TNF-α production [27,28]. Accordingly, neutraliza-
tion of IL-10 during chronic toxoplasmic encephalitis 
leads to increased leukocyte infiltration in the CNS, 
indicating a role for this cytokine in controlling CNS 
inflammation [29]. Moreover, IL-10-deficient mice 
have no control over inflammatory responses and suc-
cumb to T. gondii infection early in the acute phase, 
with severe leukocyte infiltration and tissue necrosis 
in the liver and small intestines, mostly due to uncon-
trolled IFN-γ and TNF-α production [30,31]. Given its 
immune-modulatory activities, it was hypothesized 
that IL-10 induction by the pathogen could be used to 
escape from host immune responses during T. gondii 
infection, therefore contributing to virulence of this 
parasite. In agreement with this, the IL-10 has been 
shown as a soluble factor used by pathogens to inhibit 
immune responses. For example, some viruses, such 
as Epstein–barr virus, encode a viral homologue of 
IL-10 that can trigger the same signaling cascade as 
the mammalian cytokine [32], resulting in the inhibi-
tion of antigen processing and presentation by APCs, 
inactivation of IFN-γ-triggered microbicidal path-
ways, and inhibition of T-cell cytokine production and 
cytotoxic activity [33]. Therefore, other mechanisms 
of immune modulation by the parasite are essential to 
allow survival of the host long enough for transmis-
sion and, ultimately, for parasite survival as a species. 
Recently, novel molecules and stop signaling path-
ways were referred to as checkpoint controllers of 
inflammation [34]. Evidence for another anti-
inflammatory mechanism operating during T. gondii 
infection has been provided from observation show-
ing that in vivo injection of STAg triggers the produc-
tion of endogenous LXA4 in a 5-lipoxygenase 
(5-LO)-dependent manner, consequently causing in 
vivo suppression of IL-12 production and CCR5 
expression by DCs, and confers protection to IL-10-
deficient mice [35]. Moreover, LXA4 is an eicosanoid, 
which has been found to inhibit STAg-induced DC 
migration and IL-12 production in vivo and in vitro 
[36]. Lipoxins have been shown to have potent anti-
inflammatory properties in a growing list of models, 
including periodontitis, arthritis, nephritis, inflam-
matory bowel disease, cystic fibrosis, tuberculosis, 
and toxoplasmosis [37–42]. They inhibit leukotriene 
function, natural killer cell function, leukocyte migra-
tion, TNF-induced chemokine production, transloca-
tion of NF-κB, and expression of chemokine receptor 
and adhesion molecules [43–47]. Such eicosanoids are 
thought to bind to two receptors: a seven-transmem-
brane G-protein–coupled receptor, LXAR/FPRL-1 
[48] and a nuclear receptor, AhR [25]. Mice overex-
pressing human LXAR have shorter and less severe 
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receptors, thereby preventing binding and activation 
of downstream signaling elements [52]. Alternatively, 
these proteins might facilitate proteasome-dependent 
degradation of transcription factors through the 
induction of ubiquitylation [52,53].

The Role of Lipoxins in Immune Regulation 
During Infectious Diseases

The immune-regulatory roles of LX have been 
described during different infectious diseases. For 
example, patients with cystic fibrosis fail to generate 
lipoxins in the lungs and the continuing infiltration of 
activated neutrophils that ultimately lead to serious 
tissue damage with organ failure [54]. This contrib-
utes the major pathology for the lung form of cystic 
fibrosis.

Another lung pathogen that causes a chronic 
disease with enormous public health relevance is 
Mycobacterium tuberculosis. It is estimated that 
approximately 30% of the world’s population is 
infected with this bacteria, and only 5%–10% of this 
group develop active disease. The resistance to myco-
bacterial infection is dependent on Th1 cytokines such 
as IL-12 and IFN-γ. Breakdown of host resistance, as 
occurs in HIV-infected patients, leads to reactivation 
of latent infection by unclear mechanisms involving 
the failure of tissue granulomas to contain and pre-
vent the spread of the bacteria, particularly in lungs.

In addition to the Th1-type response generated dur-
ing the course of infection, down-regulatory media-
tors may be important players in controlling excessive 
synthesis of proinflammatory cytokines and conse-
quently tissue damage. Nevertheless, the Th2 cytok-
ines IL-4, IL-13, and IL-10 have been described to play 
no or only limited role in vivo during infection with 
M. tuberculosis [55], for example IL-10-deficient mice, 
that shows nearly normal control of M. tuberculosis 
infection. On the other hand, Bafica and colleagues 
have shown that in the absence of endogenously gener-
ated LXA4, mice become more resistant to infection, 
with longer survival rates, lower bacterial counts, and 
higher type 1 cell-mediated immunity against the 
bacilli [38].

It is possible to speculate that pathogens may take 
advantage of this regulatory pathway to promote host 
survival, or even allow a less toxic environment in which 
replication can occur. Accordingly, Bannenberg and 
colleagues identified an enzymatic activity in tachyzoite 
forms of T. gondii exposed to calcium ionophore in 
the presence of arachidonic acid in vitro. Moreover, 
using the proteomics analysis of tachyzoite-derived 
lysates revealed the presence of peptides homologous 
to plant-derived type 1-lipoxygenases [56], indicating 
that the induction of lipoxin biosynthesis by T. gondii 
is the result of a collaboration of the parasite-derived 

mice with lipoxin analogs restored the resistance to 
tissue pathology with no mortality associated with 
uncontrolled proinflammatory responses, in a similar 
manner as for wild-type animals [37]. Interestingly, a 
recent study showed that suppressor of cytokine sig-
naling-2 (SOCS-2) is a crucial intracellular mediator 
of the anti-inflammatory actions of lipoxins in vivo 
[50]. 5-LO and AhR-deficient mice failed to upregulate 
SOCS-2 expression in vivo after STAg injection, unlike 
WT mice, indicating that induction of SOCS-2 expres-
sion depends on lipoxin-generating enzymes and 
receptors. Confirming the involvement of SOCS-2 in 
LXA4-triggered immune regulatory pathways, SOCS-
2-deficient and AhR-deficient mice did not show 
repression of IL-12 production upon in vivo restimu-
lation with STAg (DCs cells paralysis model) [50]. 
During infection with T. gondii, SOCS-2 deficient 
mice had significantly higher IL-12, IFN-γ, and TNF-α 
production; reduced number of brain cysts; higher 
frequency of TNF-α and iNOS infiltrating cells in the 
central nervous system; and higher mortality rates, 
consistent with the results found in T. gondii–infected 
5-LO deficient mice. In addition, T. gondii–infected 
SOCS-2 deficient mice significantly produce higher 
levels of chemokine, and increase monocyte and neu-
trophil migration to the peritoneal cavity compared 
with WT counterparts [50]. All together, these studies 
demonstrated that during T. gondii infection, the 
proinflammatory cytokine responses, leukocyte infil-
tration, T-cell activation is controlled by a 
lipoxin-regulatory pathway dependent on SOCS-2 in 
vivo. Accordingly, there is growing evidence of a role 
for SOCS molecules in the induction of the anti-in-
flammatory effects seen after lipoxin exposure [51]. 
Interestingly, SOCS-2 has a role in the intracellular 
pathways triggered by ATLs [50]. ATLs share the 
same receptors and mediate the same biological 
effects as those observed with LXA4 [45]. Indeed, 
Machado et al. showed that wild-type mice, but not 
BOC2 (peptide antagonist for LXRA receptor)-treated 
or AhR-deficient mice, upregulated the SOCS-2 
expression after treatment with aspirin. Moreover, 
aspirin-treated SOCS-2-deficient mice did not inhibit 
neutrophil infiltration into the peritoneal cavity after 
thioglycollate challenge, and SOCS-2 was also essen-
tial for in vivo aspirin-dependent inhibition of 
lipopolysaccharide-induced secretion of TNF, a hall-
mark of the anti-inflammatory actions of this drug 
[50]. Together with the previous observation, Machado 
et al. also demonstrated that endogenous LXA4 and 
ATL, signaling through AhR and LXAR, modulate 
innate and acquired immune responses through 
inducing SOCS-2 expression [50].

The SOCS-family proteins, SOCS-1, -2, and -3, 
are thought to mediate their actions by docking to 
the intracellular domains of cytokine or hormone 
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to keep immunity present, but not intensified. By con-
trast, M. tuberculosis is a slow growing, silent patho-
gen, that requires high proliferation rates in lungs of 
infected hosts for transmission to occur. To achieve 
this, lipoxins may be generated and may lower ongoing 
immune responses allowing enough bacilli to expand. 
Thus, both cases suggest that lipoxin-dependent inhi-
bition of proinflammatory type 1 responses provides a 
favorable environment for transmission and propaga-
tion of the pathogens.

In summary, the emerging role for lipoxins as 
immune-modulatory mediators, and the potential 
use of their inhibitory effects for pathogen survival 
and replication, is still a new and poorly understood 
field. Important questions such as the nature of the 
pathogen-derived signal that contributes to lipoxin 
generation, or whether the anti-inflammatory effects 
of LXA4 have a critical role in the balance between 
type 1, type 2, and regulatory T-cell responses await 
to be answered. Furthermore, another important 
key element is whether the “piracy” of lipoxygenases 
by pathogens constitutes a general trend for immune 
escape and induction of persistence in vivo. The elu-
cidation of some of those issues may provide support 
for the development of therapeutic intervention in the 
5-lipoxygenase/LXA4 axis.
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LDL receptor deficient mice, 428
other mouse models, 428
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descriptive information, 338, 349–351
normal glomerular function, 338–339
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pathogenesis of, 341–343
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systemic lupus erythematosus, 
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cell/endothelium interaction, 335
humoral responses, 367
immune cells 
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lipid mediators, 368
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pathogenesis, 366
protocol for I/R of mesentry, 335–336
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immune cells, 

B cells, 358
myeloid cells, 358–359
T cells, 358

pathogenesis, 356–358
animal models, ocular inflammation, 

background information, 413–414
conjunctiva/conjunctivitis, 422
cornea, 414–420

chemical burn, 416–417
epithelial injury models, 414–416
inflammatory neovascularization, 

419
keratoconjunctivitis (dry eye), 

419–420
microbial keratitis, 417–418
transplantation (penetrating 

keratoplasty), 419
retina, 421–422

retinopathy, 421–422
retinopathy of prematurity, 422
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autoimmune anterior uveitis, 420
endotoxin-induced anterior uveitis, 

420–421
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animal models, oral inflammation and 
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disease models 
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germline encoded receptors, 356
immune response cells, 354–356
pathogenesis, 353–354
type I interferons (IFNα/β), 356

animal models, rheumatoid arthritis, 
387–411
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mouse collagen antibody-induced 
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mouse collagen arthritis, 397–398

antibody epitopes in, 397–398
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drug therapy, 393–395
rat antigen-induced arthritis, 

404–406
K/BxN serum transfer model, 403

rat collagen arthritis, 395–397
drug therapy, 396–397

rat/mice antigen-induced arthritis, 
404–406
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rats, streptococcal cell wall ankle 
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polyarthritis, 410
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and GI tract inflammation, 295–296
in inflammatory arthritis, 406

anti-B cell therapy (anti-CD20) 
for rheumatoid arthritis, 385

antibiotic drugs, 15
for pneumonia, 254–255

anti-CD20 monoclonal antibody, 279
anti-FcεRI allergen, 77
anti-GBM nephritis and Alport’s 

mouse, 359–361
disease models, 359–360
genetics, 360
germline encoded receptors, 361
immune cells, 

myeloid cells, 361
T cells, 360

pathogenesis, 360
antigen-induced arthritis, in rats, 
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histopathology, 403–404
K/BxN serum transfer model, 403
usage, 404

antigen presenting cells (APCs), 103, 
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antigen receptors, 
in adaptive immune system, 28
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anti-helminthic intestinal immune 
response, 68

anti-IgE allergen, 77
anti-interleukin-6 (anti-IL-6), 385
anti-neutrophil cytoplasmic antibody 

(ANCA)-associated vasculitis, 63
antioxidant enzymes See also catalase; 

glutathione peroxidase; superoxide 
dismutase

upregulation of, 6–7
anti-phospholipid syndrome, 278
anti-TNFα therapy, 106, 244, 271 

See also adalimumab; etanercept; 
infliximab

for rheumatoid arthritis, 385
antral-predominant gastritis, 285
aortic aneurisms, 72–73
apoptosis, 22–23

of neutrophils, 62–63
appendicitis, 217
APRIL (a Proliferation-Inducing 

Ligand), 58
AP-1 transcription factor, 57
arachidonic acid, 20, 163
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arachidonic acid intermediates, 102
arachidonic acid metabolites, 5, 90
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macrophages, role of, 104
articular chondrocalcinosis, 63
Aspergillus species, 51, 53
aspirin, 19, 21, 161, 234, 310

mechanism of action, 238
in noninflammatory conditions, 240

aspirin-like drugs See nonsteroidal 
anti-inflammatory drugs (NSAIDs)

aspirin-sensitive asthma, 237
aspirin-triggered lipoxins (ATLs), 150, 

161, 167–168
asthma, 17, 63, 150, 169, 253

adenosine and, 190–191
allergic asthma, 31
apoptosis and, 22
aspirin-sensitive asthma, 237
atopic dermatitis association, 301
dysregulated inflammation and, 31
eosinophils with neutrophils, 61
inhalation of PGE2, 71
mast cell pathobiology and, 71–72
pathobiology, 376 
wound healing and, 26

asthma animal models, 
dogs, 382–383 
guinea pigs, 382 
murine animal models, 376–383 

advantages, 377 
airway hyper-responsiveness 

measurement, 380–381 
airway hyper-responsiveness trait, 

377–378 

allergic airway inflammation trait, 
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antigen host response factors, 379 
chronic airway inflammation 

modeling, 381 
early vs. late response, 379–380 
protocol (example), 378 
resolution modeling, 381–382 

nonhuman primates, 383 
rats, 382 
sheep, 383 
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atheroma growth/plaque formation, 

321–322
atherosclerosis, 72, 169

dysregulated inflammation and, 31
inflammatory modulators of, 

429–431
bioactive lipid mediators, 430–431
dendritic cells, 430
lymphocytes, 429–430
macrophages, 104, 429

PDGF and, 321
atherosclerosis, animal models, 

background information, 427
mouse models, 427–428

ApoE knockout mice, 428
LDL receptor deficient mice, 428
other mouse models, 428

atopic dermatitis (AD), 22, 72, 301
apoptosis and, 22
clinical manifestations, 301
etiology of, 301

autacoids, 153, 376, 414, 443 
See also docosanoids; eicosanoids; 
lipid autacoids

autoimmune anterior uveitis, 420
autoimmune diseases, 6, 11, 16 

See also multiple sclerosis; 
rheumatoid arthritis; scleroderma; 
systemic lupus erythematosus; 
uveitis

B-cell dependent, 58
C5 generation in, 8
dysregulated inflammation and, 31
inflammatory chemokines and, 249
neutropenias and, 63
neutrophils and, 49
organ-specific, 34
Th17 lymphocyte subset and, 177, 

182–183
Th1 response in, 114
thyroid, 135

autoinflammatory disease, 31 
See also juvenile rheumatoid 
arthritis

autophagy, 61
azathioprine therapy, 278–279, 395
azithromycin, 311
azurocidin/CAP37 PMN-derived 

permeabilizing factor, 147

azurophilic granules (neutrophils), 40, 
51–52, 203, 204–205

bacterial infection, 6–7, 63
bacterial killing, 43–45 
bacterial lipopeptides, 54
bacterial meningitis, 2, 6–7, 14
bacterial peptides, 5
bacterial pneumonia, 2, 3
bactericidal-permeability-increasing 

protein (BPI), 52, 203
basement membrane, 43, 129
basic fibroblasts growth factor (βFGF), 

184
basophils, 49, 70

development, 74–75
diagnostic tests using, 84–85
discovery of, 74
eosinophil resemblance to, 81
guinea pig/mouse models of disease, 

84
isolation techniques, 

negative selection, 77
positive selection, 77

myeloblast maturation to, 39 
pharmacological regulation of 

responses, 84
anti-Ige, 84
LT receptor antagonist, 84
steroids, 84

phenotype characteristics, 
appearance, 75–76
cell surface markers, 76

products of, 76–77
cytokines/chemokines, 76–77
histamine, 76
lipid mediators, 76

roles in diseases 
anaphylaxis, 82–83
asthma/rhinitis, 81–82
gastritis (severe), 83
immunologic skin disease, 82
parasitic infections, 83

basophils, activation implications, 
80–81

recruitment/modulation of immune 
cells, 81

tissue effects of mediator release, 
80–81

basophils, stimuli for secretion, 77–80
cytokines, 79
FcεRI and IT AM-linked receptors, 

77–78
G protein-coupled receptor, 

BLT1/BLT2, 157
C5a, 78
chemokines, 78–79
CRTH2, 79
formyl peptide receptors, 78
histamine/leukotriene receptors, 

79
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basophils, stimuli for secretion (cont.)
histamine releasing factors, 79–80
inhibitory receptors, 80
toll-like receptors, 79

BB1+ antibody, 76
B cell-attracting chemokine (BCA-1), 

136
B cell receptor (BCR), 107

co-receptor requirements, 119
signaling, 118–119

B cells, 28, 29–31, 58, 80, 107, 144
activation of, 33–34
CD40 molecule expression, 130–131
development, 117–118
effector function, 119–122
FcεRI and, 70
natural killer cells (See natural killer 

(NK) cells)
in rheumatoid arthritis, 269, 387
SLE and, 354
trafficking regulation of, 136

Bcl-2 family, 61, 145
beta (β)2-integrins, 53
bicarbonate secretions (GI tract),  

282
bladder inflammation (cystitis), 218
blood basophils, 75
blood cells and vascular inflammation, 

319–321
mediation by blood cells, 320–321
monocytic cell-endothelium 

interaction, 320
PIMs activation (of blood cells), 

319–320
blood group antigen-binding adhesion 

(BabA), 285
blood leukocytes, 74, 86
blood neutrophils, 55
BLT1/BLT2 G protein-coupled  

receptor, 157
B-lymphocyte stimulator (BLyS), 45 
BLyS/BAFF (B-lymphocytic stimulator/

B-cell activating factor), 58
bone marrow 

basophils and, 75
disturbances from NSAIDs, 237
human mast cell progenitors, 68, 70
neutrophil release from, 39  

bone marrow macrophages, 97
Borrelia burgdorferi infection, 135
bradykinin, 7, 222

bradycardia and, 8
edema induction, 5

brain abscess, 265
bronchiectasis, 63, 253
bronchiolitis, 63
bronchitis, chronic, 17
bullous pemphigoid, 72–73

C3a complement anaphylatoxin, 8, 70
C4a complement anaphylatoxin, 8

C5a complement anaphylatoxin, 5, 8, 
55, 58, 70

ARDS and, 8–9
basophils and, 78

Ca1DAG-GEFI guanine nucleotide 
exchange factor, 142

calcitonin gene-related peptide (CGRP), 
283

calcium supplementation, 304
cAMP response element-binding 

protein (CREB)-binding protein 
(CBP), 144

cancer, 169 See also colitis-associated 
colon cancer

anti-TNF-α for, 244
inflammation and, 244

chemokines in, 247–248
cytokines in, 244–247

Cancrum oris (noma), 441
Candida albicans, 53, 57, 60, 441
capsaicin, 220
carboxypeptidase A (CPA), 67
cardiovascular disease inflammation, 

317
atheroma growth/plaque formation, 

321–322
blood cells/vascular inflammation, 

319–321
description, 317
endothelial response to PIMs, 

317–319
ischemia-reperfusion injury, 322–324
proinflammatory genes transcription 

regulation, 324–325
therapeutic strategies, 325–326

CARS. See compensatory anti-
inflammatory response syndrome, 

cascade systems See clotting 
cascades; coagulation cascades; 
complement cascade system; 
fibrinolytic cascade; inflammatory 
cascades; kinin-generating  
cascade

caseous necrosis, 11
Casodex, 310
caspase inhibitors, 23
catalase, 6–7
cathepsin G, 59, 67, 147
C5b-C9, membrane attack complex 

(MAC), 7, 8
CCAAT/enhancer-binding proteins  

(C/EBP), 57, 90, 325
CC (beta) chemokine, 178
C chemokine, 178
CCL5 (RANTES) chemokine, 90
CCL11 (eotaxin-1) chemokine, 90
CCL24 (eotaxin-2) chemokine, 90
CCL26 (eotaxin-3) chemokine, 90
CCR1/CCR3 chemokine receptors, 91
CCR7 chemokine, 184
CD28 (Ig-like family member), 112

CD40, B lymphocyte expression, 
130–131

CD48 (glycosylphosphatidylinositol-
anchored protein), 70

CD114 (hematopoietic cytokine 
receptor), 39 

CD11b/CD18, 
edema formation, 5
sepsis and, 9–10
upregulation, 4

CD31 cells, 43 
CD-40L (membrane glycoprotein), 319, 

320, 321
CD99 protein, 211–212
CD14 receptor, 53
CD4+ T cells, 29–31, 32, 34, 111, 112

mechanism of action, 35
polarization of, 34

CD8+ T cells, 29–31, 32, 34, 111, 112
C/EBP transcription factors, 39, 90, 

325
celecoxib, 163, 240
cell adhesion molecules (CAMs), 19 

See also endothelial cell-selective 
adhesion molecule; ICAM-1; 
ICAM-2; junction adhesion 
molecules; platelet-endothelial 
adhesion molecule-1; VCAM-1

adhesion molecules in, 210–211
assessment of function under flow 

in vitro (flow chamber), 213–215
in vivo (intraviral microscopy), 215

biological functions, 208
in cell emigration, 211–213
ICAM-1 (intercellular adhesion 

molecule-1) (See ICAM-1)
in inflammation, 208–210

cell rolling promotion (the 
selectins), 208–210

multi-step leukocyte adhesion 
cascade, 208

types of, 210
cell surface markers (of basophils), 76
central nervous system (CNS), 

activation routes viz pain states, 
224–225

disturbances from NSAIDs, 237
inflammation of (cases), 

acute meningitis, 264
Alzheimer’s disease,  262 

(See also Alzheimer’s disease)
brain abscess, 265
multiple sclerosis,  263 

(See also multiple sclerosis)
stroke, 156, 260
viral encephalitis, 266

Charcot-Leyden crystals, 77, 86
Chediak-Higashi Syndrome, 53, 141, 

440
chelerythrine chloride (PKC inhibitor), 

43 
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chemical burn (cornea), animal model, 
416–417

chemokines (chemotactic cytokines), 
19 See also CC (beta) chemokine; C 
chemokine; CX3C chemokine; CXC 
(alpha) chemokines

adaptive/innate immunity direction 
by, 183–184

basophils and, 76–77, 78–79
characteristics, 177
chronic inflammation and, 14
constitutive, and lymphoid 

neogenesis, 135–137
divisions of, 247
glomerulonephritis and, 342
hematopoiesis regulation, 179–180
in inflammation and cancer, 247–248
innate immune response initiation, 

180–181
leukocyte trafficking regulation, 181
lymphoid tissue development, 184
neutrophil attraction/production of, 

59–60, 133
nomenclature, 177–178
receptors, 91
receptor signaling, 178–179
targeted therapy risks, 248

chemotactic factors, 55, 58
chemotaxis, 103
Chlamydia pneumoniae, 254
chlorambucil, 393–395
chronic bronchitis, 17
chronic granulomatous disease (CGD), 

51, 57, 141, 198–199, 206
clinical consequences of, 202–203

chronic inflammation, 12–14
defined, 1–2, 12
resolution vs. persistence, 14
triggers, 13

chronic obstructive pulmonary disease 
(COPD), 63, 253

adenosine and, 190–191
apoptosis and, 22

chronic pyelonephritis, 63
chymase, 67
ciclosporin, 272–273
clotting cascades, 8
coagulation cascades 

intercommunication with 
inflammatory cascades, 8

coagulopathy, 156
colitis, 218
colitis-associated colon cancer (CAC), 

246
collagen, 5, 53, 218
collagen antibody-induced arthritis 

(CAIA), in mice, 398–402
drugs, 401–402
histopathology of, 398
role of MHC-TCR system, 398–400
usage, 400–401

collagen arthritis (in rats), 397–398
treatment, 

betamethasone, 396
cyclophosphamide, 396
D-penicillamine, 396
gold therapy, 396
levamisole, 396
prednisolone, 396

collagenase, 52
colonic diverticular disease, 286
colony-stimulating factors (CSFs), 

49, 179 See also granulocyte and 
macrophage CSF; granulocyte 
colony stimulating factor

colorectal lesions, 286
community-acquired pneumonia 

See pneumonia
compensatory anti-inflammatory 

response syndrome (CARS), 181
complementary regulatory proteins 

(CRPs), 7–8
complement cascade system, 7–8

alternate complement pathway, 7
classical pathway, 7
complement anaphylatoxins, 8
complementary regulatory proteins, 

7–8
lectin pathway, 7

complement receptor 1 (CR1), 53
conjunctivitis, 422
constitutive chemokines, 135–137
contact dermatitis, 72–73
cornea inflammation, animal models, 

414–420
chemical burn, 416–417
epithelial injury models, 414–416
inflammatory neovascularization, 

419
keratoconjunctivitis (dry eye), 

419–420
microbial keratitis, 417–418
transplantation (penetrating 

keratoplasty), 419
coronary ischemia, 217
corpus gastritis, 285
corticosteroid therapy, 16, 279
COX-2 bad: COX-1 good hypothesis, 

239
COX-1 enzyme, 155, 161, 163, 226

GI disturbances and, 237, 284–285
naming history, 239
pro-aggregatory TxA2 generation, 

237
COX-2 enzyme, 155, 161, 163, 226 

See also nonsteroidal anti-
inflammatory drugs (NSAIDs)

discovery of, 234
naming history, 239
PGD2 derivation, 21

coxibs, 234, 239
COX isoforms, 238–239

biochemistry of, 240
inflammatory relevance, 239–240
NSAID inhibition mechanism, 240
relative potencies of NSAIDs on, 240

COX-2 selective inhibitors, 153, 163, 
325 See also celecoxib; meloxicam; 
nonsteroidal anti-inflammatory 
drugs (NSAIDs); rofecoxib; 
valdecoxib

cardiovascular risks of, 237, 318, 
325

GI disturbances from, 284–285
paradoxical effects of, 325–326
for rheumatoid arthritis, 393

crescentic glomerulonephritis, 313
CR3 (Mac-1) integrin, 43 
Crohn’s disease, 60, 104, 191

apoptosis and, 22
cytokines and, 291–292
efalizumab for, 150
TNF-α and, 106

CRTH2 receptor (chemotactic  
receptor-homologous molecule 
expressed on TH2 cells), 79

crystal deposition diseases, 63
CTLs. See cytoxic (killer) T 

lymphocytes (CTLs), 
cutaneous vasculitis, 276
Cu/Zn superoxide dismutase, 144
CX3C chemokine, 178
CXC (alpha) chemokines, 5, 55, 178
CX3CL1 (fractalkine) chemokine, 178
CXCL8 chemotactic factor, 58
CXCL12 (SDF-1) constitutive 

chemokine, 135
CXCL10/IP-10 angiostatic chemokine, 

59
CXCL11/I-TAC angiostatic chemokine, 

59
CXCL9/MIG angiostatic chemokine,  

59
CXCR4 cognate receptor, 50

upregulation (by senescent 
neutrophils), 39–40, 

Cyclin-Dependent protein Kinase 
(CDK), 62

cyclooxygenase (COX)-derived 
prostaglandins (PGs), 19, 45, 
153–155

cyclooxygenase (COX) inhibitors, 
161–163 See also acetaminophen; 
nonsteroidal anti-inflammatory 
drugs

for rheumatoid arthritis, 393
cyclophosphamide, 218, 272, 273, 

278–279, 305, 393–395
CysLT receptor antagonists, 163 

See also montelukast; zafirlukast
cysteinyl leukotrienes (cys-LTs), 65, 69, 

70, 157–159
cystic fibrosis, 31, 63
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cystitis (bladder inflammation), 218
cytokine activators, 100 

See also interferon gamma; tumor 
necrosis factor α

cytokine-mediated diseases, 63
cytokines, 5, 19, 222 See also effector 

cytokine receptors; hematopoietic 
cytokine receptors; interferons; 
TNF receptor superfamily; 
individual cytokines

basophils and, 76–77, 79
chemotactic See (chemokines)
chronic inflammation and, 14
described, 175
eosinophil mediation by, 88–89
FcεRI expression regulation, 70
and GI tract inflammation and 

ulceration, 291–292, 296–297
hematopoiesis regulation, 179–180
in inflammation and cancer, 244–247
innate immune response initiation, 

180–181
lymphoid tissue development, 184
mast cell synthesis, 88
nephrotoxic nephritis and, 359
neutrophil-derived, 57–59
nomenclature of, 176
production, 45 
receptors/signal transduction,  

176–177 See also (hematopoietic 
cytokine receptors)

regulatory effect, 6
repair/regeneration of tissue, 184–185
shaping adaptive immune response, 

182–183
targeted therapy risks, 248

cytotoxic-T lymphocyte antigen 
(CTLA)-4, 112

cytoxic (killer) T lymphocytes (CTLs), 
109, 116–117

damage-associated molecular patterns 
(DAMPs), 29

danger hypothesis (Matzinger), 29
DARC (Duffy antigen receptor for 

chemokines), 137
Darier’s sign, 72
Del-1 (developmental endothelial 

locus-1) glycoprotein, 145
dendritic cells (DCs), 31, 33, 53 

See also plasmacytoid dendritic 
cells

activation of NK cells, 287
adenosine’s effect on, 188
antigen processing/presentation by, 

98
CCR7 upregulation, 184
maturation, 33
psoriasis and, 300–301
regulation of, 36, 57
renal SLE and, 355

role in T-cell response induction, 59
dental inflammation See oral 

inflammation and periodontitis
dental pain, 234
Dentinogenesis imperfecta, 440
dexamethasone, 406
diabetes, 

type II, 31
diabetes mellitus type II, 304, 317
diapedesis of leukocytes, 211
dibutyltin dichloride (DBTC), 218
diclofenac, 161
differential diagnosis, 

rheumatoid arthritis, 267
differentiation of neutrophils, 49–51
digoxin, 310
dihomo-γ-linolenic acid (DHGLA), 156
discoid rash, 276
disordered responses of the acute 

inflammatory response, 8–10
docosahexaenoic acid (DHA), 20

metabolism of, 21
docosanoids, 21, 414
double-stranded RNA (dsRNA), 55
D6 scavenger receptor, 20
D-selectin, 43 
D816V mutation, 74
dysregulated inflammation, 31

E. coli, 6–7, 9–10
EBL-1-ligand chemokine (ELC), 136
eczema See atopic dermatitis
edema 

clearing from distal airway, 4
development, 6–7
formation factors, 4–5, 10

efalizumab, 150
effector cytokine receptors, 71
Ehlers-Danlos syndrome, 440
eicosanoids, 19, 87, 88 See also platelet 

activating factor
biosynthesis, 153

cyclooxygenases, 153–155
epoxygenase, 160
isoprostanes, 160
leukotriene, 157–159
lipoxin, 159–160
lipoxygenase pathways, 157
prostanoids, 153–155, 156–157
thromboxane/prostacyclin, 

156–157
cascade, crystal structure, 163–164
defined, 153
metabolic inactivation of, 160
modulators and inhibitors, 160–163

COX-2 selective inhibitors, 163
cyclooxygenase inhibitors, 161–163
CysLT1 receptor antagonist, 163
lipoxygenase 5-LOX inhibitors, 163
phospholipase inhibitors, 160–161

pathophysiology of, 160

eicosapentaenoic acid (EPA), 20, 156
elastase, 59, 147
emphysema, 17
enalapril, 313
encephalomyocarditis virus (EMCV), 

55
endocarditis, 63
endothelial cells, 

activation, 3, 4
adenosine’s effect on, 190
innate immunity role, 31
permeability of, 146–147
tight junctions reversible openings, 3

endothelial cell-selective adhesion 
molecule (ESAM), 211, 213

endothelial nitric oxide synthase 
(eNOS), 319

endothelium, response to PIMs, 
317–319

endotoxic shock, 63
eNOS (endothelial nitric oxide 

synthase), 319
enteropathy, 286
eosinophil cationic protein (ECP), 88
eosinophil-derived neurotoxin (EDN), 

88
eosinophilia, 89
eosinophilic bronchitis, 72
eosinophilic colitis, 286
eosinophil peroxidase (EPO), 88
eosinophils, 19, 22, 49, 77 

See also Charcot-Leyden crystals
basophil resemblance to, 81
degranulation activation/mediator 

release, 91–92
development of 

life cycle, 90
migration, 90–91

location (primary), 86
mediators of 

cytokines, 88–89
granule proteins, 87–88
lipid mediators, 89

morphology of, 86–87
myeloblast maturation to, 39 
with neutrophils, in asthma, 61
parasitic infections and, 83
PMNs replaced by, 20
signal transduction, 92
Th-2 regulation of, 36

eotaxin (chemokine), 77
eosinophil trafficking regulation,  

90
epithelial cell hyperplasia, 89
epithelial cells, 31
epithelial to mesenchymal transition 

(EMT) 
of fibroblasts, 129

epoxygenase, 153
Erk (mitogen-activated protein  

kinase), 43 
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Escherichia coli, 61, 206
E-selectin (CD62E), 4, 5, 141, 144, 210, 

214, 322
etanercept, 271
etodolac, 161, 240
Eubacterium sp., 437
Eurolupus regime, 278–279
ezetimibe, 304

facilitated pain states, 217–218
Factor XII (Hageman factor), 8
FasL proteolytic cascade, 61
FcεRI-dependent mast cell activation, 

70, 75, 77 See also anti-FcεRI 
allergen

basophils and, 76
IL-4 release and, 77

Fcγ receptors, 70
FcγRIIB (CD32) receptors, 80
felodipine, 304
fenamates, 234
fibrinolytic cascade, 8
fibrinolytic system, 4
fibroblast growth factor (FGF), 59
fibroblast See also RA synovial 

fibroblasts
cell-cell interactions involving, 137
embryological origins, 128–129
in rheumatoid arthritis, 269
signal transduction process, 131–133
sources of tissue fibroblasts, 129–130
vs, mesenchymal precursor cells,  

130
fibrosis, 89
15d-PGJ2 eicosanoid, 20
filopodia, 129
fish oil supplementation, 304
5-hydroxyeicosatetraenoic acid 

(5-HETE), 45 
5-hydroxy tryptamine, 19
5-lipoxygenase (5-LOX), 45, 87, 90, 157
5-lipoxygenase-activating protein 

(FLAP), 157, 163
flavin adenine dinucleotide (FAD), 198
flavocytochrome-b558 (heterodimeric 

integral membrane protein), 51, 
199

flurbiprofen, 161
fluticasone, 313
foreign DNA, 54
formylated Methionine-Leucine-

Phenylalanine (fMLP)  
tripeptide, 78

N-formyl-methionyl-leucyl-
phenylalanine (FMLP) 
chemoattractant, 43 

formylmethionyl-leucyl-phenylalanine 
(fMLP)-receptors, 53, 55, 58

fractures, 234
“frozen joint,” 11
fucosylated proteins, 56

furosemide, 310
Fusobacterium sp., 438, 442

gastric adenocarcinoma, 285
gastric lymphoma, 285
gastritis, 21, 83
gastrointestinal tract inflammation 

and ulceration, 218, 283–287 
See also Crohn’s disease; 
inflammatory bowel disease; 
irritable bowel syndrome

annexin-1 and, 295–296
cytokines and, 291–292, 296–297
growth factors and, 296–297
from Helicobacter pylori, 285
hydrogen sulfide (H2S) and, 290–291, 

296
leukotrienes and, 287–288
mediation of mucosal injury, 

inflammation, 287
mucosal protection, homeostatic 

mechanisms, 282–283
nitric oxide (NO) and, 289–290, 296
from NSAIDs, 283–286
platelet-activating factor and, 

288–289
prostaglandin D2 and, 292–294
resolution of mucosal inflammation/

injury, 292
therapeutic applications for, 

H2S-releasing NSAIDs, 298
lipoxin analogs, 298
NO-NSAIDs, 297–298

thromboxane (arachidonic 
metabolite), 287

GATA family (zinc finger transcription 
factors), 69

GATA-1 transcription factors, 90
gelatinase (MMP-9), 53
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glial cells, 126
glial derived nerve growth factor, 222
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Goodpasture’s syndrome, 63
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granulocyte colony stimulating factor 
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TNF-alpha activation, 290
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Huntington’s disease 

apoptosis and, 22
hydralazine, 304
hydrochloroquine, 267
hydrogen peroxide (H2O2), 51
hydrogen sulfide (H2S) and GI tract 

inflammation, 290–291, 296
hydroperoxyeicosatetraenoic acids 
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cross-linking, 77
FcγRIIB and, 80

IgG (immunoglobulin G), 70, 80
IκBα, 6
IKK (IκB kinase)-ε, 54
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tissue damage mechanism, 323
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IL-5 cytokine, 79
asthma and, 88
eosinophilia and, 89
eosinophil trafficking by, 90, 91

IL-6 cytokine, 9–10, 20, 144, 222, 285 
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IL-13 cytokine, 36, 77, 79, 184
asthma and, 88
eosinophil trafficking by, 91
IgE-producing B cell activation, 89
tumor cell death and, 89
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inflammatory cascades, 
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inflammatory mediator production, 45 
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inflammatory pain, mediators and 
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inflammatory pain phenotype, 
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local inflammatory milieu, 220–222
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activation of kinases, 226
afferent evoked membrane 

depolarization, 225–226
lipid cascades, 226
nitric oxide synthase (NOS), 227

modulation of tonic inhibitory 
circuits, 227
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pain state central components, 224
primary afferents, 219
role of terminal sensitization, 223
sensory afferent activity conduction, 
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spinal sensitization, 

dorsal horn system components, 
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functional consequences, 225
systemic routes of CNS activation viz 

pain states, 224–225
terminal receptors for inflammatory 

products, 222
terminals/inflammation of primary 

afferent, 220
time dependence of inflammation-

evoked events, 223–224
inflammatory pain phenotype, 217–219
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soluble mediators of, 
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effector pathways, 31
links with adaptive immune system, 

28
and acute vs. chronic 
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intraepithelial T cells (IELs), 115–116
intraterminal coupling, 223
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JNK-AP-1 signaling pathway, 142
junction adhesion molecules, 211, 
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activated protein kinase), 43 
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ischemia

kinases 
mitogen-activated protein kinase 

(MAPK), 43 
phosphatidylinositol 3-kinase  
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protein kinase C (PKC), 43 
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kinin-generating cascade, 8
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mast cell growth/development role, 
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Klebsiella pneumoniae, 70
Kupffer cells, 98, 126

lactoferrin, 40, 52, 59–60
lamellipodia, 129
laminar shear stress, 143–144
Langerhans cells, 98, 126
Langhans cells, 98
lanzoprozole, 310
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cytokine response and, 291
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Legionella species/viruses, 254
Leishmania parasites, 105
leukocyte adhesion deficiencies, 141
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leukocyte function-associated antigen 
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inflammatory resolution leukocytes, 

22–23
multi-step adhesion cascade, 208
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stromal cells survival support, 

133–135
trafficking regulation by chemokines, 
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leukolysin (MMP-25), 40, 53
leukopenia, 50–51
leukotriene B4 (LTB4), 90
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cysteinyl leukotrienes (cys-LTs), 
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lipoproteins, 100
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298
lipoxin (LX) family of eicosanoid 
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97 See also cytoxic (killer) T 
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description, 107
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lymphoid tissue development, 184
lysosomal enzyme targeting, 40 
lysosomal proteases, 61
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adenosine’s effect on, 187–188
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role in CNS inflammation, 266
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chemokines, 100
cytokines, 100
Fc and complement, 99–100
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lipoproteins, 100
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nitric oxide, 101
oligosaccharides, 100

macrophages, disease role, 
arthritis, 104
atherosclerosis, 104
infection, 105
irritable bowel syndrome, 104
lung fibrosis, 105
tumor biology, 105
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cell debris/invading organism 
phagocytosis, 103

chemotaxis, 103
secretion, 104
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mannose-6-phosphate receptor system, 

40 
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cytokine synthesis, 88
description, 65
in rheumatoid arthritis, 269
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G protein-coupled receptors, 70–71
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inflammatory pain 
afferent evoked excitation, 224
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inflammatory pain phenotype, 

217–219
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local inflammatory milieu, 220–222
local neuronal excitability, 225–227

activation of kinases, 226
afferent evoked membrane 

depolarization, 225–226
lipid cascades, 226
nitric oxide synthase (NOS), 227

modulation of tonic inhibitory 
circuits, 227

non-neuronal cells, 228–230
pain state central components, 224
primary afferents, 219
role of terminal sensitization, 223
sensory afferent activity conduction, 
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small afferent activity initiation, 

219–220
spinal sensitization, 

dorsal horn system components, 
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functional consequences, 225
systemic routes of CNS activation viz 

pain states, 224–225
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terminals/inflammation of primary 

afferent, 220
time dependence of inflammation-
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menstrual pain, 234
menthol, 220
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microbicidal mechanisms of 
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monocyte chemoattractant protein-1 
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monocyte-colony stimulating factor 
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monocytic cells, 31
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97
montelukast, 163
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muramyl dipeptide, 54
murine neutrophils, 55
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myeloid transcription factors, 39 
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natural killer (NK) cells, 57, 59, 116
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See also glial derived nerve growth 
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molecular mechanisms, 141–142
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kinase/kinase cascades, 43 
second messengers, 42 
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inflammatory mediator production, 
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microbicidal mechanisms, 51–53
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