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Preface

The fifth edition of Fundamental Immunology appears when the importance of the immune response in human health and the prevention of disease was never clearer.
Bio-terroism is a world-wide threat, with the possibility that one of the greatest achievements of mankind, the elimination of small pox, may be undone. The HIV
pandemic shows no signs of abating and exacts an increasingly frightening toll. Tuberculosis and malaria continue to be major scourges of mankind. The number of
infants and children that annually succumb to diarrheal infectious diseases is in the millions.

The true impact of autoimmunity is more fully appreciated than ever and we now recognize that inflammation plays a major role in many diseases, not the least of
which is atherosclerosis. Childhood asthma and allergies have become a virtual epidemic, particularly in certain parts of the western world. The great promise of
transplantation will only be fulfilled when we can induce specific tolerance and avoid the need for long-lasting immunosuppression. The possibility that the immune
response can become a major modality for cancer therapy still remains to be determined.

These challenges demand a redoubled effort to more fully understand the basis of the immune response and to learn how it can be mobilized or inhibited. Innnovative
approaches for the development of new vaccines are needed. A new generation of immunologists will be required to grapple with these issues. Fundamental
Immunology and its sister publications play a key role in training those entering our field and in helping current immunologists to be as productive as possible.

Fundamental Immunology was first published in 1984; | began to work on it in late 1982. The Fifth Edition thus marks more than 20 years during which | have had the
privilege of participating in the preparation of this book. My goal was, and continues to be, to make available to advanced students of immunology and to post-doctoral
fellows in immunology and related fields an authoritative treatment of the major areas of immunology. Fundamental Immunology is also designed to provide my
colleagues with a simple way to keep current in aspects of immunology outside their immediate area of expertise and to allow scientists in allied fields to rapidly inform
themselves of the state of the art to aid them in aspects of their work that impinge on immunology.

In agreeing to take responsibility for editing an advanced text in immunology, | was motivated, in part, by my experience as a post-doctoral fellow working on the
binding properties of antibodies when | made almost daily use of Kabat and Mayer's Experimental Immunochemistry. | hoped that Fundamental Immunology might
serve a similar role for a new generation of immunologists. The degree to which | have succeeded must be judged by the readers.

What | failed to anticipate was the unremitting growth of our science. Indeed, immunology has been in a state of continuing revolution throughout my entire career.
Fundamental Immunology, which was 809 pages in its first version, has more than doubled in size and a field that seemed almost too broad to be encompassed in a
single volume in 1984 is now far broader.

| continue to be impressed with the vibrancy of immunology and with the upwelling of new subjects that gain center stage. Indeed, in the period since the Fourth
Edition, virtually every area of immunology has seen major progress. Innate immunity and regulatory T cells, topics that had languished for years, have become the
“hottest” of hot subjects. Of course, these are not new areas; the study of innate immunity and the inflammatory response have been central to our discipline since the
19th century. The competing ideas championed by Metchnikoff and by Ehrlich have always been in the minds of immunologists. Nonetheless, the thrust of innate
immunity into the forefront of immunological science has been truly remarkable. Similarly, the re-emergence of the study of immunological suppression, with its new
name, and the recognition of the central role that regulatory (suppressor) T cells play in control of autoimmunity has been nothing short of spectacular.

Fundamental Immunology has changed just as our field has changed. New chapters have been added to represent disciplines that have come to the fore and
previous chapters have been dropped, with the material in them reassigned to other chapters. For the Fifth Edition, the previous organizational structure has been
distinguished historian of immunology, so that those with a limited background in the field can productively read the subsequent chapters. The next three sections,
Immunoglobulins and B Lymphocytes, T Cells and NK Cells, and Organization and Evolution of the Immune System, introduce the principal cellular components of the
immune system and the context in which they act. Emphasizing the centrality of antigen-presentation and of major histocompatibility molecules in the process of T cell
recognition of antigen, | have added the section Antigen Processing and Presentation. The book then considers the Regulation of the Immune Response, with 13
individual chapters detailing the critical aspects of this process. Among these are four separate chapters on the central regulatory molecules of the immune system,
the cytokines. | then turn to consider how the immune system mediates its functions, deals with infectious agents, and participates in and may prevent or ameliorate a
wide range of diseases. The chapters dealing with this are found in the sections Effector Mechanisms of Immunity, Immunity to Infectious Agents (a new section with
five chapters) and Immunologic Mechanisms in Disease.

In the Preface to each of the previous editions, | reminded readers that Fundamental Immunology grapples with the most current of immunological subjects. In many
areas, consensus may not yet have been reached. Each chapter has been written by a leader in the field, but inevitably there will be disagreement among them on
certain issues. Rather than striving for an agreement where none yet exists, | ask the reader to take note of the differences and reach their own judgments in these
contentious areas.

| welcome comments by readers of Fundamental Immunology for ways to improve the book and to increase its value. Such suggestions will be seriously considered in
the preparation of subsequent editions.

William E. Paul
Bethesda Maryland



Quotes

From my teachers | have learned much, from my colleagues still more, but from my students most of all.
The Talmud

Discovery consists of seeing what everybody has seen and thinking what nobody has thought.
Albert Szent-Gyorgyi

...the clonal selection hypothesis...[SClassumes that...[SC]there exist clones of mesenchymal cells, each carrying immunologically reactive
sites...complementary...[SC]to one (or possibly a small number of) potential antigenic determinants.
Sir Macfarlane Burnet The Clonal Selection Theory of Acquired Immunity

In the fields of observation, chance favors only the mind that is prepared.
Louis Pasteur Address at the University of Lille

In all things of nature there is something of the marvelous.
Aristotle Parts of Animals
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CONCLUSION

The immune system is a remarkable defense mechanism. It provides the means to make rapid, specific, and protective responses against the myriad potentially
pathogenic microorganisms that inhabit the world in which we live. The tragic example of severe immunodeficiencies, as seen in both genetically determined diseases
and in acquired immunodeficiency syndrome (AIDS), graphically illustrates the central role the immune response plays in protection against microbial infection. The
immune system also has a role in the rejection of tumors and may exert important effects in regulating other bodily systems, but most immunologists would agree that
the evolutionary pressure that has principally shaped the immune system is the challenge to vertebrates of the microbial world.

Fundamental Immunology has as its goal the authoritative presentation of the basic elements of the immune system, of the means through which the mechanisms of
immunity act in a wide range of clinical conditions, including recovery from infectious diseases, rejection of tumors, transplantation of tissue and organs, autoimmune
and other immunopathologic conditions, and allergy; and how the mechanisms of immunity can be martialed by vaccination to provide protection against microbial
pathogens.

The purpose of this opening chapter is to provide readers with a general introduction to our current understanding of the immune system. It will thus be of particular
importance for those with a limited background in immunology, providing them with the preparation needed for subsequent chapters of the book. Indeed, rather than
providing extensive references in this chapter, each of the subject headings will indicate the chapters that deal in detail with the topic under discussion. Those
chapters will not only provide an extended treatment of the topic but will also furnish the reader with a comprehensive reference list.

KEY CHARACTERISTICS OF THE IMMUNE SYSTEM

Most pathogenic microorganisms attempting to infect an individual encounter powerful nonspecific defenses. The epithelium provides both a physical barrier to the
entry of microbes and produces a variety of antimicrobial factors. Microbes that penetrate the epithelium are met with macrophages and related cells that have
receptors for cell-surface molecules found on many microbial agents. These interactions may lead to phagocytosis of the pathogen, activation of the macrophage so
that it can destroy the agent and to the induction of an inflammatory response that recruits other cell types, including neutrophils, to the site. Microbial pathogens may
also be recognized by components of the complement system leading to the enhanced phagocytosis of the agent and in some instances to its lysis as well as to
independent activation of inflammatory responses.

The innate immune system also acts to recruit antigen-specific immune responses, not only by attracting cells of the immune system to the site of the infection, but
also through the uptake of antigen by dendritic cells that transport antigen to lymphoid tissue where primary immune responses are initiated. Dendritic cells also



produce cytokines that can regulate the quality of the immune response so that it is most appropriate to combating the pathogen.

Primary immune responses are initiated when a foreign antigenic substance interacts with antigen-specific lymphocytes under appropriate circumstances. The
response generally consists of the production of antibody molecules specific for the antigenic determinants of the immunogen and of the expansion and differentiation
of antigen-specific helper and effector T-lymphocytes. The latter include cells that produce cytokines and killer T cells, capable of lysing infected cells. Generally, the
combination of the innate immune response and the primary response are sufficient to eradicate or to control the microbe. Indeed, the most effective function of the
immune system is to mount a response that eliminates the infectious agent from the body.

As a consequence of the initial encounter with antigen, the immunized individual develops a state of immunologic memory. If the same (or a closely related)
microorganism is encountered again, a secondary response is made. This generally consists of an antibody response that is more rapid, greater in magnitude, and
composed of antibodies that bind to the antigen with greater affinity and are more effective in clearing the microbe from the body. A more rapid and more effective
T-cell response also ensues. One effect is that an initial infection with a microorganism initiates a state of immunity in which the individual is protected against a
second infection. In the majority of situations, protection is provided by high-affinity antibody molecules that rapidly clear the re-introduced microbe. This is the basis
of vaccination; the great power of vaccines is illustrated by the elimination of smallpox from the world and by the complete control of polio in the Western Hemisphere.

The Immune Response Is Highly Specific and the Antigenic Universe Is Vast

The immune response is highly specific. Primary immunization with a given microorganism evokes antibodies and T cells that are specific for the antigenic
determinants found on that microorganism but that fail to recognize (or recognize only poorly) antigenic determinants expressed by unrelated microbes. Indeed, the
range of antigenic specificities that can be discriminated by the immune system is enormous.

One of the most important features of the immune system is its ability to discriminate between antigenic determinants expressed on foreign substances, such as
pathogenic microbes, and potential antigenic determinants expressed by the tissues of the host. The capacity of the system to ignore host antigens is an active
process involving the elimination or inactivation of cells that could recognize self-antigens through a process designated immunologic tolerance.

Failures in establishing immunologic tolerance or unusual presentations of self-antigens can give rise to tissue-damaging immune responses directed against
antigenic determinants on host molecules. These can result in autoimmune diseases. It is now recognized that a range of extremely important diseases are caused by
autoimmune responses or have major autoimmune components, including systemic lupus erythematosus, rheumatoid arthritis, insulin-dependent diabetes mellitus,
multiple sclerosis, myasthenia gravis, and regional enteritis. Efforts to treat these diseases by modulating the autoimmune response are a major theme of
contemporary medicine.

Immune responses against infectious agents do not always lead to elimination of the pathogen. In some instances, a chronic infection ensues in which the immune

system adopts a variety of strategies to limit damage caused by the organism or by the immune response. One of the most notable infectious diseases in which the
immune response generally fails to eliminate the organism is AIDS, caused by the human immunodeficiency virus (HIV). In this instance, the principal infected cells

are those of the immune system itself, leading to an eventual state in which the individual can no longer mount protective immune responses against other microbial
pathogens.

Major Principles of Immunity
The major principles of the immune response are:

¢ Elimination of many microbial agents through the nonspecific protective mechanisms of the innate immune system

e Highly specific recognition of foreign antigens coupled with potent mechanisms for elimination of microbes bearing such antigens
® A vast universe of distinct antigenic specificities and a comparably vast capacity for the recognition of these antigens

® The capacity of the system to display immunologic memory

® Tolerance of self-antigens

The remainder of this introductory chapter will describe briefly the molecular and cellular basis of the system and how these central characteristics of the immune
response may be explained.

CELLS OF THE IMMUNE SYSTEM AND THEIR SPECIFIC RECEPTORS AND PRODUCTS

The immune system consists of a wide range of distinct cell types, each with important roles. The lymphocytes occupy central stage because they are the cells that
determine the specificity of immunity. It is their response that orchestrates the effector limbs of the immune system. Cells that interact with lymphocytes play critical
parts both in the presentation of antigen and in the mediation of immunologic functions. These cells include dendritic cells, and the closely related Langerhans cells,
monocyte/macrophages, natural killer (NK) cells, neutrophils, mast cells, basophils, and eosinophils. In addition, a series of specialized epithelial and stromal cells
provide the anatomic environment in which immunity occurs, often by secreting critical factors that regulate migration, growth, and/or gene activation in cells of the
immune system. Such cells also play direct roles in the induction and effector phases of the response.

The cells of the immune system are found in peripheral organized tissues, such as the spleen, lymph nodes, Peyer’s patches of the intestine, and tonsils, where

in the blood and lymph, as well as in the lymph nodes and spleen, providing the means to deliver immunocompetent cells to sites where they are needed and to allow
immunity that is initiated locally to become generalized. Activated lymphocytes acquire the capacity to enter nonlymphoid tissues where they can express effector
functions and eradicate local infections. Some memory lymphocytes are “on patrol” in the tissues, scanning for reintroduction of their specific antigens. Lymphocytes
are also found in the central lymphoid organs, thymus, and bone marrow, where they undergo the developmental steps that equip them to mediate the responses of
the mature immune system.

Individual lymphocytes are specialized in that they are committed to respond to a limited set of structurally related antigens. This commitment exists before the first
contact of the immune system with a given antigen. It is expressed by the presence on the lymphocyte’s surface membrane of receptors specific for determinants
(epitopes) of the antigen. Each lymphocyte possesses a population of receptors, all of which have identical combining sites. One set, or clone, of lymphocytes differs
from another clone in the structure of the combining region of its receptors and thus in the epitopes that it can recognize. The ability of an organism to respond to
virtually any non-self antigen is achieved by the existence of a very large number of different lymphocytes, each bearing receptors specific for a distinct epitope. As a
consequence, lymphocytes are an enormously heterogeneous group of cells. Based on reasonable assumptions as to the range of diversity that can be created in the
genes encoding antigen-specific receptors, it seems virtually certain that the number of distinct combining sites on lymphocyte receptors of an adult human can be
measured in the millions.

Lymphocytes differ from each other not only in the specificity of their receptors but also in their functions. There are two broad classes of lymphocytes: the
B-lymphocytes, which are precursors of antibody-secreting cells, and the T- (thymus-derived) lymphocytes. T-lymphocytes express important helper functions, such as
the ability to aid in the development of specific types of immune responses, including the production of antibody by B cells and the increase in the microbicidal activity
of macrophages. Other T-lymphocytes are involved in direct effector functions, such as the lysis of virus-infected cells or certain neoplastic cells. Specialized



T-lymphocytes (regulatory T cells) have the capacity to suppress specific immune responses.

B-LYMPHOCYTES AND ANTIBODY

mechanisms through which committed early members of the B lineage develop into mature B-lymphocytes. These events occur in the fetal liver and, in adult life,
principally in the bone marrow. Interaction with specialized stromal cells and their products, including cytokines such as interleukin (IL)-7, are critical to the normal
regulation of this process.
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FIG. 1. The patterns of genem expression, timing of gene rearrangement events, capacity for self-replenishment and for rapid proliferation of developing B lymphocytes
are indicated. Adapted from Hardy RR, Hayakawa K, B cell development pathways, Annu Rev Immunol 2001,19:595-621, with permission.

The key events in B-cell development occur in cells designated pro-B cells and pre-B cells. They center about the assembly of the genetic elements encoding the
antigen-specific receptors of B cells, which are immunoglobulin (Ig) molecules specialized for expression on the cell surface. Igs are heterodimeric molecules
consisting of heavy (H) and light (L) chains, both of which have regions (variable [V] regions) that contribute to the binding of antigen and that differ in sequence from
one Ig molecule to another (see Chapter 3) ( Fig. 2). In addition, H and L chains contain regions that are nonvariable or constant (C regions).

FIG. 2. A schematic representétion of an Ig molecule indicating the means through which the V regions and the CH1 and CL regions of H and L chains pair with one
another and how the CH2 and CH3 regions of the H chains pair.

of potentially usable variable (V), diversity (D), and joining (J) elements in a combinatorial manner. Such combinatorial translocation, together with a related set of
events that add diversity in the course of the joining process, results in the generation of a very large number of distinct H and L chains. The pairing of H and L chains
in a quasi-random manner further expands the number of distinct Ig molecules that can be formed.
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FIG. 3. Organization and translocation of mouse IgH genes. IgH chains are encoded by four distinct genetic elements: Igh-V (V), Igh-D (D), Igh-J (J), and Igh-C. The
V, D, and J genetic elements together specify the variable region of the H chain. The Igh-C element specifies the C region. The same V region can be expressed in
association with each of the C regions (u, d, ?3, ?1, ?2[3, ?2a, e, and a). In the germline, the V, D, and J genes are far apart and there are multiple forms of each of
these genes. In the course of lymphocyte development, a VDJ gene complex is formed by translocation of individual V and D genes so that they lie next to one of the
J genes, with excision of the intervening genes. This VDJ complex is initially expressed with p and d C genes, but may be subsequently translocated so that it lies
near one of the other C genes (e.g. ?1) and in that case leads to the expression of a VDJ ?1 chain.

The H-chain variable region is initially expressed in association with the product of the y constant (C)-region gene. Together these elements encode the p IgH chain,
which is used in Igs of the IgM class.

The successful completion of the process of Ig gene rearrangement and the expression of the resultant IgM on the cell surface marks the transition between the
expressing on its surface a second class of Ig composed of the same L chain and the same H chain variable (VDJ) region but of a different H-chain C region; this
second Ig H chain is designated d, and the Ig to which it contributes is designated IgD.

The differentiation process is controlled at several steps by a system of checks that determines whether prior steps have been successfully completed. These checks
depend on the expression on the surface of the cell of appropriately constructed Ig or Ig-like molecules. For, example, in the period after a u chain has been
successfully assembled but before an L chain has been assembled, the p chain is expressed on the cell surface in association with a surrogate light chain, consisting
of VpreB and ?5. Pre-B cells that fail to express this u/VpreB ?5 complex do not move forward to future differentiation states or do so very inefficiently.



be a direct one, dependent on cross-linkage of membrane Ig molecules by the antigen ( cross-linkage—dependent B-cell activation), or an indirect one, occurring most
efficiently in the context of an intimate interaction with a helper T cell, in a process often referred to as cognate help.

Cognate T Cell- B Cell Help

- Bl

Cross-linkage-dependeat B Cell Activaiion

s B Cell

FIG. 4. Two forms of B-cell activation. A: Cognate T-cell/B-cell help. Resting B cells can bind antigens that bear epitopes complementary to their cell-surface Ig. Even
if the antigen cannot cross-link the receptor, it will be endocytosed and enter late endosomes and lysosomes where it will be degraded to peptides. Some of these
peptides will be loaded into class Il MHC molecules and brought to the cell surface, where they can be recognized by CD4+ T cells that bear receptors specific for that
peptide/class Il complex. This interaction allows an activation ligand on the T cells (CD40 ligand) to bind to its receptor on B cells (CD40) and to signal B-cell
activation. In addition, the T cells secrete several cytokines that regulate the growth and differentiation of the stimulated B cell. B: Cross-lineage—dependent B-cell
activation. When B cells encounter antigens that bear multiple copies of an epitope that can bind to their surface lg, the resultant cross-linkage stimulates biochemical
signals within the cell leading to B-cell activation, growth, and differentiation. In many instances, B-cell activation events may result from both pathways of stimulation.

Because each B cell bears membrane Ig molecules with identical variable regions, cross-linkage of the cell-surface receptors requires that the antigen express more
than one copy of an epitope complementary to the binding site of the receptor. This requirement is fulfilled by antigens with repetitive epitopes. Among these antigens
are the capsular polysaccharides of many medically important microorganisms such as pneumococci, streptococci, and meningococci. Similar expression of multiple
identical epitopes on a single immunogenic particle is a property of many viruses because they express multiple copies of envelope proteins on their surface.
Cross-linkage—dependent B-cell activation is a major protective immune response mounted against these microbes. The binding of complement components (see

complement, which, together with other molecules, increases the magnitude of a B-cell response to limiting amounts of antigen.

Cognate help allows B cells to mount responses against antigens that cannot cross-link receptors and, at the same time, provides co-stimulatory signals that rescue B
cells from inactivation when they are stimulated by weak cross-linkage events. Cognate help is dependent on the binding of antigen by the B cell's membrane Ig, the
endocytosis of the antigen, and its fragmentation into peptides within the endosomal/lysosomal compartment of the cell. Some of the resultant peptides are loaded
complexes are expressed on the cell surface. As will be discussed below, these complexes are the ligands for the antigen-mélﬁégﬁ‘ic receptors of a set of T cells
designated CD4+ T cells. CD4+ T cells that have receptors specific for the class ll/peptide complex expressed on the B-cell surface recognize and interact with that B
cell. That interaction results in the activation of the B cell through the agency of cell-surface molecules expressed by the T cells (e.g., the CD40 ligand [CD154]) and
of the B cell derives largely from the action of the T cell. However, in many physiologic situations, receptor cross-linkage stimuli and cognate help synergize to yield
more vigorous B-cell responses.

FIG. 5. lllustration of the structure of the peptide-binding domain (al and R1) of a class Il MHC molecule (HLA-DR; protein data bank designation 1DLH) bound to an
antigenic peptide from influenza hemagglutinin. Adapted by D.H. Margulies from Stern LJ et al., Crystal structure of the human class Il MHC protein HLA-DR1
complexed with an influenza virus peptide, Nature 1994;368:215-221, with permission.

Activation of B cells prepares them to divide and to differentiate either into antibody-secreting cells or into memory cells, so that there are more cells specific for the
antigen used for immunization and these cells have new properties. Those cells that differentiate into antibody secreting cells account for primary antibody responses.
Some of these antibody secreting cells migrate to the bone marrow where they may continue to produce antibody for an extended period of time and may have
lifetimes in excess of 1 year.

Memory B cells give rise to antibody-secreting cells upon re-challenge of the individual. The hallmark of the antibody response to re-challenge (a secondary
response) is that it is of greater magnitude, occurs more promptly, is composed of antibodies with higher affinity for the antigen, and is dominated by Igs expressing ?,
a, or e C regions (IgG, IgA, or IgE) rather than by IgM, which is the dominant Ig of the primary response.

Division and differentiation of cells into antibody-secreting cells is largely controlled by the interaction of the activated B cells with T cells expressing CD154 and by
their stimulation by T-cell-derived cytokines.

The differentiation of activated B cells into memory cells occurs in a specialized micro-environmental structure in the spleen and lymph nodes, the germinal center.
The process through which increases in antibody affinity occurs also takes place within the germinal center. The latter process, designated affinity maturation, is
dependent on somatic hypermutation. The survival of cells within the germinal center depends on the capacity to bind antigen so that as antigen availability
diminishes, cells that have higher affinity receptors, either naturally or as a result of the hypermutation process, have a selective survival and growth advantage. Thus,



such cells come to dominate the population.

The process through which a single H-chain V region can become expressed with genes encoding C regions other than p and d is referred to as Ig class switching. It
is dependent on a gene translocation event through which the C-region genes between the genetic elements encoding the V region and the newly expressed C gene

A second population of B cells (B1 cells) has been described that differs from the dominant B-cell population (sometimes designated B2 cells or conventional B cells)
in several important respects. These cells were initially recognized because some express a cell-surface protein, CD5, not generally found on other B cells. In the
adult mouse, B1 B cells are found in relatively high frequency in the peritoneal cavity but are present at low frequency in the spleen and lymph nodes. B1 B cells are
guite numerous in fetal and perinatal life.

Whether B1 B cells derive from a separate set of stem cells found in the fetal liver but absent from (or present only at low frequency in) the adult bone marrow is still a
matter of controversy. The alternative view is that B1 B cells are derived from conventional B cells as a result of cross-linkage—dependent B-cell activation. B1 B cells
appear to be self-renewing, in contrast to conventional B cells, in which division and memory are antigen driven.

B1 B cells appear to be responsible for the secretion of the serum IgM that exists in nonimmunized mice, often referred to as natural IgM. Among the antibodies found
in such “natural” IgM are molecules that can combine with phosphatidyl choline (a component of pneumococcal cell walls) and for lipopolysaccharide and influenza
virus. B1 B cells also produce autoantibodies, although they are generally of low affinity and in most cases not pathogenic. It is believed that B1 B cells are important
in resistance to several pathogens and may have a significant role in mucosal immunity.

One of the central problems facing the immune system is that of being able to mount highly effective immune responses to the antigens of foreign, potentially
pathogenic, agents while ignoring antigens associated with the host’'s own tissues. The mechanisms ensuring this failure to respond to self-antigens are complex and
involve a series of strategies. Chief among them is elimination of cells capable of self-reactivity or the inactivation of such cells. The encounter of immature, naive B
cells with antigens with repetitive epitopes capable of cross-linking membrane Ig can lead to elimination of the B cells, particularly if no T-cell help is provided at the
time of the encounter. This elimination of potentially self-reactive cells is often referred to as clonal elimination. Some self-reactive cells, rather than dying upon
encounter with self-antigens, may re-express the proteins needed for immunoglobulin gene rearrangement and undergo a further round of such rearrangement. This
process, referred to as receptor editing, allows a self-reactive cell to substitute a new receptor and therefore to avoid elimination.

There are many self-antigens that are not encountered by the developing B-cell population or that do not have the capacity to cross-link B-cell receptors to a sufficient
degree to elicit the clonal elimination/receptor editing process. Such cells, even when mature, may nonetheless be inactivated through a process that involves
cross-linkage of receptors without the receipt of critical co-stimulatory signals. These inactivated cells may be retained in the body but are unresponsive to antigen
and are referred to as anergic. When removed from the presence of the anergy-inducing stimulus, such cells may regain responsiveness.

The antigen-specific membrane receptors and secreted products of B cells are Ig molecules. Igs are members of a large family of proteins designated the
immunoglobulin supergene family. Members of the Ig supergene family have sequence homology, a common gene organization, and similarities in three-dimensional
structure. The latter is characterized by a structural element referred to as the Ig fold, generally consisting of a set of seven 3-pleated sheets organized into two

complex, and molecules associated with the B-cell receptor (Ilga and Igf3), are members of the Ig supergene family.

4 L
FIG. 6. Schematic drawing of the V and C domains of an Ig L chain illustrating the “Ig fold.” The 3 strands participating in the antiparallel (3-pleated sheets of each
domain are represented as arrows. The 3 strands of the three-stranded sheets are shaded, whereas those in the four-stranded sheets are white. The intradomain
disulfide bonds are represented as black bars. Selected amino acids are numbered with position 1 as the N terminus. From Edmundson AB, Ely KR, Abola EE, et al.,
Rotational allomerism and divergent evolution of domains in immunoglobulin light chains, Biochemistry 1975;14:3953—-3961, with permission.
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consisting of approximately 110 amino acids.

The L chains, of which there are two types (? and ?), consist of two domains. The carboxy-terminal domain is essentially identical among L chains of a given type and
is referred to as the constant (C) region. As already discussed, the amino-terminal domain varies from L chain to L chain and contributes to the binding site of
antibody. Because of its variability, it is referred to as the variable (V) region. The variability of this region is largely concentrated in three segments, designated as the
hypervariable or complementarity-determining regions (CDRs). The CDRs contain the amino acids that are the L chain’s contribution to the lining of the antibody’s
combining site. The three CDRs are interspersed among four regions of much lower degree of variability, designated framework regions (FRS).

The H chains of Ig molecules are of several classes (U, d, ? [of which there are several subclasses], a, and €), as noted above. An assembled Ig molecule, consisting
of one or more units of two identical H and L chains, derives its name from the H chain that it possesses. Thus, there are IgM, IgD, IgG, IgA, and IgE antibodies. The
H chains each consist of a single amino-terminal V region and three or four C regions. In many H chains, a hinge region separates the first and second C regions and
conveys flexibility to the molecule, allowing the two combining sites of a single unit to move in relation to one another so as to promote the binding of a single antibody
molecule to an antigen that has more than one copy of the same epitope. Such divalent binding to a single antigenic structure results in a great gain in energy of

The C region of each H-chain class conveys unique functional attributes to the antibodies that possess it. Among the distinct biologic functions of each class of
antibody are the following:

IgD antibodies act virtually exclusively as membrane receptors for antigen.
IgG antibodies, made up of four subclasses in both humans and mice, mediate a wide range of functions including transplacental passage and opsonization of
antigens through binding of antigen—antibody complexes to specialized Fc receptors on macrophages and other cell types ( Chapter 22, Chapter 34, and

IgD, IgG, and IgE antibodies consist of a single unit of two H and L chains. IgM antibodies are constructed of five or six such units, although they consist of a single



unit when they act as membrane receptors. IgA antibodies may consist of one or more units. The antibodies that are made up of more than a single unit generally
contain an additional polypeptide chain, the J chain, which plays an important role in the ability of these polymeric immunoglobulins to be secreted at mucosal
surfaces.

Each of the distinct Igs can exist as secreted antibodies and as membrane molecules. Antibodies and cell-surface receptors of the same class made by a specific cell
have identical structures except for differences in their carboxy-terminal regions. Membrane Ig possesses a hydrophobic region, spanning the membrane, and a short
intracytoplasmic tail, both of which are lacking in the secretory form.

The genetic makeup of the Ig H-chain gene has already been alluded to. The IgH-chain gene of a mature lymphocyte is derived from a set of genetic elements that
are separated from one another in the germline. The V region is composed of three types of genetic elements: V 4, D, and J . More than 100 V  elements exist;

there are more than 10 D elements and a small number of J ( elements (4 in the mouse). An H-chain V yDJ { gene is created by the translocation of one of the D
elements on a given chromosome to one of the J j elements on that chromosome, generally with the excision of the intervening DNA. This is followed by a second
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Although it is likely that the choice of the V y, D, and J y elements that are assembled is not entirely random, the combinatorial process allows the creation of a very

large number of distinct H-chain V-region genes. Additional diversity is created by the imprecision of the joining events and by the deletion of nucleotides and addition
of new, un-templated nucleotides between D and J  and between V  and D, forming N regions in these areas. This further increases the diversity of distinct IgH

chains that can be generated from the relatively modest amount of genetic information present in the germline.

The assembly of L-chain genes follows generally similar rules. However, L chains are assembled from V | and J | elements only. Although there is junctional diversity,
no N regions exist for L chains. Additional diversity is provided by the existence of two classes of L chains, ? and ?.

An Ig molecule is assembled by the pairing of IgH-chain polypeptide with an IgL-chain polypeptide. Although this process is almost certainly not completely random, it
allows the formation of an exceedingly large number of distinct Ig molecules, the majority of which will have individual specificities.

The rearrangement events that result in the assembly of expressible IgH and IgL chains occur in the course of B-cell development in pro-B cells and pre-B cells,
H-chain gene elements and the onset of rearrangement of L-chain gene elements, with ? rearrangements generally preceding ? rearrangements. One important
consequence of this is that only a single expressible p chain will be produced in a given cell, since the first expressible p chain shuts off the possibility of producing an
expressible p chain on the alternative chromosome. Comparable mechanisms exist to ensure that only one L-chain gene is produced, leading to the phenomenon
known as allelic exclusion. Thus, the product of only one of the two alternative allelic regions at both the H- and L-chain loci are expressed. The closely related
phenomenon of L-chain isotype exclusion ensures the production of either ? or ? chains in an individual cell, but not both. An obvious but critical consequence of
allelic exclusion is that an individual B cell makes antibodies, all of which have identical H- and L-chain V regions, a central prediction of the clonal selection theory of
the immune response.

expresses receptors of the IgM and IgD classes may differentiate into a cell that expresses IgG, IgA, or IgE receptors and then into a cell-secreting antibody of the
same class as it expressed on the cell surface. This process allows the production of antibodies capable of mediating distinct biologic functions but that retain the
same antigen-combining specificity. When linked with the process of affinity maturation of antibodies, Ig class switching provides antibodies of extremely high efficacy
in preventing re-infection with microbial pathogens or in rapidly eliminating such pathogens. These two associated phenomena account for the high degree of
effectiveness of antibodies produced in secondary immune responses.

The process of switching is known to involve a recombination event between specialized switch (S) regions, containing repetitive sequences, that are located
upstream of each C region (with the exception of the d C region). Thus, the S region upstream of the p C p region gene (Sp) recombines with an S region upstream of

various ? chains (in the human ?1, ?2, ?3, and ?4; in the mouse ?1, ?2a, ?2b, and ?3), of the a chain, and of the e chain are located 3’ of the Cu and Cd genes.

FIG. 7. Ig class switching. lllustrated here is the process through which a given VDJ gene in a stimulated B cell may switch the C-region gene with which it is
associated from p to another, such as ?1. A recombination event occurs in which DNA between a cleavage point in Sy and one in S?1 forms a circular episome. This
results in C?1 being located immediately downstream of the chimeric Su/?1 region, in a position such that transcription initiating upstream of VDJ results in the
formation of VDJC?1 mRNA and ?1 H-chain protein.

The induction of the switching process is dependent on the action of a specialized set of B-cell stimulants. Of these, the most widely studied are CD154, expressed on
the surface of activated T cells, and bacterial lipopolysaccharide. The targeting of the C region that will be expressed as a result of switching is largely determined by
cytokines. Thus, IL-4 determines that switch events in the human and mouse will be to the e C region and to the ?4 (human) or ?1 (mouse) C regions. In the mouse,
interferon-gamma (IFN-?) determines switching to ?2a and transforming growth factor-beta (TGF-3) determines switching to a. A major goal is to understand the
physiologic determination of the specificity of the switching process. Because cytokines are often the key controllers of which Ig classes will represent the switched
isotype, this logically translates into asking what regulates the relative amounts of particular cytokines that are produced by different modes of immunization.

The switching process depends on the RNA-editing, enzyme activation—induced cytidine deaminase (AID). Mice that lack AID fail to undergo immunoglobulin class
switching. AID is also critical in the process of somatic hypermutation.

The process of generation of diversity embodied in the construction of the H- and L-chain V-region genes and of the pairing of H and L chains creates a large number
of distinct antibody molecules, each expressed in an individual B cell. This primary repertoire is sufficiently large so that most epitopes on foreign antigens will
encounter B cells with complementary receptors. Thus, if adequate T-cell help can be generated, antibody responses can be made to a wide array of foreign
substances. Nonetheless, the antibody that is initially produced usually has a relatively low affinity for the antigen. This is partially compensated for by the fact that
IgM, the antibody initially made, is a pentamer. Through multivalent binding, high avidities can be achieved even if individual combining sites have only modest affinity

to a large number of mutational events, largely confined to the H-chain and L-chain V-region genes and their immediately surrounding introns.

During the process of somatic hypermutation, mutational rates of 1 per 1,000 base pairs per generation may be achieved. This implies that, with each cell division,
close to one mutation will occur in either the H- or L-chain V region of an individual cell. This creates an enormous increase in antibody diversity. Although most of



these mutations will either not affect the affinity with which the antibody binds its ligand or will lower that affinity, some will increase it. Thus, some B cells emerge that
can bind antigen more avidly than the initial population of responding cells. Because there is an active process of apoptosis in the germinal center from which B cells
can be rescued by the binding of antigen to their membrane receptors, cells with the most avid receptors should have an advantage over other antigen-specific B cells
and should come to dominate the population of responding cells. Thus, upon re-challenge, the affinity of antibody produced will be greater than that in the initial
response. As time after immunization elapses, the affinity of antibody produced will increase. This process leads to the presence in immunized individuals of
high-affinity antibodies that are much more effective, on a weight basis, in protecting against microbial agents and other antigen-bearing pathogens than was the
antibody initially produced. Together with antibody class switching, affinity maturation results in the increased effectiveness of antibody in preventing re-infection with
agents with which the individual has had a prior encounter.

T-LYMPHOCYTES

T-lymphocytes constitute the second major class of lymphocytes. They derive from precursors in hematopoietic tissue, undergo differentiation in the thymus (hence
cells may be subdivided into two distinct classes based on the cell-surface receptors they express. The majority of T cells express antigen-binding receptors(TCRs)
consisting of a and 3 chains. A second group of T cells express receptors made up of ? and d chains. Among the a/3 T cells are two important sublineages: those that
express the co-receptor molecule CD4 (CD4+ T cells) and those that express CD8 (CD8+ T cells). These cells differ in how they recognize antigen and mediate
different types of regulatory and effector functions.

CD4+ T cells are the major helper cells of the immune system. Their helper function depends both on cell-surface molecules such as CD154, induced upon these
cells when they are activated, and on the wide array of cytokines they secrete when activated. CD4+ T cells tend to differentiate, as a consequence of priming, into
cells that principally secrete the cytokines IL-4, IL-13, IL-5, IL-6, and IL-10 (T 2 cells) or into cells that mainly produce IL-2, IFN-?, and lymphotoxin (T pq cells). T o
cells are very effective in helping B cells develop into antibody-producing cells, whereas T 4 cells are effective inducers of cellular immune responses, involving

enhancement in the microbicidal activity of macrophages and consequent increased efficiency in lysing microorganisms in intracellular vesicular compartments.

T cells also mediate important effector functions. Some of these are determined by the patterns of cytokines they secrete. These powerful molecules can be directly
toxic to target cells and can mobilize potent inflammatory mechanisms. In addition, T cells, particularly CD8+ T cells, can develop into cytotoxic T-lymphocytes (CTLS)
capable of efficiently lysing target cells that express antigens recognized by the CTLs.

T cells differ from B cells in their mechanism of antigen recognition. Immunoglobulin, the B-cell’s receptor, binds to individual antigenic epitopes on soluble molecules
or on particulate surfaces. B-cell receptors recognize epitopes expressed on the surface of native molecules. Antibody and B-cell receptors evolved to bind to and to
protect against microorganisms in extracellular fluids.

By contrast, T cells invariably recognize cell-associated molecules and mediate their functions by interacting with and altering the behavior of these
antigen-presenting cells (APCs). Indeed, the TCR does not recognize antigenic determinants on intact, undenatured molecules. Rather, it recognizes a complex
consisting of a peptide, derived by proteolysis of the antigen, bound into a specialized groove of a class Il or class | MHC protein. Indeed, what differentiates a CD4+
T cell from a CD8+ T cell is that the CD4+ T cells only recognize peptide/class Il complexes, whereas the CD8+ T cells recognize peptide/class | complexes.

The TCR’s ligand (i.e., the peptide/MHC protein complex) is created within the APC. In general, class Il MHC molecules bind peptides derived from proteins that have
endosomal/lysosomal compartment, and the resulting peptiﬁéé """ are loaded into class Il MHC molecules that traffic through this compartment. These peptide-loaded,
class Il molecules are then expressed on the surface of the cell where they are available to be bound by CD4+ T cells with TCRs capable of recognizing the
expressed cell-surface complex. Thus, CD4+ T cells are specialized to largely react with antigens derived from extracellular sources.
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FIG. 8. Pathways of antigen processing. Exogenous antigen (Ea) enters the cell via endocytosis and is transported from early endosomes into late endosome or
prelysosomes, where it is fragmented and where resulting peptides (Ea-derived peptides) may be loaded into class II| MHC molecules. The latter have been
transported from the rough endoplasmic reticulum (RER) through the Golgi apparatus to the peptide-containing vesicles. Class Il MHC molecules/Ea-derived peptide
complexes are then transported to the cell surface, where they may be recognized by TCR expressed on CD4+ T cells. Cytoplasmic antigens (Ca) are degraded in the
cytoplasm and then enter the RER through a peptide transporter. In the RER, Ca-derived peptides are loaded into class | MHC molecules that move through the Golgi
apparatus into secretory vesicles and are then expressed on the cell surface where they may be recognized by CD8+ T cells. From Paul WE, Development and
function of lymphocytes, in Gallin JI, Goldstein I, Snyderman R, eds. Inflammation, New York: Raven, 1992, 776, with permission.

In contrast, class | MHC molecules are mainly loaded with peptides derived from internally synthesized proteins, such as viral gene products. These peptides are
produced from cytosolic proteins by proteolysis within the proteasome and are translocated into the rough endoplasmic reticulum. Such peptides, generally nine
amino acids in length, are bound by class | MHC molecules. The complex is brought to the cell surface, where it can be recognized by CD8+ T cells expressing
appropriate receptors. This property gives the T-cell system, particularly CD8+ T cells, the ability to detect cells expressing proteins that are different from, or
produced in much larger amounts than, those of cells of the remainder of the organism (e.g., viral antigens [whether internal, envelope, or cell surface] or mutant
antigens [such as active oncogene products]), even if these proteins, in their intact form, are neither expressed on the cell surface nor secreted.

a set of transmembrane proteins, collectively designated the CD3 complex, that play a critical role in signal transduction. The CD3 complex consists of ?, d (note that
the CD3 ? and d chains and the TCR ? and d chains are distinct polypeptides that, unfortunately, have similar designations), and e chains, and is associated with a
homodimer of two ? chains or a heterodimer of ? and ? chains. CD3 ?, d, and e consist of extracellular domains that are family members of the Ig supergene. The
cytosolic domains of CD3 ?, d, and e, and of ? and ?, contain one or more copies of a signaling motif—the immunoreceptor tyrosine-based activation motif (ITAM)
(D/ExxYxxLxxxxxxxYxxL/l)—-that is found in a variety of chains associated with immune recognition receptors. This motif appears to be very important in the signal
transduction process and provides a site through which protein tyrosine kinases can interact with these chains to propagate signaling events.
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FIG. 9. The T-cell antigen receptor. Illustrated schematically is the antigen-binding subunit comprised of an al’ heterodimer, and the associated invariant CD3 and ?
chains. Acidic (-) and basic (+) residues located within the plasma membrane are indicated. The open rectangular boxes indicate motifs within the cytoplasmic
domains that interact with protein tyrosine kinases. (This figure also appears as in Chapter 11 as Fig. 2.)

The TCR chains are organized much like Ig chains. Their N-terminal portions are variable and their C-terminal portions are constant. Furthermore, similar
recombinational mechanisms are used to assemble the V-region genes of the TCR chains. Thus, the V region of the TCR R chain is encoded by a gene made of three
distinct genetic elements (V[3, D, and JR) that are separated in the germline. Although the relative numbers of V3, D, and JR genes differ from that for the comparable
IgH variable-region elements, the strategies for creation of a very large number of distinct genes by combinatorial assembly are the same. Both junctional diversity
and N-region addition further diversify the genes, and their encoded products. TCR 3 has fewer V genes than IgH but much more diversity centered on the D/J region,
which encodes the equivalent of the third CDR of Igs. The a chain follows similar principles, except that it does not use a D gene.

The genes for TCR ? and d chains are assembled in a similar manner except that they have many fewer V genes from which to choose. Indeed, ?/d T cells in certain
environments, such as the skin and specific mucosal surfaces, are exceptionally homogeneous. It has been suggested that the TCRs encoded by these essentially
invariant ? and d chains may be specific for some antigen that signals microbial invasion and that activation of ?/d T cells through this mechanism constitutes an initial
response that aids the development of the more sophisticated response of a/3 T cells.

T-cell activation is dependent on the interaction of the TCR/CD3 complex with its cognate ligand, a peptide bound in the groove of a class | or class II| MHC molecule,
on the surface of a competent antigen-presenting cell. Through the use of chimeric cell-surface molecules that possess cytosolic domains largely limited to the ITAM
signaling motif alluded to above, it is clear that cross-linkage of molecules containing such domains can generate some of the signals that result from TCR
engagement. Nonetheless, the molecular events set in motion by receptor engagement are complex ones. Among the earliest steps are the activation of tyrosine
kinases leading to the tyrosine phosphorylation of a set of substrates that control several signaling pathways. Current evidence indicates that early events in this

process involve the Src-family tyrosine kinases p56 Ick and p59 YN and ZAP-70, a Syk family tyrosine kinase, that binds to the phosphorylated ITAMs of the ? chain,
as well as the action of the protein tyrosine phosphatase CD45, found on the surface of all T cells.

A series of important substrates are tyrosine phosphorylated as a result of the action of the kinases associated with the TCR complex. These include (a) a set of
adapter proteins that link the TCR to the Ras pathway; (b) phospholipase C?1, the tyrosine phosphorylation of which increases its catalytic activity and engages the
inositol phospholipid metabolic pathway, leading to elevation of intracellular free-calcium concentration to the activation of protein, kinase C; and (c) a series of other
important enzymes that control cellular growth and differentiation. Particularly important is the phosphorylation of LAT, a molecule that acts as an organizing scaffold
to which a series of signaling intermediates bind and upon which they become activated and control downstream signaling.

The recognition and early activation events result in the reorganization of cell surface and cytosolic molecules on the T cell, and correspondingly, on the APC to
produce a structure, the immunological synapse. The apposition of key interacting molecules involving a small segment of the membranes of the two cells
concentrates these molecules in a manner that both strengthens the interaction between the cells and intensifies the signaling events. It also creates a limited space
into which cytokines may be secreted to influence the behavior of cells. Indeed, the formation of the immunological synapse is one mechanism through which the
recognition of relatively small numbers of ligands by TCRs on a specific T cell can be converted into a vigorous stimulatory process.

In general, normal T cells and cloned T-cell lines that are stimulated only by TCR cross-linkage fail to give complete responses. TCR engagement by itself may often
lead to a response in which the key T-cell-derived growth factor, IL-2, is not produced and in which the cells enter a state of anergy such that they are unresponsive
accessory-cell-delivered co-stimulatory activity. The engageme"H’E“Ei'fmgﬁﬁg on the T cell by CD80 and/or CD86 on the APC (or the engagement of comparable ligand
receptor pairs on the two cells) provides a potent co-stimulatory activity. Inhibitors of this interaction markedly diminish antigen-specific T-cell activation in vivo and in

The interaction of CD80/86 with CD28 increases cytokine production by the responding T cells. For the production of IL-2, this increase appears to be mediated both
by enhancing the transcription of the IL-2 gene and by stabilizing IL-2 mMRNA. These dual consequences of the CD80/86—CD28 interaction cause a striking increase in
the production of IL-2 by antigen-stimulated T cells.

CD80/86 has a second receptor on the T cell, CTLA-4, that is expressed later in the course of T-cell activation. The bulk of evidence indicates that the engagement of
CTLA-4 by CD80/86 leads to a set of biochemical signals that terminate the T-cell response. Mice that are deficient in CTLA-4 expression develop fulminant
autoimmune responses.

CD4 and CDS8, they are often referred to as double-negative (DN) cells. Thymocytes develop from this DN3 pool into cells that are both CD4+ and CD8+
(double-positive cells) and express low levels of TCR and CD3 on their surface. In turn, double-positive cells further differentiate into relatively mature thymocytes that
express either CD4 or CD8 (single-positive cells) and high levels of the TCR/CD3 complex.
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FIG. 10. Development of a/B T cells in the thymus. Double-negative T cells (4 "8 °) acquire CD4 and CD8 (4 "8 *) and then express a/B TCRs, initially at low levels.
Thereatfter, the degree of expression of TCRs increases and the cells differentiate into CD4 or CD8 cells and are then exported to the periphery. Once the T cells



have expressed receptors, their survival depends on the recognition of peptide/MHC class | or class Il molecules with an affinity above some given threshold. Cells

that fail to do so undergo apoptosis. These cells have failed to be positively selected. Positive selection is associated with the differentiation of 4 *8 * cells into CD4 or
CDS8 cells. Positive selection involving peptide/class | MHC molecules leads to the development of CD8 cells, whereas positive selection involving peptide/class I
MHC molecules leads to the development of CD4 cells. If a T cell recognizes a peptide/MHC complex with high affinity, it is also eliminated via apoptosis (it is
negatively selected).

The expression of the TCR depends on complex rearrangement processes that generate TCR a and 3 (or ? and d) chains. Once expressed, these cells undergo two
important selection processes within the thymus. One, termed negative selection, is the deletion of cells that express receptors that bind with high affinity to
complexes of self-peptides with self-MHC molecules. This is a major mechanism through which the T-cell compartment develops immunologic unresponsiveness to
self-antigens (see Chapter 9 and Chapter 29). In addition, a second major selection process is positive selection, in which T cells with receptors with “intermediate
affinity” for self-peptides bound to self-MHC molecules are selected, thus forming the basis of the T-cell repertoire for foreign peptides associated with self-MHC
molecules. It appears that T cells that are not positively selected are eliminated in the thymic cortex by apoptosis. Similarly, T cells that are negatively selected as a
result of high-affinity binding to self-peptide/self-MHC complexes are also deleted through apoptotic death. These two selection processes result in the development
of a population of T cells that are biased toward the recognition of peptides in association with self-MHC molecules from which those cells that are potentially
auto-reactive (capable of high-affinity binding of self-peptide/self-MHC complexes) have been purged.

One important event in the development of T cells is their differentiation from double-positive cells into CD4+ or CD8+ single-positive cells. This process involves the
interaction of double-positive thymocytes with peptide bound to class Il or class | MHC molecules on accessory cells. Indeed, CD4 binds to monomorphic sites on
class Il molecules, whereas CD8 binds to comparable sites on class | molecules. The capacity of the TCR and CD4 (or of the TCR and CD8) to bind to a class Il MHC
(or a class | MHC) molecule on an accessory cell leads either to the differentiation of double-positive thymocytes into CD4+ (or CD8+) single-positive T cells or to the
selection of cells that have “stochastically” differentiated down the CD4 (or CD8) pathway.

Less is understood about the differentiation of thymocytes that express TCRs composed of ?/d chains. These cells fail to express either CD4 or CD8. However, ?/d
cells are relatively numerous early in fetal life; this, together with their limited degree of heterogeneity, suggests that they may comprise a relatively primitive T-cell
compartment.

T cells mediate a wide range of immunologic functions. These include the capacity to help B cells develop into antibody-producing cells, the capacity to increase the
microbicidal action of monocyte/macrophages, the inhibition of certain types of immune responses, direct killing of target cells, and mobilization of the inflammatory
response. In general, these effects depend on their expression of specific cell-surface molecules and the secretion of cytokines.

Helper T cells can stimulate B cells to make antibody responses to proteins and other T-cell-dependent antigens. T-cell-dependent antigens are immunogens in
which individual epitopes appear only once or only a limited number of times so that they are unable to cross-link the membrane Ig of B cells or do so inefficiently. B
cells bind antigen through their membrane Ig, and the complex undergoes endocytosis. Within the endosomal and lysosomal compartments, antigen is fragmented
into peptides by proteolytic enzymes and one or more of the generated peptides are loaded into class Il MHC molecules, which traffic through this vesicular
compartment. The resulting complex of class Il MHC molecule and bound peptide is exported to the B-cell surface membrane. T cells with receptors specific for the
peptide/class Il molecular complex recognize that complex on the B cell.

B-cell activation depends not only on the binding of peptide/class Il MHC complexes on the B cell surface by the TCR but also on the interaction of T-cell CD154 with
CD40 on the B cell. T cells do not constitutively express CD154; rather, it is induced as a result of an interaction with an activated APC that expresses a cognate
antigen recognized by the TCR of the T cell. Furthermore, CD80/86 are generally expressed by activated but not resting B cells so that interactions involving resting B
cells and naive T cells generally do not lead to efficient antibody production. By contrast, a T cell already activated and expressing CD154 can interact with a resting
B cell, leading to its up-regulation of CD80/86 and to a more productive T-cell/B-cell interaction with the delivery of cognate help and the development of the B cell
into an antibody-producing cell. Similarly, activated B cells expressing large amounts of class Il molecules and CD80/86 can act as effective APC and can participate
with T cells in efficient cognate help interactions. Cross-linkage of membrane Ig on the B cell, even if inefficient, may synergize with the CD154/CD40 interaction to
yield vigorous B-cell activation.

The subsequent events in the B-cell response program, including proliferation, Ig secretion, and class switching either depend on or are enhanced by the actions of
T-cell-derived cytokines. Thus, B-cell proliferation and Ig secretion are enhanced by the actions of several type | cytokines including IL-2 and IL-4. Ig class switching
is dependent both on the initiation of competence for switching, which can be induced by the CD154/CD40 interaction, and on the targeting of particular C regions for
switching, which is determined, in many instances, by cytokines. The best-studied example of this is the role of IL-4 in determining switching to IgG1 and IgE in the
mouse and to IgG4 and IgE in the human. Indeed, the central role of IL-4 in the production of IgE is demonstrated by the fact that mice that lack the IL-4 gene or the
gene for the IL-4 receptor a chain, as a result of homologous recombination-mediated gene knockouts, have a marked defect in IgE production.

Although CD4+ T cells with the phenotype of T 5 cells (i.e., IL-4, IL-13, IL-5, IL-6, and IL-10 producers) are efficient helper cells, T 4, cells also have the capacity to
act as helpers. Because T 7 cells produce IFN-?, which acts as a switch factor for IgG2a in the mouse, T 1-mediated help often is dominated by the production of
IgG2a antibodies.

T cells also may act to enhance the capacity of monocytes and macrophages to destroy intracellular microorganisms. In particular, IFN-? enhances several
mechanisms through which mononuclear phagocytes destroy intracellular bacteria and parasites, including the generation of nitric oxide and induction of tumor
necrosis factor (TNF) production. T yj-type cells are particularly effective in enhancing microbicidal action because they produce IFN-?. By contrast, two of the major

cytokines produced by T s, cells, IL-4 and IL-10, block these activities. Thus, T p cells often oppose the action of T 1 cells in inducing cellular immunity and in
certain infections with microorganisms that are intracellular pathogens of macrophages, a T ,-dominated response may be associated with failure to control the
infection.

There has been a longstanding interest in the capacity of T cells to diminish as well as to help immune responses. Cells that mediate such effects are referred to as
regulatory or suppressor T cells. Regulatory T cells may be identified by their constitutive expression of CD25, the IL-2 receptor alpha chain. These cells inhibit the
capacity of both CD4 and CD8 T cells to respond to their cognate antigens. The mechanisms through which their suppressor function is mediated are still somewhat
controversial. In some instances, it appears that cell-cell contact is essential for suppression, whereas in other circumstances production of cytokines by the
regulatory cells has been implicated in their ability to inhibit responses. Evidence has been presented for both IL-10 and TGF3 as mediators of inhibition.

Regulatory T cells have been particularly studied in the context of various autoimmune conditions. In the absence of regulatory cells, conventional T cells cause
several types of autoimmune responses, including autoimmune gastritis and inflammatory bowel disease. Regulatory T cells express cell-surface receptors allowing
them to recognize autoantigens and their responses to such recognition results in the suppression of responses by conventional T cells. Whether the T-cell receptor
repertoire of the regulatory cells and the conventional T cells are the same has not been fully determined, nor it is completely clear whether regulatory (CD25+) T cells
and conventional T cells derive from distinct T-cell lineages or whether regulatory T cells derive from conventional CD4+ T cells that may have been stimulated under
certain conditions.

One of the most striking actions of T cells is the lysis of cells expressing specific antigens. Most cells with such cytotoxic activity are CD8+ T cells that recognize
peptides derived from proteins produced within the target cell, bound to class | MHC molecules expressed on the surface of the target cell. However, CD4+ T cells can



express CTL activity, although in such cases the antigen recognized is a peptide associated with a class Il MHC molecule; often such peptides derive from exogenous
antigens.

There are two major mechanisms of cytotoxicity. One involves the production by the CTL of perforin, a molecule that can insert into the membrane of target cells and
promote the lysis of that cell. Perforin-mediated lysis is enhanced by a series of enzymes produced by activated CTLs, referred to as granzymes. Many active CTLs
also express large amounts of Fas ligand on their surface. The interaction of Fas ligand on the surface of the CTL with Fas on the surface of the target cell initiates
apoptosis in the target cell.

CTL-mediated lysis is a major mechanism for the destruction of virally infected cells. If activated during the period in which the virus is in its eclipse phase, CTLs may
be capable of eliminating the virus and curing the host with relatively limited cell destruction. On the other hand, vigorous CTL activity after a virus has been widely
disseminated may lead to substantial tissue injury because of the large number of cells that are killed by the action of the CTLs. Thus, in many infections, the disease
is caused by the destruction of tissue by CTLs rather than by the virus itself. One example is hepatitis B, in which much of the liver damage represents the attack of
HBV-specific CTLs on infected liver cells.

It is usually observed that CTLs that have been induced as a result of a viral infection or intentional immunization must be reactivated in vitro through the recognition
of antigen on the target cell. This is particularly true if some interval has elapsed between the time of infection or immunization and the time of test. This has led to
some question being raised as to the importance of CTL immunity in protection against re-infection and how important CTL generation is in the long-term immunity
induced by protective vaccines. On the other hand, in active infections, such as seen in HIV+ individuals, CTL that can Kill their targets cells immediately are often
seen. There is much evidence to suggest that these cells play an active role in controlling the number of HIV+ T cells.

CYTOKINES (Chapter 23, Chapter 24, Chapter 25, and Chapter 26)

Many of the functions of cells of the immune system are mediated through the production of a set of small proteins referred to as cytokines. These proteins can now
be divided into several families. They include the type | cytokines or hematopoietins that encompass many of the interleukins (i.e., IL-2, IL-3, IL-4, IL-5, IL-6, IL-7, IL-9,
IL-11, IL-12, IL-13, IL-15, IL-21 and IL-23), as well as several hematopoietic growth factors; the type Il cytokines, including the interferons and IL-10; the TNF-related
molecules, including TNF, lymphotoxin, and Fas ligand; Ig superfamily members, including IL-1 and IL-18; and the chemokines, a growing family of molecules playing
critical roles in a wide variety of immune and inflammatory functions.

Many of the cytokines are T-cell products; their production represents one of the means through which the wide variety of functions of T cells are mediated. Most
cytokines are not constitutive products of the T cell. Rather, they are produced in response to T-cell activation, usually resulting from presentation of antigen to T cells
by APCs in concert with the action of a co-stimulatory molecule, such as the interaction of CD80/86 with CD28. Although cytokines are produced in small quantities,

they are very potent, binding to their receptors with equilibrium constants of approximately 10 10 M -1, In some instances, cytokines are directionally secreted into the
immunological synapse formed between a T cell and an APC. In such cases, the cytokine acts in a paracrine manner. Indeed, many cytokines have limited action at a
distance from the cell that produced them. This appears to be particularly true of many of the type | cytokines. However, other cytokines act by diffusion through
extracellular fluids and blood to target cells that are distant from the producers. Among these are cytokines that have pro-inflammatory effects, such as IL-1, IL-6, and
TNF, and the chemokines, which play important roles in regulating the migration of lymphocytes and other cell types.

A large family of small proteins that are chemotactic cytokines (chemokines) have been described. While members of this family have a variety of functions, perhaps
the most dramatic is their capacity to regulate leukocyte migration and thus to act as critical dynamic organizers of cell distribution in the immune and inflammatory
responses. The receptors for chemokines are seven transmembrane-spanning, G-protein coupled receptors.

The chemokines are subdivided based on the number and positioning of their highly conserved cysteines. Among chemokines with four conserved cysteines, the
cysteines are adjacent in one large group (the CC chemokines) while in a second large group they are separated by one amino acid (CXC chemokines). There are
also rare chemokines in which the cysteins are separated by three amino acids (CX3C) or in which there are only two conserved cysteins (C chemokines).

Individual chemokines may signal through more than one chemokine recptor and individual receptors may interact with more than one chemokine, producing a very
complex set of chemokine/chemokine receptor pairs and providing opportunities for exceedingly fine regulation of cellular functions.

The MHC has already been introduced in this chapter in the discussion of T-cell recognition of antigen-derived peptides bound to specialized grooves in class | and
class Il MHC proteins. Indeed, the class | and class Il MHC molecules are essential to the process of T-cell recognition and response. Nonetheless, they were first

When the genetic basis of transplantation rejection between mice of distinct inbred strains was sought, it was recognized that although multiple genetic regions
contributed to the rejection process, one region played a dominant role. Differences at this region alone would cause prompt graft rejection, whereas any other
individual difference usually resulted in a slow rejection of foreign tissue. For this reason, the genetic region responsible for prompt graft rejection was termed the
major histocompatibility complex.

In all higher vertebrates that have been thoroughly studied, a comparable MHC exists. The defining features of the MHC are the transplantation antigens that it
encodes. These are the class | and class Il MHC molecules. The genes encoding these molecules show an unprecedented degree of polymorphism. This together
with their critical role in antigen presentation explains their central role as the target of the immune responses leading to the rejection of organ and tissue allografts.

The MHC also includes other genes, particularly genes for certain complement components. In addition, genes for the cytokines TNF-a and lymphotoxin (also
designated TNF-R) are found in the MHC.

and R32-microglobulin are Ig supergene family members. The a chain is highly polymorphic, with the polymorphisms found mainly in the regions that constitute the
binding sites for antigen-derived peptides and the contact sites for the TCR.
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FIG. 11. Model of the class | HLA-A2 molecule. A schematic representation of the structure of the HLA-A2, class | MHC molecule. The polymorphic al and a2
domains are at the top. They form a groove into which antigen-derived peptides fit to form the peptide/MHC class | complex that is recognized by TCRs of CD8+ T
cells. From Bjorkman PJ, Saper MA, Sauraomi B, et al., Structure of human class-I histocompatibility HLA-A. Nature 1987;329:506-512, with permission.

The class | a chain consists of three extracellular regions or domains, each of similar length, designated al, a2, and a3. In addition, a chains have a
membrane-spanning domain and a short carboxy-terminal cytoplasmic tail. The crystal structure of class | molecules indicates that the al and a2 domains form a site
for the binding of peptides derived from antigens. This site is defined by a floor consisting of 3 sheets and bounded by a-helical walls. The polymorphisms of the class
| molecule are mainly in these areas.

In the human, three loci encoding classical class | molecules have been defined; these are designated HLA-A, HLA-B, and HLA-C. All display high degrees of
polymorphism. A similar situation exists in the mouse. In addition, there are a series of genes, defined principally in the mouse, that encode class |-like molecules
(class Ib molecules). Recently, some of these also have been shown to have antigen-presenting activity for formylated peptides, suggesting that they may be
specialized to present certain prokaryotic antigens. In addition, the class Ib molecule CD1 has been shown to have antigen-presenting function for mycobacterial
lipids, providing a mechanism through which T cells specific for such molecules can be generated. In the mouse, a-galactosylceramide bound to CD1 is recognized by
a novel class of T cells (NK T cells) that produce large amounts of cytokines upon stimulation.

Class Il MHC Molecules ( Chapter 19 )

Class Il MHC molecules are heterodimeric membrane glycoproteins. Their constituent chains are designated a and (3; both chains are immunoglobulin supergene
family members, and both are encoded within the MHC. Each chain consists of two extracellular domains (al and a2; 31 and 32, respectively), a hydrophobic domain,
and a short cytoplasmic segment. The overall conformation of class Il MHC molecules appears to be quite similar to that of class | molecules. The peptide-binding site

molecules are found.

A comparison of the three-dimensional structures of class | and class Il molecules indicates certain distinctive features that explain differences in the length of
peptides that the two types of MHC molecules can bind. Class | molecules generally bind peptides with a mean length of nine amino acids, whereas class Il molecules
can bind substantially larger peptides.

In the mouse, class Il MHC molecules are encoded by genes within the | region of the MHC. These molecules are often referred to as | region—associated (la)
antigens. Two sets of class Il molecules exist, designated I-A and I-E, respectively. The a and 3 chains of the I-A molecules (Aa and Al3) pair with one another, as do
the a and 3 chains of I-E (Ea and ER). In general, cross-pairing between I-A and I-E chains does not occur, although exceptions have been described. In

heterozygous mice, a and 3 chains encoded on alternative chromosomes (i.e., Aa b and AR k) may cross-pair so that heterozygous mice can express both parental
and hybrid class 1l molecules. However, the degree of cross-pairing is allele specific; not all hybrid pairs are formed with equal efficiency.

In the human, there are three major sets of class Il molecules, encoded in the DR, DQ, and DP regions of the HLA complex.

Class Il molecules have a more restricted tissue distribution than do class | molecules. Class Il molecules are found on B cells, dendritic cells, epidermal Langerhans
cells, macrophages, thymic epithelial cells, and, in the human, activated T cells. Levels of class Il molecule expression are regulated in many cell types by interferons
and in B cells by IL-4. Indeed, interferons can cause expression of class Il molecules on many cell types that normally lack these cell-surface molecules. Interferons
also can cause striking up-regulation in the expression of class | MHC molecules. Thus, immunologically mediated inflammation may result in aberrant expression of
class Il MHC molecules and heightened expression of class | molecules. Such altered expression of MHC molecules can allow cells that do not normally function as
APCs for CD4+ T cells to do so and enhances the sensitivity of such cells to CD8+ T cells. This has important consequences for immunopathologic responses and for
autoimmunity.

As already discussed, the function of class | and class Il MHC molecules is to bind and present antigen-derived peptides to T cells whose receptors can recognize the
peptide/MHC complex that is generated. There are two major types of antigen-processing pathways, specialized to deal with distinct classes of pathogens that the T

Extracellular bacteria and extracellular proteins enter APCs by endocytosis or phagocytosis. Their antigens and the antigens of bacteria that live within endosomes or
lysosomes are fragmented in these organelles and peptides derived from the antigen are loaded into class Il MHC molecules as these proteins traverse the vesicular
compartments in which the peptides are found. The loading of peptide is important in stabilizing the structure of the class Il MHC molecule. The acidic pH of the
compartments in which loading occurs facilitates the loading process. However, once the peptide-loaded class Il molecules reaches neutral pH, such as at the cell
surface, the peptide/MHC complex is stable. Peptide dissociation from such class Il molecules is very slow, with a half-time measured in hours. The peptide/class I
complex is recognized by T cells of the CD4 class with complementary receptors. As already pointed out, the specialization of CD4+ T cells to recognize peptide/class
Il complexes is due to the affinity of the CD4 molecule for monomorphic determinants on class Il molecules. Obviously, this form of antigen processing can only apply
to cells that express class Il MHC molecules. Indeed, APCs for CD4+ T cells principally include cells that normally express class [ MHC molecules, including dendritic
cells, B cells, and macrophages.

T cells also can recognize proteins that are produced within the cell that presents the antigen. The major pathogens recognized by this means are viruses and other
obligate intracellular (honendosomal/lysosomal) microbes that have infected cells. In addition, proteins that are unique to tumors, such as mutant oncogenes, or are
overexpressed in tumors also can be recognized by T cells. Endogenously produced proteins are fragmented in the cytosol by the proteases in the proteasome. The
resultant peptides are transported into the rough endoplasmic reticulum, through the action of a specialized transport system. These peptides are then available for
loading into class | molecules. In contrast to the loading of class Il molecules, which is facilitated by the acid pH of the loading environment, the loading of class |
molecules is controlled by interaction of the class | a chain with 32-microglobulin. Thus, the bond between peptide and class | molecule is generally weak in the
absence of 32-microglobulin, and the binding of 32-microglobulin strikingly stabilizes the complex. (Similarly, the binding of 32-microglobulin to the a chain is
markedly enhanced by the presence of peptide in the a chain groove.) The peptide-loaded class | molecule is then brought to the cell surface. In contrast to
peptide-loaded class Il molecules, that are recognized by CD4+ T cells, peptide-loaded class | molecules are recognized by CD8+ T cells. This form of antigen
processing and presentation can be performed by virtually all cells because, with a few exceptions, class | MHC molecules are universally expressed.

Although the specialization of class | molecules to bind and present endogenously produced peptides and of class Il molecules to bind and present peptides derived
from exogenous antigens is generally correct, there are exceptions, many of which have physiologic importance. Particularly important is the re-presentation by class
lI+ cells of antigens derived from class II- cells.



Before the biochemical nature of the interaction between antigen-derived peptides and MHC molecules was recognized, it was observed that T-cell responses
displayed MHC-restricted antigen recognition. Thus, if individual animals were primed to a given antigen, their T cells would be able to recognize and respond to that
antigen only if the APCs that presented the antigen shared MHC molecules with the animal that had been immunized. The antigen would not be recognized when
presented by APCs of an allogeneic MHC type. This can now be explained by the fact that the TCR recognizes the peptide bound to an MHC molecule. MHC
molecules display high degrees of polymorphism, and this polymorphism is concentrated in the regions of the class | and class Il molecules that interact with the
peptide and that can bind to the TCR. Differences in structure of the MHC molecules derived from different individuals (or different inbred strains of mice) profoundly
affect the recognition process. Two obvious explanations exist to account for this. First, the structure of the grooves in different class | or class II| MHC molecules may
determine that a different range of peptides are bound or, even if the same peptide is bound, may change the conformation of the surface of the peptide presented to
the TCR. Second, polymorphic sites on the walls of the a-helices that are exposed to the TCR can either enhance or diminish binding of the whole complex,
depending on their structure. Thus, priming an individual with a given antigen on APCs that are syngeneic to the individual will elicit a response by T cells whose
TCRs are specific for a complex consisting of a peptide derived from the antigen and the exposed polymorphic residues of the MHC molecule. When the same
antigen is used with APCs of different MHC types, it is unlikely that the same peptide/MHC surface can be formed, and thus the primed T cells are not likely to bind
and respond to such stimulation.

Indeed, this process also occurs within the thymus in the generation of the T-cell repertoire, as already discussed. T cells developing within the thymus undergo a
positive selection event in which those T cells capable of recognizing MHC molecules displayed within the thymus are selected (and the remainder undergo
programmed cell death). This leads to the skewing of the population of T cells that emerges from the thymus so that the cells are specialized to respond to peptides
on self-MHC molecules. One of the unsolved enigmas of positive selection within the thymus is how the vast array of T cells with receptors capable of reacting with a
very large set of foreign peptides associated with self-MHC molecules are chosen by self-MHC molecules that can only display self-peptides. It is believed that a high
degree of cross-reactivity may exist so that T cells selected to bind a given class | (or class II) molecule plus a particular self-peptide can also bind a set of other
(foreign) peptides bound to the same MHC molecule.

Furthermore, the affinity of an interaction required for positive selection in the thymus appears to be considerably lower that that required for full activation of
peripheral T cells. Thus, thymocytes selected by a given self-peptide/self-MHC complex will generally not mount a full response when they encounter the same
peptide/MHC complex in the periphery, although they will respond to a set of foreign peptide/MHC complexes to which they bind with higher affinity. Recognition of the
self-peptide/self-MHC complex in the periphery may nonetheless have important consequences, such as sustaining the viability of resting lymphocytes.

Our modern understanding of T-cell recognition also aids in explaining the phenomenon of immune response (Ir) gene control of specific responses. In many
situations, the capacity to recognize simple antigens can be found in only some members of a species. In most such cases, the genes that determine the capacity to
make these responses have been mapped to the MHC. We would now explain Ir gene control of immune responses based on the capacity of different class Il MHC
molecules (or class | MHC molecules) to bind different sets of peptides. Thus, for simple molecules, it is likely that peptides can be generated that are only capable of
binding to some of the polymorphic MHC molecules of the species. Only individuals that possess those allelic forms of the MHC will be able to respond to those
antigens. Based on this, some individuals are nonresponders because of the failure to generate a peptide/MHC molecule complex that can be recognized by the
T-cell system.

This mechanism also may explain the linkage of MHC type with susceptibility to various diseases. Many diseases show a greater incidence in individuals of a given

T cells recognize peptide/MHC complexes on the surface of other cells. Such cells are often referred to as antigen-presenting cells (APCs). Although effector cells

can mediate their functions by recognizing such complexes on virtually any cell type, naive cells are most efficiently activated by a set of specialized APCs, the
dendritic cells (DCs). DCs are a multimember family whose complexity is only now being worked out. Both the common myeloid precursor and the common lymphoid
precursor can give rise to immature DCs. In humans, there are two types of immature myeloid DCs emerging from the common myeloid precursor, CD11c+, CD14+
cells and CD11C+, CD14- cells. These cells become interstitial DCs and Langerhans cells. Common myeloid precursors also give rise to monocytes and plasmacytoid
cells, which can act as DC precursors in the tissues. DCs can also arise from common lymphoid precursors. In the mouse, this has been demonstrated in vivo; in the
human, in vitro.

In general, in their immature form, DCs are resident in the tissues where they are efficient at capturing and endocytosing antigen. Their antigen capture activity is
dependent upon expression of several surface receptors including Fc receptors, receptors for heat shock proteins, and C-type lectins. If they receive signals, such as
various inflammatory stimuli, often mediated by TLRs, they are stimulated to down-regulate the expression of these molecules but to increase their expression of
surface MHC molecules and various co-stimulatory molecules such as CD80/86. In addition, such stimulation induces expression of chemokine receptors such as
CCR2 and CCRY7. The latter allows cells to follow signals from the chemokines SLC and ELC and to migrate into the T-cell zone of lymph nodes. As part of the
maturation process, they may also acquire the capacity to produce cytokines that can aid in determining the polarization of T-cell priming. This includes the production
of IL-12 p70 and the production of IFN? itself. Such cells are highly efficient at priming naive cells to develop into TH1 cells. Other sets of DCs have been reported to
favor TH2 development and interaction of developing T cells with immature DCs may induce a state of peripheral tolerance.

One important function of DCs is the ability to acquire antigen from virally infected cells and to cross-present it through the class | pathway. This allows DCs to aid in
the priming of precursors of cytotoxic T cells specific for viruses that do not infect the DCs themselves.

EFFECTOR MECHANISMS OF IMMUNITY

The ultimate purpose of the immune system is to mount responses that protect the individual against infections with pathogenic microorganisms by eliminating these
microbes or, where it is not possible to eliminate infection, to control their spread and virulence. In addition, the immune system may play an important role in the
control of the development and spread of some malignant tumors. The responses that actually cause the destruction of the agents that initiate these pathogenic states
(e.g., bacteria, viruses, parasites, and tumor cells) are collectively the effector mechanisms of the immune system. Several have already been alluded to. Among them
are the cytotoxic action of CTLs, which leads to the destruction of cells harboring viruses and, in some circumstances, expressing tumor antigens. In some cases,
antibody can be directly protective by neutralizing determinants essential to a critical step through which the pathogen establishes or spreads an infectious process.
However, in most cases, the immune system mobilizes powerful nonspecific mechanisms to mediate its effector function.

Effector Cells of the Immune Response

Among the cells that mediate important functions in the immune system are cells of the monocyte/macrophage lineage, NK cells, mast cells, basophils, eosinophils,
and neutrophils. It is beyond the scope of this introductory chapter to present an extended discussion of each of these important cell types. However, a brief mention
of some of their actions will help in understanding their critical functions in the immune response.

Cells of the monocyte/macrophage lineage play a central role in immunity. One of the key goals of cellular immunity is to aid the macrophages in eliminating
organisms that have established such intracellular infections. In general, nonactivated macrophages are inefficient in destroying intracellular microbes. However, the
production of IFN-? and other mediators by T cells can enhance the capacity of macrophages to eliminate such microorganisms. Several mechanisms exist for this
purpose, including the development of reactive forms of oxygen, the development of nitric oxide, and the induction of a series of proteolytic enzymes, as well as the
induction of cytokine production. Macrophages can act as APCs and thus can enlist the “help” of activated, cytokine-producing CD4+ T cells in regulating their
function.

Although macrophages function as APCs for attracting activated T cells, they do not appear to be particularly effective in the activation of naive CD4 T cells. In



instances in which they are the site of infection or have phagocytosed infectious agents or their proteins, antigens from these agents may be transferred to dendritic
cells. In such cases the dendritic cells would be the principal antigen-presenting cells that activate naive or possibly resting-memory CD4 T cells. This process is often
described as cross-presentation. Such activated T cells would then be available to help infected macrophages.

Natural killer cells play an important role in the immune system. Indeed, in mice that lack mature T and B cells due to the SCID mutation, the NK system appears to be
highly active and to provide these animals a substantial measure of protection against infection. NK cells are closely related to T cells. They lack conventional TCR

(or 1g) but express two classes of receptors. They have a set of positive receptors that allow them to recognize features associated with virally infected cells or tumor
cells. They also express receptors for MHC molecules that shut off their lytic activity. Thus, virally infected cells or tumor cells that escape the surveillance of cytotoxic
T cells by down-regulating or shutting off expression of MHC molecules then become targets for efficient killing by NK cells, because the cytotoxic activity of the latter
cells is no longer shut off by the recognition of particular alleles of MHC class | molecules.

In addition, NK cells express a receptor for the Fc portion of IgG (Fc?RIII). Antibody-coated cells can be recognized by NK cells, and such cells can then be lysed.
This process is referred to as antibody-dependent cellular cytotoxicity (ADCC).

NK cells are efficient producers of IFN-?. A variety of stimuli, including recognition of virally infected cells and tumor cells, cross-linkage of Fc?RIIl and stimulation by
the cytokines IL-12 and IL-18, cause striking induction of IFN-? production by NK cells.

Mast cells and basophils play important roles in the induction of allergic inflammatory responses. They express cell-surface receptors for the Fc portions of IgE
(FceRI) and for certain classes of IgG (Fc?R). This enables them to bind antibody to their surfaces, and when antigens capable of reacting with that antibody are
introduced, the resultant cross-linkage of FceRI and/or Fc?R results in the prompt release of a series of potent mediators, such as histamine, serotonin, and a variety
of enzymes that play critical roles in initiating allergic and anaphylactic-type responses. In addition, such stimulation also causes these cells to produce a set of
cytokines, including IL-3, IL-4, IL-13, IL-5, IL-6, granulocyte—macrophage colony-stimulating factor (GM-CSF), and TNFa, which have important late consequences in
allergic inflammatory responses.

Granulocytes have critical roles to play in a wide range of inflammatory situations. Rather than attempting an extended discussion of these potent cells, it may be
sufficient to say that in their absence it is exceedingly difficult to clear infections with extracellular bacteria and that the immune response plays an important role in
orchestrating the growth, differentiation, and mobilization of these crucial cells.

Eosinophils are bone marrow—derived myeloid cells that complete their late differentiation under the influence of IL-5. They migrate to tissue sites in response to the
chemokine eotaxin and as a result of their adhesion receptors. Since TH2 cells can produce IL-5 and stimulate the production of eotaxin, eosinophil accumulation is
often associated with TH2-mediated inflammation. Eosinophils store a series of proteins in their secondary granules, including major basic protein, eosinophil cationic
protein and eosinophil peroxidase. When released, these proteins are responsible for much of the damage that eosinophils mediate, both to helminthic parasites and
to the epithelium. They have been implicated as important in protective responses to helminths and in the tissue damage seen in allergic inflammation in conditions
such as asthma. Eosinophils can also produce a set of cytokines.

The complement system is a complex system of proteolytic enzymes, regulatory and inflammatory proteins and peptides, cell-surface receptors, and proteins capable
of causing the lysis of cells. The system can be thought of as consisting of three arrays of proteins. Two of these sets of proteins, when engaged, lead to the

of bacteria and other particles and engages the third set of proteins that insert into biologic membranes and produce cell death through osmotic lysis. In addition,
fragments generated from some of the complement components (e.g., C3a and C5a) have potent inflammatory activities.
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FIG. 12. The complement system. The classical pathway of complement activation, usually initiated by the aggregation of C1 by binding to antigen—antibody
complexes, resulting in the formation of an enzyme, a C3 convertase, that cleaves C3 into two fragments, C3b and C3a. The classical pathway can also be initiated by
the aggregation of MBLectin as a result of binding sugars expressed in the capsules of many pathogenic microbes. The components of the MBLectin pathway appear
to mimic the function of C1qrs. The alternative pathway of complement activation provides a potent means of activating complement without requiring antibody
recognition of antigen. It results in the formation of a distinct C3 convertase. The fragments formed by cleaving C3 have important biologic activities. In addition, C3b,
together with elements of the classical pathway (C4b,C2a) or the alternative pathway (Bb, properdin), form enzymes (C5 convertases) that cleave C5, the initial
member of the terminal family of proteins. Cleavage of C5 leads to the formation of the membrane attack complex that can result in the osmotic lysis of cells.
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The Classical Pathway of Complement Activation

The two activation systems for C3 are referred to as the classical pathway and the alternative pathway. The classical pathway is initiated by the formation of
complexes of antigen with IgM or IgG antibody. This leads to the binding of the first component of complement, C1, and its activation, creating the C1 esterase that
can cleave the next two components of the complement system, C4 and C2.

C4 is a trimeric molecule, consisting of a, 3, and ? chains. C1 esterase cleaves the a chain, releasing C4b, which binds to surfaces in the immediate vicinity of the
antigen/antibody/C1 esterase complex. A single C1 esterase molecule will cause the deposition of multiple C4b molecules.

C2 is a single polypeptide chain that binds to C4b and is then proteolytically cleaved by C1 esterase, releasing C2b. The resulting complex of the residual portion of
C2 (C2a) with C4b (C4b2a) is a serine protease whose substrate is C3. Cleavage of C3 by C4b2a (also referred to as the classical pathway C3 convertase) results in
the release of C3a and C3b. A single antigen—antibody complex and its associated C1 esterase can lead to the production of a large number of C3 convertases (i.e.,
C4b2a complexes) and thus to cleavage of a large number of C3 molecules.

The components of the classical pathway can be activated by a distinct, non—antibody-dependent mechanism. The mannose-binding lectin (MBL) is activated by



binding to (and being cross-linked by) repetitive sugar residues such as N-acetylglucosamine or mannose. The activation of MBL recruits the MBL-associated serine
proteases MASP-1 and MASP-2, which cleave C4 and C2 and lead to the formation of the classical pathway C3 convertase. Because the capsules of several
pathogenic microbes can be bound by MBL, this provides an antibody-independent pathway through which the complement system can be activated by foreign
microorganisms.

The Alternative Pathway of Complement Activation

Although discovered more recently, the alternative pathway is the evolutionarily more ancient system of complement activation. Indeed, this system, and the MBL
activation of the classical pathway, can be regarded as providing individuals with an innate immune system. The alternative pathway can be activated by a variety of
agents such as insoluble, yeast cell-wall preparations and bacterial lipopolysaccharide. Antigen—antibody complexes also can activate the alternative pathway. The
C3 convertase of the alternative pathway consists of a complex of C3b (itself a product of cleavage of C3) bound to the b fragment of the molecule factor B. C3bBb is
produced by the action of the hydrolytic enzyme, factor D, that cleaves factor B; this cleavage only occurs when factor B has been bound by C3b.

Apart from the importance of the alternative pathway in activating the complement system in response to nonspecific stimulants, it also can act to amplify the activity
of the classical pathway because the C3 convertase of the classical system (C4b2a) provides a source of C3b that can strikingly enhance formation of the alternative
pathway convertase (C3bBb) in the presence of factor D.

The Terminal Components of the Complement System

C3b, formed from C3 by the action of the C3 convertases, possesses an internal thioester bond that can be cleaved to form a free sulfhydryl group. The latter can
form a covalent bond with a variety of surface structures. C3b is recognized by receptors on various types of cells, including macrophages and B cells. The binding of
C3b to antibody-coated bacteria is often an essential step for the phagocytosis of these microbes by macrophages.

C3b is also essential to the engagement of the terminal components of the complement system (C5 through C9) to form the membrane attack complex that causes
cellular lysis. This process is initiated by the cleavage of C5, a 200,000-dalton two-chain molecule. The C5 convertases that catalyze this reaction are C4b2a3b (the
classical pathway C5 convertase) or a complex of C3bBb with a protein-designated properdin (the alternative pathway C5 convertase). Cleaved C5, C5b, forms a
complex with C6 and then with C7, C8, and C9. This C5b—C9 complex behaves as an integral membrane protein that is responsible for the formation of
complement-induced lesions in cell membranes. Such lesions have a donut like appearance, with C9 molecules forming the ring of the donut.

In addition to the role of the complement system in opsonization and cell lysis, several of the fragments of complement components formed during activation are
potent mediators of inflammation. C3a, the 9,000-dalton fragment released by the action of the C3 convertases, binds to receptors on mast cells and basophils,
resulting in the release of histamine and other mediators of anaphylaxis. C3a is thus termed an anaphylotoxin, as is C5a, the 11,000-dalton fragment released as a
result of the action of the C5 convertases. C5a is also a chemoattractant for neutrophils and monocytes.

Finally, it is important to note that the process of activation of the complement cascade is highly regulated. Several regulatory proteins (e.g., C1 esterase inhibitor,
decay accelerator factor, membrane cofactor protein) exist that function to prevent uncontrolled complement activation. Abnormalities in these regulatory proteins are
often associated with clinical disorders such as hereditary angioedema and paroxysmal nocturnal hemoglobinuria.

CONCLUSION

This introductory chapter should provide the reader with an appreciation of the overall organization of the immune system and of the properties of its key cellular and
molecular components. It should be obvious that the immune system is highly complex, that it is capable of a wide range of effector functions, and that its activities are
subject to potent, but only partially understood, regulatory processes. As the most versatile and powerful defense of higher organisms, the immune system may
provide the key to the development of effective means to treat and prevent a broad range of diseases. Indeed, the last two sections of this book deal with immunity to
infectious agents and immunologic mechanisms in disease. The introductory material provided here should be of considerable help to the uninitiated reader in
understanding the immunologic mechanisms brought into play in a wide range of clinical conditions in which immune processes play a major role either in
pathogenesis or in recovery.
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OVERVIEW

With the important exception of smallpox inoculation, immunology as modern science dates from the 1880s. Its history falls roughly into two periods, before and after
World War 1. It begins with serology: identification of bacteria, clinical application of vaccines and sera to infectious diseases, and the chemical problems of

specificity and antibody diversity. Paul Erlich’s side-chain theory of antibody production was replaced from about 1930 onward by Felix Haurowitz’s template theory.
Sources for this period are mainly German or French. After World War Il, transplantation rather than infectious disease was paradigmatic. Unlike other biosciences,
immunology was not reductionist: The newer work guided by the clonal selection theory concentrated on the activities of clones of cells and on experimental animals,
rather than on chemistry. Major growth occurred in the 1960s and 1970s, and there are many memoirs by immunologists from that period. However, with the advent of
monoclonal antibodies, interest in specificity was renewed, and serology entered a new period of growth powered by molecular biology and the pharmaceutical
industry.

Most of the writing by historians dates from the 1990s and deals with social, scientific, and business history. New writing has emphasized the role of experimental

systems, techniques, and instruments, as well as language. As Cambrosio ( +) said, the history of science has as its object a cultural product: It is a history of culture
not of nature. Until recently, however, there has been little emphasis on the interaction of the laboratory science with the clinic.

VACCINATION

The earliest known smallpox inoculation took place in China, perhaps as early as the 5th century AD. The Chinese method was reported to the Royal Society by an

English merchant, John Lister, in 1700. A Jesuit priest, Father d’Entrecolles ( ?), provided details of the method, which he said was to collect scabs from the pustules,

and blow a powder made from them into an infant’'s nose. The scabs or a thread imbibed with the pus could be stored, but the operation was usually done face-to-face
with a sick patient. The same method was used in Japan beginning in 1747. In precolonial India, a tika or dot would be made on a child, usually on the sole of the foot,
by traditional tikadars who were invited into a home (this professional niche was later blacklisted by colonial-era medical practitioners). The Turkish method was
communicated to the Royal Society by Dr. Emmannuel Timoni in 1714. As commonly practiced in Constantinople, a small perforation was made in the skin, and a spot
of pus from a benign case introduced with a needle. In 1715, the method famously came to the notice of Lady Mary Montagu, wife of the English ambassador in

Constantinople, who used it on her own son, and subsequently talked it up to great effect in aristocratic circles at home in England ( 2). Although nationalistic, ethical,
and religious objections to this non-European folk practice abounded, the Royal Society with its interest in the empirical recorded many accounts of inoculation
presented at its meetings. Dr. James Jurin, its secretary, an early user of the quantitative method, collected large numbers of cases in an effort to compare the risks
from inoculation and from the disease. According to his figures, smallpox was both universal and often fatal: He assumed that almost everyone over the age of 2 had
had it, and for every person who died, 7 or 8 recovered; inoculation, on the other hand, had a death rate of about 1 in 50. He had not, he said, been able to learn of

any person either in England or Turkey, who had been inoculated but still took the disease in the natural way ( “). The mathematician Daniel Bernoulli calculated
similarly that if one neglected the point of view of the individual, inoculation would be useful to the state. In 18th-century France, according to Anne-Marie Moulin, the
method was discussed, for instance by the Encyclopédistes, but not practiced; it was made illegal by a decree of 1763, and only permitted after the revolution. In

England, on the other hand, it seems possible that it was used often enough by the end of the 18th century to affect the incidence and severity of smallpox ( ?).

The use of Vaccinia (cowpox) as inoculum was suggested several times in the late 1700s; the country doctor and inoculator Edward Jenner tried it out in 1798. He had
heard it said that milkmaids who had had cowpox, never caught smallpox, and it struck him that he might be able to propagate the disease as he was accustomed to

do with his usual inoculum. It is not clear whether in practice the material actually used was always Vaccinia ( 2). Vaccine production was unregulated; the operation

was painful and sometimes did not “take.” Nevertheless, public health authorities enforced it, for example, in Prussia and later under the British Compulsory

Vaccination Act of 1853. Compulsion led to worldwide antivaccination movements with strong political and anticolonial overtones ( 7). However, the demographer Alex

Mercer makes a strong case for its effectiveness: He argues that inoculation and subsequently vaccination were key in the general decline in death rates that took
place from the late 18th through the 19th century, as the incidence of smallpox declined. With it went a network of linked respiratory diseases, late sequelae of the

damage done by smallpox even when not fatal ( 2).

It should not be supposed, however, that because vaccination was accepted, an immune theory of disease resistance was an obvious conclusion. The experience of
colonial troops in the tropics, where most of them died within a year or two of arrival throughout the 18th and 19th centuries, prompted a racial view of resistance,
coupled with the development of acclimatization or seasoning in those few who survived. The constitution of the alien race soon broke down in the unfamiliar
conditions of temperature and humidity; the expatriates felt themselves weakened by perspiration, tight clothes, and local miasmas that did not seem to affect the

natives. There is a large 19th-century literature advising the displaced European on how to survive a posting to India, the Caribbean, or the Philippines, and on the

tragic return home of the soldier or sailor broken in health by the tropics ( 2). The importation of Africans to work as slaves in the conditions that were so fatal to

Europeans and white Americans was one of the results of the racial view of disease resistance. A theory with such significant historical connotations cannot be

ignored ( %9).

The word vaccine originally applied only to Vaccinia. Anne-Marie Moulin points out that it was Louis Pasteur, who by claiming Jenner as his predecessor,

metaphorically included in that word all prophylactic inoculation by attenuated virus-vaccins, organisms attenuated by passage through another species or by

treatment with oxygen or antiseptics ( *'). Vaccines were prepared in this way against anthrax (1881), which was then a common agricultural problem, and rabies

(1885) a frighteningly fatal result of the bite of a rabid animal. These vaccines were dramatically effective, although it was never clear whether the victim of a dog bite
had in fact been infected. They led to a flood of donations from a hero-worshipping public, with which the Institut Pasteur was established in 1888.

In 1891, Robert Koch too had a dramatic announcement, which also paved the way for the establishment of an institute under his direction. “Koch’s lymph” was a cure
for tuberculosis, raising the hopes of sufferers who rushed to Berlin to be treated by the man who had discovered the tubercle bacillus. The reaction was acute and
sometimes quite harmful to the patients, and the results were certainly not as good as expected. But it was not the debacle that has sometimes been thought. Koch’s
Old Tuberculin continued to be made until the 1940s for use as a treatment for chronic tuberculosis of bones, lymph nodes, and skin. The material was a protein



extract of tubercle bacilli, which Koch regarded as an exotoxin similar to that produced by diphtheria bacilli. It was later used under the name of the Mantoux reaction

as a skin test for tuberculosis ( *?).

In 1896, Sir Almroth Wright of St. Mary’s Hospital in London and Richard Pfeiffer and Wilhelm Kolle in Berlin simultaneously prepared a vaccine against typhoid, an
important disease in Europe and the colonies. Like the smallpox vaccine, it was very promising, but was attacked passionately by antivaccinationists. Their position
was primarily political and ideological, but typhoid was a water-borne infection, and it was argued that improvements in sanitation and water supplies would eventually
make vaccination unnecessary. Hostility focused on Wright's vaccine especially; it made its recipients feel very ill, and its effectiveness was statistically doubtful. Sir
William Leishman of the Royal Army Medical Corps developed a vaccine incorporating typhoid and the newly defined paratyphoids A and B in 1909. Armies in
France, Germany, and the United States were beginning to use the newer type, but in Britain compulsion was politically unacceptable, and when World War | came,
the Royal Army Medical Corps depended upon pro-vaccination propaganda. As acceptance of the vaccine increased among the troops, the results became more

obvious: Compared to dysentery, a disease that was similarly transmitted through infected water supplies, the numbers of enteric cases reported in the field fell

steeply ( +¥). Attempts to develop a dysentery vaccine were unsuccessful.

In the 1880s, germ theory had started to sound persuasive ( *). In 1883, the Russian zoologist Elie Metchnikov had suggested that white blood cells attacked

invaders from outside the body, an idea based on the Darwinian concept of interspecies struggle for existence, and which he saw as a form of “physiological

inflammation” ( +>). Pasteur liked Metchnikov's idea, and invited him to Paris. Alfred Tauber sees Metchnikov's phagocytosis theory as the foundation of the self-not

self concept, later to be central to immunology, and thinks that Metchnikov should be regarded as having founded the discipline ( *°). But as Anne-Marie Moulin points

out, Metchnikov's phagocytes had neither specificity nor memory; they simply engulfed particles ( ).

In the first half of the 20th century, the practical aspects of immunity, vaccination, and serum therapy defined research in the field. Serology and immunochemistry

strove to provide a theoretical basis for these practices. Mechnikov’s phagocytosis theory was briefly at center stage but was soon overtaken by a rush of publications

from Koch and colleagues in Berlin—the Franco-Prussian war of 1870 was still being fought by other means ( *). As bacteriologists, the Berlin group favored

“humoral immunity” in preference to cellular: They focused on immune sera for their specificity to identify bacteria, and ignored the cells, which seemed to carry a taint
of old-fashioned vitalism.

Cell-based vaccination systems, however, were to prove popular and very lucrative for their producers, especially in France. At the Institut Pasteur, Metchnikov’s
lineage of workers in the cellular style continued to flourish. Alexandre Besredka came to Paris in 1893; he was from Odessa, like Metchnikov, and found work in
Metchnikov’s laboratory. In 1918, he succeeded Metchnikov at its head. His interest centered on the then newly described phenomenon of anaphylaxis ( *+%). He was
concerned with sensitization and desensitization of the skin, an interest that was to evolve into his studies of natural resistance and acquired localized immunity. He

proposed a system of specific dressings or local injections of a prepared antigen, a parallel to the local injections that desensitized animals to anaphylactic shock. The

“terrain,” the skin cells that allowed entry to the infection, was to be made resistant ( ). Besredka’s co-worker, Michel Bardach, was also from Odessa. He began

work on an anti-reticuloendothelial serum along the lines suggested by a Russian researcher, Alexander Bogomoletz, who claimed that his serum was effective in a
broad range of diseases involving that system. After World War 1l, the serum was successfully and profitably marketed through the Institut Pasteur as a nonspecific
stimulator of immunity, only to be abandoned in the 1950s as ineffective, perhaps by contrast with the stunning success of penicillin.

A rather similar cell-based system had been developed in England. Sir Almroth Wright, originator of an early typhoid vaccine, linked cells with serum in an effort to

boost immunity by the preparation of autovaccines from a patient’'s own lesion; they were thought to raise a patient’s serum “opsonic index,” and like Bardach’s serum

at a later date, to stimulate phagocytosis ( #'). Wright's slogan of 1909, “The physician of the future will be an immunisator,” seems to have been perfectly true for the

first decades of the 20th century ( %%). Wright's department at St. Mary’s Hospital London made autovaccines and carried out thousands of index measurements

yearly between 1908 and 1945. He built up a practice on a huge, even industrial, scale, out of which the department and the hospital itself were financed. As Wei
Chen has commented, his laboratory was a vaccine factory, profitably manufacturing typhoid vaccine as well as the autovaccines that were Wright's specialty ( #%).

The effectiveness of autovaccine therapy, like the effectiveness of his typhoid vaccine, was attacked by the statisticians. Even so, laboratory texts until the mid-1940s

generally included a chapter on the technique of preparing an autovaccine ( #*). Wright's student George Ross carried both antityphoid and autovaccine manufacture

with him to Canada in 1907, to an appointment at the Toronto General Hospital, where his techniques established and funded a new laboratory-based Department of
Immunization and Medical Research, a precursor to the Connaught Laboratory, Toronto’s serum institute ( 2%). The use of Wright's autovaccines, along with Koch’s
Old Tuberculin, persisted more or less up to the appearance of penicillin on the therapeutic scene in 1945, when all such minimally effective treatments were swept
away by the brilliance of the first antibiotics. Wei Chen has suggested that Wright's vaccine program provided a model and a financial goal for his junior colleague

Alexander Fleming’s “construction” of penicillin. She shows that penicillin was initially seen as a means of differentially culturing Bacillus influenzae from cases of

influenza, and supporting Wright's claim that a vaccine made from that bacillus would be useful in the disease ( 2%).

THE AGE OF SEROLOGY, 1890-1950

This period was characterized by the development of serum therapy, most famously diphtheria and tetanus antitoxins, the one affecting children, the other soldiers in
the field, both powerfully evocative and important to governments. In its train came the network of serum institutes, problems of standardization, and, on the research
front, an outgrowth of studies of the nature of specificity and the chemistry of the antigen—antibody reaction, which dominated the field until after World War Il. As
Frank Macfarlane Burnet realized in 1959, at a time when this era was giving way to another, very largely under his own influence,

The subject matter of immunology has often been unconsciously confined to the high-titre antibodies produced by the immunization of horse or rabbit with
diphtheria toxin or some other of the classical antigens. Such antisera react with the antigen by aggregation in the test tube and by neutralization of the

biological function of the antigen.... Most of the practical applications of serology make use of such antisera, and all the classical work in immunology is

based on their properties... ( &’

Animals were immunized at first with live organisms, then as the concept of immunity was generalized, with killed organisms, and later with tetanus or diphtheria toxin.

It was found that antitoxic immunity could be transferred via serum to a second individual. Between 1888 and 1894, Emil von Behring and Shibasaburo Kitasato,

working in Koch'’s Institute for Infectious Disease, laid the experimental foundations of serum therapy ( #%). Antitoxin proved itself clinically in cases of diphtheria in the

winter of 1892 ( 2%). Serum manufacture on a large scale using horses instead of the original guinea pigs and rabbits quickly began at the Institut Pasteur, and a
global network soon followed: Instituts Pasteur appeared in the main cities of the French colonial empire. European countries followed by Canada set up their own

publicly funded institutions dedicated to the production and distribution of therapeutic antisera: the serum institutes with their laboratories, stables and pastures—a

horse-centered world—were to dominate medical research in the decades to come ( ).

In Germany, four firms—Schering of Berlin; Meister, Lucius and Brining, then of Berlin, later moving to Hoechst-am-Main; Merck of Darmstadt; and Ruete-Enoch of

Hamburg—were licensed to produce antitoxin ( *). They were soon joined by Burroughs-Wellcome of London. After the introduction of serum therapy, epidemics of

diphtheria still continued, but the death rate from the disease dropped steeply.

Clinical results of serum therapy, however, were unpredictable. Reliable production required measurement: first the dose of immunizing toxin, and then quantification

of the horse serum. A standardized antidiphtheria serum was first produced by Paul Ehrlich in the 1880s, when working in Berlin on the specificity of dyes in histology

#2). The unit he devised, the first bioassay, was defined as the amount of antiserum that just neutralized 100 lethal doses (LDs) of a standard toxin. New batches of

either toxin or antitoxin were compared with the old standards. The LD 5g was the dose of toxin that was lethal to 50% of a batch of 250-gram guinea pigs within 4
days. The L o dose of a new toxin, L standing for limes or limit, was the number of lethal doses neutralized by one unit of the original antitoxin, and the L  dose of the
new toxin was the number of LDs just not neutralized. In theory, L , - L o= 1 LD, but the difference in practice was always greater than 1, and as a toxin aged, the gap
widened. Ehrlich interpreted the stepped neutralization curve as evidence that toxin was composed of a group of discrete but unstable substances, all of which he

named. All of them neutralized antibody irreversibly in proportions of simple chemical equivalence, but affected the toxicity of the mixture to different degrees ( ?).

[T]he reaction between toxin and anti-toxin takes place in accordance with the proportions of simple equivalence.... A molecule of toxin combines with a
definite and unalterable quantity of antitoxin. [Ehrlich’s emphasis]

It must be assumed that the ability of toxins to bind antibody must be due to a specific atom group of the toxin complex, which shows a maximum specific
relationship to an atom group of the antitoxin complex. They fit together like lock and key, in the image suggested by Emil Fischer for the specific effect of



FIG. 1. Ehrlich’s standardization of the antidiphtheria serum. Added antitoxin has little effect at first, then toxicity falls rapidly, then does not change any further. The
relationships change as the toxin ages. Ehrlich sees the toxin as a mixture of different specific substances: he shows four phases in the breakdown of a single
sample, “ Gift No. V.” Each phase contains different breakdown products, which are supposed to react irreversibly with the antitoxin, in the manner of the reactions of
organic chemistry. They react with the antitoxin in order of affinity; each substance is named according to its relative affinity and toxicity. Active toxins are proto-,

deutero- and trito-toxin, in order of affinity; some, the toxoids and toxones, have lost the toxophore group, and are no longer toxic to guineapigs, but still neutralize

antitoxin. The vocabulary is Ehrlich’s own invention. From Paul Ehrlich, “Wertbemessung des Diphtherieheilserums und deren theoretische Grundlagen,” ( 3%).

The Side-Chain Theory of Antibody Production

Ehrlich’s vocabulary and his diagrams of the union of antibody and receptor, and his “side-chain theory” of immunity provided the first general theory for the new
science of immunology. His system, modeled on a benzene ring with its attached side chains, linked immunity with nutrition. A cell was nourished by capturing
nutrients with an array of different side chains, specific to each nutrient, which could be specifically blocked by toxin. The blocked side chains were shed by the cell,

workers have pointed out that this implies a selection theory of immunity: Antigen selects the specific side chains to be released by the cell as antibody.
Immunologists themselves have recognized Ehrlich’s side-chain theory as a precursor of the clonal selection theory of antibody production, first introduced in 1957 (

reaction was like those of organic chemistry, firm and irreversible. In the early years of the century, he turned his attention to a new project, the development of

chemotherapy, which eventuated in the Salvarsan treatment of syphilis in 1909 ( 37). But his cartoon-like diagrams of antigen and antibody oriented thinking around

the visual metaphor of the receptor, providing a diagrammatic language for immunology that was to persist long after its supposed chemical basis had been dropped (

FIG. 2. Ehrlich’s side-chain theofy of antibody production. Antitoxin production is explained as a special case of cellular nutrition. The cell is equipped with side-chains
or receptors to capture specific nutrients. A receptor can be blocked by a matching toxin; the cell then heals itself by shedding the blocked receptors and producing
an excess of new ones. Some of the new side-chains are freed into the serum and constitute antibodies specific to the toxin. The vocabulary and the diagrams are

Ehrlich’s own invention. His conception of the antigen-antibody reaction is of a firm, specific, irreversible chemical binding. He uses the metaphor of a lock and key:

another image suggested by his drawings is a snap-fastener or press-stud. On the influence of Ehrlich’s diagrams and vocabulary, see Cambrosio et al. (n. *2). From

Paul Ehrlich, “On immunity with special reference to cell life,” ( ).

Ehrlich’s work had immense heuristic power. His method of standardization formed the basis of the activities in the serum institutes over the next half-century. It also

set off an era of serological reductionism, in which the chemical nature of the antigen—antibody reaction, rather than the resistance of the body to disease was at the

center of interest ( *°). Opposition to his views stimulated representatives of other types of chemistry to propose alternative interpretations for the stepped

neutralization spectrum. These other workers saw toxin—antitoxin neutralization not as a series of discontinuous steps, representing separate irreversible reactions,

but as a smooth curve. The curve might represent either an acid-base type of reaction, in accordance with the dissociation theory of the Swedish chemist Svante

Arrhenius, or a colloid reaction, according to Jules Bordet of Brussels and the Viennese immunochemist Karl Landsteiner ( “). Both concepts postulated reversible

reactions described by smooth curves, not discrete steps. Both allowed for variable proportions of antigen and antibody in the resulting complex that depended on the
concentration of the reacting substances. Bordet said that just because twice as much serum is needed to combine with two as with one dose of bacterial emulsion,

some bacteriologists argue that antigen and antibody must combine according to a law of definite proportions. That, he said scornfully, was like claiming that paint

must react in definite proportions with a wall ( **). The regular chemical law of definite proportions need not apply.

Colloid Chemistry and the Template Theory of Antibody Production

All known antigens were proteins, and proteins were colloids. In 1912, the chemist Ernst Peter Pick of Vienna made this a slogan: “Kein Antigen ohne Eiweiss” (no

antigen without protein) ( “2). The first decades of the century were a time of great excitement about colloid chemistry: This was the chemistry of life itself. It was not



Landsteiner’s immunochemistry, and his lifelong opposition to Ehrlich and his theories, began in the early years of the century with an attempt to apply the new colloid
chemistry to the problem of the relationship between antigen and antibody. Landsteiner argued that specificity could not be absolute: Ehrlich’s pluralistic approach
would require an absurd number of specific substances in the serum, whose significance for the animal body was unclear. In Landsteiner’s words,

According to the older view [i.e., Ehrlich’s], for every single effect of a serum, there is a separate substance, or at least a particular chemical group.... A
normal serum contained as many different haemagglutinins as it agglutinated different cells. The situation was undoubtedly made much simpler if, to use
the Ehrlich terminology... the separate haptophore groups can combine with an extremely large number of receptors, in stepwise differing quantities as a
stain does with different animal tissues.... A normal serum would therefore visibly affect such a large number of different blood cells,... not because it
contained countless special substances, but because of the colloids in the serum, [that is,]... the agglutinins, by reason of their chemical constitution and

the electrochemical properties resulting from it. That this manner of representation is a considerable simplification is clear; it also opens the way to direct

experimental testing by the methods of structural chemistry ( ).

Landsteiner’s “simpler” view was that specificity was a matter of “more or less good fit,” which he demonstrated through cross-reacting antibodies against a series of
compounds of known structure. His key project began during the 1914-1918 war. Conditions were harsh in Vienna; food and heating were inadequate as the city
administration crumbled around the researchers and the Donau monarchy came to its end. Many animals were needed for the project, immunized with many closely
related antigens. The animals made low levels of antibody because they were cold and undernourished; the same was true of the researchers. But they were able to
conclude that it was highly charged groups such as acid radicals that were most important in determining specificity, a finding that brought them closer to structural

rather than colloid chemistry ( =*) ( Fig. 3). Landsteiner was able to continue with these immunochemical studies of the antigen—antibody reaction at the Rockefeller
Institute in New York, where he worked from 1922 to his death in 1946. Landsteiner and his mother had converted to Catholicism in the 1890s. He had left Vienna
before the outpouring of anti-Semitism that led to the Anschluss, the unification of Austria with Nazi Germany, in 1938. He was already in New York, when many of the
people he knew were desperately trying to emigrate, or to find jobs in a new and difficult country. Although he did not wish to be seen as Jewish, he was able to help

some of them.
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FIG. 3. Landsteiner’'s concebtion of specificity. The diagram shows a continuous spectrum of reactions to the benzene-sulphonic acid family of antigens. Starting from
the immunizing antigen, stepwise small alterations in the chemistry of the test antigens reduce the strength of the reaction with the antiserum. It is the polar groups
that have the most effect on specificity. According to Landsteiner, an antibody has a graded quantitative affinity with a range of different antigenic configurations. His
Landsteiner’s view of the reaction suggests a silk scarf draped lightly over the charge outline of the antigen. This conception accords very well with the template

theory of antibody production of Breinl and Haurowitz of 1930, in which the polar groups of the antigen control the assembly of antibody globulin (n. 47). Karl

Landsteiner and Hans Lampl, “Ueber die Antigen-eigenschaften von Azoprotein: XI Mitteilung tiber Antigene,” ( *2).

The Rockefeller Institute was a placement that was in many ways ideal for the man and for his program of research. It epitomizes in many ways the typically
reductionist immunology carried on outside the ambit of the Institut Pasteur. Writers such as George Corner and René Dubos, who experienced life and work in its

laboratories, emphasize the role played by reductionist ideals at the Institute. Writing in 1976, Dubos says that the chemical approach is now more dominant than

ever in fields such as cellular biology, genetics, immunology, and experimental pathology ( “¢). In the 1940s at the Rockefeller Institute, there were six different

laboratories working on protein chemistry.

Landsteiner’s conception of specificity was that antibody draped itself over the charge outline of its antigen. The antigen—antibody reaction was a charge-based
surface adsorption. This suggested to the Prague chemist Felix Haurowitz and his serologist colleague Friedrich Breinl, who had met Landsteiner in New York, that

antibody formation might take place by the assembly of the globulin molecule on the antigen. The polarity of the antigenic groups served to orient the amino-acid

building blocks of the nascent globulin. These concepts were later known as the template theory of antibody formation ( “’). Haurowitz fled from Prague to pass the

Nazi period in Turkey, and then like Landsteiner, emigrated to the United States, where he settled in Indiana ( *%). He maintained his belief in the template theory to

the end of his life.

The standardization of sera was key to research and theory building in immunochemistry and to the practical problems of serum production and utilization. It was the
source of Ehrlich’s side-chain theory, Landsteiner’s countervailing outline concept, Haurowitz’s related template theory, and the lattice theory of the 1930s (  Fig. 4).

Increasing concentration of antibody leads to a crowding of antibody molecules around an antigen, forcing the polar groups of the antibody into such close contact
that they attract each other instead of molecules of water, and precipitate out of solution. (A in the diagram). Differences in proportion of antigen and antibody in the
complexes formed (C, D and E) account for differences between precipitates. If the antibody has more than one absorbing site, the complexes may form a large lattice

In Germany, the state guaranteed standards for the antisera produced there, based on Ehrlich’s technique and on standards held at Ehrlich’s laboratory in

Frankfurt-am-Main ( 2%). This hegemony was broken up by the outbreak of World War |, when other countries such as Britain found that they could not, indeed must

not, rely on Frankfurt any more, and began to develop their own programs. Standardization was one of the first projects to be taken up by the new Medical Research
Council of Britain. It was placed under the charge of the young Henry Dale, who had briefly studied under Ehrlich in Frankfurt, and had since been employed by
Burroughs-Wellcome in serum manufacture. He was also delegated to supervise the testing of Ehrlich’s Salvarsan and its substitutes, whose German patents had
been abrogated at the outbreak of war. Interestingly, these toxic chemicals were treated as if they were bacterial toxins, and assayed by Ehrlich’'s LD g5 method. It

was a method that did not deal with the common problems that accompanied Salvarsan treatment, Dermatitis exfoliativa, and sometimes sudden death, as well as



Icterus lueticus, so-called, later shown to be syringe-transmitted hepatitis. At the time, these side effects were thought to be due to excess toxicity of the drug, but the
batches always passed the LD g test. In 1930, Henry Dale began to suspect that some of the cases of collapse during Salvarsan treatment were due to anaphylactic

shock. Anaphylaxis had been described in 1902 by the eugenist Charles Richet in France. By 1913, when Richet received his Nobel Prize, he had come to see it as a

mechanism of natural selection, which maintained the purity of races ( =*).

Allergy and the Clinic

Clinically, anaphylaxis was to be carefully distinguished from allergy and its relations, atopic eczema, asthma, and hay fever, although all of them were agreed to be
mediated by substances known as reagins, presumed to be cell-bound antibodies. The earliest suggestion of that came in 1921, with the famous personal experiment
of the German medical students Carl Prausnitz and Hans Kustner, who tried to exchange hypersensitivities by exchanging serum with each other in an immunological

version of blood brotherhood. Both of them were allergic but only fish sensitivity was transferred. There was also the problem of serum sickness, a reaction to

antitetanus and antidiphtheria sera, written up by Clemens von Pirquet and Béla Schick in 1905 ( 2?).

In Britain, the first allergy clinic was set up in 1911, an offshoot of the vaccine department of St. Mary’s Hospital under Sir Almroth Wright, following up on Wright's
enthusiasm for autovaccines. Like Wright's immunizations, desensitization was both praised and attacked in the popular press, and in the medical journals. It was also
a profitable enterprise, funded by a drug company, Parke Davis, which made the sets of allergens used. By the 1980s, the attacks had intensified: The method had
had a longer run than most of the Wright-based procedures. But clinical allergists continued to offer desensitization treatments, in spite of warnings from the

Allergy began to take shape in the United States as a clinical specialty in the course of the 1920s, the allergens here being ragweed and poison ivy. Private clinics
were set up, societies were organized, and the clinical Journal of Allergy started in 1929. The more laboratory-oriented papers on the subject still appeared in the
older Journal of Immunology, but in most cases, the allergists were not laboratory people, and it was felt that they could not come up to the standard demanded by the
Journal of Immunology. In the course of the 1930s, the leaders of the profession began to fear that the specialty might gradually become a kind of medical quackery,
focused on a single procedure, the skin test. The professional societies determined that clinics should be certified and controlled. In 1971, board certification was set
up through a joint effort by the Boards of Internal Medicine and Pediatrics, and in 1973, the American Academy of Allergy was formed in succession to the two

national societies. Founders were Robert Cooke, who had asthma attacks triggered by horses and cows, and Arthur Coca, who suffered from migraine and a large

variety of food allergies ( >*). Coca was to become medical director at Lederle Laboratories, which was marketing sets of allergens for skin test diagnosis and

desensitizing treatments, the clinical allergists’ professional standby.
Serology at the League of Nations

Serology gained still more prestige during the First World War. In the mud of the trenches and battlefields of 1914-1918, tetanus antitoxin strikingly reduced the
incidence of tetanus on both sides, but attempts by the German military to develop an antiserum for gas gangrene were not successful ( 7). Inoculation against
typhoid had become increasingly accepted, and increasingly effective. After the war, the victorious Allies through the League of Nations and its Health Organization
set up their own standardization project at the Statens Seruminstitut in Copenhagen. Postwar arrangements bypassed the German laboratories, which were then

suffering under a boycott of all international contacts. However, the League’s laboratories under Thorvald Madsen, a student of Ehrlich, still used the German

techniques, and Madsen himself tried to make sure that science remained pure, protected from all national and political interference ( =°).

The League’s program was a microcosm of practical serology. It began by working over the old sera such as diphtheria and tetanus, including the blood group
antisera with their conflicting nomenclatures, and then attempted to add new ones of military importance, such as an antidysentery serum. It also worked at

standardizing the serological test for syphilis: The Wassermann reaction was a two-stage complement-fixation test of the type introduced by Jules Bordet and applied

by August von Wassermann to the diagnosis of syphilis in 1906 ( >'). Prodded by the international organizations and the requirements for a standard procedure for

syphilis tracking in seamen under the Brussels Agreement of 1924, the League’s scientists working through the Statens Seruminstitut began on this most difficult of

projects ( *%). The Wassermann test had been accepted with great enthusiasm by clinical venereologists, but the laboratory workers saw it as unreliable and difficult

to carry out. Newer, simpler versions, often based on colloid chemistry, were tested by the League ( >*). The most successful of the new colloid tests was probably the

test designed by the American Rudolf Kahn ( °). The Kahn test, however, never completely replaced the Wassermann, except in Kahn’s own laboratory. Clinicians

continued to ask for “WR and Kahn” on their patients until the late 1960s, when both tests gradually gave way to a more direct form of immunological screening, and

finally to the ELISA test using monoclonal antibody ( %*).

Blood Groups and Transfusion

Karl Landsteiner described the human ABO blood groups in 1901 ( %2). For many years, however, he showed no great interest in his discovery. Blood groups probably

seemed to be rather a dead end in terms of practice, and, possibly, to imply a sharp specificity rather too close to Ehrlich’s for Landsteiner’s comfort. Further work on
blood group serology by the Polish serologist Ludwik Hirszfeld showed that they were inherited as Mendelian unit characters, which he interpreted as two pairs of
alleles—A and not-A, B and not-B—along the lines of the then-current Mendelian “presence-and-absence hypothesis.” Working at a front-line hospital in Macedonia
during World War I, Hirszfeld and the bacteriologist Hanna Hirszfeld, his wife, were able to show that blood group distribution in the military units was linked to the
place of origin of the people studied. These two discoveries rendered blood groups significant as forensic tests of paternity, and as race markers, and Hirszfeld
himself tried to use them to elucidate the problem of resistance to disease ( °%). Felix Bernstein, a mathematician and director of the Institute for Mathematical
Statistics in Gottingen, took up Hirszfeld’s study of the inheritance of the ABO groups, then the only normal human trait for which there was enough family data to
perform a satisfactory Mendelian analysis. He argued that the data showed them to be controlled by three alleles, all at the same locus, and not by paired alleles at
two separate loci. The test case was that of the AB mother: According to his triple-allele hypothesis, an AB mother could not have an O child, whereas with Hirszfeld's

two-locus hypothesis, such children should have been quite common. The literature was combed for cases in point—before Bernstein made his claim, there were

quite a few, but as the triple-allele hypothesis took hold, they disappeared from published results ( ).

A Nazi-oriented German Society for Blood Group Research founded in 1928 attempted to use Hirszfeld’s results to define the Aryan race and to map its place in
Europe. Official Nazidom, however, paid little attention to its findings. The Society excluded Jews from its membership; that meant that none of the leading
researchers, such as Hirszfeld, Bernstein, or Landsteiner were members ( %%). Bernstein happened to be in the United States when the Nazi edict stripping him of his
directorship arrived; he stayed there until after the war, but was never to reestablish himself and wrote no more after 1933. The Hirszfelds were in Warsaw where

Ludwik was director of the State Epidemiological Institute; they managed to survive the Warsaw ghetto.

Landsteiner himself went back to the blood groups only when he reached the Rockefeller Institute in 1922. Over the next 20 years, he and his colleagues Philip

Levine and Alexander S. Wiener described several more blood group systems, including M-N, P, and finally the rhesus system, establishing not only an expanded

forensic tool, but also a causal mechanism for Erythroblastosis fetalis, hemolytic disease of the newborn ( °°). In spite of the efforts of the eugenics movement to show

that feeblemindedness was inherited as a single-gene Mendelian recessive, blood groups were for decades the only normal human characteristic that was clearly
Mendelian in its pattern of inheritance, and where the data were extensive and reliable enough to use in a mathematical approach to human genetics. For the
geneticist, blood groups were the human equivalent of Drosophila.

In hindsight, one might have expected that blood grouping would have found immediate application as a condition for blood transfusion. But that was not the case.
Transfusion itself was experimental rather than therapeutic, and technical problems abounded. George Crile, professor of surgery at Western Reserve Medical
College, investigated the technique and its applications in 1909. Although Ludwig Hektoen had cited Landsteiner’'s work and had suggested that isoagglutination of

human red corpuscles might be relevant to transfusion of blood, Crile’s personal experience had shown that the occurrence of hemolysis in vitro did not necessarily

indicate that it would occur in the vascular system of the recipient after transfusion ( 7). Crile’s technique of transfer of blood involved the end-to-end anastomosis of

the donor’s and the recipient’s veins, by cutting down and suturing the veins together, or joining them with a cannula. Just before the First World War, a method using
a paraffin-coated intermediary bottle was introduced; but it was not until sodium citrate was suggested as anticoagulant that any quantity of blood could actually be

transferred. Several individuals suggested it at about the same time, but in practice, it was not used until about 1916-1917, when the American Oswald Robertson

and the Canadian Bruce Robertson introduced transfusion in the field ( °%). Soldiers who were checked out to act as “professional donors” were generally group O, a

so-called universal donor. Grouping tests and cross-matching of donor and recipient were felt to take too long to do; group O donors continued to be the mainstay of

Landsteiner received a Nobel Prize in 1930 for his 1901 discovery of the ABO blood groups. It came only when it was clear that they had some practical use; he



himself thought that his fundamental work on specificity was more important.

Until the outbreak of World War I, transfusions were usually organized on an individual basis. In Britain as in Canada, a service was set up through the Red Cross. A

donor would be called to the hospital where the blood was needed, as stored blood even when properly refrigerated was felt to be unsafe ( ’°). Elsewhere, stored

blood was increasingly used. In the Soviet Union, the donors attended centers and blood was stored for use as needed. In the United States, Cook County Hospital of
Chicago established a blood banking system in 1937, where a credit balance could be used for a given patient without necessarily using the bottle donated by the

patient’s own relatives ( - .

Blood transfusion, like standardization, was driven by war and the interests of national governments. The technique was recognized as being of national and military
importance following World War I, as military experience showed that blood could virtually resuscitate the dead. The British government, through the Medical
Research Council became involved in developing blood transfusion, and the League of Nations in the interests of collective security put the standardization of
grouping sera and of their confused terminology on its schedule. At the outbreak of a new war, the Red Cross Blood Transfusion Service became the state-supported

National Blood Transfusion Service, with an expanded mandate to prepare and store sera and blood products, such as freeze-dried plasma, to deal with expected

civilian casualties ( “2). In 1943, two British workers found that the addition of dextrose to the citrate anticoagulant solution made it possible to store refrigerated whole

blood for as long as 21 days ( *%). This technique was quickly taken up by the Transfusion Service in wartime Britain, but only gradually adopted in the United States.

The U.S. military preferred to use dried bovine albumin as an emergency lifesaver in the field. (See below.)

The new availability of stored blood was to make possible an era of large-scale surgery, including dialysis and open-heart surgery with extracorporeal circulation (= .
It also facilitated the large-scale spread of serum hepatitis (hepatitis B) among patients, and technical, medical, nursing and cleaning personnel. In Britain, before the
introduction of hepatitis testing in the 1960s, approximately 1 in 10 donated units were infected; in the United States, the numbers were higher ( ’%). Pooled plasma,
with material from several donors in a single bottle made things even worse. In a paragraph that looks forward to the AIDS problems of the 1980s, Vaughan and

Panton wrote in 1952:

Blood and blood products are highly dangerous materials.... False grouping, the transmission of infectious diseases other than jaundice, the use of the
proper kinds and amounts of transfused fluid, the serious danger of infected material, can only be dealt with if the utmost care is taken. The prevention of
jaundice is still under investigation and this unsolved problem serves as a reminder that blood transfusion is not in its final phase but is still in urgent need
of further research.... The advances stimulated by war in this field have had profound repercussions in many fields of civilian medical practice and are

likely to have more ( ~ .

A marker for hepatitis B came in 1966, and a vaccine in 1982. Transfusion, in the course of the 1970s, came to be regarded as almost free of risk, on a par with
vitamins. The AIDS crisis was to change that.

THE CHEMISTRY OF THE ANTIBODY GLOBULINS, 1930-1960

The history of protein chemistry is a sequence of developments in technology and instrumentation, each technical innovation opening the door to a new series of
interpretations. The techniques centered around the separation of the protein mixtures found in nature, the drive to reduction first defining and naming individual
proteins, then protein fragments and chains, and finally amino-acid sequences, focusing down on the nature of the antibody combining site.

Like the work on the antigen—antibody reaction, work on the proteins originated in colloid chemistry. In the first decade of the century, Swedish chemists using the

Theodor (The) Svedberg’s life work began with his project on Brownian motion, which he felt demonstrated ad oculos the reality of molecules. He was attacked from
all sides, among others by Albert Einstein, but he stuck to his interpretation and in 1926 won a Nobel Prize. His work on proteins began in the early 1920s with the
development of his ultracentrifuge, modified from a dairy cream separator. The addition of an oil turbine rotor gave a speed of 40,000 rpm and a force of 100,000 G,
and an optical eyepiece made the boundary of the sedimenting material visible. The results persuaded a skeptical Svedberg that proteins too consisted of molecules,

and that they had definite molecular weights. He gave each a sedimentation coefficient S that indicated a relative molecular weight, with serum globulin having a

coefficient of 7 S, corresponding to a molecular weight of about 15,000; there was also a small amount of a heavier 18 S globulin ( “%). In fact, he went further and

suggested that all proteins, like hemoglobin, might be aggregates of identical subunits with molecular weights of about 17,000. Joseph Fruton ( %) ascribes this

suggestion to the hypnotic power of numerology. | see it as an example of the need to find simple laws underlying complex phenomena, a principle of scientific

research prominent in the work of others of the period, for example, Landsteiner ( %). Svedberg saw ultracentrifugal analysis as classical colloid chemistry. Particle

size, aggregation, and dispersal in a medium were central colloid problems, but the vitalistic tone of the earlier colloid enthusiasts was soon lost.

Svedberg’s 1926 prize attracted enough government funding and Rockefeller grants to set up a new Institute of Physical Chemistry at Uppsala. Here ultracentrifuges

of enormous size could be installed in a “building remarkable for its efficiency: no unnecessary, pointless fittings are to be found,” says Arne Tiselius (), in a

reflection of the contemporary feeling for unity and simplicity in architecture as in science. Tiselius, Svedberg’s erstwhile research assistant, wrote that the workshop

with its highly skilled mechanics was “an increasingly important part of the Institute, for in many investigations, the building of the apparatus is perhaps the most

important factor” ( 2). Several apparatuses were built for export to the United States and Britain. Tiselius himself followed in his senior’s footsteps by developing

another piece of industrial-sized equipment, the electrophoresis apparatus, based on a small-scale apparatus designed by Landsteiner and the colloid chemist
Wolfgang Pauli. His apparatus was designed to separate serum proteins by charge, rather than by molecular weight. Tiselius too felt that the study of electrokinetic

Lily Kay ( #*) has suggested that these large, complicated and very expensive pieces of equipment generated their own research programs as they diffused from

Uppsala to other centers, beginning with the Rockefeller Institute in New York. Andrew Ede ( 2°) goes further and suggests that colloid chemistry itself was a product
of the original dialysis apparatus of 1849, the semipermeable membrane that separated colloids from crystalloids. These historians have put their finger on a feature
that has been of singular importance in protein chemistry from its mid—19th-century origins to the mid—20th-century work that elucidated the structure of antibodies. At
each stage, exploitation of a new separation technique revealed a broad new landscape for the explorers. Some, like the ultracentrifuge, were products of heavy
industry, requiring factory-like laboratories. Others, like the starch-gel electrophoresis setup, were so simple that they could be made at home. All of them contributed

to the drive to reduction: Every separation made the fragments smaller, until the smallest possible came into view, and with them, the secret of antibody specificity.

The earliest serum fractionation method was “salting out,” by the addition of neutral salts, a technique dating to the mid-19th century, and still in use today for
large-scale rough or preliminary separation of a bucket of serum. Here the antibody activity went down with the globulin fraction, leaving the albumin in solution. As

Tiselius collaborated with Elvin Kabat of Columbia University on the fractionation of immune sera, with the significant result that antibody was finally linked to the
globulin fraction, which could be seen to separate into three bands, named by the discoverers the a, 3, and ? globulin bands. Antibody activity was located in the ?

technique growing as it became more commonplace.

The tradition of large-scale fractionation was well established in Uppsala, but these were still analytic rather than preparative techniques. The new methods of the
1940s and 1950s allowed for the preparation of batches of material. Edwin Cohn’s Plasma Fractionation Project, centered during the World War 1l in his laboratory at
Harvard Medical School, reoriented his research on problems of protein structure to the large-scale preparation of plasma fractions for use in battlefield emergencies.
Where others had organized a blood transfusion service or used whole plasma, the United States preferred albumin. Cohn’s method was to isolate the albumin from
bovine blood by fractionation with alcohol, not by salting out, and to freeze-dry it using a new commercial technique. Purity was guaranteed by inspection of the
fractions in the Tiselius apparatus. He was later to change to human serum albumin, as bovine albumin could produce serum sickness. Serum globulin was a useful
by-product: It could be used clinically as convalescent serum was used in childhood diseases, that is, as a source of antibodies against common infections, especially

hepatitis. Cohn developed a small portable fractionator that could be attached to a donor’s arm for plasmapheresis and the preparation of hyperimmune globulin.

Angela Creager ( #2) has opened up an interesting pathway here in her studies of Cohn and his practical methods.

The name “chromatography” was introduced by the Russian botanist M. Tswett ( ) in 1903 to describe his trick of separating colored plant materials by allowing a

drop of the mixture to spread on a piece of blotting paper, producing concentric rings of distinct color. A.J.P. Martin ( %) and his group at St. George’s Hospital in



London worked out the first good chromatographic method during the 1940s ( °). They used a filter-paper sheet held vertically as the adsorbent, and allowed the test

substance in solution to creep slowly upwards by capillary action, separating into smudges as it went. The separation could be made two-dimensional by turning the
paper on its side and dipping it in another solvent, or using an electric current. The method was called “fingerprinting.” It separated mixtures of differently charged
peptide fragments, opening the way to protein genetics.

After the war, a new type of chromatography was worked out by Stanford Moore and William Stein at the Rockefeller Institute in New York ( ®*). The adsorbent matrix

this time was an insoluble resin, either acidic or basic, packed into a vertical column. A solvent carrying the mixture trickled down through it, leaving the oppositely
charged components attached to the resin, while those with similar charge passed through unhindered. This ion-exchange chromatography was very effective as a
preparative procedure, particularly when linked up with the automatic fraction collector that Moore and Stein designed that allowed the experimenters to run their
columns overnight and read the results in the morning. But the rough treatment of the protein often resulted in the disappearance of biological activity, “lost on the
column.” The lab workers were proud of their sensitivity to the delicate treatment needed for the preservation of antibody. Rough handling that produced foaming often
diminished antibody titer, or destroyed it altogether.

The “molecular sieve,” another preparative technique from Uppsala, was developed by Jerker Porath in 1960 in collaboration with the Swedish firm Pharmacia. It

consisted of a column of Sephadex ™  a cross-linked dextran gel. Separation of the protein mixture was by molecular size, due probably, Porath thought, to steric

hindrance as the molecules straggled through the maze of pores in the white fluffy gel ( °%). Its mate was the updated, and less destructive, ion-exchange method of

column chromatography developed by the American Herbert Sober and his group in 1956 using charged forms of cellulose (diethyl aminoethyl or DEAE cellulose, and

carboxymethyl or CM cellulose) and a buffer gradient ( °2). Here again separation of proteins and protein fragments was by charge. These two methods were

complemented by the practical addition of an elegant Swiss-made automatic fraction collector.

Starch gel electrophoresis is a kind of counterexample to the power of the huge machines in creating and controlling their own program of research. A starch gel

system could be set up by anyone with a flair for cutting perspex sheets neatly, and boiling up powdered starch and buffer solution in a beaker (). It cost virtually

nothing, and could be shown to a visiting worker in a few hours. Like paper electrophoresis, it became a favorite in both research and clinical laboratories, partly
perhaps because it allowed workers to feel very skilled and sensitive in controlling a simple apparatus that they had made themselves. Technically, starch gel
stabilized confusing convection currents and combined charge and sieving properties in one. The thick gels could be stained and desiccated to form thin transparent

films that were easy to photograph and store. It was a very effective means of separating complex mixtures such as serum proteins and protein fragments, and

detecting genetically determined variants. Oliver Smithies ( 22) of the Connaught Laboratory in Toronto in his original paper of 1955 reports just such a finding.

One result of the separations was the increasing resolution of globulin types. 1gG, IgM, and IgA were distinguished. The question of the nature of reagins was finally

solved by the Ishizakas in 1966 as being none of the above, but a new globulin type that they named IgE ( ). The time had come to standardize the nomenclature of

the immunoglobulins. As the League of Nations under Madsen had done in the 1920s and 1930s, the World Health Organization under Howard Goodman applied its

immunodiplomacy to come to a general agreement on terminology ( 2*). It was not easy—I have been told that a scientist would rather use someone else’s toothbrush

than their terminology.

The accumulation of separation techniques now made it possible to work with fractions of serum and fractions of molecules. The British biochemist Rodney Porter
working at the National Institute for Medical Research used DEAE to prepare a sample of immune globulin from whole rabbit serum, then digested it with the

proteolytic enzyme papain, and separated the fragments on the ultracentrifuge. There was only one peak. His first stab at globulin structure followed the existing view

of it as a long single chain folding on the antigen as a template, as Linus Pauling and Felix Haurowitz had taught ( *2). His next attempt involved opening the disulfide

bonds of the molecule, adding the Sephadex column to his series of preparations. This produced a suggestion of two pieces, one light and one heavy, which would

have normally been joined together by disulfide bonds ( °?). The relation of the pieces produced by opening the S—S bonds to the papain pieces was worked out

immunologically, using goat precipitating sera raised against what now seemed to be two different fragments of the rabbit globulin. Porter then proposed a second
model of the globulin molecule: a pair of heavy chains joined by disulphide bonds, each with a light chain attached, and with the antibody recognition site on papain

fragment I, probably on the heavy chain. The model stood up well when new findings accumulated. Different types of heavy chain were found in different classes of

immunoglobulin, and the light chains showed genetically determined polymorphisms ( #°). Recognition was prompt—in 1968, Porter was awarded the Karl

Landsteiner Memorial Award, and in 1972, he shared a Nobel Prize. Porter’s Y-shaped model of the globulin molecule has come to be the symbol of immunology.
Myeloma Proteins—A Model System

Porter’'s model was built up on normal globulin fragments, with their heterogeneous collection of specificities and chain types. In 1965, the protein chemist Frank
Putnam, then at the University of Florida could still write:

The ?-globulins lack all the prerequisites needed to facilitate study of their primary structure. They are heterogeneous, noncrystallisable and not resolvable
into pure components; they are antigenically diverse but share common determinants; many possess... biological activity, but the site of activity has not

been defined.... Yet the key question in immunology and protein biosynthesis today still hinges on the determination of whether antibodies of different

specificity—or for that matter, antibodies of the same specificity—differ in amino-acid sequence ( *%).

A new opening was found when it turned out that the abnormal serum protein produced in such quantities by patients with multiple myeloma was a ?-globulin, but
unlike the normal serum globulin, each one was absolutely homogeneous and could be resolved into pure components. Some of these globulins had antibody activity.
With Smithies’ starch gel separation technique, M.D. Poulik and Gerald Edelmann of the Rockefeller Institute had found in 1961 that if myeloma protein was reduced

and alkylated, and the fragments separated, the pattern of components duplicated those of normal globulins, except that the bands that separated on starch gel were

very much sharper ( +%2). The Bence-Jones protein from the same patient’s urine matched the bands for reduced and alkylated fragments of the parent protein, and

corresponded to free light chains ( ==

Myeloma proteins had antibody activity for a variety of antigens, but they did not have the heterogeneity of the normal protein, raising the possibility that they could be
used for detailed studies of antibody chain structure. Human myeloma cells were difficult to grow in tissue culture, but Thelma Dunn, Ragna Rask-Nielsen, and

Michael Potter found a way of growing mouse myelomas by transplanting them into inbred mice. Each myeloma derived from a single clone of cells, and produced a

single homogeneous globulin. As Michael Potter ( *°*) remarks, these were cancer workers for whom the idea of a tumor originating from a single cell was not

new—the clone maintained its uniqueness through all its transplants. Many myeloma proteins were found later to have antidinitrophenyl activity, perhaps as a result of
a cross-reaction with some gut antigen. Separations and amino-acid sequencing showed that all light chains of a given type shared a constant sequence of amino
acids at one end, but were variable at the other, suggesting that antibody specificity was a result of a specific amino-acid sequence.

Parallel with the information that was building up through the 1950s on the sequence of amino acids in protein chains, there came evidence that the sequences
appeared to be genetically controlled. Each amino-acid link in the chain was coded for in the nuclear deoxyribonucleic acid (DNA) and the coding transferred to a

messenger ribonucleic acid (RNA), and transcribed as an addition to the chain. The system seemed to be strictly directional—the product could not affect the

messenger. No protein could be formed by copying another. Francis Crick of Cambridge called this the “central dogma” of protein synthesis ( *%2). If it was

substantiated, it meant that the template theory of antibody synthesis could not stand. But the theory had deep roots and powerful supporters. American
immunochemists such as Linus Pauling, Michael Heidelberger, and Felix Haurowitz, now in Indiana, still held to it. Haurowitz felt that fingerprinting had shown that
globulins were all almost alike in sequence, and that even if the sequence was genetically determined, which he doubted, the folding of the chain might still depend on
antigen. As he wrote in 1963,

It is imaginable that the interference of a template with the folding pattern may affect the sequential pattern and thereby prevent or favour the incorporation
of certain amino-acids into particular geometric patterns of the three-dimensional conformation of the globular molecule. The immunochemical

observations show quite clearly that not all information required for biosynthesis of proteins is supplied by nucleic acids, and that proteins and other

substances may act as templates. Life may then be more than merely the “expression of the chemistry of nucleic acids” ( ).

Haurowitz was never to surrender. In fact, he felt that James Watson and Francis Crick’s idea of the replication of DNA strands one from another was something that

Watson had picked up while attending his, Haurowitz’s, classes. The idea of a template for protein synthesis, disconnected from antigen, continued to appear from

time to time like a ghost ship. Marshall Nirenberg ( *°7), in his essay on protein synthesis of 1965, refers to messenger RNA and synthetic polyribonucleotides as



“highly active templates,” directing amino acids into nascent proteins.

CELLULAR IMMUNOLOGY AND THE SELECTION THEORIES 1950s TO 1980s

Antibiotics, beginning with the strategically important drug penicillin, came in with World War II. At first, it was a secret weapon reserved for the armed forces ( +%%).

New vaccines such as the polio vaccines of the 1950s, famously funded by the American charity March of Dimes, still appeared ( %) (along with a revived

antivaccinationist movement [ +:°]) but the serological treatment of disease had lost its edge. In spite of all its successes, compared with the hopes raised by

antibiotics, serology no longer seemed so powerful. Immunochemistry reached a climax with the Porter model of immunoglobulin of the 1960s, but from the 1950s
onward, mainstream thinking in immunology became steadily more biological and less reductionist. Few immunologists were interested in both biology and chemistry.

For instance, at the first meeting of the International Congress for Immunology, held in Washington, DC in 1971, cellular and chemical sessions ran simultaneously,

making it impossible for adepts of either to attend the other’s sessions ( *+). It was not the “central dogma” that turned immunologists away from the template theory

of antibody production, but the new interest in immunologically competent cells and immunized animals.

The leading thinkers of the period, especially the Australian Sir Frank Macfarlane Burnet, saw themselves as biologists and drew on the ideas of contemporary
biology, not chemistry. Burnet, a virologist with a childhood love of natural history and of Charles Darwin, took up the directorship of the Walter and Eliza Hall Institute
in Melbourne in 1944. His colleague and successor, Sir Gus Nossal, remembered Burnet as having a fundamentally negative attitude to technology:

Of course, Burnet was in many ways deeply correct to be mistrustful of technology. Sometimes scientists center their lives around an instrument, they

become experts at running an electron microscope, ultracentrifuge or some more sophisticated piece of apparatus until they become prisoners of the

instrument and cease asking deep, fact-finding questions. Burnet was wary of that behaviour ( **2).

In the 1960s, molecular biology was growing exponentially. It had already made its mark on immunology, first through immunochemistry and then through the

proliferation of protein separation techniques. Standardization, reduction, and the ideal of molecularization had ruled immunology for decades, often in advance of the

effective reduction of other biological sciences, except perhaps the pharmaceutical industry ( *2). But Macfarlane Burnet was uncomfortable with biochemistry and its

sophisticated equipment, and he discouraged it in his institute. Under his leadership immunology moved in a different direction from most contemporary science, as it
rejected reductionism and returned to the level of the immune animal and the cell.

Cellular immunology began in the late 1930s with the attempt to show that skin sensitivity to simple chemicals was due to antibodies or reagins ( ***). There was

already a tradition of work on skin lesions, usually associated with infections—the tuberculin reaction was first mentioned by Robert Koch in 1891 ( *'2). According to

the Vienna pediatrician Clemens von Pirquet, this was the same reaction that followed smallpox vaccination and other skin infections ( **%). Landsteiner’s artificial

diazo-protein antigens provided the model: The diazo group would link to body protein, and stimulate antibody production, and hence skin contact sensitivity to the
antigen. The elderly Landsteiner and his young colleague Merrill W. Chase at the Rockefeller Institute struggled with serum transfer experiments. Antibody could
sometimes be found. Chase assumed that it must be cell bound, since contact sensitivity was not usually transferable by cell-free serum. The same was true of
tuberculin hypersensitivity, also known as delayed hypersensitivity. That was usually contrasted with immediate hypersensitivity, in which a small amount of antigen
introduced into the skin of a sensitized animal produced local swelling and redness within a few minutes. It could be transferred by serum from the sensitized
individual to the normal. Histologically, immediate and delayed hypersensitivity seemed similar: Immediate hypersensitivity or local anaphylaxis was an acute
inflammation, with edema, polymorphonuclear leukocytes, and a few lymphocytes, lasting roughly 24 hours. The tuberculin or delayed reaction was slower to develop,

was only when some of the exudates that Landsteiner and Chase were using for transfer were incompletely cleared of cells, that it began to seem as if the transfer of

skin hypersensitivity was mediated by the cells, not the serum. A serum factor, called “transfer factor” by New York immunologist Sherwood Lawrence, was mentioned

in Chase’s review of 1965, but it sounds from the text as if he did not believe in it. At the time, no one did. As Lawrence said in 1986 ( *%), after his factor seemed to

have been justified, there was a subtle irony here—the emergence of cellular immunology as a scientific discipline was ushered in by the cataract of soluble factors it
released.

Graft Rejection and Tolerance

The key practical problem of the period was graft rejection, which along with blood transfusion, was important in wartime. Sir Peter Medawar, a professor of zoology at
University College, London, made his first attempts at grafting patients with burns in 1943. Comparison of the survival of grafts of the patients’ own skin and skin from

donors led him to suggest a genetically determined immune rejection mechanism. Like Landsteiner and Chase, he thought first of antibodies, a system like the blood

groups perhaps, with “at least seven antigens” involved ( *'?). As the surgeon Joseph Murray proved in 1954, between identical twins in the absence of an

immunological barrier, a renal autograft could function permanently. He and the urological team at Peter Brent Brigham Hospital in Boston had bypassed the

immunological problem, but at the same time, demonstrated its importance. Murray said that organ transplantation revitalized immunology ( *2°).

Discussion centered on tolerance. In 1949, Frank Fenner and Macfarlane Burnet introduced the concept of self—not self discrimination by suggesting that tolerance for

a range of self-markers developed in fetal life ( **). They were able the cite the natural experiment of cattle twins, where exchange of blood precursor cells had taken

place in utero, and gone on producing genetically foreign cells throughout life ( *%2). Burnet’s own attempt to induce tolerance failed, but the demonstration was carried

out by Medawar and his colleagues Rupert E. Billingham and Leslie Brent, all three of them zoologists by training and practice. Tolerance could be induced

work was relevant to the mainstream, and that they themselves began to regard themselves as immunologists. Burnet ( *%2) saw the interest in the vital phenomenon

of tolerance as one more justification for his view that the new immunology should be biological and not chemical.

Tolerance in theory did not solve the clinical problem of graft rejection, which Leslie Brent has called the “search for the holy grail.” A temporary solution was achieved

by Byron Waksman and his group with antilymphocyte serum, which suppressed delayed hypersensitivity and acute homograft rejection, though an antiglobulin was

soon formed against it ( #2°).

The importance of this work for skin and organ grafting is demonstrated in a peculiar way by the episode of the spotted mouse. William Summerlin, a young
researcher at the Sloan—Kettering Institute in New York claimed in 1973 to have achieved a take of grafts between nonsyngeneic mice by culturing the graft cells
before setting them. Medawar and colleagues and others tried and failed to replicate the results, and it appeared later that they had been faked. Medawar suggested
that perhaps one such graft had taken—perhaps due to a mix-up of mice—and its importance was such that its author could not admit that his result was unrepeatable

The first immunosuppressive drugs turned up initially in the early 1960s as antimitotic agents tested as chemotherapy for cancer, and it was the combination of these
with corticosteroid hormones that finally made transplanted organs the commonplace they now are. The next generation of immunosuppressants was based on the

cyclosporines, antilymphocytic agents first extracted from the fungus Trichoderma polysporum. They were detected in the laboratories of Sandoz in Basel, in the

course of a broad pharmacological screening project that seems to have included all known fungi. Hartmann Stahelin ( *2) in discussing this sees it a serendipitous

discovery, but it sounds more like the empiricism that once was the preferred program of science.

The success of organ grafting depended on the construction of a network of centers carrying waiting lists of patients ready to be correlated with available organs, so
that a cadaver organ packed in ice could be rushed to a patient as quickly as possible. Initially, the patients were tissue typed, and organs sought that most nearly
matched the antigens on the patients’ leucocytes, the histocompatibility antigens. The mixed lymphocyte reaction, in which a culture of cells from two genetically
different sources responded to each other’s histocompatibility antigens, could be used as a kind of cross-match of donor and patient on the blood transfusion model. A
good match improved the survival of the graft, but perhaps not enough, it was argued, to justify the longer period that a patient would have to spend waiting for a
matched transplant. From the early 1980s on, the use of cyclosporin improved graft survival so much that typing now seemed less important.

The Clonal Selection Theory

The insistent question of the generation of antibody diversity went through a biological metamorphosis too. The idea that the sequence of amino acids in antibody
globulin, or at least the folding of the chains, was directly molded on antigen had satisfied a generation of chemists and serologists brought up on Landsteiner’'s



charge outline and more-or-less good fit picture of the antigen—antibody reaction. In 1955, however, Niels Kaj Jerne of the Statens Seruminstitut in Copenhagen had

just finished a thesis on the old serological problem of antibody avidity ( *%?). He now suggested something strikingly different as a theory of antibody production. He

proposed that all possible specificities were randomly present in the serum as spontaneously synthesized natural antibodies, and antigen selected—not
synthesized—its match from among these natural antibodies. Jerne called this a theory of natural selection. The antigen—antibody complex would be taken up by
phagocytic cells, which would be “signaled” to reproduce that same antibody; the antigen, freed from its complex, could go back into circulation and do the same
again. For Jerne, it is the antibody, not the antigen, which acts as a template.

The crucial point of the natural-selection theory is the postulate that the introduction of antibody molecules into appropriate cells can be the signal for the
production of more of their kind. This notion is unfamiliar. However, as nothing is known about the mechanism of antibody synthesis in a cell, it would seem
a priori more reasonable to assume that an animal can translate a stimulus, introduced by protein molecules which it has itself at one time produced, into

an increased synthesis of this same type of molecules, than to suppose that an animal can utilize all sorts of foreign substances and can build them

functionally and semi-permanently into the most intimate parts of its globulin-synthesizing cells ( *3%).

He suggests that the antibody protein can act as a template for the order of nucleotides in the synthesis of RNA, which in turn acts as a template for more of the same

protein. Natural selection, he thinks, could account for the increased avidity of antibodies produced later on in the course of immunization. But as Thomas Séderqvist,

Jerne’s biographer, has said, for Jerne the expression “natural selection” had only the very faintest of Darwinian overtones ().

Jerne’s paper initiated a renewed discourse on antibody production. In 1957, two years after Jerne, David Talmage of the University of Colorado in a general review
of immunology and its current problems and uncertainties, compared the theories with the available data. He recognized that the template theory was very widely held
at the time. But it was beginning to seem strained. Jerne had shown in his thesis that antibody avidity increased during the secondary response when antibody was
being most rapidly produced. Logically, increased avidity should have slowed release of new antibody from an antigen template. And Burnet in 1949 had found a
logarithmic rise in antibody production, which suggested that antibody was being produced by something that was replicating, not just being recycled. Burnet, said
Talmage, complains that a gap has grown up between immunology and existing knowledge of biology. He has pointed out that nowhere else in nature was there
anything analogous to an antigen template. In fact, Burnet and Fenner were already stating programmatically in 1949 that they preferred to approach the problem “on
biological rather than chemical or pseudo-chemical lines.” It was a strange and surprising statement. The template theory’s inventor, the chemist Felix Haurowitz,
asked in a review of The Production of Antibodies,

How can they hope to explain molecular phenomena taking place between molecules of the antigen, the antibody and possibly other substances, without
invoking the principles of chemistry?... The words put by the reviewer in quotation marks [those quoted above] demonstrate that Burnet and Fenner use

Burnet at the time had a theory of antibody production linked to the enzyme induction well known in bacteria, which could adapt themselves to growing on different
substrates. But it was soon abandoned.

Talmage welcomed Jerne’s natural selection idea in that it offered an alternative to the template theory, but he proposed a major modification. He saw that it harked
back to Ehrlich, and he suggested that, as in Ehrlich’s theory, the recognizing antibody might be on a cell, rather than in the serum. This cellular version of the
hypothesis would fit better with the long-continued production of antibody without any further stimulus, and with current views of protein synthesis. It took account of
the transfer of active immunity by cells rather than by serum, as serum tended instead to suppress the immune response. Jerne explained by saying that an animal
must be able to distinguish between its own globulin and that of another of the same species, or perhaps the globulin was somehow damaged in the course of the
transfer. Talmage picked up the Darwinian suggestion in Jerne’s title and gave it a more literally Darwinian content:

The process of natural selection requires the selective multiplication of a few species out of a diverse population. As a working hypothesis it is tempting to
consider that one of the multiplying units in the antibody response is the cell itself. According to this hypothesis, only those cells are selected for

multiplication whose synthesized product has affinity for the antigen injected. This would have the disadvantage of requiring a different species of cell for

each species of protein produced, but would not increase the total amount of information required of the hereditary process ( +32).

In the same year, after reading Talmage’s critique, Burnet also modified Jerne’s theory ( #3%). It has been said that he purposely sent the paper to a modestly

circulated journal, just in case it was embarrassingly dismissed by his colleagues. If that was so, this uncharacteristically tentative approach was soon dropped. Ten
years later, he was to write confidently:

It gradually dawned on me that Jerne’s selection theory would make real sense if cells produced a characteristic pattern of globulin for genetic reasons and
were stimulated to proliferate by contact with the corresponding antigenic determinant. This would demand a receptor on the cell with the same pattern as

antibody and a signal resulting from contact of antigenic determinant and receptor that would initiate mitosis.... Once that central concept was clear, the

other implications followed more or less automatically... ( +3

Haurowitz had understood him very well: Burnet was a man who knew he was right.

Burnet defended his idea in The Clonal Selection Theory of Acquired Immunity of 1959. It is the clonal part that he is at pains to argue. There are many other
examples of clones in biology; his models come from bacteriology and cancer research. The spread of the lethal myxomatosis epizootic in Australia, introduced in

1950 to control the rabbit population, provides one model. Here distinct clones of less virulent forms of virus multiplied to become the dominant, keeping the virus

circulating as an epizootic. Mutation and selective survival were able to change the character of a population of cells ( #*). Another model is multiple myeloma:

| hope it is not overstating the case to say that the multiple myeloma findings provide the best possible material for displaying the salient features of the
clonal selection approach to the phenomena of antibody production and of malignancy.... The fact that each myeloma patient produces his own
characteristic and individual serum protein, with its sharp spike evidence of homogeneity, provides support for what many workers might consider a weak

point of the clonal selection theory, that each clone produces a specific antibody globulin whose pattern is genetically determined (=~ .

Like Burnet himself, contemporary commentators on Burnet's new approach underlined his Darwinism. According to Gordon Ada and Sir Gustav Nossal, younger
colleagues of Burnet at the Walter and Eliza Hall Institute in Melbourne, for Burnet, the immune response was a Darwinian microcosm. Lymphocytes were the
individuals in a particular ecological niche, mutating and being selected, like the myxomatosis virus. The fittest, in this case the variant that made rabbits sick but did

not kill them outright, survived and kept the epidemic going. In the same way, the cells that made the fittest antibodies, those with the best fit to antigen, multiplied the

most. In a Darwinian system, adaptation was not imposed from outside, but was favored by the multiplication of the best adapted ( **%). Burnet himself called the

template theory “a grossly Lamarckian qualification on what might be described as a strictly Darwinian process at the cellular level” ( **?). He did not put his argument

in terms of the so-called central dogma of molecular biology. In 1957, soon after the publication of his first statement of the theory, Burnet called his staff together and
announced that the whole direction of the Hall Institute would change from virology to immunology. He saw virology as rapidly coming under biochemical influence,
which, he said, he “preferred to eschew.” He realized that his theory was the foundation of a fundamental change in immunology, and the Institute was to work out its

implications ( **

Burnet had predicted that each cell would make only one antibody. The first experimental testing was done at the Hall Institute in 1958. Joshua Lederberg, who had

arrived in Melbourne hoping to work on virology, joined up with Gus Nossal to develop a micromanipulation system where individual cells could be tested separately.

Using rabbits immunized with two different antigens, they found that among 456 cells isolated, 62 made antibody, and each of them made one antibody only ( +*).

Their system was difficult to reproduce, and only the authors and one or two others were truly able to handle it. But their result was confirmed by Jerne, who invented

the ingenious and simple hemolytic plaque technique, something that could be easily learned from his published description ( **%). Other findings accumulated that

made the template theory less likely, although there was in fact no final disproof. But as Talmage has said, the final acceptance of a theory only comes with utility ( **3

). The development of hybridoma technology by Georges Kohler and César Milstein (see below), and the commercial production of monoclonal antibodies finally

made the clonal selection theory irresistible ( #**).

The Biology of the Thymus and the Dictatorship of the Lymphocyte



As Burnet’s views gained acceptance in the early 1960s, new work focused on populations of cells. The new theory released an avalanche of work. It coincided with
the expansion of U.S. funding for science that followed the end of World War Il. Clinical applications of cellular immunology included autoimmunity and transplantation
surgery. Pharmaceutical companies, until then focused on vaccines and sera, began to develop and patent immunosuppressants, down-regulators of immunity. In the
1970s, with a new field to till the profession expanded, as journals proliferated, congresses national and international were initiated, and symposia and courses
organized.

The Soviet immunologist Rem Viktorovich Petrov ( #*2) called this the period of the dictatorship of the lymphocyte. Before the theory, lymphocytes had no known

function. “Round cell infiltration” was pathologist’s shorthand for reporting the nonspecific in a tissue section. Now, however, lymphocytes were seen as long-lived
cells recirculating through the body’s lymphatic tissue and carrying immune recognition and memory, including the recognition of self.

A new and revised anatomy gave a central place to the thymus, which until then was an organ whose histology was described in enormous detail, but whose function

was completely blank (+2). At this point, a link-up was made between the activities of cells and two much older fields within immunology, the tuberculin reaction and

bacterial or delayed hypersensitivity. Each of these had been the product of a different technique, and had been investigated initially in a different context, but they
now came to overlap each other. With the new emphasis on the cell, they appeared in a new light. Old cells-versus-serum controversies resolved as it appeared that
T-lymphocytes, developing or maturing in the thymus, mediated cellular immunity, and interacted with B-lymphocytes from the bone marrow, producers of serum
antibody.

Prepared mice came to be seen as the experimental system of choice—in studies of thymus function and of tolerance, the system was based on the neonatally

thymectomized mouse (**). Indeed, the elucidation of thymus function depended on the mastery of the difficult technique of neonatal thymectomy: Jacques Miller at

the Chester Beatty Research Institute in London found in 1961 that his thymectomized mice had fewer lymphocytes, made no antibody, and tolerated skin allografts.
Other laboratories were close behind him. Here the inspiration was at least in part clinical, as the pediatrician Robert A. Good and his students at Minnesota worked
through a family of patients with an X-linked absence of antibody globulins, and found that they all lacked plasma cells. They suffered from recurrent infections, but
not from tuberculosis—cellular reactions seemed intact. Good could not reproduce the syndrome with thymectomized rabbits, but he and his students Bruce Glick and
Timothy Chang found serendipitously that chicks that had had the bursa of Fabricius removed failed to make both antibody and plasma cells. In birds, they decided,
the antibody side seemed to be controlled by the bursa, separately from cellular reactions. If thymectomy was carried out early enough in mice, in “hot little newborns,”

as Good called them, all immune reactions failed. This reproduced another clinical syndrome, that of the so-called “bubble boy,” who spent his short life enclosed in a

germ-free plastic bubble ( **%). Other laboratories were all on the same wavelength: Jacques Miller at the Chester Beatty Hospital; Byron Waksman at Harvard; and

Delphine Parrott in John Humphrey’s laboratory at the National Institute for Medical Research, Mill Hill. All worked to replicate the clinical syndromes of immune
deficiency with thymectomized mice.

syngeneic mice were found to be capable of acting as a cell culture for transplanted clones of mouse myeloma cells, providing a library of monoclonal
immunoglobulins for investigation.

Monoclonal Antibodies

Myelomas were potentially immortal in cell culture, but only about 5% of naturally occurring myeloma proteins had detectable antibody activity. Normal
antibody-producing cells, on the other hand, quickly died out in culture. In 1975, this picture changed with Georges Kdhler and César Milstein’s fusion of myeloma

lymphocyte clone produced one antibody. It was the epitome of the clonal selection theory: Milstein’s articles include the experimental diagram showing a mouse with
a syringe as the source of cells that has typified all cellular immunology since Burnet. But Milstein was an immunochemist, and he saw his invention as answering the
guestions left behind by the pre-World War Il generation of chemists; he cited Ehrlich’s introduction of the problem of diversity and specificity, and Marrack’s lattice
theory. One of his examples of a useful application is a superspecific anti-A, able to detect A ,B, an old blood-group serologist's problem. His true interest was not

practice, however, but what he saw as the “more fundamental” use of monoclonal antibodies to define and characterize the antigenicity of cell membranes. Like
Landsteiner, he was uninterested in the merely useful.

In the British tradition, and encouraged by the Medical Research Council, Milstein and Kdhler refused to patent their invention. They had received mouse

plasmacytoma cells from Michael Potter of the National Institutes of Health in Bethesda, Maryland, and they gave them away freely ( *3%). But patents were quickly

taken out by others—in 1979 for monoclonal antibodies against tumor cells, and 1980, for antibodies to viral antigens, in both cases including Hilary Koprowski of the
Wistar Institute in Philadelphia among the patent holders. Legal struggles over the patents and the nature of the innovations patented were fought out through the
courts by rival pharmaceutical companies.

Milstein and Koéhler won their Nobel Prize for this work in 1984, shared with Niels Jerne. The prize was for “a methodological breakthrough that has profound practical

significance,” in the case of Milstein and Kéhler, and “for theoretical advances that have shaped our concepts of the immune system,” in Jerne’s. Reporting on the

prize, the immunologist Jonathan Uhr seemed to feel that the latter was of much more significance ( *>?). Two of the prizewinners, Jerne and Kéhler, were from the

Basel Institute for Immunology. It had been funded by the pharmaceutical company Hoffman—La Roche as a vehicle for Jerne, and was the leading center for the
fusion of the cellular style with molecular biology. Its reign lasted from 1969 to 2001, when the company decided to close it. Jerne retired in 1980.

that was in the future, and not immediately obvious to the inventors. Milstein and Kéhler were to create an industry. By 1984, the date of the prize, the practical and
commercial effects of having a purified source of antibody with a single defined specificity had become obvious. Cambrosio and Keating note that by then, according

to Index Medicus, there were already 10,000 articles on the subject. The technique was difficult to master, and like much biological manipulation, required a good deal

of tacit and local knowledge gained directly from a laboratory or an individual who could make it work. A careful protocol was not always enough ( *2).

The practical effect of monoclonal antibodies, apart from their many uses in research ( *2), was to retool tests for antigenic epitopes, including tumor antigens,

viruses, and blood group antigens. The Wassermann test for syphilis, with its theoretical ambiguities, was replaced by a sandwich test, the enzyme-linked
immunosorbent assay or ELISA. A similar test was devised for human immunodeficiency virus or HIV, used for both screening blood for transfusion and screening
patients from early 1985. Convenient pocket-sized test kits for dozens of clinical problems appeared on the market—it is safe to say that pharmaceutical companies,

clinical pathologists and patients took full advantage of them. In blood transfusion, epitope-specific monoclonals elucidated the details of the Rhesus antigen, which

turned out to be a mosaic of many epitopes, rather as Alexander Wiener, its discoverer and spokesman, had argued in Landsteiner’s name in the 1940s ( *7).

Different specificities of monoclonal anti-D identified nine critical residues of the protein molecule, protruding from the cell membrane on four loops. To produce
recognizable binding, two to four residues were needed, either all on one loop, or on two, three, or four loops, so that there must be a very large number of possible
combinations. No monoclonal anti-D will react with all of them. For blood donor typing, even the weak variants that could immunize an Rh-negative patient must be
classed as Rh D positive. For pregnant women, on the other hand, weak variants and partial Ds should be classed as Rh negative, since they could be immunized by

an Rh-positive fetus. The British Blood Transfusion Service, led by the Bristol Institute for Transfusion Sciences, adopted a saline-reactive monoclonal anti-D that

detected the common epitopes, along with one that was specific for the subtype VI, whose cells lack most of them ( +3%).

The example from blood-group serology shows monoclonal antibodies in action—older serological tests are refined and the molecular biology of the complex antigen
is made visible by the extremely narrow and well-defined specificity of the antibodies. Clonal immunobiology has incorporated the molecular style, and returned to
tease out the problems of the past.

MOLECULAR IMMUNOLOGY: DIVERSITY, HISTOCOMPATIBILITY, AND THE T-CELL RECEPTOR, 1980-PRESENT

Many years ago, | wrote a short paper, my first on the history of immunology. | used the occasion of the Tenth International Congress of Medicine, held in Berlin on 4

August 1880 as a cross-section of what was important in immunology on that date. It was an important meeting—there were 7,056 people present, a very large

number for a meeting at that time. The issue debated was whether immunity was a matter of cells, or of serum ( **%). A hundred years later in 1980, the central matter

of immunology was still cells and serum. They were now not alternative explanations of immunity, but linked together as part of a single interactive system,



represented by T cells, B cells, and antibody. Descriptions of that relationship have surfaced and then disappeared ( *°°). The current one, still under investigation as

| write today, involves the genetics of the immune system, both cellular antigens and globulins. The new methods of the 1980s were those of molecular biology ( +%*).

The elucidation of chain structure and amino-acid sequence by the separation methods of postwar biochemistry had not completely solved the problem of antibody
diversity. If the template theory had collapsed, diversity must be genetically determined, but there were two schools of thought on that. If it had appeared far back in
evolutionary time and was encoded in the germline, there must be a separate gene for each polypeptide fragment. But if the complete sequence was encoded, with
one gene for every possible polypeptide chain, there would have to be an enormous number of genes to cover the enormous number of known and potential
specificities, an echo of the problem that had divided Paul Ehrlich and Karl Landsteiner in the first decades of the century, and that was re-emphasized by Macfarlane
Burnet in The Clonal Selection Theory of 1959. Another school of thought suggested that diversity might arise during the development of the individual, and might
depend on somatic, not germline, inheritance. If diversification could be multiplied up in the somatic cells, for example, in B cells as they matured, fewer germline
genes would be needed. But no other examples of non-germline inheritance were known, so that was a difficult position to support. The first hint of a solution came in
1976 from Susumu Tonegawa and colleagues at the Basel Institute for Immunology, who used restriction enzymes to dissect the DNA, and recombination to identify

the fragments. Werner Arber and his group at Basel were to be awarded a Nobel Prize for the invention of genetic engineering—in fact, for the work on restriction

enzymes—in 1978 ( *°%). Recombination, joining the fragmented DNA across species, was introduced in 1972 ( *%?). Morange sees this paper by Paul Berg as having

a foundation value similar to that in 1953 of Watson and Crick on the double helix ( *>*). However, public alarm was generated by the threat of such genes escaping

into the environment, particularly since the Berg experiment was carried out using E. coli, a universal gut inhabitant, and a virus that might be a cause of cancer. Berg
himself was well aware of the dangers. At a conference held in 1975, standard operating procedures for the confinement of these potential pathogens were laid out,
and were converted into rules by the National Institutes of Health in 1976. Commercial exploitation of the recombination technique was quick to develop, at first by

as Tonegawa remembers,

Recombinant DNA was just becoming available and was the ideal means for this purpose. Debates on the possible hazards of this type of research were
flaring, initially in the USA and shortly afterwards in European countries. In order to make sure that our research would not become a target of controversy,
Charlie and | got in touch with Werner Arber at the University of Basel who was coordinating recombinant DNA research activities in Switzerland. A small

informal work group was set up by the local researchers interested in this technique. The consensus of the group, which was supported by most of the

other Swiss researchers, was that we should follow the practices and guidelines being adopted in the USA ( *°%).

Tonegawa and his colleagues found that the V genes for light chains were split into two segments, separated by joining regions ( *°%). The Leroy Hood group at the

California Institute of Technology found that there were several separate segments with their joining regions coding for the heavy chain. An examination of these
regions in inbred BALB/c mice suggested that only one of the regions was always identical in all of them, and so must be the one represented in the germline. The
rest differed by single-base changes. There were therefore two separate genetic mechanisms controlling immunoglobulin diversity. In Tonegawa’s words, it turned out
that an organism did not inherit even a single complete gene for antibody polypeptide chains. The genetic information was transmitted in the germline as a few
hundred gene segments, then reshuffled into tens of thousands of complete genes. Further diversity resulted from hypermutation in these assembled genes.

Tonegawa thinks that the initial rather low-affinity antibody response depends on pre-existing germline specificities. The later, higher-affinity antibody is produced by

descendants of memory B cells through hypermutation, rearrangement, and splicing of germline genes in the course of B-cell maturation ( *°%). Each generation of

cells fits the antigen better and better—or as Niels Jerne noted in his thesis of 1954, antibody avidity increases with repeated exposure to antigen. In 1987, Susumu
Tonegawa received a Nobel Prize for this work.

The field of histocompatibility was of practical importance with the rise of organ transplantation, but it soon grew beyond the practical boundaries of transplantation. A

series of Histocompatibility Workshops beginning in 1964 took up the problems of typing and the formation of a nomenclature, hoping perhaps to forestall the bitter

struggles over the terminology of the Rhesus blood group system, then still being fought out ( *°%). New journals served the new field: Transplantation (1962), Tissue

Antigens (1971), Immunogenetics (1971), and Journal of Immunogenetics (1974). By 1975, four loci each with a range of specificities had been worked out, and
population studies had shown that distribution, as with the blood group antigens, varied globally. In the course of the 1980s, the histocompatibility site was shown to

relate to immune response genes—with some simple antigens and some viruses, an all-or-none response can be detected differing between strains of an animal

species. Ir gene control affected cellular immunity, and seemed to express itself through cells that collaborated with T cells ( *'%). This is an area that is the subject of

ongoing work, and it is treated elsewhere in this volume.

The molecular biology of these antigens was a matter of intense interest. Laboratories at California Institute of Technology under Leroy Hood, at Harvard under J.L.
Strominger, and in Uppsala under P.A. Peterson competed to make use of amino-acid analyzers to sequence the molecules. This work led in 1987 to the
determination of the sequence and the three-dimensional structure of the molecules. Crystallographic pictures by Pamela Bjorkman from Don Wiley’s laboratory are
summarized in her words as follows:

The class | histocompatibility antigen... [h]as two structural motifs: the membrane-proximal end of the glycoprotein contains two domains with
immunoglobulin folds that are paired in a novel manner, and the region distal from the membrane is a platform of eight anti-parallel 3-strands topped by
a-helices. A large groove between the a-helices provides a binding-site for foreign antigens...

The groove is located on the top surface of the molecule, and is therefore a likely candidate for the binding site for the foreign antigen recognized by a

T-cell receptor ( +74).

As Leslie Brent said recently, this was no longer the era of sole researchers working alone in their laboratories. These striking results were reached by competing
teams of workers equipped with large grants, the heavy machinery of biomedical research. Equally, however, the inspiration for the problem was derived from the
clinical importance, however brief, of the transplantation antigens, just as the work on immunochemistry of the 1920s and 1930s was derived ultimately from the
requirements for a standardized diphtheria serum. Joseph Murray’s claim that organ transplantation revitalized immunology was no exaggeration.

The importance of the thymus-dependent lymphocytes or T cells was first understood in the early 1960s. Several classes of T cell had been defined. They played a
part in most immune reactions, turning on effector T and B cells against non-self antigens and suppressing activity directed against self. Since the 1970s, the T cells
had been thought to work through the histocompatibility antigens recognized by the T-cell receptor. But the nature of this receptor was still unknown.

From the early 1980s, several groups of molecular immunologists collaborated, or competed, on the problem. They included teams under Ellis Reinherz and Stuart
Schlossman at the Laboratory of Molecular Immunology at the Farber Cancer Institute and Medical School at Harvard, James Allison at the University of Texas, John
Kappler and Philippa Marrack at the University of Colorado in Denver, Steve Hedrick and Mark Davis at the National Institutes of Health, and Tak Mak and his team at
the Ontario Cancer Institute in Toronto. The newest techniques, such as monoclonal antibodies, gene hybridization, and DNA probes, drove the discoveries. First, the
Harvard group in 1980 found a monoclonal antibody that blocked human T-cell function—it prevented the generation of cytotoxic T cells in a mixed lymphocyte
culture, and stopped them from acting as helpers to B cells. The authors suggested that this might turn out to be useful in autoimmune disorders or in transplantation (

t72).In 1982, Allison and his group found another monoclonal antibody that identified a tumor-specific T-cell antigen in mice. The authors speculated that their antigen

might be the T-cell equivalent of the B-cell idiotype, and that it might function as an antigen receptor ( +-%). Also in 1982, Reinherz and his team at Harvard found a

direct link between one of their monoclonal anti-T cell antibodies, and antigen recognition by T cells ( **). The following year, John Kappler and Philippa Marrack (a

hereditary immunochemist, since her father J.R. Marrack was the proposer of the lattice theory in 1934 [ '2]) in Denver, collaborating with Allison and Mclintyre from

Texas, used a fingerprinting technique to identify the peptides that conferred specificity on the antigen receptor on T cells that recognized the major histocompatibility
complex, the key to self-not self recognition. Like the immunoglobulins, the protein sequences showed variable and constant regions linked by joining segments. The

T-cell receptor generally resembled a pair of immunoglobulin light chains, a heterodimer of a and 3, joined by a disulfide bond, and with their -COOH ends buried in

the cell membrane ( *’°). By analogy to immunoglobulin, it was predicted that the DNA sequences coding for the T-cell receptor would be in separate regions in the

genome, rearranging themselves somatically to form a complete gene. As Tak Mak explains, hybridization to a DNA probe complementary to a sequence encoding a
T-cell receptor chain revealed different genomic hybridization patterns in different T-cell clones, all of them different again from the basic germ line pattern in non—-T

cells. The genetic reconstitution of a T-cell receptor by transfection of the DNA sequences into a recipient cell supported the hypothesis, and it was estimated that a

total diversity of about 10 10could be achieved with combinatorial joining and somatic mutation together ( *27). A superfamily of Ig-like genetically determined proteins

has been proposed. They include the immune globulins themselves, the T-cell receptors and other T markers defining different subsets of T cells, the
histocompatibility antigens, some lymphoid—brain-associated antigens (in a piece of discreet advertising, one has been labeled MRC OX-2, associating it with the
Medical Research Council’s Immunology Research Unit at Oxford), and other neural-associated antigens. It has been suggested that they have all evolved from a
single stable domain, which then produced various sequences ensconced in different cell lines. All are on cell membranes, and seem to be involved with cell



recognition and interaction; perhaps they acquired immune functions at about the time of vertebrate evolution ( +%).

We are still fulfilling Macfarlane Burnet’s ideal of the 1960s, an immunological theory based on the “simple concepts of biology—reproduction, mutation... and

selective survival,” even though we have gone over to the chemical methods he so disliked ( +?). But biology itself is different now.

AIDS: THE PUBLIC FACE OF IMMUNOLOGY, 1986 TO THE PRESENT

The earliest cases of Acquired Immune Deficiency Syndrome (AIDS) appeared in 1982, as a series of otherwise unusual infections and malignancies in male
homosexual patients. At first, it seemed to be a problem that concerned only the gay community; it was named Gay-Related Immunodeficiency, or GRID ( *%?). Social
change followed, as gays organized to deal with a sickness that was untreatable, progressive, and ultimately fatal in all cases. Groups such as ACT-UP of New York,
an organization of HIV+ people in the arts, demonstrated to demand access to the newest drugs. They brought their anger into the AIDS congresses, to the surprise
of the scientists expecting to address a quietly formal scientific meeting. Gay activism altered the image of the homosexual from irresponsible hedonist to that of a

caring and politically active individual, and the image of the patient from a passive sufferer to an impatient, informed, and critical adversary (== .

Isolated in 1984, human immunodeficiency virus (HIV) was found to affect CD4 lymphocytes, key cells in the orchestration of the immune response ( *%2). By the early

1990s, through the AIDS activist organizations, their outreach literature, and their brilliant posters, the immune system became part of popular discourse, as Emily

Martin found in the streets of her home town. T cells entered the public domain as Mr. T, the killer cell ( *22). Historians, as well as their editors and publishers, began

to see significance in immunology. A historiography of immunology appeared.

The style of the epidemic differed profoundly according to the community affected. The well-organized gay community took safer sex into its own hands; and antiviral
drugs when they arrived were carefully studied and diligently taken, in spite of their unpleasant side effects. As a result, death rates dropped, followed by declining
new infection rates. But other high-risk groups such as users of illegal intravenous drugs are notoriously difficult to reach. There were even ethical objections raised to
so-called harm-reduction initiatives, such as providing the users with clean needles or bleach kits. As with hepatitis B, and later C, the infection was transmitted in
transfused blood and blood products, affecting particularly hemophiliacs using concentrates of the blood-clotting Factors VIII and IX. These were made from very
large pools of plasma, often from several thousand donors; 60% of the donors were from the United States, where infection rates at the time were the highest in the

world. Hemophiliacs, their partners, and their children died in large numbers. In Montreal, 56% of hemophiliacs were infected by 1982; by 1988, 74%. By the time

ELISA testing of donor blood began in 1985, 1 in 270 of the blood donors in Toronto were testing positive for HIV ( #2%).

In every country, the seriousness of the epidemic was underestimated. The local blood transfusion organizations, including the trusted Red Cross, hesitated too long
for reasons of economy to throw out products they knew were infected, even where heat-treated, infection-free materials were available. Everywhere legal remedies
were demanded. In France, criminal proceedings against several senior members of the organizations resulted in prison sentences. The accusations reached beyond

the serological establishment to three former ministers deemed politically responsible ( =2 .

In South Africa, President Thabo Mbeki argued that the form of the epidemic in that country was more dependent on social factors such as poverty than on a virus. He
invited a group of scientists who questioned the relevance of the virus, Peter Duesberg among them, to an open debate with a panel of mainstream thinkers.
Arguments were presented to suggest that the increased death rates were due to a variety of infections, mainly linked to social stress, deprivation, and poverty.
However, the statistician Malegapuru Makgoba of the South African Medical Research Council rejected that. He pointed to rising death rates among young adults of
both sexes, beginning with the epidemic in the early 1990s. The significance of this is that a viral etiology makes it sensible to pressure drug companies to provide
anti-virals or vaccines at low cost.

The numbers of people now infected or dead in Sub-Saharan Africa, as in the Black Death of 14th century Europe, has cut deeply into education, government, and

expectancy at birth has dropped to below 30 in some areas of Africa, and projections show that the epidemic is not yet leveling off. A vaccine is reported as being in
the test phase, but testing is slow with a disease that takes 10 years to develop symptoms. For the present, healthcare activism, including improvements to the status
of women and the use of condoms, remain the most effective means of controlling the disease.

CONCLUSION

Immunology is a laboratory science; individuals who call themselves immunologists are likely to work in a laboratory. This chapter treats immunology from their point
of view, like most of the material on immunology and its history. But it is not a simple history of ideas. Between the lines, a careful reader can perceive that
immunology is no abstract science that sets its own goals and wanders wherever science takes it. The force that directs its activities comes from the direction of
clinical medicine and in turn, the scientific findings come back to the clinic and its ancillary, the pharmaceutical industry. Before World War I, the serologists
responded to the need to understand and to standardize the antisera then in use—immunochemistry tried to answer questions posed by the diphtheria serum. During
the 1940s, protein separation methods and plasma fractionation contributed to military medicine and later to civilian needs. After the war, the paradigm was set by
transplantation. Work on tolerance and down-regulation succeeded work on immunization. New surgical procedures, the organization of organ supply networks, the
development of immunosuppressive drugs, and the teasing out of the linked roles of transplantation antigens and cells were all part of a dialogue with the clinic.
Monoclonal antibody research fed on the clinical opportunity, and supplied the pharmaceutical industry’s appetite for neat and accurate test kits, as much as the
abstract need to know about the details of epitopes and of the immunoglobulin molecule. Finally, the advent of the AIDS epidemic made immunology a household
word, and released the interest of historians in the activities of lymp hocytes. It is to be hoped that a new generation of historians will analyze immunology as an
applied clinical science. There is more to be said.
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INTRODUCTION

All who approach the study of the structure and function of immunoglobulins eventually marvel at the duality of the problem: There is variability and there is
constancy, and an appreciation of both is critical to understand this class of proteins that are the prototypic members of the “immunoglobulin superfamily.” Having
co-authored this chapter in all previous editions of this volume, providing a fresh perspective may seem difficult, but it is not. The study of the structure and function of
antibodies remains as fresh as it was three decades ago, as new and existing experiments continue to be published that provide critical new insights into these
molecules.

The relationship between the structure and the function of the immunoglobulin molecule is a tribute to the power of molecular evolution. Via the duplication and
diversification of the immunoglobulin homology domain, a family of molecules with diverse biological functions has been derived. The antibody molecule plays the
central role in humoral immunity by attaching to pathogens and then recruiting effector systems to stem the invader. In doing so, as noted above, it embodies two
antagonistic tendencies—diversify and commonality—since it must possess both a variable surface to recognize different foreign antigens, and a constant surface
that its own effector systems can recognize.

The fundamental tertiary structure of antibodies is called the immunoglobulin fold—the basic three-dimensional structure that thematically describes the structure of
both the variable and constant domains of an immunoglobulin, as well as other members of the immunoglobulin superfamily. It was the recognition of this repeating
structure that many years ago led to one of the first descriptions of “families” of molecules, some of which bore only minimal amino-acid sequence similarity but at the
same time had profound three dimensional structural homology. The major difference between the variable and constant domains from a structural perspective is the
“loops” between the sandwich-like layers. In the variable domains these loops represent the amino acids, which by and large are in contact with antigen. As such they
tend to be longer than the loops in the constant region where they serve, in general, as the structures that interact with certain effector molecules such as cell-surface
receptors, or serum proteins such as certain complement components.

The antibody molecule is also called “the B-cell receptor,” as at early stages of the immune response with a membrane exon at its carboxyl terminus, immunoglobulins
serve as cell-surface receptors for antigen. Further stimulation of B cells with antigen leads to differentiation of the B cell such that antibody is secreted into the serum
to make up the circulating antibody pool. Antibodies are one of the major plasma proteins and are often referred to as the “first line of defense” against infection.
Additional stimulation of cell-surface antibodies leads to a “class switch” such that antibodies of different classes are produced, first as a cell-surface form and then as
a secreted form. Thus, the antibody molecule has yet two other functions: to serve as a receptor molecule to transmit the signal from antigen capture to downstream
signaling events that instruct the cell to perform such functions as division, secretion, and differentiation. Finally, a slightly modified immunoglobulin eventually enters
the serum antibody pool.

This chapter will attempt to provide a framework for understanding the various structural elements of the immunoglobulin classes and subclasses and connect those
structural elements with the discrete biologic functions commonly attributed to antibody molecules. Other chapters will deal with the molecular events leading to the
formation of this remarkable set of molecules and yet others will deal with specific effector functions.

A HISTORICAL PERSPECTIVE

The structure and function of immunoglobulins is inexorably connected with the knowledge of the times in which discoveries were made in the field. Thus, in the 1940s
and 1950s, when antibodies were known as “antitoxins” and “antisera” and the immune response was primarily studied as a serum response to antigenic challenge
(largely from deliberate immunization although to some extent from response to disease) it was sufficient to label them simply as “antibodies.” It is important to
remember that until the 1950s, there were few ways to partition serum proteins, and most relied on techniques that separated albumins from globulins (in medicine
this became known as the A/G ratio). In the 1960s, once electrophoresis became commonplace, the globulins were divided into a 1, a 5, 3, and ? globulins. The

connection between antibodies and ? globulins followed. “Sizing” columns were required to distinguish immunoglobulins into those that were “heavy” (IgM), “regular”
(IgA, IgE, IgD, IgG), and “light” (light chain dimers). Only after imnmunoelectrophoresis was it clear that there were other “classes” of immunoglobulins. Finally, with the
discovery of myeloma proteins as “gamma globulins” or “immunoglobulins,” the clear class and subclass (isotype) distinctions that we know today became
commonplace. When hybridomas and the immortalization of B cells became commonplace, further distinctions became evident. However, from a historical perspective
it should be appreciated that significant “structure—function” issues were solved by biochemists. With the advent of molecular biology, we gained great insight into the
genomic structure of antibodies, learned a great deal of how the information was stored for the variable regions and so on, but no new classes, subclasses, allotypes
and the like were discovered. In addition, no new functions of antibodies were uncovered. Thus, we owe a great debt to the immunochemists of the 1940s through the
1960s for laying out the basic structure/function relationship of arguably the most significant molecule of our field.

INTRODUCTION TO STRUCTURE AND NOMENCLATURE

The immunoglobulin molecule is a complex structure of four polypeptide chains. The central structural component of the molecule is the Ig domain. This key structure
is discussed in a subsequent section. The four-polypeptide chains are organized as a homodimeric structure of a heterodimer between a heavy and light chain. Both
chains contain variable and constant domains, with the heavy chain having two or three more constant domains than the light chain. Dimerization between the heavy
and light chain variable domains and the first constant domain occurs as a result of hydrophobic interactions as well as a set of disulfide bonds at the carboxy-terminal

end. A homodimer of this heavy-light chain configuration is then produced and held together by disulfide bonds in the hinge and tight hydrophobic interactions of the

other constant domains. Therefore, an immunoglobulin contains two heavy chains (typically 55 kD each) and two light chains (25 kD each) ( *). This forms an overall

“Y” or “T” conformation that is the most widely recognized feature of immunoglobulin structure.

By enzymatic and/or chemical cleavage, the immunoglobulin molecule can be broken into a number of “sections” or “fragments.” The experiments that created these

fragments and later those that resulted in an understanding of these fragments are still among the most elegant experiments in our field. They continue to influence

our descriptions of the molecule today and will be critical for understanding the structure/function issues discussed in this chapter. Porter (%) found that papain would

cleave the antibody into two species of protein. The Fab (fragment antigen binding) portion acquired in this cleavage would monovalently bind to antigen. Two of



these regions are produced per immunoglobulin as cleavage occurs N terminal to the disulfide bonds of the hinge ( 2, ). The remaining portion, the Fc (fragment

crystallizable), was found to crystallize under low ionic conditions. Nisonoff et al. ( ) and Palmer and Nisonoff ( ) found that pepsin cleavage produced the bivalent
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TABLE 1. Definitions of key "immunoglobulin structure nomenclature

Fab

Fe

FIG. 1. Schematic representing the 'fnajor features of a serum immunoglobulin (i.e., IgG). IgM and IgE have an extra CH domain in place of the hinge. Adapted from
Carayannopoulos and Capra ( *>?), with permission.

Immunoglobulins are glycosylated as they are secreted from the endoplasmic reticulum (ER). These glycosylation sites are illustrated (along with the most common

O-linked glycosylation particularly in the hinge. The N-linked glycosylation at Asn 267 is thought to have different orientations between various immunoglobulins (e.g.,
IgA and 1gG) (7). As we discuss below, these features have important physiological consequences. Transmembrane domains and cytoplasmic tails are present in
membranous forms of antibodies. The extent of these structures varies with the immunoglobulin isotype. Finally, both IgM and IgA have a tailpiece important in
polymerization that is present immediately carboxy terminal to the last constant region domain of the Fc (Cu4 and Cag3, respectively).
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FIG. 2. lllustration of the potentialmglyosylation sites and disulfide bonds in immunoglobulin isotypes. From Putnam (%), with permission.

The study of myeloma proteins led to a great leap in our understanding of immunoglobulin function. These “single” or “monoclonal” antibodies obtained from the sera
of patients with the disease multiple myeloma were used in many of the serologic and biochemical studies of the 1950s and 1960s. They remained the major source of
homogeneous immunoglobulins until the development of the hybridoma in 1974. The serologists injected them into animals and produced antisera that were used to
detail some of the basic divisions of antibodies. For example, the immune sera were absorbed with other myeloma proteins and were used to identify isotypic,

allotypic, and idiotypic specificities ( ). The isotype of an antibody refers to the particular light or heavy chain-constant region that is used. Isotypes are present in all
members of a species. The allotype refers to allelic differences in both the variable (particularly rabbit) and constant region. Allotypes are present in some but not all
members of a species and are inherited in a simple Mendelian fashion. Idiotype refers to a specificity that is associated with the variable region and generally is a
marker for the antigen-combining site ( ). Anti-idiotypic antibodies generally prevent antigen—antibody interaction. Myeloma proteins were also used for the first
amino acid sequencing of immunoglobulins and provided our first introduction to the idea of sequence variability (and indeed the definition of) the variable and the
constant regions. Finally, myelomas were the first immunoglobulins that were subjected to crystallographic studies and provided the first glimpses of the domain
structure of the prototypic immunoglobulin ( 12, *and #2).

At first, immunologists thought of the antibody molecule in static terms, but increasingly there has been an appreciation of the motion of the immunoglobulin. The

The elbow peptide is important in the orientation of the Fv for antigen binding. Finally, flexibility in the Fc (fragment crystallizable) region, particularly between the
constant domains as well as perpendicular to the plane of the constant region is increasingly appreciated in certain immunoglobulin—receptor interactions (particularly
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FIG. 3. lllustration of the motions and flexibility of the immunoglobulin. Axial and segmental flexibility are determined by the hinge. The switch peptide (elbow) also

permission.

The following sections focus on particular structural concepts important to understanding the functions of immunoglobulin beginning with Ig, the core domain of the
immunoglobulin superfamily.

THE Ig DOMAIN

The immunoglobulin domain (Ig domain) is the central structural unit that defines members of the immunoglobulin superfamily (IgSF) (reviewed in Williams and

Barclay [ +'] and Harpaz and Chothia [ +3]). This domain is composed of two sandwiched R pleated sheets. Each sheet is composed of an arrangement of B strands

whose particular composition is based on the type of domain used in the molecule. There are two general types of domains in immunoglobulins, V and C. The 3
strand conformation in V-type domains consists of nine antiparallel strands with five strands in the first sheet and four strands in the second. C-type domains have
seven antiparallel strands distributed as three strands in the first and four strands in the second sheet. The core of the domain is formed through the b, c, e, f and part

bridges are common to most of the IgSF members but vary in number and placement. Interestingly, in molecular biological experiments in which the disulfide bonds
are removed (cysteines replaced by serines), there is remarkably little overall alteration in antibody function. Thus, while almost universal among the domains of
members of the IgSF, the disulfide bridges seem like evolutionary “add-ons.” The tryptophan residue that packs against the disulfide bridge is also common to
members of the IgSF. Beyond the common cysteine and tryptophan amino acids, the Ig domain can vary widely in the primary amino acid sequence. Despite this
variability, however, a common secondary and tertiary structure characteristic to the Ig domain is preserved. The region between the two sheets maintains a
hydrophobic character. Nonpolar amino acids occupy most of the positions where side chains are pointing into the domain. Other residues in this area participate in
the formation of hydrogen bonds. Residues in the edges of the domain are solvent exposed. The variation among the size of residues that occupy the central portion

of the domain are considerable, but instead of being compensated strictly by local conformational changes and complementary mutations, the movement of the sheets

relative to each other as well as the insertion of side chains from the periphery provide the majority of the changes required ( *¢, *’). These mechanisms allow

considerable variation to occur, as in the process of somatic hypermutation while maintaining the structural conformation of the molecule. The Ig domain bears
unusual functional properties by maintaining structural stability while providing extreme variability in binding specificity through its loops rather than secondary
structural elements, as in the case of the binding site formed by two V domains (heavy and light chains) for antigen. Usually binding domains of protein are considered
the driving force of evolutionary conservation, unlike the Ig domain case.
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FIG. 4. Schematic of the seébndary structural topology of the two major types of Ig domains present in the immunoglobulin (V and C). Horizontal lines are beta

strands, and vertical lines are loops connecting them. Lines with large dots represent CDRs. C domains contain 7 strands and V domains contain 9 strands. Residue

numbers are according to Kabat et al. ( *>*). Numbering of beta strands (in parentheses) is according to Edmundson or Hood. From Carayannopoulos and Capra ( >3

), with permission.

FAB STRUCTURE AND FUNCTION

In order to combat a seemingly infinite range of potential pathogens, the humoral immune system is equipped with a highly structured yet extremely versatile
weapon—the Fab domain of the immunoglobulin. This domain shows an amazing array of binding capabilities while maintaining a highly homologous scaffold. This
section first describes the characteristics of this domain, the relationship of the variable segments, structurally important features, and finally, some of the important
characteristics of the antigen interface.

The antigen-binding fragment (Fab) is comprised of heavy and light chains that are both divided into a constant region (Fb) and a variable region (Fv). Other than
minor allotypic differences, the constant region does not vary for a given isotype in the heavy chain or for each class of light chain (? or ?). However, the variable
region exhibits significant plasticity. Gene segments are assembled in an ordered fashion by recombination to encode the Fv but these mechanisms are beyond the
species encode variable regions. Each variable region is approximately 120 to 130 amino acids long, and is generated by two light [L] chain and three heavy [H] chain
gene segments. The “V gene segment” encodes the majority of the variable region while the D (H chain) and J (H or L chain) gene segments encode the rest. Multiple
V, D, and J gene segments provide ample genetic information, which can be used in virtually every combination to provide the diversity required to respond to a

When only a few amino acid sequences of Ig variable domains were available, a comparison of a number of sequences led to the observation that some regions of
the immunoglobulin sequence are more variable than others. A method of quantifying these differences was derived. Variability for a given residue is defined as the

ratio of the number of different amino acids that are found at a given position to the frequency of the most common residue at that position. Thus, a residue that is

always present will have a variability of 1, but variability at a position in which all amino acid residues are present at an equal frequency is 400 ( %). By comparing

hypervariable regions would play a prominent role in antigen recognition. In subsequent studies, most of the hypervariable regions were indeed the major antigen
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FIG. 5. Representation of the variability of amino acids in the primary sequence of the human heavy chain variable region. Framework and CDR regions are labeled.
The hypervariable regions can be identified as the regions with large grouped peaks. For comparison, cytochrome C variability is also shown. Adapted from Kabat et

Thus, molecular biology (showing that two or three gene segments generate variable regions), primary amino acid sequence analysis (revealing highly variable and
reasonably constant areas within the variable region) and x-ray crystallography came together in the early 1970s to provide us with a view of the antibody variable
regions that neither alone could provide: The framework regions determined by protein sequencing were seen to be the 3 strands forming the Ig domain of the Fv and
are far less variable than the CDRs, which comprise the loops that make up the majority of the antigen-binding region of the Fab. Thus, three very different disciplines
converged to provide an insight that has stood the test of 3 more decades of study largely intact; that is, the hypervariable regions represent those portions of the
antibody molecule that directly interact with antigen and the framework regions provide the scaffold for the interaction to take place.

The variable regions of both the heavy and light chains are held together through the interaction of frameworks 2 and 4 of the heavy and light chains. Framework 2 in

the heavy chain contains a specific sequence (Gly-Leu-Glu-Trp-hydrophobic) that interacts with a light-chain—specific stretch (Pro-hydrophobic-Leu-hydrophobic) in

framework 2 as well, to help the two immunoglobulin folds of each chain to properly dimerize ( *%). In addition, the sequence Trp/Phe-Gly-X-Gly in framework 4

creates a beta bulge that is necessary for dimerization of the variable heavy- and light-chain domains ( 2%). Regions in the CH1 domain are important for dimerization

and effectively bind the Fab at the opposite end from the antigen-binding domain. The five-stranded, beta sheet face is used as the dimerization surface for the Fb

region although only four of the strands participate ( c¢”is excluded). The three-stranded face generally participates in V-region dimerization ( #'). This orientation

requires nearly a 180° rotation in comparison to the Fv region that is facilitated by the “elbow peptide” or “switch” region located as a spacer in between the Fv and Fb

22). Interactions between the Ig domains in both Fv and Fb regions of the Fab in addition to the CH3 or homologous structure have an interrupted alternating

hydrophobic and hydrophilic residue patterns that are usually seen for other protein—protein interactions with Ig domains and replace it with hydrophobic residues that

form a core for binding ( %%, 22, 2 and 2*). Bulges in the g strand as well as the ¢’ strands of the variable regions protrude into the interior of the dimer and prevent

tight adherence between the two variable regions. A hydrophilic groove is produced, which is lined by residues of the hypervariable region and other CDR loops
forming the antigen-binding site. The core hydrophobic regions exist between contacts of frameworks 2 and 4 as mentioned previously, as well as between CDR3s of
the heavy and light chain or between framework 2 and the CDR3 of the other variable region ( #°). These arrangements provide stable associations between the
components of the Fab, maintaining structural integrity of the molecule, while at the same time allowing it the freedom to perform its antigen-binding function and

conformational changes that might need to occur to facilitate this capacity. The tight interaction between these roles is illustrated in the difficulty of successfully
creating engineered antibodies with framework and CDR regions from separate species ( =, &).

The sequence similarity among V regions can be used to place them into related groups. Framework-1 amino acid residues 6 to 24 divide them into three clans (see

Fig. 6). In a further subdivision, framework 3 residues can be used to distinguish among family members within a clan ( 2, #?and ). Families are then divided into

............................

families display a similarity of 75% at the amino acid level, but between families display less than a 70% homology ( 2!). There are seven families of VH genes, four

families of V? genes, and ten families of V? genes in the human. In the mouse, these numbers are expanded to currently 14 VH and 20 V? families. The ability to
group this large number of variable region structures into families and clans based on relatively strict similarity requirements reflects the concept that the origin of
family members is likely to be through the duplication of an originally smaller set of genes.

-

FIG. 6. Immunoglobulins can be organized into clans according to their amino acid homology. Clans can be further subdivided into families in different species as

illustrated. Adapted from Kirkham and Schroeder ( ), with permission.

While the framework regions exhibit high degrees of similarity, the CDR regions are characterized by their divergence. While some characteristics among families can
be seen in parameters such as length, variability is the hallmark of the CDR. Many factors influence the construction of the CDRs. These include the length of the V
gene used and the presence of somatic mutations and insertions or deletions that produce a sequence that differs from the germline. The latter two processes occur

in the peripheral lymphoid compartments. The conformation of the CDR loops in a three-dimensional context is influenced by interactions that occur with neighboring

framework residues ( ¥, ), other CDRs from both the VH and VL chains, and even glycosylation that has been reported at CDR asparagines ( 2, ). As we will



see, not only the immediate context of the antigen-binding region constructed by the CDR loops is important, but changes in the extended structure can also have
profound influences upon the affinity of the antibody.

The third complementarity-determining region of the heavy chain, HCDRS, lies at the center of the classic antigen-binding site. HCDR3 is the direct product of
nonhomologous gene rearrangement; D gene segments that have the potential to be read in any one of three reading frames; by deletion; and N addition, which has

diversification of the antibody repertoire ( =+, =*). In practice, however, as Schroeder and his group have shown (see Fig. 7), the sequence composition of HCDR3 is

constrained, with a preference for tyrosine, glycine, and serine and underrepresentation of positively charged (Arg, Lys) and hydrophobic (e.g., Val, lleu, Leu) amino

acids ( Fig. 7). Thus, the HCDR3 is enriched for neutral, hydrophilic sequences ( 3, 2%). In large part, these preferences reflect nonrandom representation of amino

:IL_J.J_J__HLJIIJ_' Loadin.

FIG. 7. A: Amino acid represmentation in the three deletional reading frames in mouse D segments and HCDR3. The first column for each amino acid corresponds to

that amino acid’s frequency of occurrence (in percentages) in all available Genbank protein sequences ( *°). The second column shows the amino acid content of the

germline sequence of the D segments (in all three deletional RFs) ( “). The third column shows the amino acid representation in adult mouse spleen HCDR3 ( #). Z

= Stop codons. B: Representation of three groups of amino acids (in percentages). Shading scheme as in A. C: Hydropathicity of HCDR3. Average hydropathicity of

mouse HCDR3 intervals ( **) and their frequency of occurrence (in percentages).

Not only does the variable domain have the capacity to bind to antigens using its antigen-binding site using complementarity-determining regions, but the Fv can also
bind bacterial virulence factors without the classical antigen—antibody interactions. Antigens that bind to immunoglobulins (and T-cell receptors) outside the classical
binding sites, and therefore react with a large number of different antibodies, are referred to as “superantigens.” Staphylococcal protein A (SpA) is an example of a

exact SpA-binding structure formed by VH3-encoded Igs was first elucidated by work done in our laboratory in which we expressed a VH3-encoded Ab in baculovirus
that bound SpA and then produced mutant Abs in which regions of the human VH3 Ab were exchanged with those from a mouse Ab of the J558 family—a family not
associated with SpA binding. The pattern of SpA binding indicated not only that residues in FR1, CDR2, and FR3 were involved, but also that the three regions were
required to interact simultaneously with SpA for binding to occur. When any one of the three regions was replaced with the corresponding region from the nonbinding
Ab, SpA binding was severely disrupted. The data indicated that SpA required simultaneous interaction with three distinct regions of a VH3 structure, which together

in three-dimensional space presumably formed an extended solvent-exposed surface ( “%). The crucial finding of these experiments was that framework residues

played a central role in binding. Recent crystallographic studies have confirmed and extended these studies ( *%) (see Colorplate 3). Moreover, the VH surface-bound

SpA seems to have been conserved in the B-cell repertoires of amphibian, avian, and mammalian species ( “*).

In the mouse, Fab-mediated SpA-binding interactions are commonly displayed by 5% to 10% of mature B cells, which express genes from the clan 11l set of related VH
families ( %, %%). Of the murine analogs of human VH3 genes, certain J606-, 7183-, and DNA4-encoded VH regions commonly convey binding activity, while VH

encoded by products of clan I11/S107 VH genes commonly convey among the highest affinity for SpA, and this binding activity is independent of specific VL region

Thus, once again we see a duality in structure/function. A B-cell superantigen binds to certain VH genes primarily through interaction with framework residues, and at
the same time, the same B-cell superantigen binds to the Fc region of certain immunoglobulins.

ANTIGEN-ANTIBODY INTERACTIONS

Recent studies have begun to refine our understanding of the types of interactions that occur at the antigen—antibody interface. These studies have come out of a
body of work devoted to visualizing antigen—antibody complexes at resolutions down to 1.7 A, at which levels the role of solvent is being elucidated. Some of these
studies have been performed on monoclonal antibody interactions with their haptens in both complexed and uncomplexed states and with both germline and
high-affinity configurations. In addition, stepwise manipulation of the antigen-binding sites by single and grouped sets of mutations has also been performed. The
lessons learned through these studies are numerous and represent an exciting development in the study of antibody structure.

For example, the differences in antigen—antibody interactions in germline versus high-affinity, somatic, mutated counterparts provide a new glimpse into the nature of
these interactions. The difference in the affinity between these two forms has approached a 30,000-fold higher affinity in the mutated antibody than in the germline
antibody. This enormous change for some antibodies in their affinity for antigen arises from the small additive changes that the mutations have contributed. Three
common themes for the nature of the role of mutational differences in the forming of an affinity-matured antibody have arisen. The first is the contribution of direct
interaction of the mutated base with the hapten. In some circumstances, a base-pair substitution contributes, for instance, a new hydrogen bond or creates a local

hydrophobic region that is additive to the affinity. Furthermore, somatic mutation can result in an amino acid substitution that alters the flexibility of the

antibody-binding site. This is illustrated in studies of both antigen-bound and antigen-unbound germline and high-affinity antibodies ( “®). Germline antibodies often

undergo a localized antigen-combining, site-conformational change as antigen binds. The movement can approach the range of 4 to 5 A for some antibodies. This is
in contrast to what is seen with high-affinity antibodies to the same antigen in which the combining site has very little movement on binding. Finally, somatically
mutated antibodies versus germline antibodies often show differences in the geometry of the hapten in relation to the antibody-combining site. These changes in

orientation are the result of the addition, deletion, or replacement of interactions not only between the hapten and antibody but also between the peripheral loops and

the most proximal loops to the hapten in the combining region ( *¥, **and %). It should be noted, however, that some high-affinity antibodies have been reported that

undergo exceptionally dramatic conformational changes upon binding to their ligand ( 2%). Taken together, these studies reveal new depth to our ideas about

antigen—antibody interactions. While we normally think of antibody—hapten complexes as a single hand-in-glove fit, this is not necessarily the case. Recent studies

have also indicated that several high-affinity conformations are possible and occur for a given antigen—antibody interaction. In other words, redundancy can exist for

high-affinity antibodies ( 2, 22). In addition, there is some evidence for the ability of an antibody to bind to a region on antigen that is not necessarily solvent exposed.

Small, localized conformational changes may therefore occur in antigen that allow these regions to be exposed perhaps for only brief periods of time ( =%). Such an

activity is reinforced by the nature of catalytic antibodies.

At this point, there are over 20 different antigen—antibody crystal structures. While this represents one of the largest numbers of crystal structures within a family of
proteins, few of the structures are at a resolution high enough to solve questions related to the role of water in the interaction with antigen as well as the
thermodynamic questions that arise from its influence on the system. The recent publication of a few much-higher-resolution crystal structures is already beginning to
demonstrate the role of water in these protein, carbohydrate, and DNA interactions.

The residues involved in the combining site include amphipathic amino acids such as Tyr and Trp at a high frequency. Water molecules in a number of studies have

been shown to be present and involved with antigen interactions with the crystal structures. In general, water in areas where close protein—protein contacts are not

occurring has been shown to participate in additional hydrogen bonds other than those that exist directly between antigen and antibody ( %, *and »*). The presence

of water molecules in these areas then has the capacity to increase the interactions particularly for antigens that fit less well into the combining site. These

interactions have been observed for both carbohydrate ( =%, 2¥) and protein haptens ( 3%). In other cases as well, water molecules bound to the surface of either

antigens or antibodies are excluded. The release of these molecules participates to increase randomization in the solvent environment and provide for another means



to enhance the affinity of antigen binding ( 27).

The primary view then of the role of water seems to be to provide a better “fit” for antigen by filling space in the binding region and to participate in extended hydrogen
bonding. This contribution increases the enthalpy of the system and, in combination with hydrogen bonds between the interacting proteins as well as van der Waal
forces, contributes to an enthalpy-driven antigen—antibody interaction. While this view of the presence of water contributing to an enthalpy-driven reaction is common
to many studies, it should not be discounted that the exclusion of certain water molecules may play a role in driving the strength of affinity through entropic means.

Studies of HIV protease inhibitors as well as some antibody—antigen interactions as indicated above suggest that the increase of randomization of the solution will

contribute to the affinity of an antibody and may be worth pursuing as an additional strategy in antibody engineering studies ( 3/).

Antigen recognition, as we have seen and as will be elaborated further in subsequent chapters, depends on diversification from a number of processes. V(D)J
recombination, somatic hypermutation, gene conversion, and other such mechanisms generate nearly an infinite variety of molecules designed to recognize antigen.
Class-switch recombination from “upstream” to “downstream” isotypes results in the generation of an antibody with the same antigen recognition capacity but different
effector capacities to facilitate antigen elimination.

The various immunoglobulin classes have certain unique properties that when taken together allow for a wider range of host defenses than would be possible if only a
single class of heavy chain constant regions existed. This is illustrated in the breakdown of immune defense as seen in hyper-IgM syndrome (the only isotype present
in the patient is IgM) or IgA deficiency (the most common immunodeficiency in humans, complete absence of IgA). While many of the differences in Ig function can be
localized to the CH2, CH3, or (if present) the CH4 domain, surprisingly, many of the structural properties of these classes can be attributed to the hinge region.

THE IMMUNOGLOBULIN HINGE

albeit to various degrees. Classes that do not have genetic hinges use an extra C domain in its place. The genetic hinges that are encoded in the other classes have
a great variety of lengths and structural properties. The most dramatic of these, IgG3, serves as an illustration of the construction of the hinge. The IgG3 hinge is
divided into upper, middle, and lower regions that can be separated based on both structural (amino acid sequence) and genetic components. Structurally, the upper

hinge (UH) stretches from the C terminal end of CHL1 to the first hinge disulfide bond. The middle hinge (MH) stretches from the first cysteine to the last cysteine in the

hinge. The lower hinge (LH) extends from the last cysteine to the glycine of CH2 ( °%). The cysteines present in the hinge form interchain disulfide bonds that link the

TABLE 3. Properties of hingmes in IgG, IgA, and IgD

The structural differences among the hinges are reflected in the various properties of the heavy chains. In a simplistic way, one can think of the hinge as the structural
unit that links the functions of the Fab and Fc fragments. With greater flexibility, antibodies can bind antigens on the surface of targets with varying degrees of
distance between them. In addition, the steric position of these two components may directly affect Fc binding to cellular receptors. Using a similar argument, the
hinge may also be involved in the modulation of complement binding (see below). These hinge properties will be explored in more depth by focusing on the individual
isotypes.

for some functions, this large hinge region can even replace a missing CH domain.

In addition, rotation about the long axis of the Fab leads to additional levels of flexibility. A number of electron microscopic studies using immune complexes of IgG

show that the Fab—Fab angles range from a very narrow “Y” with an apparent separation of 10° to a “T” with angles of 180°. An addition rotational flexibility of up to

180° is also required to account for some of the observed complexes ( °%). Thus, the remarkable conformational plasticity of the immunoglobulin molecule allows it to

bind epitopes spaced at various distances on the surface of a target.

In addition to altering the Fab angles, the flexibility of the hinge plays a role in Fc function. While recent evidence suggests that other parts of the Ig constant region
influence complement binding more than thought in the past, the role of the hinge still appears to be critical. In general, the more flexible hinges allow less steric
hindrance and better binding of complement. The greater flexibility of some hinges allows them to either expose or sterically hinder certain complement-binding
regions in CH2. While once thought to be a sequence-specific interaction between complement and portions of the CH2 domain, it has been recently shown that the

accessibility of the site is more important for determining the activation ability of the various Ig subclasses. This can be illustrated by the trend of complement

activation to follow the order of IgG3>IgG1>lgG4>1gG2 (reviewed in Brekke et al. [ 3] and Feinstein et al. [ °!]) in the human (unless otherwise specified all subclass

designations will refer to human immunoglobulins). Following a similar trend, hinge flexibility and relief of steric hindrance have also been shown to modulate to some

While tip-to-tip separation of the Fabs in IgG structures varies from 13 to 16 nm, IgA1 has a spread of up to 23 nm. This additional distance that IgA1l is able to span
may confer advantages for more efficient recognition of epitopes that are widely separated. IgA2, of decreased abundance in the serum (see below), has a hinge with
a length equivalent to the shorter IgG subclasses. A study of the differences between IgA1 and the IgG subclasses is instructive about several aspects of the hinge.

The extended structure of the IgA1 hinge is a combination of two properties: the abundance of O-linked glycosylation coupled with the location of the disulfide

linkages between the |g monomers near the top of the CH2 (Ca2) domain ( °%). Most other isotypes contain some N-linked glycosylation. In immunoglobulins, O-linked

glycosylation is unique to IgA1 and IgD. This extensive glycosylation has two potential advantages for these molecules. The extended hinge of IgA1l is probably
protected from proteolysis by many bacterial enzymes because of its glycosylation. There are several pathogenic bacteria that exploit two contiguous, repeating
amino-acid octamers consisting of proline, serine, and threonine as a binding site for IgA1 proteases—an important virulence factor. It is thought that the resistance to

with the separation of Fab arms, this extensive glycosylation most likely also aids in separating the Fab domains. Eliciting a similar effect, the disulfide bonds at the

top of the CH2 domain rather than in the hinge itself allows the extended structure to give the molecule a greater spread than could be accomplished if disulfide bonds

were contained within the hinge itself. The other IgA isotype, IgA2, lacks the extended hinge that IgA1 possesses and is also not heavily glycosylated ( °%). However,

the smaller hinge in IgA2 does not contain the proteolytic motifs that are recognized by the enzymes produced by certain bacteria in IgA1 and may therefore be
maintained in the isotype repertoire for this specialized niche. This may explain why, in serum, the ratio of IgA1:IgA2 is about 6:1, but in most secretions, it is close to
1:1.

The hinge of IgD, like IgA1, has extensive O-linked glycosylation on an extended hinge structure. The hinge is divided into two major subregions (and encoded by two

exons) that are either rich in alanine and threonine or glutamate and lysine. This latter subregion is highly sensitive to proteolytic enzymes and is even sensitive to a

yet unidentified enzyme and has thus been dubbed “spontaneously” proteolytic ( °%, 27, "®and ). Both IgA1 and IgD possess another characteristic that is linked to

their O-linked glycosylation. Jacalin (jackfruit lectin) binds to these O-linked carbohydrates with high affinity and can be used to precipitate these specific isotypes.

Interestingly, the cell-surface receptor for human IgD binds to these O-linked oligosaccharides. This receptor binds both IgD and IgA1 ( ‘%, Z2and *). Thus, this is an

example of the hinge region and in particular the oligosaccharides of the hinge region playing a critical role in cellular binding.



Fc STRUCTURE AND FUNCTION

While the hinge is essential to modulate many properties of the immunoglobulin, the Fc portion is the primary effector domain of the molecule. While the
antigen-binding function of the Fab domains allows the immunoglobulin to specifically recognize diverse antigens, the Fc domain allows an antibody at the same time
to elicit host responses. This requires that the Fc region provide binding sites for both cellular receptors and complement—the two primary effector response types to
antibody—antigen complexes. This property requires that the Fc domains maintain considerable conservation especially in structural support regions. While there is
substantial conservation within species (some allotypes vary in function), many “Fc functions” seem to be conserved with only modest structural similarity—especially
within the primary amino acid sequence. In humans, the subclasses are even closer in structure, being over 90% identical in amino acid sequences. (The degree of
difference between the IgG isotypes varies widely in mammals—in the human, the IgG subclasses are among the most closely related and presumably are of very
recent evolutionary origin.) However, the regions between the conserved Ig domain structures (generally small loops) also serve as a target region for the binding of
certain bacterial and viral virulence factors and can be involved in binding to cell-surface receptors (see below).

Each constant region consists of 3 CH domains for IgM, IgA, and IgD or 4 CH domains in the case of IgM, and IgE. In the latter isotypes, the CH2 domain replaces the
hinge structurally and to some degree functionally. Each CH domain contains a core of an Ilg domain with 7 antiparallel beta sheets oriented by 3 in one direction and
4 in the opposite direction. This is in contrast to the structure of the Ig domain in the V region. Looking at all mammals, in general there is approximately 30%
amino-acid sequence identity between the constant regions (IgM, IgD, 1gG, IgA, IgE) and 60% to 90% homology among the subclasses. The majority of the homology
is present in the B strands forming the Ig domains, disulfide-bonding cysteines, and tryptophans. CH domains are numbered from the first domain located in the Fab
and positioned above the hinge, to the CH2 and CH3 domains that are increasingly distal to the hinge.

The CH domains contain several general features that contribute to the structure of the Fc region. N-linked oligosaccharides are positioned in the middle of the CH2

domain that protect a hydrophobic patch in this region, and therefore increase the solubility of the molecule. For IgA, this N-linked glycosylation is thought to be

located near the base of the CH2 domain ( *?). Longitudinal contact between CH2 and CH3 prevents binding between monomer chains at this junction. The CH3

domain uses 4 strands of the R sheet to dimerize between chains. In IgA and IgM, a tailpiece is added to this domain to create higher-order structures.

and 17% of the mass of an immunoglobulin is due to glycosylation. While the pattern of glycosylation varies among isotypes, certain conserved sites are preserved.
The N-linked glycosylation on Asn297 is conserved for all mammalian IgGs and homologous portions of IgM, IgD, and IgE. This oligosaccharide is thought to project

TABLE 4. Properties of immhnoglobulin isotypes

IgM

IgM is the most versatile of the antibody classes. It is first expressed as a surface immunoglobulin on immature lymphocytes and as such is the first “B-cell receptor.”

B-cell maturation is critically dependent on the presence of immunoglobulin on the surface ( “%). The p chain is the first to be produced upon heavy-chain

rearrangement. Initially, the u chain is expressed with a surrogate light chain, which allows a B cell to continue maturation in the bone marrow. Finally the pu chain is

paired with a functional light chain and the naive B cell leaves the bone marrow ( %, ‘%). In the periphery, IgM can be expressed by immature, mature, memory, and

plasma cells. Of these, expression on immature and maturing cells is the most common where it remains as a surface receptor. Its presence on the surface of these

cells provides a receptor for B-cell activation along with the Iga and IgR accessory molecules ( 2). Following activation, the B cell undergoes the critical process of

affinity maturation. As well, when these cells enter peripheral lymphoid tissues they also acquire IgD by differential RNA splicing. Thus, the two surface receptors (IgM
and IgD) have the same antigen-binding capabilities. The Cu4 domain contains the transmembrane and cytoplasmic regions of IgM that undergo RNA processing to
be removed for the production of secreted IgM.

While the membrane-bound form of IgM is most common, IgM plasma cells secrete polymeric IgM that serves important functions as well. Polymeric IgM is an
important complement activator, and thus participates in phagocytosis. IgM forms hexamers or pentamers, the latter upon the incorporation of a J chain, arranged in a
star pattern with the Cu4 domain at the center. Cu4 and part of Cu3 have been implicated in the formation of this structure, including certain aspartic acid, lysine, and
histidine residues. (The next section on complex immunoglobulin structures contains further discussion of this structure.) While monomeric IgM itself has low affinity

for antigen, in its polymeric form it has considerable avidity for antigen. It is this increased avidity that makes IgM an important complement activator and mediator of

opsonization. The Cu3 domain binds C1q with the essential participation of its carbohydrate residues ( #%). Aspartic acid, lysine, and proline residues in two clusters

have been implicated for this activity in the mouse. However, the only homologous region to be shown with this activity between IgG and IgM is a single proline. Cul

as well interacts with the C3b ( &) complement component and helps to mediate phagocytosis of opsonized antigens by macrophages.

IgM is second only to IgA in its contribution to mucosal immunity. It can be secreted through similar means by polymer association with a J chain, and like IgA, is
transported by the polymeric Ig receptor (plgR). In many patients with IgA deficiency, IgM adequately substitutes for IgA in mucosal protection.

IgD

IgD is perhaps the most enigmatic of the immunoglobulin isotypes. It is present on all naive B cells and serves as a better receptor in terms of activation than IgM. It
also requires the co-expression of Iga and Igf3 to elicit a cellular signal due to its short lysine-valine-lysine cytoplasmic domain identical to that of IgM. However, other
participating co-receptors differ between the two membrane-bound isotypes. Coexpression on naive B cells of these two receptors occurs by differential mMRNA

splicing ( **) (see Chapter 5). Two laboratories have made IgD knockouts and the phenotype is somewhat ambiguous. Although there are fewer lymphoid follicles and

overall a slower process of affinity maturation, one does not see defects that would otherwise indicate an irreplaceable role ( #2, 2 and £2). Yet at the same time,

ligation of IgD can activate, delete, or anergize B cells independent of IgM ( 2, & and £%). In mice, the overexpression of IgD creates a greater induction of APCs,

up-regulation of B7-1 and B7-2, and increased class switching.

Despite its short serum half-life and less abundant mMRNA, membrane IgD density exceeds that of membrane IgM on naive B cells. This phenomenon is thought to be
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due to a greater stability of IgD mRNA than IgM ( =%, =%, Zand ==).

Through the process of maturation, most B cells lose IgD expression ( 2%, ?%). However, there are notable exceptions. IlgD-only plasma cells are present in various

compartments and secrete IgD into the serum. These plasma cells are in high concentration in the nasal mucosa ( **, %, 2and 7). The serum half-life of IgD is quite
limited, however, being only about 2.8 days. As mentioned before, the extended hinge of IgD is prone to proteolytic enzyme activity and this sensitivity extends into
the C terminus of the Cd3 domain as well. While the Cd1 and Cd2 domains are similar in structure to that of other isotypes, Cd3 lacks several key proline residues
that play structural roles in the loops between beta strands. In addition this domain contains two N-linked carbohydrates at asparagines 316 and 347 that are not
present in other immunoglobulins in this location. These structural differences appear to play a role in binding of IgD to the IgD receptor, at least in the mouse

(recognizing the N-linked sugars of Cd1l and Cd3 in a Ca 2+-dependent manner), but may have other functional properties in the human where the receptor binds to



IgA

IgA is the major isotype of mucosal secretions. In addition, it is also the most prominent isotype in colostrum and breast milk ( *°2). A number of features make this

molecule suitable to the mucosal environment. First, the secreted forms are dimerized by their tailpieces and stabilized by J chains. The polymeric Ig receptor (pIgR)
transports dimeric IgA across the epithelial barrier where a portion of the plIgR is cleaved to result in the formation of the secretory component. Secretory component

remains attached to dimeric IgA, and J chain dimerized IgA with a secretory component are called “secretory IgA.” There are two subclasses or isotypes of IgA in

humans (IgA1 and 1gA2) ( *°%). IgA2 is the main component of secreted IgA ( 2°?) and as noted earlier has a truncated hinge that is resistant to most bacterial

proteases ( *%). IgA is an important component of the first line of defense from organisms entering by mucosal routes. While most secretory immunoglobulin is IgA, it

also accounts for 10% to 15% of serum immunoglobulin, making it the third most plentiful. Serum IgA tends to be mostly IgA1 ( 1°%). As mentioned earlier, IgA1 has an

extended hinge and can bind antigens at a variety of spacings. In addition, extensive O-linked glycosylation prevents cleavage by most bacterial proteases. Serum

and secretory IgA are derived from separate pools of B cells, but antigenic exposure at any given site primes the development of both secretory and serum IgA ( *).

Inflammatory responses are not efficiently generated upon antigen binding with IgA. Such a response would most likely be damaging to the mucosa. Instead, IgA
elicits protection primarily through exclusion, binding, and cross-linking of pathogens. As well, IgA has been shown to be able to fix the complement by the alternative
pathway and most recently by the lectin-binding cascade.

Targets that are opsonized by IgA are removed by FcaR-mediated phagocytosis. FcaR, although more distantly related, is most similar in structure to the Fc?RII and

FceRI receptors. However, its binding site on the IgA Fc does not follow the pattern in either of these other two receptors. It has been shown that the FcaR (CD89)
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interaction may not be necessary ( *°). While we do not as yet have an x-ray structure of IgA, it has been postulated that the oligosaccharide at this location, unlike

IgG, is oriented with the glycosylation pointing away from the cavity formed by the heavy chains and therefore released from protein interactions that otherwise would
prevent its further modification. Indeed, these oligosaccharides exhibit more sialation than similar oligosaccharides in IgG (= .

permission.

An NMR solution structure of IgA1 has been obtained with molecular modeling to IgG and has provided some insights into the differences between the IgAl hinge and
the 1gG1 hinge (murine) ( ») (see Colorplate 4). The placement of interchain disulfide linkages between the immunoglobulin monomers is also a feature that sets IgA

apart from other isotypes. Most isotopes contain interchain disulfide bonds in the hinge or, in the absence of the hinge, in the CH2 domain that replaces it. In IgA,
however, these bonds are made at the top of Ca2 below (or carboxy-terminal to) the hinge. While it has been confirmed that the Cys241—-Cys241 bridge is common
66

among the IgA molecules studied, the other three or four cysteine—cysteine disulfide bonds that form out of a possible six candidates is unclear at the present time ( =2
). Two cysteine residues remain exposed (one being Cys311), which are the likely to be covalently bonded with J chains. Cys471 forms another interchain disulfide

bond between monomers outside of the cluster mentioned above ( 2%7).
IgE

IgE is the least abundant of all of the immunoglobulins. It is present 25-fold to 3,000-fold less than the other isotypes and has the shortest free serum half-life. IgE is
primarily produced in plasma cells in the lung and skin. It is quickly taken up by the high-affinity FceRI. Thus, while the serum half-life of IgE is short, it remains for
several weeks or months attached by this receptor to the surface of basophils and mast cells. Once a multivalent antigen is bound to the IgE—IgE receptor complex,

clearance of parasites ( *°2) and are intimately involved in allergy and anaphylaxis. People who suffer from atopy have an inappropriately high synthesis of IgE and

almost always a high serum level of IgE.

Mast cells and basophiles express the high-affinity FceRI receptor, as do Langerhans cells and eosinophils, although the reason for its presence on the latter two cell

types is unknown ( *22, 12). The interaction between IgE and the FceR is among the strongest known with a k 4 of 10 9 t0 10 "19 M. There are two distinct binding

sites on IgE for its high-affinity receptor. They use identical residues from each Ce3 ( #}*) with some involvement of Ce2 ( *2). The glycosylation status of IgE does

not seem to play a role in this interaction. These bound regions of IgE are found on the surface loops of the Ce3 domain. Although there are two sites on the receptor,

a 1:1 stoichiometry is maintained and both crystal structures of the interaction as well as biphasic dissociation rates in kinetic studies show that both sites are involved

in IgE binding to its high-affinity receptor. Several aromatic amino acids as well as a buried interface surface contribute to the stability of this interaction ( **). A large

conformational change has been postulated to take place in the Ce3 domain as IgE is bound to its receptor ( 3, ¥12),

Site 1 appears to provide specificity for IgE in binding to its receptor, while site 2 appears to contain certain conserved residues between IgG receptors and
high-affinity IgE receptors. Pro426 from the IgE Fc is sandwiched between FceRI residues Trp87 and Trp110. These three residues are absolutely conserved
between IgG, IgE, and their receptors in the binding sites. Leu425 is also absolutely conserved. This illustrates the relation of the IgE and IgG receptors as well as the
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FIG. 9. Certain residues are conserved between Fc?Rs and FceRI as well as IgG and IgE that facilitate binding. Two sites participate: site 1 in (a) and site 2 in (b).

Heavy lines indicate the highest number of contacts and dashed lines indicate the least. Of considerable note are residues W87 and W110 in site 2 of the receptors

and P426 in the immunoglobulin that form a core “proline sandwich” in the interaction between immunoglobulin and receptor. From Garman ( *), with permission.

IgE also binds to a low-affinity receptor, FceRIl (CD23). This receptor is a type-Il integral-membrane glycoprotein that is involved in a number of activities. The

low-affinity IgE receptor binds IgE with 1,000 times less affinity than the high-affinity receptor. Unlike the high-affinity receptor, the low-affinity receptor is expressed

on monocytes (#+*). Ce3 is essential for binding of the low-affinity receptor, and a major determinant of binding appears to be Lys352 in the AB loop.

IgG

IgG is the most abundant isotype in the blood as well as in the lymph and peritoneal fluids. Seventy-five percent of the serum immunoglobulin is comprised of IgG. 1gG

has a long half-life of 3 weeks in the serum. This makes it the most stable antibody in the serum ( **2). High-affinity IgG signifies the humoral immune response.

Among all isotypes, IgG may at first appear to be a bit bland in its function due to the absence of special properties, such as multimerization and secretion like IgM
and IgA, or enigmatic roles like IgD, or extremely high-affinity interactions with receptors and unique modes of effect like IgE. But such a conclusion about this

molecule would be an oversight. Of all isotypes, IgG has been the most studied structurally. This is the result of early crystal structures of two hinge-deletion mutants (

116 tland +2). More recently, two complete antibody structures have been reported of murine IgG1 and IgG2a ( *+2, #22). The most obvious lesson these structures

have taught us is that the mobility of an otherwise perceived static molecule is quite striking. IgG must simultaneously bind with very high affinity to three independent
sites in order to effect its immune response function. These recent crystal structures will help us continue to refine our view of the immunoglobulin molecule and will
serve as a basis of comparison for structures of immunoglobulins of other isotypes that are most likely not far from being solved.

lgG subclasses bind and activate the complement with different efficiencies, as discussed previously ( *2*, #22). However, all subclasses carry a core C1q binding

Bacterial proteins A and G have been classically known to bind IgG. This occurs at the C?2—-C?3 junction involving residues 264 to 267 ( 2"). These residues are

consistently oriented between structures to C?3 in the same manner. In addition residues 330 and 465 are important as well. These regions overlap the binding site of

the neonatal Fc?Rn and, in addition, may produce inhibition of other Fc?Rs ( *2°).

Fc Receptors IgG can bind to four types of receptors. These receptors vary in their affinity for IgG as well as their expressed location. We will discuss the receptors
as two major groups. The first group consists of the high-affinity and lower-affinity receptors that are IgSF members. These receptors are the Fc?RI (high affinity),
Fc?RIl, and Fc?RIIl. The second contains the neonatal IgG receptor (Fc?Rn) that is related to the MHC class I. The IgSF family of receptors, although differing in
portions of their binding sites, shares an important motif. A “proline sandwich” is produced between Pro329 and two tryptophans in the receptor. This motif is even

interactions are plentiful between the receptor and the Fc. Finally, all receptors are dependent as well on the presence of a carbohydrate at Asn297 although the

interaction is not direct. This carbohydrate is thought to stabilize the lower hinge by producing a hydrophobic core in the (C?2) domain by filling its cavity (= #2%, 27 128

and *2?). Elimination of the branching mannose residues from the glycosylated IgG Fc produce a linear trisaccharide core that severely decreases affinity for the

Fc?RIl, indicating the importance of this structure for proper conformation of the Fc ( #2°). The other regions involved in binding with these receptors are varied but

important to the individual receptors. Fc?RI binds to IgG1 Fc with 100 times greater affinity than the other IgG receptors. Residues within the stretch Gly316—Ala339
have been mapped with differential importance to binding interaction. In addition, a separate chain on the Fc?RI receptor is involved in augmenting the binding chains
of the receptor without making direct contact with the IgG1 Fc. While the Fc?RI receptor uses essentially the same region for binding as the other receptors, the
difference in affinity may be attributable to either conformational changes that are made, or differences in particular amino acids used for the actual binding of the
receptor. FC?RIl has been shown to require the presence of two identical IgG heavy chains in order to elicit binding. Residues in the loops of the C?2 domain are
important for this interaction in addition to the lower hinge. For Fc?RIll there are two important binding regions. The first are the class-1 residues of the hinge proximal
region of C?2. The second is the C?2—-C?3 interface. For both Fc?RIlI and Fc?RIIl, several residues at the “bottom” of the C?3 domain influence the binding to IgG (

IgG occurs in the cells of this barrier at a pH of 6.5. Then the Fc is released by the receptor into the blood at a pH of 7.4. This sharp pH dependence is a function of

the titration of ligand residues on the Fc of IgG. Several histidine residues in the C?2 and C?3 interface are involved that bind negatively charged residues at acidic

but not basic pH. A further interesting element is the structural relationship of this receptor to the MHC class-I molecule ( ).

HIGHER-ORDER STRUCTURE

While IgM and IgA have activities as monomeric immunoglobulins, both have the ability to form multimeric structures that fill yet other biological niches. IgA usually
forms dimers through its tailpiece, an extra 18 amino acids at the end of the Ca2 domain, and, as noted above, is complexed with another B-cell protein, the J chain (

defense roles ( *32). This dimeric IgA can then bind with greater avidity to polymeric epitopes to increase its effectiveness in eliminating these targets from the

mucosal surface. Similarly, IgM also forms a polymer, but is most commonly in the form of a pentamer. This configuration allows IgM to bind polymeric low-affinity
epitopes and efficiently activate the complement to opsonize and eliminate its target. While the J chain is present in most IgM pentamers and binding to the pIgR is
possible, dimeric IgA is the primary antibody of most mucosal surfaces. Polymeric IgM has significant activity in the serum.

The J chain is a 137 amino acid/15kDa protein that serves to link two immunoglobulin monomers covalently ( **?). It contains eight cysteine residues that participate in

a disulfide bond with each tailpiece in addition to stabilizing its own structure ( ***). Whether the J chain forms other disulfide bonds with the immunoglobulins is still

not clear. The J chain is a highly conserved molecule among a range of species and even predates the presence of the antibody ( **2, 332 22 and **%). While thought

to be arranged as a single domain in a beta barrel formation, it has not yet been crystallized and does not show sequence homology to an immunoglobulin domain.

The J chain is proteolytically labile and contains a high amount of negatively charged residues ( ).

Both tailpieces of each IgM and IgA carboxy-terminal domain contain a cysteine (the penultimate cysteine residues 575 and 495, respectively) that are involved in

multimerization. One of these residues from each immunoglobulin is paired “at the tail” to form a direct disulfide bond between the monomers. The other two residues

(one from each monomer) bind to separate cysteines in the J chain ( #3?, X% 1 and *'2), The tailpieces are thought to form two extra beta strands on one face of the

terminal domain that facilitate this interaction ( **2). In addition, there is evidence that Cu3 and Cp4 of IgM, as well as the homologous regions in IgA, are also

required for interaction with the J chain ( ***). The structure of the carbohydrate at Asn563 (in IgM and at the homologous region in IgA) is also important. Usually this

carbohydrate contains a large amount of high mannose glycans, which indicates that it is protected by polymerization occurring before exposure to the Golgi-complex



enzyme, mannosidase Il ( #*2).

In the case of IgA, the J chain is required for polymerization, although some reports of multimers in its absence have been reported. It exists in all forms of IgA
polymers (not just dimers), including, as well, some reports of the secreted monomers. Domain-swapping experiments have shown that the propensity for IgA dimer

formation and its binding by the J chain is due to the presence of the IgA tailpiece in the context of its own heavy chain. Tailpieces spliced to IgA from the p chain

result in higher-order multimers than the simple dimer ( ).

IgM, unlike IgA, has no requirement for the J chain in its polymeric forms, although J chain is often present and essential for secretion. Two other disulfides besides

the penultimate disulfide mentioned above are involved in the formation of multimers. Like Cys575, Cys414 forms intermonomeric disulfide bonds. Cys377 is most

likely to form intramonomeric bonds. While pentameric IgM is the most common form of IgM, there are many reports of IgM hexamers ( *%%). The latter aimost never

have incorporated the J chain, but are highly dependent on Cys414-Cys414 bonds between monomers. Hexameric IgM is rarely found in viva except in the case of

cold agglutinin disease and Waldenstrom’s macroglobulinemia ( %, **®and **?). Hexameric IgM has been reported to be far more efficient at complement activation

than pentameric IgM ( **°). Pentameric IgM is regularly associated with one or more J chains. It has been hypothesized that pentameric IgM with J chains is more

thermodynamically favorable than hexameric IgM as a possible explanation of why it is more common.

Thus, for the formation of multimeric immunoglobulin, we see that the presence and sequence of the tailpiece is important in the context of the proper heavy chain.

IgM tailpieces incorporated into IgA will cause higher numbers of IgA multimers, but the reverse substitution does not induce dimers in IgM. It has therefore been

proposed that IgM polymerization is more efficient than IgA ( +*2).

As mentioned above, a J chain is essential for the secretion of IgA and IgM. The plgR receptor binds to the J chain, and through clathrin-coated vesicle transport,

moves dimeric IgA across the epithelial cell barrier of the mucosa ( *2%). This receptor contains seven domains with five extracellular regions similar to the V regions of

the immunoglobulin, a sixth transmembrane domain, and a seventh cytoplasmic domain ( #>*). plgR is synthesized on epithelial cells of respiratory, gastrointestinal,

and genitourinary tracts, and is expressed on the basolateral aspect. Tight interactions with the J chain and the IgA Fc occur. Cys309 of IgA (homologous to Cys414

in IgM) forms a disulfide bond with the receptor ( 2?). After transcytosis, the pIgR is cleaved between its fifth and sixth domains to release dimeric IgA, J chain, and

the rest of the receptor referred to as the secretory component (SC) as a complex ( *?). The remaining SC helps to provide protection for the secreted

immunoglobulin from proteolysis on the mucosal surfaces.
AN EVOLUTIONARY PERSPECTIVE

From an evolutionary perspective, antibodies are easily traceable to the beginnings of the vertebrate radiation well over 400 million years ago. While the molecular
biological events that bring VDJ and VJ together, and bring V domains in the context of C domains, have varied greatly over evolutionary time, the basic structure of
the Ig fold and the concept of a variable and a constant region remain intact. Indeed, with the exception of the myriad ways in which diversity is generated within the V
domain (somatic hypermutation, multiple germline genes, a variety of gene segments, and the like), the most profound events are rather remarkably similar: Proteins
are required to splice various sections of the molecule together, and the hinge region seems required to transmit signals from one part of the molecule to another.
Indeed, the functions we attribute to the Fc region—complement binding and binding to phagocytic cells—are very old in evolutionary time.

In essence, once evolution solved the problem of linking a common biologic function (recruiting proteins—Ilike complement; and cells—Ilike neutrophils) to an
inflammatory site by a specific molecule (and Fv domain), the system seems to have been duplicated over and over, with remarkable constancy by a variety of
vertebrates and perhaps some invertebrates.

CONCLUSION

Immunoglobulins are extremely versatile molecules that carry out many biological activities simultaneously. The duality of the structure between preparation to
recognize unique antigen structures a priori and maintenance of host cell receptor or complement recognition properties presents a truly unique task for the system.
As has been described, many varieties of antibodies have different biological niches, but the overall design for these molecules is the same.

As the science of our field progresses, attention will be given ever more closely to the engineering of antibodies for multiple tasks. Many therapeutic applications are
already in various stages of development and various parts of immunoglobulins are being used for biotechnology applications. Thus, there has been a resurgence of
interest in the structure—function aspects of antibodies as we approach “designer antibodies.” It is reasonable to assume that at some point in time, therapeutics will
be designed with, for example, the same variable region but with different constant regions depending on the desired effector function (complement binds vs.
phagocytosis). Indeed, some effector function could be engineered out of antibody molecules as the need develops. Thus, the study of the structure and function of
antibodies is ever more urgent as we take fundamental principles of protein chemistry to the bedside.

Color Plates

The heavy-chain constant regions (green) also include the hinge (yellow) between the first two domains. Cg2 is glycosylated (also seen in yellow). The heavy- and
light-chain variable regions (red and dark blue, respectively) are N terminal to the heavy- (green) and light-chain (light blue) constant regions. CDR loops in the
heavy- and light-chain variable regions (yellow and white) are illustrated as well.

COLORPLATE 2. Ribbon diégrams of side and face on views of Ig domains from VH and ClI regions. Strands are labeled according to Hood nomenclature. The “pin”
composed of a disulfide bond between two cysteines is illustrated (yellow) along with the conserved tryptophan residue (red).
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COLORPLATE 3. Schematic representation of the complex between SpA domain D and Fab 2A2 from a human IgM. A side view shows the peptide backbone of SpA

domain D (red) bound to the framework region of the Fab heavy chain (cyan). The VL domain, which is not involved in this interaction, is shown in dark blue. The

binding site for SpA is remote from the CDR loops, which are highlighted in magenta. This model is based on the superposition of helix I and Il of SpA domains in the

Fab-domain D complex reported here and in the previously determined Fcg-domain B complex. From Graille et al. ( #2), with permission.
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COLORPLATE 4. A comparison of an x-ray and neutron-solution-scattering theoretical model (human IgA1) and x-ray crystal (murine IgG1 and IgG2a) structures.

Light chains (yellow), heavy chains (red and dark blue), and glycosylation (light blue) are illustrated. The extended length of IgA1 over that of IgG can be seen along

with extensive glycosylation that characterizes this isotype. From Boehm et al. ( %), with permission.
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The basic principles of antigen—antibody interaction are those of any bimolecular reaction. Moreover, the binding of antigen by antibody can, in general, be described
by the same theories and studied by the same experimental approaches as the binding of a hormone by its receptor, of a substrate by enzyme, or of oxygen by
hemoglobin. There are several major differences, however, between antigen—antibody interactions and these other situations. First, unlike most enzymes and many
hormone-binding systems, antibodies do not irreversibly alter the antigen they bind. Thus, the reactions are, at least in principle, always reversible. Second,
antibodies can be raised, by design of the investigator, with specificity for almost any substance known. In each case, it is possible to find antibodies with affinities as
high as and specificities as great as those of enzymes for their substrates and receptors for their hormones. The interaction of antibody with antigen can thus be taken
as a prototype for interactions of macromolecules with ligands in general. In addition, the same features of reversibility and availability of a wide variety of specificities
have made antibodies invaluable reagents for identifying, quantitating, and even purifying a growing number of substances of biological and medical importance. One
other feature of antibodies that in the past created difficulty in studying and using them—in comparison with, say, enzymes—is their enormous heterogeneity. Even

heterogeneous mixture of molecules of different subclass, different affinity, and different fine specificity and ability to discriminate among cross-reacting antigens. The
advent of hybridoma monoclonal antibodies ( *, ?and ?) has made available a source of homogeneous antibodies to almost anything to which antisera can be raised.
Nevertheless, heterogeneous antisera are still in widespread use and even have advantages for certain purposes, such as precipitation reactions. Therefore, it is
critical to keep in mind throughout this chapter, and indeed much of this book, that the principles derived for the interaction of one antibody with one antigen must be
modified and extended to cover the case of heterogeneous components in the reaction.

In this chapter, we examine the theoretical principles necessary for analyzing, in a quantitative manner, the interaction of antibody with antigen and the experimental
techniques that have been developed both to study these interactions and to make use of antibodies as quantitative reagents. Furthermore, we discuss the derivation,
use, and properties of monoclonal antibodies.

THERMODYNAMICS AND KINETICS
The Thermodynamics of Affinity

The basic thermodynamic principles of antigen—antibody interactions, as indicated previously, are the same as those for any reversible bimolecular binding reaction.
We review these as they apply to this particular immunological reaction.

Chemical Equilibrium in Solution For this purpose, S is the antibody binding sites, L is the ligand (antigen) sites, and SL is the complex of the two. Then for the
reaction

S+ L=SL [1]
according to the mass action law,

s
—SNL) ]

where K  is the association constant (or affinity) and square brackets in the equation indicate molar concentration of the reactants enclosed. The importance of this

equation is that, for any given set of conditions such as temperature, pH, and salt concentration, the ratio of the concentration of the complex to the product of the
concentrations of the reactants at equilibrium is always constant. Thus, changing the concentration of either the antibody or the ligand invariably causes change in the
concentration of the complex, provided that neither reactant is limiting—that is, neither has already been saturated—and provided that sufficient time is allowed to
reach a new state of equilibrium. Moreover, because the concentrations of antibody and ligand appear in this equation in a completely symmetrical manner, doubling
either the antibody concentration or the antigen concentration results in a doubling of the concentration of the antigen—antibody complex, provided that the other
reactant is in sufficient excess. This proviso, an echo of the first one mentioned previously, is inherent in the fact that [ S] and [ L] refer to the concentrations of free S
and free L, respectively, in solution, not the total concentration, which would include that of the complex. Thus, if L is not in great excess, doubling [ S] results in a
decrease in [ L], because some of it is consumed in the complex; therefore, the net result is less than a doubling of [ SL]. Similarly, halving the volume results in a
doubling of the total concentration of both antibody and ligand. If the fraction of both reactants tied up in the complex is negligibly small (as might be the case for
low-affinity binding), the concentration of the complex quadruples. However, in most practical cases, the concentration of complex is a significant fraction of the total
concentration of antigen or antibody or both; therefore, the net result is an increase in the concentration of complex, but by a factor of less than 4. The other
important, perhaps obvious, but often forgotten principle to be gleaned from this example is that, because it is concentration, not amount, of each reactant that enters

Ka

them in a larger volume greatly decreases the amount of complex formed. Moreover, these changes occur approximately as the square of the volume; therefore,
volumes are critical in the design of an experiment. The effect of increasing free ligand concentration [ L], at constant total antibody concentration, on the

[SL] = KalSNL) = Ka(IS) — [SLDIL] [3]



or
is1) = KalSuLL)
(1 + KulLD)

where [ S] = total antibody site concentration: that is, [ S] + [ SL]. Initially, when the complex [ SL] is a negligible fraction of the total antibody [ S] {, the concentration

of complex increases nearly linearly with increasing ligand. However, as a larger fraction of antibody is consumed, the slope tapers off, and the concentration of
complex, [ SL], asymptotically approaches a plateau value of [ S] ; as all the antibody becomes saturated. Thus, the concentration of antibody-binding sites can be

(31

the concentration of antibody sites. * This measurement is sometimes referred to as antigen-binding capacity.
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FIG. 1. Schematic plot of bound ligand concentration as a function of free ligand concentration at a constant total concentration of antibody combining sites, [ S] ;.
The curve asymptotically approaches a plateau at which [bound ligand] =[ S] ;.

The total concentration of ligand at which the antibody begins to saturate is a function not only of the antibody concentration but also of the association constant, K,

saturated if the ligand concentration is 10 ‘M (product K 5 [ L] = 0.1) even if the total amount of ligand is in great excess over the total amount of antibody. According

, the fraction of antibody occupied would be only 0.1/1.1, or about 9%, in this example. These aspects of affinity and the methods for measuring affinity
d in greater detail in the next section.
Free Energy With regard to thermodynamics, the affinity, K » , is also the central quantity, because it is directly related to the free energy, d F, of the reaction by the

equations

AF° = —RTInK, (4]
and
Ky =e 2 /RT (4]

where R is the so-called gas constant (1.98717 cal/°K-mol), T is the absolute temperature (in degrees Kelvin), In is the natural logarithm, and e is the base of the
natural logarithms. The minus sign is introduced because of the convention that a negative change in free energy corresponds to positive binding. d F° is the standard
free-energy change defined as the d F for 1 mol antigen + 1 mol antibody sites combining to form 1 mol of complex, at unit concentration. It is also instructive to note

out when d F values are subtracted out, but not in ratios of d F values. An important rule of thumb can be extracted from these equations. Because In 10 = 2.303, a
10-fold increase in affinity of binding corresponds to a free-energy change d F of only 1.42 kcal/mol at 37°C (310.15°K). (The corresponding values for 25°C and 4°C
are 1.36 and 1.27 kcal/mol, respectively.) This is less than one-third the energy of a single hydrogen bond (about 4.5 kcal/mol). Looked at another way, a very high

affinity of 10 10p -1 corresponds to a d F of only 14.2 kcal/mol, approximately the bonding energy of three hydrogen bonds. (Of course, because hydrogen bonds with
water are broken during the formation of hydrogen bonds between antigen and antibody, the net energy per hydrogen bond is closer to 1 kcal/mol.) It is apparent from
this example that of the many interactions (hydrophobic and ionic as well as hydrogen bonding) that occur between the contact residues in an antibody-combining site
and the contacting residues of an antigen (such as a protein), almost as many are repulsive as attractive. It is this small difference of a few kilocalories between much
larger numbers corresponding to the total of attractive interactions and the total of repulsive interactions that leads to net “high-affinity” binding. If d F were any larger,
binding reactions would be of such high affinity as to be essentially irreversible. Viewed in this way, it is not surprising that a small modification of the antigen can
result in an enormous change in affinity. A single hydrogen bond can change the affinity many-fold, and similar arguments apply to hydrophobic interactions and other
forms of bonding. This concept is important in later discussions of specificity and antigen structure.

Effects of Temperature, pH, and Salt Concentration It was mentioned earlier that K 4 is constant for any given set of conditions such as temperature, pH, and salt

concentration. However, it varies with each of these conditions. We have already seen that the conversion of free energy to affinity depends on temperature.
However, the free energy itself is also a function of temperature:

AF = AH  —TAS® 15]

where d H is change in enthalpy (the heat of the reaction) ?2and d S is the entropy (the change in disorder produced by the reaction), 2 and T is the absolute
temperature (in degrees Kelvin). It can be shown that the association constant K 5 will thus vary with temperature as follows:

dinKy, AH° (6)
dT ~ RT?
or, equivalently,
din Ky _ —-AH 6]

d(1/T) R

The derivation of these equations is beyond the scope of this book [see Moore ( *)]. However, the practical implications are as follows. First, the standard enthalpy
change d H° of the reaction can be determined from the slope of a plot of In K 5 versus 1/ T. Second, for an interaction that is primarily exothermic (i.e., driven by a

large negative d H, such as the formation of hydrogen bonds and polar bonds), the affinity decreases with increasing temperature. Thus, many antigen—antibody
interactions have a higher affinity at 4°C than at 25°C or 37°C, and so maximum binding for a given set of concentrations can be achieved in the cold. In contrast,
apolar or hydrophobic interactions are driven largely by the entropy term, Td S, and d H° is near zero. In this case, there is little effect of temperature on the affinity.
As for the effects of pH and salt concentration (or ionic strength) on the affinity, these vary depending on the nature of the interacting groups. Most antigen—antibody
reactions are studied at a pH near neutral and at physiologic salt concentrations (0.15 M NaCl). If the interaction is dominated by ionic interactions, high salt
concentration lowers the affinity.

Kinetics of Antigen—Antibody Reactions
A fundamental connection between the thermodynamics and kinetics of antigen—antibody binding is expressed by the relationship
k)

Kx =
A .

[7]



where k ; and k _; are the rate constants for the forward (association) and backward (dissociation) reactions.

The forward reaction is determined largely by diffusion rates (theoretical upper limit, 10 9 L/mol-sec) and by the probability that a collision will result in binding: that is,

largely the probability that both the antigen and the antibody will be oriented in the right way to produce a good fit, as well as the activation energy for binding. The

diffusive rate constant can be shown ( ?) to be approximated by the Smoluchowski equation:

kg = 4maD(6 x 10°) [7a]

where a is the sum of the radii in centimeters of the two reactants, D is the sum of the diffusion constants in cm 2/sec for the individual reactants, and the constant 6 x
10 %% is necessary to convert the units to M "L-sec 1. For example, if a = 10 ® cm and D = 10 " cm %sec, then k di~7.5x10 8 M L.sec 1. Association rates are
generally slower for large protein antigens than for small haptens. This observation may be due to the smaller value of D, to the orientational effects in the collision,
and to other nondiffusional aspects of protein—protein interactions. Therefore, association rates for protein antigens are more frequently on the order of 10 5t010°Mm
lsect (see later discussion). However, this observation can also be partly understood from diffusion-limited rates alone. If the radii of hypothetically spherical

| l 5 )2
L,,+,ﬂ(_+_) _n+n)y (7b]
Fi rs Fira

molecules of equal size, the diffusive rate constant is the same regardless of whether those molecules are large or small ( °). However, if one molecule is large and

the other small, the rate is greater than if both molecules are large. This difference occurs because reducing the radius r 4 while keeping r , constant (and larger than
r 1) has a greater effect on increasing the diffusion constant term D, proportional to 1/ r  + 1/ 5, in which the smaller radius produces the larger term, than it has on

4r2t01.21 12, whereas the denominator is reduced from 1 r 2to 0.1 r 2. Thus, the ratio is increased from 4 to 12.1. Viewed another way, the greater diffusive mobility
of the small hapten outweighs its diminished target area relative to a large protein antigen, inasmuch as the larger target area of the antibody is available to both.

The dissociation rate (or “off rate”) k _; is determined by the strength of the bonds (as it affects the activation energy barriers for dissociation) and the thermal energy

KT (where k is Boltzmann’s constant), which provides the energy to surmount this barrier. The activation energy for dissociation is the difference in energy between
the starting state and the transition state of highest energy to which the system must be raised before dissociation can occur.

As pointed out by Eisen ( ), if one of a series of related antigens, of similar size and other physical properties, is compared for binding to an antibody, all the

association rates are very similar. The differences in affinity largely correspond to the differences in dissociation rates.

A good example is that of antibodies to the protein antigen staphylococcal nuclease ( £). Antibodies to native nuclease were fractionated on affinity columns of peptide
fragments to isolate a fraction specific for residues 99 through 126. The antibodies had an affinity of 8.3 x 10 8 M -1 for the native antigen and an association rate
constant, k 4, of 4.1 x 10 M Lsect. This k on Was several orders of magnitude lower than had been observed for small haptens ( ?), as discussed previously. A

for dissociation (based on t 1> = In 2/ k o) of 23 minutes. These rates are probably typical for high-affinity ( K o~ 10 M '1) antibodies to small protein antigens such

as nuclease (molecular weight ~ 17,000). The dissociation rate is important to know in designing experiments to measure binding, because if the act of measurement
perturbs the equilibrium, the time for making the measurement (e.g., to separate bound and free) is determined by this half-time for dissociation. For instance, a
2-minute procedure that involves dilution of the antigen—antibody mixture can be completed before significant dissociation has occurred if the dissociation half-time is

23 min. However, if the “on” rate is the same but the affinity is 10-fold lower, still a respectable 8 x 10 "M, then the complex could be 50% dissociated in the time
required to complete the procedure. This caution is very relevant in the later discussion of methods of measuring binding and affinity.

Because knowledge of the dissociation rate can be very important in the design of experiments, techniques to measure it should be understood. Perhaps the most
widely applicable one is the use of radiolabeled antigen. After equilibrium is reached and the equilibrium concentration of bound radioactivity determined, a large
excess of unlabeled antigen is added. Because any radioactive antigen molecule that dissociates is quickly replaced by an unlabeled one, the probability that a
radioactive molecule will associate again is very low. Therefore, the decrease in radioactivity bound to antibody with time can be measured to determine the
dissociation rate. *

AFFINITY

It is apparent from the preceding discussion that a lot of information about an antigen—antibody reaction is packed into a single value: its affinity. In this section, we
examine affinity more closely, including methods for measuring affinity and the heterogeneity thereof, the effects of multivalency of antibody and of antigen, and the
special effects seen when the antigen—antibody interaction occurs on a solid surface (two-phase systems).

Interaction in Solution with Monovalent Ligand

The simplest case is that of the interaction of antibody with monovalent ligand. This category may include both antihapten antibodies reacting with truly monovalent

haptens and antimacromolecule antibodies, which have been fractionated to obtain a population that reacts only with a single, nonrepeating site on the antigen. “In
the latter case, the antigen behaves as if monovalent in its interaction with the particular antibody population under study. The proviso that the site recognized
(antigenic determinant) be nonrepeating—that is, it occurs only once per antigen molecule—is, of course, critical.

If the combining sites on the antibody are independent (i.e., display no positive or negative cooperativity for antigen binding), then for many purposes these combining
sites, reacting with monovalent ligands, can be treated as if they were separate molecules. Thus, many, but not all, of the properties we discuss can be analyzed in
terms of the concentration of antibody-combining sites, independent of the number of such sites per antibody molecule [two for immunoglobulins G and A (IgG and
IgA), 10 for immunoglobulin M (IgM)].

In general, to determine the affinity of an antibody, the equilibrium concentrations of bound and free ligand are determined, at increasing total ligand concentrations
but at constant antibody concentration. Alternatively, the antibody concentration can be varied, but then the analysis is slightly more complicated. Perhaps the

theoretically most elegant experimental method to determine these quantities is equilibrium dialysis ( =, =), depicted and explained in Fig. 2, in which ligand
(antigen) is allowed to equilibrate between two chambers, only one of which contains antibody, separated by a semipermeable membrane impermeable to antibody.
The important feature of this method, as opposed to most others, is that the concentrations of ligand in each chamber can be determined without perturbing the
equilibrium. The disadvantage of this method is that it is applicable only to antigens small enough to freely permeate a membrane that will exclude antibody. Another
technical disadvantage is that bound antigen, determined as the difference between bound plus free antigen in one chamber and free antigen in the other, is not

measured independently of free antigen.



FIG. 2. Equilibrium dialysis. Two chambers are separated by a semipermeable membrane that is freely permeable to ligand but not at all to antibody. Antibody is
placed in one chamber (chamber B), and ligand in one or both chambers. Regardless of how the ligand is distributed initially, after sufficient time to reach equilibrium,
it is distributed as follows. The concentration of free ligand is identical in both chambers, but chamber B has additional ligand bound to antibody. The concentration of
bound ligand is thus the difference between the ligand concentrations in the two chambers, whereas the free concentration is the concentration in chamber A.

several graphical procedures, such as Scatchard analysis (described in the text).

Another category of method involves using radiolabeled ligand in equilibrium with antibody and then physically separating free antigen bound to antibody and
guantitating each separately. The methods used to separate bound and free antigen are discussed later in the section on radioimmunoassay. These methods
generally allow independent measurement of bound and free antigen but may perturb the equilibrium.

Scatchard Analysis Once data are obtained, there are a number of methods of computing the affinity, of which we shall discuss two. Perhaps the most widely used is

[SL] = Ka([S]; — [SLDIL] 3]

and B is substituted for [ SL] and F for [ L], referring to bound and free ligand, respectively. Then the Scatchard equation is
B
F:KMH—HE (8]
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FIG. 3. Scatchard analysis of the binding of | 3 H]—sperm whale myoglobin by a monoclonal antibody to myoglobin (A) and by the serum antibodies from the same
mouse whose spleen cells were fused to prepare the hybridoma (B). The monoclonal antibody (clone HAL 43-201E11, clone 5) produces a linear Scatchard plot,
whose slope, -1.6 x 10 Im-L, equals - K 5 and whose intercept on the abscissa indicates the concentration of antibody-binding sites. In contrast, the serum

antibodies produce a curved (concave-up) Scatchard plot, indicative of heterogeneity of affinity. From ( %), with permission.

of antibody molecules (with no assumptions about the number of sites per molecule) to obtain
r
- = Kax(n =) 9]
{I
where r is defined as the number of occupied sites per antibody molecule, n is defined as the total number of sites per antibody molecule, and c is free ligand
concentration; that is, ¢ = F. Thus,
B B

"= [total antibody]| - m,

and

B [total sites] B (5],
"~ [totalantibody]  [A],

where [ A] ; = total molar antibody concentration. In this form of the Scatchard plot, r/ ¢ versus r, the slope is still - K 5 and the intercept on the r axis is n. Thus, the

n

can also be calculated by any independent measure of antibody concentration. Thus, the only advantage of normalizing all the data points first to plot the r/ ¢ form
arises when the data were obtained at varying antibody concentrations. If the antibody concentration is unknown but held constant, then the B/ F form is more
convenient and actually provides one measure of antibody (site) concentration. Because today the value of n for each class of antibody is known (two for IgG and
serum IgA, 10 for IgM), the concentration of sites and that of antibody are easily converted in many cases.

Heterogeneity of Affinity The next level of complexity involves a mixture of antibodies of varying affinity for the ligand. This is the rule, rather than the exception, with
antibodies from immune serum, even if they are fractionated to be monospecific: that is, all specific for the same site on the antigen. Contrast, for example, the linear

....................................

receptor—hormone interaction, in which negative cooperativity can occur between receptor sites (i.e., occupation of one site lowers the affinity of its neighbor), a
concave-up Scatchard plot can be produced by negative cooperativity in the absence of any intrinsic heterogeneity in affinity. However, in the case of antibodies, for
which no such allosteric effect has been demonstrated, a concave-up Scatchard plot indicates heterogeneity of affinity. Ideally, the tangents all along the curve
correspond (in slope) the affinities of the many subpopulations of antibodies. Mathematically, this is not strictly correct, but it is true that the steeper part of the curve

corresponds to the higher affinity antibodies and the shallower part of the curve to the lower affinity antibodies. Graphical methods have been developed to analyze

more quantitatively the components of such curves ( *, £%), and a very general and versatile computer program (LIGAND), developed by Munson and Rodbard ( +°),

can fit such curves when any number of subpopulations of different affinity is used. For purposes of this chapter, we discuss only the case of two affinities and then
examine the types of average affinities that have been proposed for much greater heterogeneity. We also examine mathematical estimates of the degree of
heterogeneity (analogous to a variance). When an antibody population consists of only two subpopulations of different affinities, K ; and K ,, the component Equation

3' can be added to obtain



+ mKic + naKsc [10]
r=r+r=
TR T 0+ Ko T (1 + Ka0)

so that

r m K, ny K

= +
¢c (I1+Kic) (14 K)

where the subscripts correspond to the two populations. Then the graph of r/ ¢ versus r can be shown to be a hyperbola whose asymptotes are, in fact, the linear

Scatchard plots of the two components ( Fig. 4). This situation was analyzed graphically by Bright ( *-). If the limits are ¢ ? 0 and ¢ ? 8, it can easily be shown that the

intercept on the abscissa is just n 1 + n 5 (or, in the form B/ F vs. B, the intercept is the total concentration of binding sites [ S] ), and the intercept on the ordinate is n
1K1 +n,y Ko Thus, it is still possible to obtain the total value of nor [ S] { from the intercept on the abscissa. The problem is in obtaining the two affinities, K ; and K
o, and the concentrations of the individual antibody subpopulations (corresponding to n 4 and n ,). If K 1 is greater than K ,, the affinities can be approximated from

[107]
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FIG. 4. Analysis of a curved Scatchard plot produced by a mixture of two antibodies with different affinities. The antibodies have affinities K ; and K , and have n
and n 5 binding sites per molecule, respectively. r is the concentration of bound antigen divided by the total antibody concentration (i.e., bound sites per molecule),

and c is the free antigen concentration. The curve is a hyperbola that can be decomposed into its two asymptotes, which correspond to the linear Scatchard plots of
the two components in the antibody mixture. The tangents to the curve at its intercepts only approximate these asymptotes, so that the slopes of the tangents provide
an estimate of but do not accurately correspond to the affinities of the two antibodies. However, the intercept on the r axis corresponds to n 1 + n 5. Note that in this

case n 1 and n , must be defined in terms of the total antibody concentration, not that of each component.

Average Affinities In practice, of course, it is rarely known that exactly two subpopulations are involved, and most antisera are significantly more heterogeneous than
that. Therefore, the case just discussed is more illustrative of principles than of practical value. When faced with a curved Scatchard plot, the investigator usually asks
what the average affinity is, and perhaps some measure of the variance of the affinities, without being able to define exactly how many different affinity populations
exist. Suppose there are m populations each with site concentration [ S ;] and affinity S, so that at free ligand concentration [ L], the fraction of each antibody that

_ KilSihIL]
(1 + Ki[L)

(11]

i

Then the bound concentrations sum as follows:

y e KilSiLIL] ,
B=) Bi= (1 4+ K:[L]D 1

iml i

Substituting F for [ L] and dividing through by this quantity yields

E =i Ki[-gi]r “1}

F & (+KF)
or, equivalently,
r . i K.—ﬂ; [I‘Z’]
¢ L (+Kio
These can be seen to be generalizations of Equations 10 and 10'. If the limitsare F?0and F ? 8,
intercept on ordinate = Y ° K;[S;), [13]
ju=
and
intercept on abscissa = ZIS.- I = [S) [14]

=l

Therefore, it is still possible to obtain the total antibody site concentration from the intercept on the abscissa ( Fig. 5) ( =%).

1
[

FIG. 5. Types of average affinities for a heterogeneous population of antibodies, as defined on a Scatchard plot. K g is the slope of the tangent to the curve at a point
where B = [ S] { /2: that is, where half the antibody sites are bound. Thus, K g corresponds to a median affinity. K 5 is the slope of the chord between the intercepts



and corresponds to a weighted average of the affinities, weighted by the concentrations of the antibodies with each affinity. Adapted from ( *2), with permission.

Two types of average affinity can be obtained graphically from the Scatchard plot ( *%). A term perhaps the more widely used, K , is actually more accurately a

median affinity rather than a mean affinity. It is defined as the slope of the tangent at the point on the curve where half the sites are bound: that is, where B =[S] /2 (

_ >~ KilSi),
Ko=) s [15]

weighted mean affinity, K ,,, is therefore actually easier to obtain graphically in some cases than is K g, and it is useful in other types of plots as well.

Indices of Heterogeneity: the Sips Plot For a heterogeneous antiserum, it is desirable to have some idea of the extent of heterogeneity of affinity. For instance, if

the affinities are distributed according to a normal (gaussian) distribution, it is helpful to know the variance ( %, %%). More complex analyses have been developed that

do not require as many assumptions about the shape of the distribution ( 2, 22and 22), but the first and most widely used index of heterogeneity arbitrarily assumes

that the affinities fit a distribution, first described by Sips ( '), which is similar in shape to a normal distribution. This was applied to the case of antibody heterogeneity

by Nisonoff and Pressman ( #°) and was summarized by Karush and Karush ( 2¢). The data are fit to the assumed binding function

n(Koc)”
— 16
"= T+ (Koo (16}

which is analogous to Equations 3' and 11 (the Langmuir adsorption isotherm) except for the exponent a, which is the index of heterogeneity. This index, a, is allowed

log (”r I,.)z‘”“g‘""'”]”-gﬁu [17]

so that the slope of log [ r/( n - r)] versus log c is the heterogeneity index a. C. DeLisi (personal communication) derived the variance (second moment) of the Sips
distribution in terms of the free energy RT In K (5, about the mean of free energy. The result (normalized to RT) gives the dispersion or width of the distribution as a

function of a:

. 9 ¥

T5ips (1 —a”)
R2T? 3a?

This is useful for determining a quantity, s gjys, Which can be thought of as analogous to a standard deviation, if one keeps in mind that this is not a true gaussian

distribution. In addition, as noted previously, the use of the Sips distribution requires the assumption that the affinities (really the free energies) are continuously
distributed symmetrically about a mean, approximating a gaussian distribution. This assumption frequently is not valid.
The Plot of B/F Versus F or T Another graphical method that is useful for estimating affinities is the plot of bound/free versus free or total ligand concentration,

(18]

and

B
Ry = lim — = K|S}, [20]
F=0 f

FIG. 6. Schematic plot of R, the bound/free ratio, as a function of free ( F) or total ( T) antigen concentration. The curves have a similar sigmoidal shape, but the
midpoint (where R = R /2) of the plot of R versus T has a term dependent on antibody site concentration ([ S] ; ), whereas the midpoint of the plot of R versus F is

exactly 1/ K, independent of antibody concentration. Adapted from ( ), with permission.

1
= — 21

F e (21]
and

B =[5]/2 [22]
so that the total concentration, T, is

T—H+F—E~I—'+l (23]
= = 3 K FA

Thus, if B/ F versus F is plotted, the midpoint directly yields 1/ K. However, it is frequently more convenient experimentally to plot B/ F versus T. In this case, the

antibody-binding site concentration. Thus, in plots of B/ F versus T, the midpoint is a good estimate of the affinity only if [ S] { /2 << 1/ K: that is, if the antibody
concentration is low in comparison with the dissociation constant. In fact, if the affinity is so high that 1/ K << [ S] /2, then only the antibody concentration, not the

affinity, is being measured ( =) ( Fig. 6). In the case of a heterogeneous antiserum, we have already shown that

""""""""" Ry = ZK;‘[Sj]t [13]

B 2 Rg
K= (=)(—)=-2 24
(f)(l.i’]t) 51 124]

Thus, it is still possible to obtain the average affinity, as defined previously ( *?). Regardless of average affinities, the effect of affinity heterogeneity is to broaden the

curve or to make the slope shallower. This can be seen by visualizing the curve of B/ F versus F as a step function. Each antibody subpopulation of a given affinity, K



i» will be titrated to 50% of its microscopic B/ F at a free ligand concentration F = 1/ K. The high-affinity antibodies will be titrated at low F, but the low-affinity

antibodies will require much higher F to be titrated. The resulting step function is analogous to the successive transitions corresponding to different pK values in a pH
titration.
Intrinsic Affinity The affinity, K » , that we have been discussing so far is what has been termed the intrinsic affinity: that is, the affinity of each antibody-combining

site treated in isolation. We have been able to do this, regardless of the valence of the antibodies, by using the concentration of combining sites, [ S], in our equations
rather than the concentration of antibody molecules, [ A], which may have more than one site. Even without any cooperativity between combining sites, there is a
statistical effect that makes the actual affinity different from the intrinsic affinity if the antibody is multivalent and if whole antibody concentration rather than site
concentration is used. The way this difference arises can best be seen by examining the case of a bivalent antibody, such as IgG. We assume that the two sites are
equivalent and that neither is affected by events at the other. The ligand, as in this whole section, is monovalent. Then there are two binding steps,

A+ LZAL, AL+ LZ2AL [25)
and the corresponding actual affinities are
. [AL] |ALa]
K, = ; Ky = m—— [26]
[AL] [AL)[L]

If the intrinsic affinity of both equivalent sites is K, then K 1 is actually twice K, because the concentration of available sites, [ S], is twice the antibody concentration

when the first ligand is about to bind, in step 1. However, once one site is bound, the reverse (dissociation) reaction of step 1 can occur from only one site—namely,
the one that is occupied. Conversely, for the second step, the forward reaction has only one remaining available site; however, in the reverse reaction, AL » ? AL +L,

either site can dissociate to go back to the AL state. The second site bound need not be the first to dissociate, and because the sites are identical, it is impossible to
tell the difference. Thus, for step 2, the apparent concentration of sites for the reverse reaction is twice that available for the forward reaction, and so the affinity K

for the second step is only half the intrinsic affinity, K. It is easy to see how this statistical effect can be extrapolated to an antibody with n sites ( %’):

|
K, =nk and Ke=-K [27)
n
For the steps in between, two derivations are available ( *, 2), which yield
n—i+1
[

The actual affinity, rather than the intrinsic affinity, is important with monovalent ligands in regard to the effective affinity (based on a molar antibody concentration)
under conditions in which [ L] is so low that only one site can bind antigen. Therefore, for IgG or IgM (with 2 or 10 sites per molecule, respectively), the apparent
affinity is theoretically 2 or 10 times the intrinsic affinity. For most purposes, it is easier to use site concentrations and intrinsic affinities. The analyses given
previously, such as B/ F versus F or the Scatchard plot, either B/ F versus B or r/ ¢ versus r, all yield intrinsic affinities. The intrinsic affinity provides information about
the nature of the antibody—ligand interaction. With regard to multivalent ligands, the actual affinity or effective affinity involving multipoint binding between multivalent
antibody molecule and multivalent ligand molecule can be much greater than the intrinsic affinity for binding at each site. This case is the subject of the next section.
Interaction with Multivalent Ligands So far, we have discussed only situations in which the ligand is monovalent or effectively monovalent with regard to the

particular antibody under study. However, in many situations, the ligand molecule has multiple repeating identical determinants, each of which can bind independently

to the several identical combining sites on a divalent or multivalent antibody. °Although the intrinsic affinity for the interaction of any single antibody-combining site

with any single antigenic determinant may be the same as that discussed in the preceding section, the apparent or effective affinity may be much higher, because of

the ability of a single antibody molecule to bind more than one identical determinant of a multivalent antigen molecule. Karush ( 22) termed this phenomenon

monogamous bivalency. Such monogamous binding can occur between two molecules in solution or between a molecule in solution and one on a solid surface, such
as a cell membrane or microtiter plate. We first discuss the situation in solution and then discuss the additional considerations that apply when one of the reactants is
bound to a solid surface.

Monogamous Bivalency Suppose that a divalent antibody molecule reacts with antigen that has two identical determinants. This situation was treated in detail by

understanding that, in actuality, we cannot distinguish S from S' or D from D'. The interaction can be broken up into two steps: a bimolecular reaction,
S D X S—D
1
|+ | = | i [29]
SF D.f S.i DF
followed by an intramolecular reaction,
S—D, S—D
| | = | I (30)
S D §—=D
The association constant for the first step, K 4, is related to the intrinsic affinity, K, simply by a statistical factor of 4 because of the degeneracy (equivalence) between

reaction, inasmuch as it is effectively an interconversion between two states of a single molecular complex, the reactants S'and D' being linked chemically (albeit
noncovalently) through the S— D bond formed in the first step. Thus, the first-order equilibrium constant, K 5, is not a function of the concentrations of S— S and D—

D in solution, as K ; would be. Rather, the forward reaction depends on the geometry of the complex and the flexibility of the arms; in other words, the probability that

S' and D' will encounter each other and be in the right orientation to react if they do come in contact depends on the distances and freedom of motion along the chain
S'— S— D— D' rather than on the density of molecules in solution (i.e., concentration). The reverse reaction for step 2, on the other hand, will have a rate constant
similar to that for the simple monovalent S— D ? S + D reaction, because the dissociation reaction depends on the strength of the S'— D' (or S— D) bond and is not
influenced by the other S— D interaction unless there is strain introduced by the angles required for simultaneous bonds between S and D and between S' and D'.
Note that K , inherently has a statistical factor of 1/2 in comparison with the intrinsic K' , for the analogous reaction if the S— S— D— D' link is all covalent, because

result. We would like to know the apparent or observed affinity for the overall reaction
S D X S§—D
|+ | =1 | (31)
S D §—=D
Because the free energies, dF ; and dF ,, for the two steps are additive, the observed affinity is the product of K ; and K 5:

Ko = K1 K> [32]

where we have defined K ; and K 5 to include the statistical degeneracy factors. ‘ The equilibrium constants K ; and K ,, are the ratios of forward and reverse rate

intramolecular forw ction of step 2, as noted previously. Thus, the difficulty in predicting K gy is largely a problem of analyzing the geometric (steric) aspects of

K -, if the intrinsic affinity, K, is already known. Crothers and Metzger ( ) analyzed this problem for particular situations. Qualitatively, whether K , is larger or smaller

than K depends on factors such as the enforced proximity of S' and D' in step 2 and the distance between D and D' in comparison with the possible distances

can be approximated by K, except for statistical factors, the apparent affinity for this “monogamous bivalent” binding interaction, K ,,s, may range from significantly
less than to significantly greater than K 2. If K 2 is of the same order of magnitude as K, then K 45 is of the order of K 2 which can be huge (e.g., if K~10°M 1, K obs

could be ~ 10 18 m '1). The half-time for dissociation would be thousands of years. It is easy to see how such monogamous bivalent interactions can appear to be

irreversible, even though in practice the observed affinity is rarely more than a few orders of magnitude larger than the K for a single site, possibly because of

structural constraints ( 3%). If apparent affinities this high can be reached by monogamous bivalency, even greater ones should be possible for the multipoint binding

of an IgM molecule to a multivalent ligand. Although IgM is decavalent for small monovalent ligands, steric restrictions often make it behave as if it is pentavalent for
binding to large multivalent ligands. However, even five-point binding can lead to enormously tight interactions. Therefore, even though the intrinsic affinity of IgM



molecules tends to be lower than that of IgG molecules for the same antigen ( 22), the apparent affinity of IgM can be quite high.

Two-Phase Systems

The same enhanced affinity seen for multipoint binding applies to two-phase systems. Examples include the reaction of multivalent antibodies with antigen attached to
a cell surface or an artificial surface (such as Sepharose or the plastic walls of a microtiter plate), the reaction of a multivalent ligand with antibodies on the surface of
a B cell, a Sepharose bead, or a plastic plate, and the reaction of either component with an antigen—antibody precipitate. For the reasons outlined previously,
“monogamous” binding can cause the apparent affinity of a multivalent antibody or antigen for multiple sites on a solid surface to be quite large, to the point of
effective irreversibility.

However, another effect also increases the effective affinity in a two-phase system. This effect applies even for monovalent antibodies [antigen-binding fragments

(Fab)] or monovalent ligands. The effect arises from the enormously high effective local concentration of binding sites at the surface, in comparison with the

concentration if the same number of sites were distributed in bulk solution ( ). Looked at another way, the effect is caused by the violation, at the liquid—solid

interface, of the basic assumption in the association constants, K , , discussed previously, that all the reactants are distributed randomly in the solution. (To some

reaction down into two steps: (a) the diffusive process necessary to bring the antigen and antibody into the right proximity and orientation to react and (b) the reactive
process itself. The complex between antigen and antibody, when positioned but when it has not yet reacted, is called the encounter complex. The reaction can then
be written

S+D=SD = SD 3]
- -|

where S is antibody site, D is antigenic determinant, k ;, and k _ are the forward and reverse diffusive rate constants, and k ; and k _; are the forward and reverse
reactive rate constants once the encounter complex is formed. If the encounter complex is in a steady state, the overall rate constants are given by

Lo _kike
I~k + ko)

[34)

and

k_1k_

TS [33]

where subscripts f and r stand for forward and reverse ( =%). The association constant, according to Equation 7, is the ratio of these two, or

kik,
Kp=—1+ 36
A=k (36]

The relative magnitudes of k ; and k . determine the probable fate of the encounter complex. Is it more likely to react to form SD or to break up as the reactants diffuse
apart?

Now suppose that k _ is slow in comparison with k ;. Then the SD-bound complex and the encounter complex, S--- D, may interconvert many times before the
encounter complex breaks up and one of the reactants diffuses off into bulk solution. If the surface has multiple antigenic sites, D, then even a monovalent antibody
(Fab) may, when SD dissociates to S--- D, be much more likely to rereact with the same or nearby sites than to diffuse away into bulk solution, again depending on the
relative magnitudes of these rate constants. This greater probability to rereact with the surface rather than diffuse away is the essence of the effect we are describing.

A somewhat different and very useful analysis of the same or a very similar effect was given by Silhavy et al. ( 3*). These authors studied the case of a ligand

diffusing out of a dialysis bag containing a protein for which the ligand had a significant affinity. Once the ligand concentration became low enough that there was an
excess of free protein sites, the rate of exit of ligand from the dialysis bag was no longer simply its diffusion rate; nor was it simply the rate of dissociation of
protein—ligand complex. These authors showed that, under these conditions, the exit of ligand followed quasi—first-order kinetics but with a half-life longer than the
half-life in the absence of protein by a factor of (1 +[ P] K 4 ):

e =1-(1 +[P)K,) [37]

where [ P] is the protein site concentration, K 4 is the affinity, and t . and t _ are the half-lives in the presence and absence of protein in the bag.

In this case, the protein was in solution, and so the authors could use the actual protein concentration and the actual intrinsic affinity, K a . In the case of protein on a

two-dimensional surface, it is harder to know what to use as the effective concentration. However, the high local concentration of protein compartmentalized in the
dialysis bag is analogous to the high local concentration attached to the solid surface. The underlying mechanisms of the two effects are essentially the same, and so

are the implications. For instance, in the case of dialysis, a modest 10-uM concentration of antibody sites with an affinity of 10 8 M1 can reduce the rate of exit of a
ligand 1000-fold. A dialysis that would otherwise take 3 hours would take 4 months! It is easy to see how this “retention effect” can make even modest affinities appear
infinite (i.e., the reactions appear irreversible). This retention effect applies not only to immunological systems but also to other interactions at a cell surface or
between cell compartments, where the local concentration of a protein may be high. In particular, these principles of two-phase systems should also govern the
interaction between antigen-specific receptors on the surface of T cells and antigen—major histocompatibility complex (MHC) molecule complexes on the surface of
antigen-presenting cells, B cells, or target cells.

One final point is useful to note. Because these retention effects depend on a localized abundance of unoccupied sites, addition of a large excess of unlabeled ligand
to saturate these sites will diminish or abolish the retention effect and will greatly accelerate the dissociation or exit of labeled ligand. This effect of unlabeled ligand
can be used as a test for the retention effect, although in certain cases the same result can be an indication of negative cooperativity among receptor sites.

RADIOIMMUNOASSAY AND RELATED METHODS

Since it was first suggested in 1960 by Yalow and Berson ( %), radioimmunoassay (RIA) has rapidly become one of the most widespread, most widely applicable, and

most sensitive techniques for assessing the concentration of a whole host of biological molecules. Most of the basic principles necessary to understand and apply RIA
have been covered earlier in this chapter. In this section, we examine the concepts and methodological approaches used in RIA. For detailed books on methods, we

The central concept of RIA is that the binding of an infinitesimal concentration of highly radioactive tracer antigen to low concentrations of a high-affinity specific
antibody is very sensitive to competition by unlabeled antigen and is also very specific for that antigen. Thus, concentrations of antigen in unknown samples can be



determined by their ability to compete with tracer for binding to antibody. The method can be used to measure very low concentrations of a molecule, even in the
presence of the many impurities in biological fluids. Accomplishment of this requires an appropriate high-affinity antibody and radiolabeled antigen, a method to
distinguish bound from free labeled antigen, optimization of concentrations of antibody and tracer-labeled antigen to maximize sensitivity, and generation of a
standard curve, through the use of known concentrations of competing unlabeled antigen, from which to read off the concentrations in unknown samples, as well as
the best method for representing the data. We review all these steps and the pitfalls in this procedure except the preparation of antibodies and labeled antigens.

Separation of Bound and Free Antigen

Regardless of which parameter is used to assess the amount of competition by the unlabeled antigen in the unknown sample to be tested, it is always a function of
bound versus free, radiolabeled antigen. Therefore, one of the most critical technical requirements is the ability to distinguish clearly between antibody-bound
radioactive tracer and free radioactive tracer. This distinction usually requires physical separation of bound and free ligand. If the bound fraction is contaminated by
free ligand, or vice versa, enormous errors can result, depending on the part of the binding curve on which the data fall.

Solution Methods Solution RIA methods have the advantage that binding can be related to the intrinsic affinity of the antibody. However, bound and free antigen
must be separated by a method that does not perturb the equilibrium. Three basic types of approaches have been used: precipitate the antibody with bound antigen,
leaving free antigen in solution; precipitate the free antigen, leaving antibody and bound antigen in solution; or separate free from antibody-bound antigen molecules
in solution on the basis of size by gel filtration. The last method is too cumbersome to use for large numbers of samples and is too slow, in general, to ensure the
equilibrium is not perturbed in the process. Therefore, gel filtration columns are not widely used for RIA. Methods that precipitate antibody are probably the most
widely used. If the antigen is sufficiently smaller (molecular weight < 30,000) than the antibody that it will remain in solution at concentrations of either ammonium
sulfate ( %) or polyethylene glycol, with a molecular weight of 6,000 (10% W:W) ( %), which will precipitate essentially all the antibody, then these two reagents are

frequently the most useful. Precipitation with polyethylene glycol and centrifugation can be accomplished before any significant dissociation has occurred as a result

of dilutional effects ( *'). However, if the antigen is much larger than about 30,000 to 40,000 of molecular weight, then these methods will produce unacceptably high

background control values in the absence of specific antibody. If the antibody is primarily of a subclass of IgG that binds to staphylococcal protein A or protein G, it is

possible to take advantage of the high affinity of protein A or G for IgG by using either protein A (or G)-Sepharose or formalin-killed staphylococcal organisms (Cowan

| strain) to precipitate the antibody ( #). Finally, it is possible to precipitate the antibody by using a specific second antibody, an anti-immunoglobulin raised in another

species. Maximal precipitation occurs not at antibody excess but at the “point of equivalence” in the middle of the titration curve where antigen (in this case, the first
antibody) and the (second) antibody are approximately equal in concentration. Thus, carrier immunoglobulin must be added to keep the immunoglobulin concentration
constant and the point of equivalence is determined by titrating with the second antibody. Even worse, the precipitin reaction is much slower than the
antigen—antibody reaction itself, allowing reequilibration of the antigen—antibody interaction after dilution by the second antibody. Some of these problems can be
reduced by enhancing precipitation with low concentrations of polyethylene glycol. The other type of separation method is adsorption of free antigen to an agent, such
as activated charcoal or talc, that leaves antigen bound to antibody in solution. Binding of antigen by these agents depends on size and hydrophobicity. Although
these methods are inexpensive and rapid, careful adjustment and monitoring of pH, ionic strength, and temperature are necessary to obtain reproducible results and
to avoid adsorption of the antigen—antibody complex. Furthermore, because these agents have a high affinity for antigen, they can compete with a low-affinity
antibody and alter the equilibrium. Also, because charcoal quenches beta scintillation counting, it can be used only with gamma-emitting isotopes such as iodine 125.
Solid-Phase Methods Solid-phase RIA methods have the advantages of high throughput and increased apparent affinity because of the effects at the solid-liquid
interface noted previously. However, they have the concomitant disadvantage that the true intrinsic affinity is not measured because of these same effects. The
method itself is fairly simple. The antibody is bound in advance to a solid surface such as a Sepharose bead or the walls of a microtiter plate well. To avoid
competition from other serum proteins for the solid phase, purified antibody must be used in this coating step. Once the wells (or Sepharose beads) are coated, they
can be incubated with labeled tracer antigen, with or without unlabeled competitor, and be washed, and the radioactivity bound to the plastic wells or to the Sepharose
can be counted directly. The microtiter plate method is particularly useful for processing large numbers of samples. However, because the concentration, or even the

amount, of antibody coating the surface is unknown, and because the affinity is not the intrinsic affinity, these methods cannot be used for studying the chemistry of

the antigen—antibody reaction itself. A detailed analysis of the optimum parameters in this method is given by Zollinger et al. ( **). A variation that does allow
43

determination of affinity, based on the enzyme-linked immunosorbent assay (ELISA), described later but equally applicable to RIA, was described by Friguet et al. ( ==
). This method involves the use of antigen-coated microtiter wells and free antibody, but competition by free antigen is measured to prevent the antibody in solution

...................................

measured is that between the antibody and antigen in solution, not that on the plastic, and so it is not directly influenced by the multivalency of the surface. However,

as pointed out by Stevens ( '), the determination of affinity is strictly accurate only for monovalent Fab, because a bivalent antibody with only one arm bound to the

plastic and one bound by antigen in solution is still counted as free. Therefore, the ligand occupancy of the antibody combining sites will be underestimated, and thus

nature and density of the antigen on the solid surface can also influence the estimate of affinity.

FIG. 9. Three strategies for the detection of specific antibody—antigen reactions by the ELISA technique. A: Direct binding. B: Hapten inhibition. C: Antigen sandwich.
(Fig 9. A-C only)

Optimization of Antibody and Tracer Concentrations for Sensitivity

The primary limitations on the sensitivity of the assay are the antibody affinity and concentration, the tracer concentration, and the precision (reproducibility) of the
data. In general, the higher the affinity of the antibody, the more sensitive the assay can be made. Once the highest affinity antibody available is prepared, this
parameter limits the extent to which the other parameters can be manipulated. For instance, because the unlabeled antigen in the unknown sample is going to
compete against labeled tracer antigen, the lower the tracer concentration is, the lower the concentration of the unknown, which can be measured up to a point. That
point is determined by the affinity, K 5 , as can be seen from the theoretical considerations discussed previously ( %). The steepest part of the titration curve occurs in
the range of concentrations around 1/ K 5 . Concentrations of ligand much lower than 1/ K 5 leave most of the antibody sites unoccupied, so that competition is less
effective. Thus, there is no value in reducing the tracer concentration more than a few-fold lower than 1/ K p . Therefore, although it is generally useful to increase the
specific radioactivity of the tracer and reduce its concentration, it is important to be aware of this limit of 1/ K , . Increasing the specific activity more than necessary

can result in denaturation of antigen.

Similarly, lowering the antibody concentration also increases sensitivity up to a point. This limit also depends on 1/ K 5 and on the background “nonspecific binding.”
Decreasing the antibody concentration to the point that binding of tracer is too close to background results in loss of sensitivity because of loss of precision. In

A convenient procedure to follow to optimize tracer and antibody concentrations is first to choose the lowest tracer concentration that results in convenient counting
times and counting precision for bound values of only one-half to one-tenth the total tracer. Then, with this tracer concentration constant, the antibody is diluted out
until the bound/free antigen ratio is close to 1.0 (bound/total = 0.5) in the absence of competitor. This antibody concentration in conjunction with this tracer
concentration generally yields near-optimal sensitivities, within the limits noted previously. It is important to be aware that changing the tracer concentration requires
readjusting the antibody concentration to optimize sensitivity.

Analysis of Data: Graphic and Numerical Representation

We have already examined the Scatchard plot (bound/free vs. bound) and the plot of bound/free versus free or total antigen concentration as methods of determining
affinity. The latter lends itself particularly to the type of competition curves that constitute a RIA. In fact, the independent variable must always be antigen
concentration, because that is the known quantity that is varied to generate the standard curve. We use B, F, and T to represent the concentrations of bound, free,



and total antigen, respectively. We have shown previously that the plot of B/ F versus F is more useful for determining the affinity, K 5 , than is the plot of B/ F versus

T. However, in RIA, the quantity to be determined is T, and, correspondingly, the known independent variable in generating the standard curve is T. Another
difference between the situation in RIA and that discussed earlier is that, in RIA, both labeled and unlabeled antigen are available. The dependent variable, such as
B/ F, is the ratio of bound tracer over free tracer, because only radioactive antigen is counted. B/ F for the unlabeled antigen is the same at equilibrium, if labeled and
unlabeled antigen bind the antibody equivalently—that is, with the same K A . This assumption is not always valid and requires experimental testing.

Note that because B + F =T,

_ B B/T

-m=m [38]

|

and

B BJF
T (1+ B/F)

[39]

versus T (log scale) was one of the first methods used to plot RIA data and is still among the most useful. The most sensitive part of the curve is the part with the
steepest slope.
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FIG. 7. Schematic

plot of B/ ForB/T (the bound over free or total antigen concentration) as a function of free ( F) or total ( T) antigen concentration, when plotted on

multideterminant binding on steepness arises because, in RIA, an antigen molecule is scored as bound whether it has one or several antibody molecules attached. It

is scored as free only if no antibody molecules are attached. Thus, the probability that an antigen molecule is scored as free is the product of the probabilities that

each of its determinants is free. The effect can lead to quite steep slopes and has been confirmed experimentally ( 7).

A transform that allows linearization of the data in most cases is the logit transform ( #%, %), To use this, the data are first expressed as B/ B g, where B g is the
concentration of bound tracer in the absence of competitor. This ratio is then subjected to the logit transform, defined as

_ Y
Il}gll (Y) = In [“_—_-ﬁ:l [4{”

of a monoclonal antibody binding a monovalent antigen. The linearity of this plot obviously makes it very useful for graphical interpolation, which is desirable for
reading antigen concentration off a standard curve. One additional advantage is that linearity facilitates tests of parallelism. If the unknown under study is identical to
the antigen used to generate the standard curve, then a dilution curve of the unknown should be parallel to the standard curve in this logit-log coordinate system. If it
is not, the assay is not valid.

oy T

FIG. 8. Schematic logit—log blot used to linearize radioimmunoassay data. B and T are bound tracer and total antigen concentration, respectively, and B g is the value

Although a number of computer programs have become available for rapid analysis of RIA data without the use of manual plots of standard curves, all are based on
these and similar methods, and their accurate interpretation depends on an understanding of these concepts.

Corrections for B, F, and T In conclusion of this section on analysis of RIA data, a few controls and corrections to the data, without which the results may be
fallacious, must be mentioned. First, in any method that precipitates antibody and bound antigen (or entails the use of a solid-phase antibody), there may always be a
fraction of antigen that precipitates or binds nonspecifically in the absence of specific antibody. Thus, controls with normal serum or immunoglobulin must be used to
determine this background. The nonspecific binding usually increases linearly with antigen dose; that is, it does not saturate. This control value should be subtracted
from B but does not affect F when measured independently; it affects only F determined as T minus B. The total antigen that is meaningful is the sum of antigen that is
specifically bound and antigen that is free. Nonspecifically bound antigen should be deleted from any term in which it appears. A second correction is that for
immunologically inactive radiolabel: that which is either free radioisotope or isotope coupled to an impurity or to denatured antigen. The fraction of radioactive material
that is immunologically reactive with the antibodies in the assay can be determined by using a constant, low concentration of labeled antigen and adding increasing
concentrations of antibody. If there is no contamination with inactive material, all the radioactivity should be able to be bound by sufficient antibody. If the fraction of
tracer bound reaches a plateau at less than 100% bound, then only this fraction is active in the assay. The importance of this correction can be seen from the example
in which the tracer is only 80% active. Then, when the true B/ Fis 3 ( B/ T = 0.75), applying only to the active 80% of the tracer, the remaining 20%—which can never



be bound—uwill mistakenly be included in the free tracer, doubling the amount that is measured as free. Thus, the measured B/ Fis only 1.5 (i.e., 0.6/0.4) instead of
the true value of 3 (i.e., 0.6/0.2). This factor of 2 makes a serious difference in the calculation of affinity, for instance, from a Scatchard plot. Also, it results in a plateau
in the Scatchard plot at high values of B/ F, because with 20% of the tracer obligatorily free, B/ F can never exceed 4 (i.e., 0.8/0.2). To correct for this potentially
serious problem, the inactive fraction must always be determined when subtracted from both Fand T.

Nonequilibrium Radioimmunoassay

So far, we have assumed that tracer and unlabeled competitor are added simultaneously and that sufficient incubation time is allowed to achieve equilibrium. To
measure the affinity, of course, equilibrium must be ensured. However, suppose the investigator's sole purpose is to measure the concentration of competitor by RIA.
Then the sensitivity of the assay can actually be increased by adding the competitor first, allowing it to react with the antibody, and then intentionally adding the tracer
for too short a time to reach a new equilibrium. Essentially, the competitor is being given a competitive advantage. It can be shown that the slope of the

dose-response curve, B/ T versus total antigen added, is increased in the low-dose range—a mathematical measure of increased sensitivity. A detailed mathematical

analysis of this procedure was given by Rodbard et al. ( *). Note, however, that use of such nonequilibrium conditions requires very careful control of time and

temperature.

Enzyme-Linked Immunosorbent Assay

An alternative solid-phase readout system for the detection of antigen—antibody reactions is the ELISA ( 22). In principle, the only difference from RIAs is that

antibodies or antigen are covalently coupled to an enzyme instead of a radioisotope, so that bound enzyme activity instead of bound counts per minute is measured.
In practice, the safety and convenience of nonradioactive materials and the commercial availability of plate readers that can measure the absorbance of 96 wells in a
few seconds account for the widespread use of ELISA. Because both ELISA and RIA are governed by the same thermodynamic constraints, and because the enzyme
can be detected in the same concentration range as can commonly used radioisotopes, the sensitivity and specificity are comparable. We consider three basic
strategies for using ELISA to detect specific antibody or antigen.

attached to each well of a plastic microtiter dish. For this purpose, it is fortunate that most proteins bind nonspecifically to plastic. Excess free antigen is washed off,
and the wells are incubated with an albumin solution to block the remaining nonspecific protein binding sites. The test antiserum is then added, and any specific
antibody binds to the solid-phase antigen. Washing removes unbound antibodies. Enzyme-labeled anti-immunoglobulin is added. This binds to specific antibody
already bound to antigen on the solid phase, bringing along covalently attached enzyme. Unbound antiglobulin-enzyme conjugate is washed off; then substrate is
added. The action of bound enzyme on substrate produces a colored product, which is detected as increased absorbance in a spectrophotometer.

Although this method is quick and very sensitive, it is often difficult to quantitate. Within a defined range, the increase in optical density is proportional to the amount
of specific antibody added in the first step. However, the amount of antibody bound is not measured directly. Instead, the antibody concentration of the sample is
estimated by comparing it with a standard curve for a known amount of antibody. It is also difficult to determine affinity by this method, because the solid-phase
antigen tends to increase the apparent affinity. The sensitivity of this assay for detecting minute amounts of antibody is quite good, especially when affinity-purified
antiglobulins are used as the enzyme-linked reagent. A single preparation of enzyme-linked antiglobulin can be used to detect antibodies to many different antigens.
Alternatively, class-specific antiglobulins can be used to detect how much of a specific antibody response is caused by each immunoglobulin class. Obviously,
reproducibility of the assay depends on uniform antigen coating of each well (which can vary), and the specificity depends on using purified antigen to coat the wells.

the plate and hence reduce the absorbance measured in the final step. This method permits the estimate of affinity for free antigen, which is related to the

half-inhibitory concentration of antigen. Mathematical analysis of affinity by this approach was described by Friguet et al. ( **) with modification by Stevens ( **), as

discussed previously in the RIA section on solid phase methods. In addition, some estimate of cross-reactivity between the antigen in solution and that on the plate
can be obtained.
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antibody. Finally, a second antibody, linked to enzyme, is added. This binds to the solid-phase antigen—antibody complex, carrying enzyme along with it. Excess
second antibody is washed off, and substrate is added. The absorbance produced is a function of the antigen concentration of the test solution, which can be
determined from a standard curve. Specificity of the assay depends on the specificity of the antibodies used to coat the plate and detect antigen. Sensitivity depends
on affinities and on the amount of the first antibody bound to the well, which can be increased by using affinity-purified antibodies or monoclonal antibodies in the
coating step. The binding of both antibodies of the sandwich depends on divalency of the antigen, or else the two antibodies must be specific for different antigenic
determinants on the same antigen molecule. If the antibodies are two different monoclonal antibodies that bind to the same monomeric antigen, this technique can be

used to ascertain whether the two antibodies can bind simultaneously to the same molecule or whether they compete for the same site or sites close enough to cause

steric hindrance ( 2?).

When antibodies are serially diluted across a plate, the last colored well indicates the titer. Specificity of binding can be demonstrated by coating wells with albumin
and measuring antibody binding in parallel with the antigen-coated wells. Because it can be used to test many samples in a short time, ELISA is often used to screen
culture supernatants in the production of hybridoma antibodies. The sensitivity of the method allows detection of clones producing specific antibodies at an early
stage in cell growth.

ettt = Sutiwedthesft

Enzyme-Linked Immunospot Assay

The normal ELISA assay can be modified to measure antibody production at the single-cell level. In the enzyme-linked immunospot (ELIspot) method, tissue culture
plates are coated with antigen, and various cell populations are cultured on the plate for 4 hours. During that time, B cells settle to the bottom and secrete antibodies,
which bind antigen nearby and produce a footprint of the antibody-secreting cell. The cells are then washed off, and a second antibody, such as enzyme-labeled goat
antihuman 1gG, is added. Finally, unbound antibody is washed off, and enzyme substrate is added in soft agar. Over the next 10 minutes, each footprint of enzyme
activity converts the substrate to a dark spot of insoluble dye, corresponding to the localized zone where the B cell originally secreted its antibody.

Through this method, it is possible to detect as few as 10 to 20 antibody-producing B cells in the presence of 10 6 spleen cells, and typical results for immunized mice

range from 200 to 500 spot-forming cells per 10 6 spleen cells ( 2%, 2%). Clearly, to work at all, this assay must be capable of detecting the amount of antibody

secreted by a single immune B cell and specific enough to exclude nonspecific antibodies produced by the other nonimmune B cells. Sensitivity depends on the
affinity and the amount of antibodies secreted, and it may be optimized by titering the amount of antigen on the plate.

This type of assay is useful in analyzing the cellular requirements for antibody production in vitro, because the number of responding B cells is measured directly. It

can also be used to detect antibodies made in the presence of excess antigen. For example, in acute infections ( ') and in autoimmunity ( 2%), when antigen may be

present in excess over antibody, this assay makes it possible to measure antibody-producing B cells, even though free antibody may not be detectable in circulation.
It can also be used to measure local production of self-reactive antibodies in a specific tissue, such as synovium. Through the use of two detecting antibodies, each
specific for a different immunoglobulin class and coupled to a different enzyme, and two substrates producing different colored dyes, cells secreting IgA and IgG

simultaneously can be detected ( °%). ELIspot has been used to show that bacterial deoxyribonucleic acid (DNA) containing unmethylated CpG sequences is a



SPECIFICITY AND CROSS-REACTIVITY

The specificity of an antibody or antiserum is defined by its ability to discriminate between the antigen against which it was made (called the homologous antigen, or

immunogen) and any other antigen that may be tested. In practice, it is possible to test not the whole universe of antigens but only selected antigens. In this sense,

specificity can be defined experimentally only within the set of antigens being compared. Karush ( %) defined a related term, selectivity, as the ability of an antibody to

discriminate, in an all-or-none manner, between two related ligands. Thus, selectivity depends not only on the relative affinity of the antibody for the two ligands but
also on the experimental lower limit for detection of reactivity. For instance, an anticarbohydrate antibody with an affinity of 10 5M L for the immunogen may appear
to be highly selective, inasmuch as reaction with a related carbohydrate with a 100-fold lower affinity, 10 Sm- may be undetectable. On the other hand, an antibody

with an affinity of 10 9M 1 for the homologous ligand may appear to be less selective because any reaction with a related ligand with a 100-fold lower affinity would
still be quite easily detectable.

Conversely, cross-reactivity is defined as the ability to react with related ligands other than the immunogen. More usually, this is examined from the point of view of
the ligand. Thus, antigen Y may be said to cross-react with antigen X because it binds to anti-X antibodies. Note that in this sense, the two antigens, not the antibody,
are cross-reactive. However, the cross-reactivity of two antigens, X and Y, can be defined only with regard to a particular antibody or antiserum. For instance, a
different group of anti-X antibodies may not react at all with Y, and so, with regard to these antibodies, Y would not be cross-reactive with X. The term may be used in
a different sense: that some anti-X antibodies cross-react with antigen Y.

In most cases, cross-reactive ligands have lower affinity than the immunogen for a particular antibody. However, exceptions can occur, in which a cross-reactive
antigen binds with a higher affinity than the homologous antigen itself. This phenomenon is called heterocliticity, and the antigen that has a higher affinity for the
antibody than does the immunogen is said to be heteroclitic. Antibodies that manifest this behavior are also described as heteroclitic antibodies. A good example is

bind with higher affinity to the cross-reactive hapten nitroiodophenyl acetyl than to the immunogen itself. Another example is the case of retro-inverso or retro-D

peptides ( %2, 2, %2, 2and °7). By reversing the chirality from L to D amino acids, and simultaneously reversing the sequence of amino acids, it is possible to produce

a peptide that is resistant to proteolysis and has its side chains approximately in the same position as the original L amino acid peptide, with the exception of some
amino acids with secondary chiral centers such as Thr and lle. However, the backbone NH and CO moieties are reversed. Antibodies that interact with only the side
chains might not distinguish these peptides, whereas antibodies that interact with the main chain as well as side chains may distinguish them and may have
potentially higher or lower affinity. In a study of monoclonal antibodies to a hexapeptide from histone H3, some bound the retro-D form with higher affinity than the

native sequence, and some did not ( %%, °%). The former are an example of heterocliticity. In addition to greater binding affinity, the retro-D peptides may have even

greater activity in vivo because of their resistance to proteolysis ( %2, %, 82, %2and ). This stability makes them more useful as drugs as well ( 22, &%, %),

Cross-reactivity has often been detected by methods such as the Ouchterlony test, hemagglutination (see later descriptions of both of these), or similar methods,
which have in common the fact that they do not distinguish well between differences in affinity and differences in concentration. This practical aspect, coupled with the
heterogeneity of immune antisera, has led to ambiguities in the usage of the terms cross-reactivity and specificity. With the advent of RIA and ELISA techniques, this
ambiguity in the terminology, as well as in the interpretation of data, has become apparent.

FIG. 10. Schematic radioimrﬁunoassay binding curves for homologous ligand L and cross-reacting ligands. Cross-reacting ligand C 5 manifests type 1 or true
cross-reactivity, demonstrated by complete inhibition of tracer ligand binding, and a lower affinity. Ligand C g displays type 2 cross-reactivity or determinant sharing,
as recognized from the plateau at less than 100% inhibition, but not necessarily a lower affinity. The ordinate R is the ratio of bound/free radiolabeled tracer ligand,

and R g is the limit of R as the concentration of all ligands, including tracer, approaches zero. From ( ), with permission.

Type 1, or true, cross-reactivity is defined as the ability of two ligands to react with the same site on the same antibody molecule, possibly with different affinities. For
example, the related haptens dinitrophenyl and trinitrophenyl may react with different affinity for antibodies raised to dinitrophenyl hapten. In protein antigens, such
differences could occur with small changes in primary sequence (e.g., the conservative substitution of threonine for serine) or with changes in conformation, such as

displacement of tracer can be achieved at high enough concentrations of C ,, but higher concentrations of C 5 than of the homologous ligand, L, are required to
produce any given degree of inhibition.
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FIG. 11. An artist’'s drawing of the amino terminal region of the 3 chain of hemoglobin. A: The first 11 residues of the 3 A chain. B: The comparable regions of the 3 S

chain. The substitution of valine for the normal glutamic acid at position 6 makes a distinct antigenic determinant to which a subpopulation of antibodies may be

isolated ( “°, ‘). C: A schematic diagram of the sequence in A unfolded as occurs when the protein is denatured. This region may be cleaved from the protein, or the



peptide may be synthesized ( /%), which would result in changed antigenic reactivity. An antiserum to hemoglobin (or the R? chain thereof) may exhibit cross-reactivity

with the structures shown in B and C, but the molecular mechanisms would be different. Polypeptide backbone atoms are in white in the side chains, oxygen atoms

are hatched, nitrogen atoms are black, and carbon atoms are lightly stippled. Adapted from ( %, ’%), with permission.

A separate issue from affinity differences is the issue of whether the cross-reactive ligand reacts with all or only a subpopulation of the antibodies in a heterogeneous
serum. This second type of cross-reactivity—type 2 cross-reactivity, or shared reactivity—can therefore occur only when the antibody population is heterogeneous, as
in most conventional antisera. In this case, the affinity of the cross-reactive ligand may be greater than, less than, or equal to that of the homologous ligand for those
antibodies with which it interacts. Therefore, the competition curve is not necessarily displaced to the right, but the inhibition reaches a plateau at less than complete

containing both anti-X and anti-Y antibodies. A mutant protein in which determinant Y was so altered as to be unrecognizable by anti-Y, but determinant X was intact,
would manifest type 2 cross-reactivity. It would compete with the wild-type protein only for anti-X antibodies (possibly even with equal affinity) but not for anti-Y
antibodies.

Of course, both types of cross-reactivity could occur simultaneously. A classic example is the peptide fragment discussed in the case of type | cross-reactivity
previously. Suppose the fragment contained the residues of determinant X, albeit not in the native conformation, but did not contain the residues of a second
determinant, Y, which was also expressed on the native protein. If the antiserum to the native protein consisted of anti-X and anti-Y, the peptide would compete only
for anti-X antibodies (type 2 cross-reactivity) but would have a lower affinity than the native protein even for these antibodies. Thus, the competition curve would be
shifted to the right and would plateau before reaching complete inhibition. =

In the case of a homogeneous (e.g., monoclonal) antibody in which only type 1 cross-reactivity can occur, the differences in affinity for different cross-reactive ligands
can be quantitated by a method analogous to the B/ F versus F method described previously. Suppose that ligands X and Y cross-react with homologous ligand L for
a monoclonal antibody. If the bound/free ( B/ F = R) ratio for radiolabeled tracer ligand L is plotted as a function of the log of the concentration of competitors X and Y,

will arise, yielding

L
[X); (at R = Ro/2) = wt 3 [42]
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FIG. 12. Schematic radioimrﬁunoassay binding curves showing (a) the effect of affinity on both the midpoint and the slope at the midpoint and (b) the value of using
free [ligand] rather than total [ligand]. Ordinate R s the ratio of bound/free radiolabeled tracer ligand, and R gis the limit of R as all ligand concentrations approach

zero. If x and y are the concentrations of ligands X and Y that reduce R to exactly R /2, then if the abscissa is total ligand concentration, x =1/ Ky +[S]{/2andy =
1/ Ky +[S]/2, where [ S]is the concentration of antibody binding sites and K yx and K y are the affinities of the antibody for the respective ligands. However, if the

abscissa is free ligand concentration, x = 1/ K y and y = 1/ K y so that the ratio x/ y (or the difference log x - log y on a log plot) corresponds to the ratio of affinities K v

/ K x. Note that the slopes at the midpoints are the same on a log scale, but that for Y would be only K v / K x that for X on a linear scale. From ( &), with permission.

Thus, with the competitor on a linear scale, the difference in midpoint for competitors X and Y correspond to the difference 1/ K yx - 1/ K y regardless of whether the

free or total competitor is plotted, but the ratio of midpoint concentrations equals KX/ KY only if the free concentrations are used. This last point is important if the log
of competitor concentration is plotted, as is usually done, because the horizontal displacement between the two curves on a log scale corresponds to the ratio [ X]/[

If a second condition also holds—namely, that the concentration of bound tracer is small in comparison with the antibody site concentration [ S] { —then the slopes

(on a linear scale) of the curves at their respective midpoints (where R =R /2) are proportional to the affinity for that competitor, K x or Ky (°%). (Both conditions can

be met by keeping tracer L small relative to both KL and [ S]{ ) When [ X] fee and [ Y] fee are plotted on a log scale, the slopes appear to be equal (i.e., the curves
appear parallel), because a parallel line shifted m-fold to the right on a log scale is actually 1/ m as steep, at any point, in terms of the antilog, as the abscissa.

When the antibodies are heterogeneous in affinity, the curves are broadened and are generally not parallel. When heterogeneity of specificity is present and type 2
cross-reactivity occurs, the fractional inhibition achieved at the plateau in a B/ F versus free competitor plot is not proportional to the fraction of antibodies reacting

with that competitor, but it is proportional to a weighted fraction, for which the antibody concentrations are weighted by their affinity for the tracer (= °%).

These two types of cross-reactivity lead naturally to two definitions of specificity ( ). The overall specificity of a heterogeneous antiserum is a composite of both of

these facets of specificity. Type 1 specificity is based on the relative affinities of the antibody for the homologous ligand and any cross-reactive ligands. If the affinity is
much higher for the homologous ligand than for any cross-reactive ligand tested, then the antibody is said to be highly specific for the homologous ligand; that is, it

discriminates very well between this ligand and the others. If the affinity for cross-reactive ligands is below the threshold for detection in an experimental situation,

then type 1 specificity gives rise to selectivity, as discussed previously [cf. Karush ( #)]. The specificity can even be quantitated in terms of the ratio of affinities for the

homologous ligand and a cross-reactive ligand [cf. Johnston and Eisen ( ’*)]. This type 1 specificity is what most immunochemists would call true specificity, just as

we have called type 1 cross-reactivity true cross-reactivity.

The common use of the term cross-reactivity to include type 2 or partial reactivity leads to a second definition of specificity, which applies only to heterogeneous
populations of antibodies such as antisera. We call this type 2 specificity. If all the antibodies in the mixture react with the immunogen but only a small proportion react
with any single cross-reactive antigen, then the antiserum would be said to be relatively specific for the immunogen. Note that it does not matter whether the affinity of
a subpopulation that reacts with a cross-reactive antigen is high or low (type 1 cross-reactivity). As long as that subpopulation is a small fraction of the antibodies, the
mixture is specific. Thus, type 2 specificity depends on the relative concentrations of antibodies in the heterogeneous antiserum, not just on their affinities. Also, these
relative concentrations of antibody subpopulations can be used to compare the specificity of a single antiserum for two cross-reactive ligands. However, it would not
be meaningful to compare the specificity of two different antisera for the same ligand by comparing the fraction of antibodies in each serum that reacted with that
ligand. Although type 2 specificity may appear a less classic concept of specificity than type 1, it is type 2 specificity that is primarily measured in such assays as the



Ouchterlony double immunodiffusion test, and it carries equal weight with type 1 specificity in such assays as hemagglutination, discussed later. Type 2 specificity
also leads naturally to the concept of “multispecificity” described as follows.

Multispecificity

The theory of multispecificity, introduced and analyzed by Talmadge ( *%) and Inman (¢, ’%) and discussed on a structural level by Richards et al. ( ‘%), suggests a
mechanism by which the great diversity and specificity of antisera can be explained without the need for a correspondingly large repertoire of antibody structures (or
structural genes). The idea is that each antibody may actually bind, with high affinity, a wide variety of quite diverse antigens. When immunogen A is used for
immunization, the clinician selects for many distinct antibodies, which have in common only that they all react with A. In fact, each antibody may react with other
compounds, but if fewer than 1% of the antibodies bind B, and fewer than 1% bind C, and so on, then in accordance with type 2 specificity, the whole antiserum
appears to be highly specific for A. The subpopulation that binds B may react with an affinity for B as high as or higher than that for A, so that the population would not
have type 1 specificity for A. The same population would presumably be selected if B were used in immunization, as well as with perhaps hundreds of other
immunogens with which these antibodies react. The net result would be that the diversity of highly (type 2) specific antisera that an organism could generate would be

much greater than the diversity of B cell clones (or antibody structures) that it would require. This principle can explain how polyclonal antisera can sometimes appear
paradoxically more specific than a monoclonal antibody.

OTHER METHODS

We mention only a few of the other methods for measuring antigen—antibody interactions. Useful techniques include quenching of the tryptophan fluorescence of the

antibody by certain antigens on binding ( %) (a sensitive method useful for such experiments as fast kinetic studies); antibody-dependent cellular cytotoxicity;

method as sensitive as RIA because inhibition of even a few phage virions can be detected).
Quantitative Precipitin

Among the earliest known properties of antibodies were their ability to neutralize pathogenic bacteria and their ability to form precipitates with bacterial culture
supernatants. Both activities of the antiserum were highly specific for the bacterial strain against which the antiserum was made. The precipitates contained antibody
protein and bacterial products. The supernatants contained decreased amounts of antibody protein and, under the right conditions, had lost the ability to neutralize
bacteria. However, quantitation of the antibody precipitated was difficult, because the precipitate contained antigen protein as well as antibody protein. Heidelberger

this case, the amount of protein nitrogen measured in the precipitate was entirely attributable to antibody nitrogen, and the amount of reducing sugar was mostly
attributable to the antigen. Plotting the amount of antibody protein precipitated from a constant volume of antiserum by increasing amounts of carbohydrate antigen
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FIG. 13. Quantitative immunopreéipitation. Increasing amounts of nonprotein antigen are added to a fixed amount of specific antibody. The figure shows the amount of
antibody protein (A) and the ratio of antibody to antigen (B) found in the precipitate. At antigen excess, soluble immune complexes are found in the supernatant, and
the precipitate is decreased.

with the point of complete depletion of neutralizing antibodies and is called the equivalence point. The amount of antibody protein in the precipitate at equivalence is
considered to equal the total amount of specific antibody in that volume of antiserum. The rising part of the curve is called the antibody excess zone (antigen limiting),
and the part of the curve beyond the equivalence point is called the antigen excess zone.

contained high ratios of antibody to antigen. The supernatant in this zone contained free antibody with no detectable antigen. As more antigen was added, the amount
of antibody in the precipitate rose, but the ratio of antibody to antigen fell. At equivalence, no free antibody or antigen could be detected in the supernatant. As more
antigen was added, the precipitate contained less antibody, but the ratio of antibody to antigen remained constant. The supernatant now contained antigen—antibody
complexes, inasmuch as the complexes at antigen excess were small enough to remain in solution. No unbound antibody was detected.

The lattice theory ( ', #) is a model of the precipitation reaction that explains these observations. It is assumed that antibodies are multivalent and antigens are

bivalent or polyvalent. Thus, long chains consisting of antibody linked to antigen linked to antibody, and so on, can form. The larger the size of the aggregate, the less
soluble the product is, until a precipitate is formed. In the antibody excess zone, branch points can form wherever three antibodies bind to a single antigen, yielding a
large and insoluble product. For example, at the antibody-to-antigen ratio 3:1, every antigen molecule can bind three antibody molecules in a three-dimensional lattice
structure. However, when equimolar amounts of antibody and antigen are mixed (the equivalence zone), the likelihood that more than two antibodies will bind each
antigen molecule decreases. Thus, the number of branch points decreases, and the product consists of longer chains of alternating antibody and antigen molecules
with fewer branches. As the antigen concentration reaches excess, the precipitate approaches linear chains with a molar ratio of 1:1. At even higher antigen ratios,
more antigen molecules will have no or one antibody bound. One antibody bound is equivalent to a chain termination, and so shorter chain lengths are found until the
product is small enough to remain soluble. Such soluble antigen—antibody “immune complexes” are detectable in the antigen excess zone, in which no free antibody
is found.

Besides explaining the observed precipitation phenomena on a statistical basis, the lattice theory made the important prediction that antibodies are bivalent or

for IgM, which is functionally pentavalent and forms precipitates even more efficiently.

Antigens can be polyvalent either by having multiple copies of the same determinant or by having many different determinants, each of which reacts with different

are often the nonreducing end of the chain. Branched-chain polysaccharides have more than one end and are polyvalent. Nonbranched chains such as dextran
(polymer of glucose) are monovalent for end-specific antidextran antibodies and do not precipitate them ( #). However, a second group of antidextran antibodies is
specific for internal glucose moieties. Because each dextran polymer consists of many of these internal units, it is polyvalent for internal a(1 ? 6)—linked

glucose-specific antibodies. Thus, unbranched dextran polymer can be used to distinguish between end-specific and internal specific antibodies, as it will precipitate



with the latter antibodies but not with the former ( =7, =-). Monomeric protein antigens, such as myoglobin (see Chapter 21) or lysozyme, are examples of the second

case because they behave as if they are polyvalent for heterogeneous antisera but as if they are monovalent for monoclonal antibodies. This results from the fact that
each antigen molecule has multiple antigenic determinants but only one copy of each determinant. Thus, a polyspecific antiserum can bind more than one antibody to
different determinants on the same molecule and form a lattice. However, when antibodies directed against a single determinant (such as a monoclonal antibody) are

used, no precipitate will form. In this case, antigen—antibody reactions must be measured by some other binding assay, such as RIA or ELISA.

Immunodiffusion and the Ouchterlony Method

One of the most useful applications of immunoprecipitation is in combination with a diffusion system ( £2). Diffusion could be observed by gently adding a drop of

protein solution to a dish of water, without disturbing the liquid. The rate of migration of protein into the liquid is proportional to the concentration gradient multiplied by
the diffusion coefficient of the protein according to Fick’s law,

= =-DAZ- [43]

where Q is the amount of substance that diffuses across an area A per unit time t; D is the diffusion coefficient, which depends on the size of the molecule; and dc/ dx
is the concentration gradient. Because antibody molecules are so large, their diffusion coefficients are quite low, and diffusion often takes 1 day or more to cover the 5
to 20 mm required in most systems. In order to stabilize the liquid phase for such long periods, a gel matrix is added to provide support without hindering protein
migration. In practice, 0.3% to 1.5% agar or agarose permits migration of proteins up to the size of antibodies while preventing mechanical and thermal currents. With
careful adjustment of the concentration of antibody and antigen, these systems can provide a simple analysis of the number of antigenic components and the
concentration of a given component. With adjustment of the geometry of the reactants entering the gel, immunodiffusion can provide useful information concerning
antigenic identity or difference, or partial cross-reaction, as well as the purity of antigens and the specificity of antibodies.

In single diffusion methods ( 2%, &%, 88and %), antibody is incorporated in the gel, and antigen is allowed to diffuse from one end of a tube gel or from a hole in a gel in

a Petri dish in one or two dimensions, respectively. Over time, the antigen concentration reaches equivalence with the antibody in the gel, and a precipitin band forms.
As more antigen diffuses, antigen excess is achieved at this position, and so the precipitate dissolves and the boundary of equivalence moves farther. By integrating
Fick’s law, we find that the distance moved is proportional to the square root of time. If two species of antigen a and b are diffusing and the antiserum contains
antibodies to both, two independent bands form. These move at independent rates, depending on antigen concentration in the sample, diffusion coefficient (size), and
antibody concentration in the agar. Similarly, in the two-dimensional method, at a given radius of diffusion, antigen concentration is equivalent to the antibody in the
gel, and a precipitin ring forms. The higher the initial antigen concentration, the farther the antigen diffuses before precipitating and the wider the area of the ring is.
The area of the ring is directly proportional to the initial antigen concentration. This method provides a convenient quantitative assay that can be used to measure
immunoglobulin classes, by placing test serum in the well and antiserum to each class of human immunoglobulin in the agar. Sensitivity can be increased by lowering
the concentration of antiserum in the gel, producing wider rings, because the antigen must reach a lower concentration to be at equivalence. However, if the
antiserum is diluted too much, no precipitate will form.

The double diffusion methods are based on the same principles, except that instead of having one reactant incorporated in the gel at a constant concentration, both
antigen and antibody are loaded some distance apart in a gel of pure agarose alone and allowed to diffuse toward each other. At some point in the gel, antigen
diffusion and antibody diffusion provide sufficient concentrations of both reactants for immunoprecipitation to occur. The line of precipitation becomes a barrier for the
further diffusion of the reactants, and so the precipitin band is stable. If the antigen preparation is heterogeneous and the antiserum is a heterogeneous mixture of
antibodies, different bands form for each pair of antigen and antibody reacting, at positions dependent on concentration and molecular weight of each. The number of
lines indicates the number of antigen—antibody systems reacting in the gel. The ability of immunodiffusion to separate different antigen—antibody systems yields a
convenient estimate of antigen purity or antibody specificity.

In the most widely used Ouchterlony method of double diffusion in two dimensions ( 22), three or more wells are cut in an agarose gel in a dish in the pattern shown in

precipitin line. This shortens the precipitin line on that side of the well. In addition, antigen diffusion from the neighboring wells shifts the zone of antigen excess,
causing the equivalence line to deviate downward and meet between the two wells. Complete fusion of precipitin lines with no spurs is called a line of identity, which
indicates that the antigen in each well reacts with all the antibody capable of reacting with antigen in the other well.
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FIG. 14. Immunodiffusion of two components in two dimensions. Cross-reactions produce inhibition ( shortened bands) or deviation ( curved bands). Lines of identity
are shown in B and D. From Ouchterlony O, Nilsson LA. Immunodiffusion and Immunoelectrophoresis. In Weir DM, ed. Handbook of experimental immunology.

antiserum to a plus b gives the pattern shown. Two precipitin lines form with the left well and one precipitin line with the right well. The line of complete fusion allows
the investigator to identify the second band as antigen b; the first band is antigen a. From their relative distance of migration, we can conclude that antigen a is in
excess over antigen b, if their diffusion coefficients are comparable and both antibodies are present in equal amounts. Finally, because the precipitin line of antigen
a—anti-a is not shortened at all, there is no contamination of the right sample with antigen a, and the two antigens do not cross-react.

It is worth reemphasizing at this point that the type of cross-reactivity detected by this Ouchterlony double immunodiffusion in agar is what we have defined previously
as type 2 cross-reactivity. The method is not really suitable for measuring affinity differences, which are required for quantitating type 1 cross-reactivity. Also, note that
sensitivity can be increased by use of radioactive antigen and detection of the precipitate by autoradiography.

Immunoelectrophoresis

Some antigen—antibody systems are too complex for double immunodiffusion analysis, either because there are too many bands or because the bands are too close

Immunodiffusion occurs between the separated antigens and the linear source of antibody. The results for a mixture of three antigens after electrophoresis

approximate those shown for three antigens in separate wells ( 7). Fusion, deviation, and inhibition between precipitin lines can be analyzed as described previously.



The resolution of each band is somewhat decreased, because of widening of the origin of diffusion during electrophoresis. However, the immunodiffusion of
unseparated human serum proteins, for example, is greatly facilitated by prior electrophoresis. Starting from a single well, only the heavier bands would be visible.
However, prior electrophoresis makes it possible for each electrophoretic species to make its own precipitin line. Monospecific antiserum can be placed in a parallel
serum. The unknown serum is placed in wells and electrophoresed; this is followed by immunodiffusion against antihuman serum, antihuman ?antiserum, or
antihuman ? antiserum. A widening in the arc of IgG precipitation with antiserum specific for IgG, A or M heavy chains or for ? or ? light chains human immunoglobulin
serum suggests the presence of an abnormal immunoglobulin species. At this same electrophoretic mobility, a precipitin line with anti-? reactivity but not anti-?
reactivity, or vice versa, strongly suggests the diagnosis of myeloma or monoclonal gammopathy, because these proteins are known to arise from a single clone that
synthesizes only one or the other light chain. All normal electrophoretic species of human immunoglobulins contain both light chain isotypes, although ? exceeds ? by

identified as an IgG-? monoclonal protein.
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FIG. 15. Immunoelectrophoresis. A sample containing multiple components is electrophoresed in an agarose gel, which separates the antigens in the horizontal
dimension. Then a horizontal trough is cut into the gel, and antiserum is added. Immunodiffusion between the separated antigens and the trough is equivalent to
having separate wells, each with a different antigen ( ). This technique is used to identify a myeloma protein in human serum. Sera from the patient or normal
individual were placed in the circular wells and electrophoresed. Antisera were then placed in the rectangular troughs, and immunodiffusion proceeded perpendicular
to the direction of electrophoresis. The abnormally strong reaction with anti-immunoglobulin G (IgG) and anti-?, but no reaction with anti-? antibodies, indicates a
monoclonal protein (IgG, ?), because polyclonal immunoglobulin should react with both anti-light-chain antisera. Failure to form a band with anti-lgM and a reduced
band with anti-immunoglobulin A show typical reduction of normal immunoglobulins in this disease. (Photograph courtesy of Theresa Wilson, National Institutes of

Health, Clinical Chemistry Section.)

Hemagglutination and Hemagglutination Inhibition

Hemagglutination A highly sensitive technique yielding semiquantitative values for the interaction of antibody with antigen involves the agglutination by antibodies of

red blood cells coated with the antigen ( *°). Because the antigen is not endogenous to the red blood cell surface, the reaction is called passive hemagglutination.

Untreated red blood cells are negatively charged, and electrostatic forces oppose agglutination. After treatment with tannic acid (0.02 mg/mL for 10 minutes at 37°C),
however, they clump readily. Untreated red blood cells are easily coated with polysaccharide antigens, which they adsorb readily. After tanning, the uptake of some

protein antigens is good, resulting in a sensitive reagent, whereas for others it tends to be quite variable; this has been the limiting factor in the usefulness of this

method for certain antigens. Apparently, slightly aggregated or partially denatured protein antigens are adsorbed preferentially ( °%). The test for specific antibodies is

done by serially diluting the antiserum in the U-shaped wells of a microtiter plate and adding antigen-coated red blood cells. In the presence of specific antibodies,
agglutinated cells settle into an even carpet covering the round bottom of the well. Unagglutinated red blood cells slide down the sides and form a button at the very
bottom of the well. The titer of a sample is the highest dilution at which definite agglutination occurs. With hyperimmune antisera, inhibition of agglutination is
observed at high doses of antibody; this is termed a prozone effect. Two interpretations have been offered: one is that, at great antibody excess, each cell is coated
with antibody, so cross-linking by the same antibody molecule becomes improbable. The second interpretation is the existence of some species of inefficient or

“blocking” antibodies that occupy antigen sites without causing aggregation of cells ( *). To ensure antigen specificity, the antiserum should be absorbed against
uncoated red blood cells before the assay, and an uncoated red blood cell control should be included with each assay. The advantage of this test is its greater
sensitivity, inasmuch as molecular events are amplified by the agglutination of an entire red blood cell. Antigen specificity is the same as for immunoprecipitation. IgM
is up to 750 times more efficient than IgG at causing agglutination, which may affect interpretation of data based on titration. The titer may vary by a factor of 2 simply
because of subjective estimates of the endpoint.

Hemagglutination Inhibition Once the titer of an antiserum is determined, its interaction with antigen-coated red blood cells can be used as a sensitive assay for
antigen. Varying amounts of free antigen are added to constant amounts of antibody (diluted to a concentration twofold higher than the limiting concentration
producing agglutination). Agglutination is inhibited when half or more of the antibody sites are occupied by free antigen. In a similar manner, the assay can be used
for the detection and quantitation of anti-idiotype antibodies that react with the variable region of antibodies and sterically block antigen binding.

Immunoblot (Western Blot)

A most useful technique in the analysis of proteins is polyacrylamide gel electrophoresis (PAGE), in which charged proteins migrate through a gel in response to an
electric field. When ionic detergents such as sodium dodecyl sulfate are used, the distance traveled is inversely proportional to the logarithm of molecular weight. The
protein components of complex structures, such as viruses, appear as distinct bands, each at its characteristic molecular weight. Because antibodies may be unable
to diffuse into the gel, it is necessary to transfer the protein bands onto a nitrocellulose membrane support first, so they can be detected by specific antibodies. The

locations of the antigens on the membrane are a faithful reproduction of the locations in the gel, and now it is easy to detect antibody binding to the specific bands

that correspond to protein antigens ( ).

The immunoblot is often used to detect viral proteins with specific antibodies that bind to these proteins on the nitrocellulose blot. Then a second antibody, which is
either enzyme conjugated or radiolabeled, is used to detect the antigen—antibody band. The enzyme causes a localized color reaction that reveals the location of the
antigen band, or the radiolabel is detected by exposing the nitrocellulose to photographic film. Crude viral antigen preparations can be used, because only bands that
correspond to viral antigens are detected by antibodies, and this accounts for the specificity of the assay.

supernatant by sedimentation. The viral proteins were separated by PAGE and detected by immunoblot, using the serum of infected patients. Each antigen band
recognized by the antiserum has been identified as a viral component or precursor protein. With monospecific antisera, it can be shown that the glycoprotein (gp) 160

precursor is processed to the gp120 and gp41 envelope proteins, a p66 precursor is processed to the p51 mature form of reverse transcriptase, and a p55 precursor

becomes the p24 and p17 core antigens of the virus ( °2). The practical uses of the HIV Western blot include diagnosing infection, screening blood units to prevent

HIV transmission, and testing new vaccines.



FIG. 16. A: Western blot technique. The antigen preparation is run through a polyacrylamide gel, which separates its components into different bands. These bands
are then transferred to paper by electrophoresis in the horizontal dimension. The paper is cut into strips. Each strip is incubated with test antibodies, followed by
further incubation with enzyme-labeled second antibodies. If the test antibodies bind to the component antigens, they will produce discrete dark bands at the
corresponding positions on the strip. B: Clinical specimens from patients with acquired immunodeficiency syndrome tested on strips bearing human
immunodeficiencyvirus—1 viral antigens, showing antibodies to viral gag (p15/17, p24, and p55 precursor), pol (p66 and possibly p32), and env (gp41 and gp120)
proteins. Lane 1 is the negative control, and lanes 2 to 4 are sera from three different patients.

Surface Plasmon Resonance

In surface plasmon resonance (SPR), the electromagnetic properties of light are used to measure the binding affinity of a variety of biological molecules, including
antigen—antibody pairs. In this method, polarized light passes through a glass plate coated on the back surface with a thin metal film, usually gold. Biological materials
binding to the metal film behind the plate can alter its refractive index in ways that affect the angle and intensity of reflected light.

At angles close to perpendicular, light passes through the glass, although it bends at the interface because of differences in the refractive index of glass and what is
behind it. Above a certain angle, called the critical angle, bending is so great that total internal reflection occurs. Small changes in refractive index behind the glass
can be detected as significant changes in the critical angle, where light reflection occurs, and in the intensity of reflected light at this angle. By reading the reflected

light intensity in a diode array detector, the critical angle and intensity can be determined simultaneously.

this layer, if an antigen is covalently attached to the gold, then antibody binding can be detected as a change in refractive index, resulting in a different critical angle
and a different intensity of the reflected light.

SPR systems have three essential features ( **): an optical system that allows determination of the critical angle and light intensity at the same time; a coupling

chemistry that links antigen or antibody to the gold surface; and a flow system that rapidly delivers the complete molecule in the mobile phase. Therefore, SPR can
measure the rate of binding, rather than the rate of diffusion. Because binding causes a physical change in the gold film, there is no need to label the antibody with
radioactivity or to detect binding with an enzyme conjugated to a second antibody. Under optimal conditions, molecular binding interactions can be followed in real
time.

monoclonal antibody to gp120 were added to the flow cell ( ?2). Over the first 1,000 seconds, antibody binding was measured as a change in reflected light (in

response units), allowing a calculation of the rate constant for the forward reaction of antibody binding. Once the signal reached a plateau, antibody was washed out
of the flow cell, and the decrease in SPR signal over time indicated the rate at which antibody came off the antigen. The “on rate” for antibody binding to I1IB gp120
(left) was about twice as fast as for MN at each antibody concentration. However, the “off rate” was about 50-fold slower for MN than for 11IB. Combining these kinetic
results indicates much greater binding affinity for gp120 of MN type, which may explain the observation that MN type virus was 10-fold more sensitive to neutralization
by this antibody than was the IIIB strain.

FIG. 17. Monoclonal antibodﬂ/ to glycoprotein 120 was introduced into the flow cell at time 0, and antibody binding was monitored over time as a change in the critical
angle, measured in response units. After 1,000 seconds, free antibody was washed out, and the release of bound antibody was measured as a decrease in refractive
index. Lower affinity binding to glycoprotein 120 from the 11IB strain ( left) was shown as a faster “off rate,” in comparison with the very slow rate of antibody release

from the MN strain ( right). These results, obtained under nonequilibrium conditions, provide direct measurement of the forward and reverse rate constants for

antibody binding, and the ratio of these two provides the affinity constant. Modified from ( %), with permission.

MONOCLONAL ANTIBODIES

Homogeneous immunoglobulins have long played important roles in immunological research. Starting in the 1950s, Kunkel and colleagues studied sera from human

patients with multiple myeloma and recognized the relationship between abnormal myeloma proteins and normal serum globulins ( °%). Potter and colleagues

characterized numerous mouse myeloma tumors and identified the antigenic specificities of some of them ( /). Human and mouse myeloma proteins were studied as

representative immunoglobulins and recognized for the advantages they had with proteins as diverse as antibodies in studies of immunoglobulin structure, function,
and genetics. It was not yet possible, however, to induce monoclonal immunoglobulins of desired specificity.

monoclonal antibodies have come to play an enormous role in biological research and applications. They offer as advantages the relative ease of the production and
purification of large quantities of antibody, the uniformity of antibody batches, and the ready availability of immunoglobulin messenger RNA and DNA from the hybrid
cell lines.

Derivation of Hybridomas

Hybridomas producing monoclonal antibodies are generated by the somatic cell fusion of two cell types: antibody-producing cells from an immunized animal, which by
themselves die in tissue culture in a relatively short time, and myeloma cells, which contribute their immortality in tissue culture to the hybrid cell. The myeloma cells
are variants carrying drug selection markers, so that only the myeloma cells that have fused with spleen cells providing the missing enzyme will survive under

selective conditions. In initial work, researchers used myeloma cells that secreted their own immunoglobulin products, but later such fusion partners were replaced by

myeloma variants that fail to express immunoglobulin ( #%9, ¥2%), so that the fused cell secretes exclusively antibody of the desired specificity. Successful hybridoma

production is influenced by the characteristics of the cell populations (immune lymphocytes and myeloma fusion partner), the fusion conditions, and the subsequent
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FIG. 18. Production of hybrido}nas. Steps in the derivation of hybridomas can be outlined as shown. Spleen cells from immunized donors are fused with myeloma cells
bearing a selection marker. The fused cells are then cultured in selective medium until visible colonies grow, and their supernatants are then screened for antibody
production.

In this section, we do not attempt to provide a detailed, step-by-step protocol for laboratory use. For that purpose, the reader is referred to monographs and reviews

on the subject, including a detailed laboratory protocol with many hints and mention of problems to avoid ( +%).

Hybridomas Derived from Species Other than Mice Laboratory mice are the species most commonly immunized for hybridoma production, but for a variety of
reasons, other animal species often have advantages. If an antigen of interest is nonpolymorphic in the mouse, the mouse component might be immunogenic in other
species, whereas mice would be tolerant to it. In the case of hybridomas for clinical use, mouse antibodies have the drawback of inducing antimouse immunoglobulin
immune responses with possible deleterious effects; therefore, derivation of human hybridomas is important. Several approaches to the derivation of hybridomas in
species other than mouse have been taken. First, interspecies hybridization can be performed with mouse myeloma fusion partners. The resulting hybrids are often

unstable and throw off chromosomes, but it is sometimes possible to select clones that produce antibody in a stable manner. Examples of this include rat-mouse

fusion to produce antibody to the mouse crystallizable fragment (Fc) receptor ( *%%), and hamster-mouse fusion to produce antibody to the mouse CD3 equivalent ( **

). Rabbit-mouse hybridomas have also been described ( **%). A second approach is the use of fusion partner cells from the desired species. Myeloma variants

approach avoids some of the instability in interspecies hybrids and allows ascites production in homologous hosts. Production of human hybridomas is of special
importance, because their use in therapies would avoid the problem of human immune responses to immunoglobulin derived from other animal species. Because of
its clinical importance, this subject is discussed in detail in the later section on applications.

Use of Gene Libraries to Derive Monoclonal Antibodies Monoclonal antibodies produced by hybridoma technology are derived from B cells of immunized animals.
An alternative technology entails the use of gene libraries and expression systems instead. This approach has the advantages of avoiding labor-intensive
immunizations of animals and the screening of antibody-containing supernatants. Another advantage of the approach is circumventing tolerance. It is possible to
derive monoclonal antibodies to antigens expressed in the animal species that donated the gene library, including highly conserved antigens for which there may be
no available responder that does not express the antigen. The first version of such an approach involved preparation of V.  and V | libraries and expression of the

libraries in bacteria. Further development of the system led to use of V  and V | libraries made separately and then to preparation of a combinatorial library by

cleaving, mixing, and religating the libraries at a restriction site ( =%, 2°%), A linker can be used so that both V | and V | can be expressed on one covalent

polypeptide; the flexibility of the linker allows association of the V  and V | in a ormal three-dimensional configuration and thus formation of an antigen-binding site (

128). Another innovation involves expression of V  and V? genes on the surface of bacteriophage as fusion proteins with a phage protein, to permit rapid screening of

large numbers of sequences ( =%, 2 and *+%). Adsorption of antibody-bearing phage on antigen-coated surfaces allows positive selection of phage containing DNA

that encodes the desired variable reginal fragment (Fv). This technique can be applied to combinatorial variable region gene libraries (%%, #2), Human antibody gene

sequences can be recovered by polymerase chain reaction from peripheral blood cells ( *'*), bone marrow (), or human cells reimmunized in mice with severe

combined immunodeficiency disease ( **?). The phage display technique can then be used to select antigen-binding clones and derive human reagents of desired

specificity, such as antibody to hepatitis surface antigen ( ***) or HIV envelope ( #*2). One limitation in the phage library technique initially was low affinity of the

monoclonal antibodies derived. Because they were generated by a random process and not subject to further somatic mutation, they did not achieve the exquisite fit

of antibodies produced in vivo. Several approaches have since been used to improve affinities. Hypermutation and selection has been achieved in vitro through the

use of a bacterial mutator strain ( **). The process involves multiple rounds of mutation, followed by growth in nonmutator bacteria; selection for high-affinity binding

then leads to an overall 100-fold increase in affinity ( ). Improved affinity has also been achieved by use of site-directed mutagenesis to alter residues in

hypervariable regions affecting dissociation rates ( +'°). Because arbitrary combinatorial possibilities of V 1y and V | can occur in the various libraries discussed

previously, the antibodies generated do not reflect the combinations actually selected and expressed in immune responses (= = ). It has been suggested ( *°?) that a
“natural library” could be recovered by recovering variable region genes from individual cells through polymerase chain reaction. However, recovering genes from a
large enough number of representative cells does not seem a reasonable or efficient approach to repertoire studies. Thus, the combinatorial library technology does
not replace hybridoma technology for many immunological studies, including studies of the immune repertoire and patterns of its expression in immune responses.
What combinatorial gene libraries do provide is a powerful way to derive antibody reagents of desired specificity, including some that would not occur naturally and
thus could not be derived by other means.

Applications of Monoclonal Antibodies

Since monoclonal antibodies can be made easily and reproducibly in large quantities, they allow many experiments that were not possible or practical before. Affinity
chromatography based on monoclonal antibodies can be used as a step in purification of molecular species that are difficult to purify chemically. Homogeneous
antibody can be crystallized and can also be crystallized together with antigen to permit the study of the structure of antibody and of antigen—antibody complexes by
x-ray diffraction. Homogeneous antibodies are also very valuable in the study of antibody diversity. Such analyses have revealed much about the roles of somatic
mutation, changes in affinity, and changes in clonal dominance in antibody responses.

Catalytic Antibodies One area of interest is the use of antibody molecules to catalyze chemical reactions ( **2). In this role, antibodies serve as an alternative to

enzymes, an alternative that can be customized and manipulated more easily in some cases. Enzymes can also be custom designed by site-directed mutagenesis of
genes for natural enzymes and selection of ones with altered properties. However, the enormous diversity of the immune repertoire provides a huge pool of possible
structures that do not require individual laboratory synthesis. The concept of antibodies as catalysts was proposed in 1952 by D. W. Woolley [cited by Lerner et al. (

nitrophenyl-phosphorylcholine by 770-fold ( **7). Polyclonal antibodies have also been reported to possess detectable enzymatic activity ( ++2). With the advent of

hybridoma technology, purposeful selection of antibodies with potent enzymatic function became possible. Antibodies have been characterized that catalyze

numerous chemical reactions, with rates nearing 10 8_fold above the spontaneous rate [reviewed by Lerner et al. ( *%)]. One common strategy for elicitation of such

antibodies is immunization with transition state analogs ( **?), although there are other strategies ( ). Antibodies function as catalysts in a stereospecific manner (

accelerate a reaction, an antibody has to lower the activation energy barrier to the reaction, which means lowering the energy of the transition state by stabilizing it.
This can be achieved because of the contribution of the binding energy to the overall energy of the transition state. For this reason, an antibody that recognizes the

transition state is favorable, and immunizations with analogues of the transition state have advantages. Antibodies can serve as what has been termed an entropy

trap ( *#*°): Binding to the antibody “freezes out” the rotational and translational degrees of freedom of the substrate and thus makes a chemical reaction far more

favorable energetically. Interactions with chemical groups on the antibody can neutralize charges or bury hydrophobic groups, thereby stabilizing a constrained

transition state. Molecular mechanisms of antibody-mediated catalysis vary, as do enzymatic reactions ( *2°, *32). Discovery of such catalytic antibodies opens

practical opportunities: antibodies can be customized for an application by appropriate selection, produced relatively cheaply, and purified easily. Catalytic antibodies

can be developed to perform chemical reactions for which no enzyme is available. They can shield intermediates from solvent: for example, allowing reactions that do

not occur in aqueous solution ( +2¥). They can form peptide bonds ( *2), which suggests a new approach to polypeptide synthesis. Thus, catalytic antibodies will

probably have many practical applications.



Bispecific and Bifunctional Antibodies Antibodies produced naturally by a single B cell have only one binding site specificity, and their effector functions are
determined by the structure of the Fc domain. The availability of monoclonal antibodies made possible the generation of many artificial antibodies as cross-linking
reagents, by linking binding sites of two specificities to form bispecific antibodies. Various techniques have been used to prepare such hybrid or bispecific antibodies,

and they have been put to a variety of uses. In addition, antibody binding sites can be linked to other functional domains such as toxins, enzymes, or cytokines to

create “bifunctional antibodies” ( *32). One of the most powerful uses of hybrid antibodies is in redirecting cytolytic cells to targets of a defined specificity. In one early

demonstration of this use ( *2°), a monoclonal antibody specific for the Fc? receptor and another specific for the hapten dinitrophenyl were chemically cross-linked. In

the presence of this hybrid antibody, Fc? receptor—bearing cells were able to lyse haptenated target cells specifically. The Fc? receptor played a critical role; antibody
to MHC class | antigens on the cell could not be substituted. Antibody to the T cell receptor complex has also been used extensively to redirect T cell lysis to desired

targets. For example, anti-CD3 was cross-linked to antitumor antibodies and mixed with effector cells. These “targeted T cells” were able to inhibit the growth of

human tumor cells in vivo in nude mice (+2). Bispecific antibodies have also been used to alter the tropism of a viral gene therapy vector to target specific cells ( *2%).

Cumbersome cross-linking chemistry can now be replaced by genetic engineering for creation of designer antibodies ( *+*). Bifunctional and bispecific antibodies can

be engineered as single chain variable fragment (scFv) constructs or by specialized strategies with two chains. Many different configurations are possible and can be
used to make multivalent reagents as well as reagents with one site of each specificity. Tags can be built in by fusion of additional sequence such as streptavidin, or,
as mentioned previously, antibody domains can be combined with other functional domains such as toxins, enzymes, or cytokines.

Clinical Applications The possible clinical uses of monoclonal antibodies are many. In vitro, they are widely used in RIA and ELISA measurements of substances in
biological fluids, from hormones to toxins. They are also extremely valuable in flow cytometric assays of cell populations using antibodies specific for differentiation
antigens expressed on cell surfaces. Monoclonal antibodies plus complement or toxin-conjugated monoclonal antibodies have also been used to remove T cells from

bone marrow before transplantation ( *2%). In vivo, monoclonal antibodies are already in use or in trials for a variety of purposes [reviewed by Waldmann ( ) and
Berkower (+3*)]. Monoclonal antibody OKT3 directed to a marker on human T-lymphocytes is used as a treatment for rejection reactions in patients with kidney
transplants ( **2). Other monoclonal antibodies—for example, indium 111-labeled CYT-103, referred to as Oncoscint ( +*)—are used as diagnostic tumor imaging

reagents. Monoclonal antibodies have now been approved for a variety of therapeutic uses ( *3*). Cancer therapies use either unconjugated monoclonal antibody ( *°

w2 228 138 and 222) or toxin-coupled ( #4?, %) or radiolabeled monoclonal antibody ( 32, 32 1%2), Other therapies studied include anti-lipopolysaccharide for

anti—tumor necrosis factor for treatment of arthritis ( *2, ***), anti-respiratory syncytial virus for prevention of the disease-related morbidity and mortality in infants ( **2

, =), and anti—interleukin-2 receptor for prevention of graft rejection ( #*). In the specialized case of B cell ymphoma, monoclonal anti-idiotypes against the idiotype

expressed by the patient’s tumor have been tested as a “magic bullet” therapy ( **). Active immunization of the patient with idiotype has the advantage that escape

mutants ( +*2) are less likely to emerge because multiple idiotopes are recognized. Another approach under study is immunization with not idiotype as protein but

plasmid DNA encoding patient idiotype ( +*%). This approach would have additional advantages, such as ease of preparing customized reagents for each patient.

Production of Human or Humanized Monoclonal Antibodies Many of the side effects of monoclonal antibodies in clinical use originate from the foreign
immunoglobulin constant regions. Recognition of foreign immunoglobulin epitopes can lead to sensitization and thereby preclude subsequent use of different

monoclonal antibodies in the same individual. Thus, monoclonal antibodies with some or all structure derived from human immunoglobulin have advantages. Several

approaches have been taken: fusion of human cells with animal myelomas or with human tumor cells of various kinds ( *3?, *>') and use of the Epstein-Barr virus to

immortalize antibody-producing cells ( #2%). Production of populations of sensitized human cells to be fused presents another special problem, because the donors

cannot be immunized at will. In one example, in vitro stimulation of lymphocytes with antigen followed by fusion with mouse myeloma cells has been used to generate

a series of antibodies to varicella zoster ( *>?). Another approach to production of monoclonal antibodies with human characteristics involves application of genetic

engineering. The part of the antibody structure recognized as foreign by humans can be minimized by combining human constant regions with mouse variable regions

=% 122) or even just mouse hypervariable segments ( *2°) by molecular genetic techniques. Antigen-binding specificity is retained in some cases, and the

“humanized” chimeric molecules have many of the advantages of human hybridomas. Production of fully human monoclonal antibodies in transgenic mice has now
been achieved by multiple laboratories. The strategy has involved insertion into the mouse germline of constructs containing clusters of human immunoglobulin V, D,
J, and C genes to generate one transgenic line and targeted disruption of the mouse heavy chain and ? chain loci to generate another transgenic line. From these two

lines, mice that express only human antibodies are then bred. To show feasibility of this approach, cosmids carrying parts of the human heavy chain locus were used

to make transgenic mice ( *>). The next step was to produce mice carrying human genes for both heavy and light chains to generate a functional human repertoire.

Several groups using different technologies constructed heavy chain mini-loci containing functional V segments representing several major V region families, D and J

segments, constant and switch regions, and enhancers. The researchers made ? chain constructs that contained multiple functional V? segments, the J segments,

C?, and enhancers ( +2, 2?). Mice that were homozygous both for the transgene loci and for disruption of the mouse heavy chain and ? light chain loci were bred; the

mouse ? locus was left intact. The human immunoglobulin genes could rearrange in the mouse genome, and expression of human immunoglobulin resulted. If these

mice were immunized with a fragment of tetanus toxin, resulting antibodies included some that were fully human ( *?). In one of the studies ( **%), serum contained

human y, ?1, and ?, as well as mouse ? and ?. Immunization of such mice with various antigens led to class switching, somatic mutation, and production of human

antibodies with affinities of almost 10 8. Immunoglobulin expression in these mice demonstrates cross-species compatibility of the components involved in antibody

gene rearrangement and diversification. The mice also provide a responder able to provide fully human antibodies to clinically important antigens, and they have the

advantage that they are not tolerant to human antigens, such as the human immunoglobulin E and human CD4 used by Lonberg et al. ( #*%).

Nucleotide Aptamers: an Alternative to Monoclonal Antibodies Antibodies are not the only biological macromolecules that have evolved to permit an enormous

range of specific structures. Oligonucleotides selected for the ability to bind a ligand with high affinity and specificity are termed aptamers and can be used in many of

the ways that antibodies have been used. Selection, properties, and uses of aptamers have been reviewed ( *%°). Aptamers have the advantage that their production

does not require animals or cell culture. These well-defined reagents may be used increasingly in diagnostic testing and are also being tested in clinical trials for use
as imaging agents or therapeutics.

Specificity and Cross-Reactivity

Specificity of Monoclonal Antibodies Because all the molecules in a sample of monoclonal antibody have the same variable region structure, except for variants
arising after cloning, they all have the same specificity. This uniformity has the advantage that batches of monoclonal antibody do not vary in specificity, as polyclonal
sera often do. The most obvious fact about cross-reactions of monoclonal antibodies is that they are characteristic of all molecules and cannot be removed by
absorption without removing all activity. An exception would be an apparent cross-reaction resulting from a subset of denatured antibody molecules, which could be
removed on the basis of that binding. The homogeneity of monoclonal antibodies allows refinement of specificity analysis that was not possible with polyclonal sera. A
few examples follow. First, monoclonal antibodies can be used to distinguish closely related ligands in cases in which most antibodies in a polyclonal serum would
cross-react, and thus absorption of a serum would not leave sufficient activity to define additional specificities. This ability is useful in, for example, designing clinical
assays for related hormones. Such fine discrimination also allows the definition of new specificities on complex antigens. When large numbers of monoclonal

antibodies specific for class | and class Il MHC antigens were analyzed, some possessed specificities that could not be defined with existing polyclonal antisera (== :

cases, only a minor portion of an antibody response detects a cross-reaction, and so it is not detected by polyclonal reagents. For example, determinants shared by

the I-A and I-E class Il MHC antigens in the mouse were demonstrated with monoclonal antibodies ( *°?), whereas they had been suspected but were difficult to

demonstrate with polyclonal sera. Another type of fine specificity analysis possible only with monoclonal antibodies is the discrimination of spatial sites (epitope
clusters) by competitive binding. In some cases, such epitope clusters correspond to specificities that are readily distinguished by other means. However, in other

cases, the epitope clusters may not be distinguishable by any serologic or genetic means. An example is the splitting of the classical specificity 1a.7 into three epitope

clusters by competitive binding with monoclonal antibodies ( ). The epitopes cannot be distinguished genetically, because all three are expressed on cells of all

la.7-positive mouse strains. Thus, polyclonal sera cannot be absorbed to reveal the different specificities. Only with the use of monoclonal antibodies were the
epitopes distinguished from each other. The importance of this type of analysis is shown by another example, the definition of epitope clusters on CD4, a surface

molecule on a subset of human T cells that also functions as the receptor for HIV. Monoclonal antibodies to CD4 can be divided into several groups on the basis of

competitive inhibition ( *%*). The cluster containing the site recognized by OKT4A is closely related to virus infection, because antibodies to this site block syncytium

formation. The cluster recognized by OKT4, however, is not related to infection since antibodies to it do not block syncytium formation ( *°*), and cells expressing

variant forms of the CD4 molecule lacking the OKT4 epitope can still be infected by HIV ( *°2). This information about the sites on the molecule is important in

understanding the molecular interactions of virus with its receptor and may be useful in designing vaccine candidates. Although most antibodies are not

MHC-restricted in their recognition of antigens, which distinguishes them from T-cell receptors, it is possible to select antibodies that recognize peptide-MHC

complexes (22, *27and %) (MHC-restricted antipeptide antibodies or peptide-dependent anti-MHC class | antibodies). Several monoclonal antibodies that require

both a certain MHC class | antigen and a particular peptide for reactivity have been selected. Such monoclonal antibodies are useful reagents capable of detecting

cells that present the appropriate peptide-MHC complexes on their surfaces ( *°°). Such monoclonal antibodies may also be useful in dissection of T-cell responses.

In one study, the monoclonal antibodies could inhibit interleukin-2 secretion by a T-cell hybridoma of corresponding specificity and could also block induction of

cytotoxic T-lymphocytes, recognizing that epitope, when given in vivo during priming ( #%?). Such monoclonal antibodies have been used to address structural



questions about antigen recognition by T and B cells ( *°7). Such antibodies also appeared to skew the repertoire of T cells for this particular HIV peptide-MHC

complex to specific T-cell antigen receptor VR types and T-cell avidities ( 7). However, only very rare monoclonal antibodies have this type of specificity, they were

purposely selected in the fusions, and so they do not provide a general comparison of T-cell antigen receptor and antibody characteristics.

Cross-Reactions of Monoclonal Antibodies Monoclonal antibodies display many type 1 cross-reactions, which emphasizes that antibody cross-reactions represent
real similarities among the antigens, not just an effect of heterogeneity of serum antibodies. Even antigens that differ for most of their structure can share one
determinant, and a monoclonal antibody recognizing this site would then give a 100% cross-reaction. It should be emphasized that sharing a “determinant” does not
mean that the antigens contain identical chemical structures; rather, it means that they bear a chemical resemblance that may not be well understood, such as a
distribution of surface charges. Antibodies to the whole range of antigens can react with immunoglobulins in idiotype—anti-idiotype reactions, showing a
cross-reactivity of the same antibodies with proteins (the anti-idiotypes) and with the carbohydrates, nucleic acids, lipids, or haptens against which they were raised.
Polyclonal Versus Monoclonal Antibodies When monoclonal antibodies first became available, some people expected that they would be exquisitely specific and
would be superior to polyclonal sera for essentially all purposes. Further thought about the issues discussed previously, however, suggests that this is not always the
case, and their superiority depends on the intended use of the antibodies. Not only do monoclonal antibodies cross-react, but when they do, the cross-reaction is not
minor and cannot be removed by absorption. A large panel of monoclonal antibodies may be needed before one is identified with the precise range of reactivity
desired for a study. In polyclonal sera, on the other hand, each different antibody has a distinct range of reactivity, and the only common feature would be detectable
reactivity with the antigen used for immunization or testing. Thus, the serum as a whole may show only a low-titered cross-reaction with any particular other antigen,
and that cross-reaction can be removed by absorption, leaving substantial activity against the immunizing antigen. For the purposes of an experiment, a polyclonal
serum may be “more specific” than any one of its clonal parts and may be more useful. This concept is the basis of the theory of multispecificity (see previous
discussion). Polyclonal sera also have advantages in certain technical situations, such as immunoprecipitation, in which multivalency is important. Many antigens are
univalent with regard to monoclonal antibody binding but display multiple distinct sites that can be recognized by different components of polyclonal sera. Thus, a
greater degree of cross-linking can be achieved. The ultimate serological reagent in many cases may well be a mixture of monoclonal antibodies that have been
chosen according to their cross-reactions. The mixture would be better defined and more reproducible than a polyclonal antiserum and would have the same
advantage of overlapping specificities.

CONCLUSION

In conclusion, antibodies, whether monoclonal or polyclonal, provide a unique type of reagent that can be made with high specificity for almost any desired organic or
biochemical structure, often with extremely high affinity. These can be naturally divalent, as in the case of IgG, or multivalent, as in the case of IgM, or they can be
made as monovalent molecules such as Fab or recombinant variable fragments. They serve not only as a major arm of host defense, playing a major role in the
protective efficacy of most existing antiviral and all antibacterial vaccines, but also as very versatile tools for research and clinical use. RIAs and ELISAs have
revolutionized the detection of minute quantities of biological molecules, such as hormones and cytokines, and thus have become indispensable for clinical diagnosis
and monitoring of patients as well as for basic and applied research. Current solid-phase versions of these take advantage not only of the intrinsic affinity and
specificity of the antibodies but also of the implicit multivalency and local high concentration on a solid surface. Cross-reactivity of antibodies often provides the first
clue to relationships between molecules that might not otherwise have been compared. Conversely, methods in which antigens are used to detect the presence of
antibodies in serum have become widespread in testing for exposure to a variety of pathogens, such as HIV. Antibodies also provide specific reagents invaluable in
the rapid purification of many other molecules by affinity chromatography. They have also become indispensable reagents for other branches of biology, such as in
histocompatibility typing and phenotyping of cells with a myriad of cell-surface markers that were themselves discovered with monoclonal antibodies, and for
separating these cells by fluorescence-activated cell sorting, panning, or chromatographic techniques. Monoclonal antibodies have also emerged as clinically
important therapeutics in cancer, arthritis, organ graft rejection, and infectious diseases. Thus, antibodies are among the most versatile and widely used types of
reagents today, and their use is constantly increasing. Understanding the fundamental concepts in antigen—antibody interactions therefore has become essential not
only for an understanding of immunology but also for the effective use of these valuable molecules in many other fields.
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IThis point is strictly true only for univalent ligands, but most multivalent ligands behave as effectively univalent at large antigen excess, at which this plateau is measured. For a more complete

description of these concepts, see a physical chemistry text such as Moore’s ( #). In this method, it is assumed that all binding sites are independent, as is generally true for antibodies and monovalent

ligands. If there were either negative or positive cooperativity in binding, then the change in receptor occupancy that occurs when a large excess of unlabeled antigen is added would probably perturb
the dissociation rate of radiolabeled antigen molecules already bound to other sites. Such fractionated antibodies may contain mixtures of antibodies to overlapping sites within a domain on the
antigen, but as long as no two antibody molecules (or combining sites) can bind to the same antigen molecule simultaneously, the antigen still behaves as effectively monovalent. It is important to
note that R ; must be the limit of B/ F as F truly approaches zero. In a radioimmunoassay in which the concentration of tracer is significant compared to 1/ K, reducing the unlabeled ligand
concentration all the way to zero will still not yield the true limit R . The tracer concentration must also be negligible. If not, R  will be estimated falsely low, and the affinity will also be

underestimated. If only the antigen is multivalent and the antibody is monovalent, such as an Fab, the situation can be analyzed with the same statistical considerations discussed previously. In some
treatments in which these statistical factors are not included in K ; and K ,, the equivalent equation may be given as K ;.. =2 K ; K ,. An ambiguous case in which the distinction between the two
types of cross-reactivity would be blurred could occur experimentally. For example, in the case of antibodies that all react with determinant X but have a very wide range of affinities for X, some such
antibodies may have such a low affinity for cross-reactive determinant X' that they would appear not to bind X' at all. Then a competition curve with X' might appear to reach a plateau at incomplete
inhibition even though all the antibodies were specific for X and the only difference between X and X' was affinity.
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The unique mysteries of antibody genes lie in the diversity of proteins that they encode. This diversity exists at several levels.

1. Most striking is the diversity of antigen-combining sites of these molecules. The classic studies of Karl Landsteiner suggested that the repertoire of binding
specificities of antibodies is essentially unlimited. The diversity of binding specificities is explained by the diversity of amino acid sequences found in the
N-terminal domain of both light and heavy chains: the variable (V) region. Each V region contains three subregions of especially high variability (hypervariable
However, on the C-terminal end, the single domain of the light chain and the three (or four, depending on isotype) domains of heavy chains were found to be
invariant within each class of light or heavy chains; these segments are designated constant (C) regions. As an explanation for the strict dichotomy between the

diverse V regions and singular C region sequences, Dreyer and Bennett ( *) proposed in 1965 that, for each class of immunoglobulin (Ig) genes, there might be
only a single C region gene, which was encoded in the germline separately from the multiple V region genes; during the development of an antibody-producing
cell, one of the V region sequences would become associated with the C region sequence, leading to a complete (V + C) gene, which the cell could then
express. Thus, mechanisms that increase diversity in the isolated V region genes might leave the single C region gene at its distant locus untouched. This
model, with its proposal of gene rearrangement occurring independently in each lymphocyte, was revolutionary in that it violated the then-accepted notion that
deoxyribonucleic acid (DNA) is the same in all cells of the organism. There were two additional mysteries: In view of the fact that each B lymphocyte should
contain two copies of each gene locus (i.e., from the maternally and paternally derived chromosomes), why does the cell express only a single light chain and a
single heavy chain, as if the locus on the nonexpressed chromosome were somehow silenced (the phenomenon known as allelic exclusion)? And how can the
fact that affinity of serum antibodies for antigen increases over a period of weeks after antigen exposure (the phenomenon of affinity maturation) be explained?

2. Apart from the diversity of V regions in both light and heavy chains, heavy chains exhibit a different sort of diversity that also deserves a molecular biological
explanation: all developing B cells synthesize immunoglobulin M (IgM) initially and can switch heavy-chain isotype from u to ?, e, or a only later in their
maturation. As the expressed C region “switches,” the cell continues to express the same light and heavy-chain V regions, so that antigen specificity remains
unchanged. Thus, in addition to understanding how, in different cells, a single C region can become associated with multiple different V regions (V-C
recombination), we need to understand the molecular mechanism by which, within one lymphocyte, a single V region may become associated sequentially with
several C regions (heavy-chain switch) must be understood.

3. A final level of diversity exhibited by Ig heavy chains is represented by the alternative forms of Ig found embedded in the membrane of B cells versus those in
blood and secretions. Membrane immunoglobulins have C-terminal extensions containing hydrophobic amino acids that associate with membrane lipids,
whereas secreted immunoglobulins lack this C-terminal piece but are otherwise identical to the membrane counterparts. Analysis of Ig genes has revealed how
these two forms are encoded in the genome.

This chapter begins with a brief discussion of V gene assembly in heavy- and light-chain genes. The heavy-chain locus—including molecular explanations for the
membrane forms of immunoglobulin—is then described, followed by descriptions of the J (“joining”) and C regions of the ? and ? loci. Next, the DNA recombination
events underlying V gene assembly and the regulation of this process to maintain allelic exclusion are considered in detail. The chapter continues with a discussion of
the germline repertoire of immunoglobulin genes of humans and mice and the combinatorial expansion of the repertoire resulting from V assembly recombination. A
short discussion of the regulation of immunoglobulin gene expression follows. The chapter concludes with a discussion of the two alterations in Ig gene structure that
occur in mature B cells stimulated in the germinal center environment: isotype switching and somatic hypermutation.

The investigations described in this chapter have been chosen from the literature to facilitate a clear exposition of the important issues rather than to provide a
comprehensive compendium of data and references on Ig genes. In these descriptions, most of the discussion focuses on murine and human immunoglobulin genes.
Murine genes were studied first because of the availability of pristane-induced murine myelomas of BALB/c mice, which served as convenient monoclonal sources of
Ig protein for early structural studies. The same myelomas then provided messenger ribonucleic acid (MRNA) and DNA for molecular biology analysis. This work was
greatly facilitated by the fact that these myelomas derived from the same genetic background: the inbred BALB/c strain. More recently, strains of mice carrying
transgenes or strains engineered with targeted gene replacements or deletions have been valuable in understanding the function of various genes related to Ig
function. Human Ig gene loci show many fundamental similarities to murine Ig gene loci, whereas some other mammalian orders show surprisingly significant
differences.

OVERVIEW OF IMMUNOGLOBULIN V GENE ASSEMBLY

In the late 1970s, experiments on light-chain genes established that the Dreyer-Bennett hypothesis was fundamentally correct: Each lymphocyte expresses only a
single Ig molecule encoded by one VL gene and one VH gene, each having been “activated” by a recombination event that brings the V gene near its respective C
region gene. This conclusion was supported by comparisons of Ig genes from B lymphoid cells, particularly murine myelomas, and the corresponding gene loci from
“germline” DNA. (Although true germline DNA can experimentally be obtained only from sperm, any nonlymphoid DNA is assumed to be representative of germline
DNA, because the rearrangements of Ig genes occur only in lymphoid cells. When DNA from sperm versus other nonlymphoid tissues have been compared by
Southern blotting, the results have been identical. Therefore, despite the risk of some imprecision, nonlymphoid DNA samples are conventionally referred to as
germline, regardless of whether the DNA is from sperm, whole embryo, liver, placenta, or other nonlymphoid sources.)

Evidence from Southern Blotting and Gene Cloning

Myeloma and germline DNA were initially compared by Southern blotting with hybridization probes derived from myeloma complementary DNAs (cCDNAS). As

probes representing different expressed V? genes are found to hybridize to a different set of bands, representing a different family of related V? genes. These
observations support the multiple V genes, single C gene component of the Dreyer-Bennett model. The hypothesis that recombination occurs between V and C genes



bringing a V gene close to a C gene can cause an alteration in size of the C?-hybridizing restriction fragment. The new rearranged band may be larger, smaller, or,
fortuitously, the same size as the germline band, depending on the location of the restriction sites flanking the V and C genes. Similarly, one of the V region bands

may be expected to be rearranged in the myeloma so as to lie on a different-sized fragment, the same fragment that hybridizes to the C? probe. Results like these for

? and ? genes strongly supported the Dreyer-Bennett hypothesis and forcefully challenged the concept that every cell in the body has identical genes ( #, ?). In panels

of myelomas analyzed for C? recombination by Southern blotting, many showed evidence of DNA rearrangement on both allelic chromosomes. This result
contradicted the possibility that allelic exclusion might be explained by a mechanism that allowed recombination on only one chromosome, and it raised questions
about the nature of the “second” gene rearrangement in these cells, as discussed later in this chapter.
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FIG. 1. Southern blot demonstration of rearrangement of immunoglobulin V and C region genes. EcoRl sites in this hypothetical example are indicated by arrows. In
germline DNA ( upper drawings), V and C are an unknown distance apart and are found by Southern blot hybridization ( left) to lie on EcoRI fragments of 3 and 5 kb,
respectively. The V region probe hybridizes to a family of related genes (shown by bands above and below the 3-kb band). In myeloma DNA ( lower panel), V and C
genes have been brought into close proximity and, in this example, are no longer separated by EcoRI sites; both genes are found on the same EcoRI fragment of 6
kb, which is thus identified by either probe. The germline-sized fragments (hatched bands in the Southern blots) may or may not be preserved in the myeloma,
depending on whether the nonexpressed homologous chromosome has remained in its germline (unrearranged) state. In many myelomas, both chromosomes are
present and both are rearranged.

A more complete understanding of recombination of Ig genes developed from sequence analysis of cloned myeloma versus germline DNA. The general structures of
the germline V genes are similar for the three Ig loci: heavy chain, ?, and ?. Each V gene begins with sequence encoding a signal peptide of about 22 amino acids.
(Signal peptides are found at the N-terminal of most proteins destined for secretion or expression on the cell membranes; after “routing” the protein to the

endoplasmic reticulum, the peptide is generally removed by specific peptidases.) Within codon -4 (numbering backwards from the beginning of the mature protein
sequence), the coding sequence is interrupted by an intron, usually roughly 0.1 to 0.3 kb long. What was unanticipated was the discovery that each V region gene as
it exists in the germline is incomplete and that recombination is necessary to assemble a complete V gene. For example, most murine ? chains have V regions 108
amino acids in length, but murine germline V? genes encode only about 95 of these. The remaining 13 amino acids are encoded by segments known as J regions that
lie upstream of the C region gene. An assembled V? gene thus results from recombination that joins one of many germline V? genes to one of five J? gene segments (
assembles a V region from three types of germline elements; between the residues encoded by germline VH and JH elements are interposed variable numbers of
amino acids—commonly from zero to eight residues—encoded by a diversity (D) region. The assembly of a complete heavy-chain V region occurs in two separate

heavy-chain gene.
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FIG. 2. V assembly recombination. A: In the ? locus, a single recombination event joins a germline V? region with one of the J? segments. B: In the heavy
immunoglobulin locus, an initial recombination joins a D segment to a J segment. A second recombination completes the V assembly by joining a VH segment to
D-JH.

How Recombination Contributes to Diversity

The V assembly recombination contributes in two significant ways to the diversity of antigen-binding specificities. First, because there are multiple germline V regions
and multiple D and J regions, the number of possible combinations of VL, JL, VH, DH, and JH is the multiplication product of the numbers of each of these five classes
of germline sequence elements. This repertoire is vastly larger than could be achieved by devoting the same total lengths of DNA sequence to preassembled V
regions. A second factor that increases diversity was recognized from comparisons of nucleotide sequences of various myeloma genes to their germline precursors.
shows that the myeloma gene matches the germline precursor through the second nucleotide of codon 95; the V-J recombination junction clearly occurs at this point,
inasmuch as sequence beyond this position in the myeloma gene clearly derives from J?1. Similar analyses of other myelomas reveal that the recombination junctions
of the affected codons. Heavy-chain V regions exhibit this flexibility at both V-D and D-J junctions. In addition, many heavy-chain V-D-J junctions (and a smaller
percentage of light-chain V-J junctions) contain insertions of a few extra nucleotides not present in the germline precursors; the mechanism of these
insertions—known as N regions—is discussed later in this chapter. Of significance is that the three-dimensional structure of immunoglobulins established from x-ray
crystallography reveals that both the VL-JL junction and the VH-DH-JH junction form CDR3 loops that can contact antigen; thus this junctional diversity is functionality

relevant for diversifying antigen binding. The important role of D junctional amino acids for antigen binding has been verified by mutational analysis ().
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FIG. 3. V?-J? recombination at single-base resolution. A: The sequence of the recombined MOPC41 ? gene around the V-J junction is shown ( center) with the
sequences of the two germline precursors (V?41 and J?1) shown above and below. The germline origins of the recombined gene are indicated by the vertical lines
and the shading of the V-derived sequence. B: The consequences of joining the same germline sequences (from part A) at four different positions are shown. Of the
four alternative recombination products illustrated, the top one is that actually found in MOPC41. The second example has a single nucleotide difference but no
change in encoded amino acid sequence. The third and fourth alternatives yield arginine or proline at position 96; both of these amino acids have been found at this
position in sequenced murine ? chains.



When the “flexibility” of the position of recombination was initially discovered, it was hard to understand how the germline elements could be joined with such
variability and yet maintain the correct triplet reading frame between V and J. (An out-of-frame recombination would cause the entire C region to be read in a

nonsense reading frame, and so the gene would be nonfunctional.) It soon became clear, however, that many assembled V genes could be found with out-of-frame

recombination junctions ( 2). Indeed, in unselected V-J recombinations, the frequency of in-frame junctions is about 1/3, just as predicted for a recombination

mechanism insensitive to reading frame. In myelomas with rearrangements on both allelic copies of an immunoglobulin gene locus, the unexpressed recombination is
generally out-of-frame, or “nonproductive.” For heavy-chain V-D-J recombination, it is theoretically possible to retain the correct reading frame between V and J while
allowing the interposed D region segments to be used in all three reading frames. In murine heavy chains, however, only a single D region reading frame is generally
found, and several mechanisms prevent expression of antibodies with D regions in the other two reading frames ( °). In human antibodies, this intense selection
against variant reading frames is not found ( ), which allows for additional sequence diversity. The generation of V region diversity in the three—lg gene loci (heavy, ?,
and ?) is considered in more detail in a later section.

Recombination Signal Elements

Analysis of DNA sequences flanking the germline V, D, and J region sequences revealed two conserved sequence elements that have subsequently been shown to

example, in the ? locus, the consensus heptamer CACTGTG occurs 5' of the J? coding sequences, and its (reverse) complement CACAGTG appears 3' to V? coding
sequences. The consensus nonamer GGTTTTTGT appears about 23 nucleotides 5' of the J? heptamer, and its complement ACAAAAACC appears about 12

have been shown to be critical in the recombination, serving as recognition sequences for the recombination activating gene (RAG) products RAG1 and RAG2, as
discussed later in this chapter. Similar RSSs are present flanking light and heavy-chain Ig genes throughout phylogeny, as well as in T-cell receptor genes (see

significant. Recombination apparently occurs almost exclusively between one coding sequence associated with an approximately 12-bp spacer and another coding
sequence with an approximately 23-bp spacer, a requirement referred to as the 12/23 rule. This requirement may serve to prevent futile recombinations, such as
between two V? or two J? gene segments. Although the heptamer and nonamer are the primary elements necessary for V(D)J recombination, a computerized

alignment of several hundred spacer sequences has detected some preferred nucleotides at specific positions ( %), and different spacer sequences can affect
recombination frequency ( ?).
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FIG. 4. Conserved elements flank germline V, D, and J region genes. Conserved heptamer and nonamer recombination signal sequences (RSSs) lie adjacent to V, D,
and J coding sequences and are important for targeting V(D)J recombination. The heptamer and nonamer elements are separated by spacer regions of about 12 bp
(illustrated by thin lines) or 23 bp ( thick lines). Depending on the locus, V regions may be flanked by 12- or 23-bp RSSs; a similar situation exists for J regions.
However, one of each type of element must be present for recombination to occur; this requirement prevents futile recombination events (e.g., J to J).

THE THREE IMMUNOGLOBULIN GENE LOCI
This section presents an overview of the three Ig loci: heavy chain, ?, and ?. The V regions of these loci are described in a later section on germline diversity.
Heavy-Chain Genes

Genomic clones encoding CH genes were obtained in the early 1980s by screening genomic DNA libraries with cDNA probes derived from myeloma mRNA. One
striking characteristic of CH genes is that the approximately 100 to 110 amino acid domains—identified by internal homologies of amino acid sequences and by
three-dimensional structural analysis (x-ray crystallography)—are encoded as intact exons, separated from other domain segments by introns of approximately 0.1 to
0.3 kb. Thus, for example, the murine ?2b protein has three major domains (CH1, CH2, and CH3) with a small hinge domain between CH1 and CH2. The gene
structure may be summarized as follows:

CH1 —intron—hinge—intron— CH2 —intron— CH3
(292) (314) (64) (106) (328) (119) (322)

where the numbers in parentheses represent the number of nucleotides in each segment. As an interesting contrast, the hinge region of the a gene is encoded
contiguously with the CH2 domain with no intervening intron, whereas the unusually long human ?3 hinge is encoded by three or four hinge exons. Sequence
analyses of genomic CH genes have led to speculations that the evolutionary history of heavy-chain genes may have included mutations that created or destroyed
RNA splice sites and thereby converted portions of intron sequence into exon and vice versa. For example, the sequence of the intron 5' to the hinge of the murine

?2b gene shows a surprising degree of similarity with the sequence of CH1; this observation led to the speculation ( +) that the hinge exon may have originated from
a full lg domain that became foreshortened either by the destruction of the RNA splice site at the 5' end of the domain or the creation of a new splice site within the
domain.

About 7 kb upstream from the murine Cpu gene lies a cluster of four JH segments (six JH segments in human) that participate in V-D-J recombination. Further
upstream lie 13 D segments (about 27 in human) and beyond them the VH regions. V and D regions are described later in this chapter in the section on V region
diversity.

In the development of a B lymphocyte, the cell initially produces IgM with a binding specificity determined by the productively rearranged VH and VL regions.
Subsequently, the progeny cells deriving from that B cell synthesize antibodies with the same light- and heavy-chain V regions; however, they generally switch the

isotype of the heavy chain to immunoglobulins G, A, or E (IgG, IgA, or IgE). Early evidence for this developmental scheme included the isotype switch seen during the

course of an immune response and in vivo ablation studies that suggested that IgM-producing cells are the precursors of IgG producers ( ). Many laboratories have

subsequently found that IgM-producing resting B cells isolated from mouse spleen or human peripheral blood can be induced to switch isotype expression in vitro by
appropriate culture conditions, including specific cytokines. The molecular mechanism by which one part of a protein can change while another part remains
unchanged has generated considerable interest.

Several groups demonstrated that active rearranged a, ?2b, and ?1 genes isolated from myelomas expressing the respective heavy chains contain—between their V
and C regions—DNA sequence derived from the DNA upstream of the germline Cu gene, including one or more JH sequences. These observations led to the model
that the VH region rearranges initially to a position 5' to the Cu gene (leading to IgM production). Then, when a cell expresses a new isotype, a recombination event

Isotype switch recombination [also called class switch recombination (CSR)] is discussed later in this chapter.
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FIG. 5. Deletional isotype switch recombination. The expression of “downstream” heavy-chain genes is accomplished by a recombination event that replaces the Cp
gene with the appropriate heavy-chain C gene (Ce in the figure), deleting the DNA between the recombination breakpoints.

Membrane Versus Secreted Immunoglobulin Studies of heavy Ig gene and cDNA structure have provided an explanation for the alternative membrane and
secreted forms of the heavy chain. As noted earlier, the membrane-bound forms of Ig heavy chains are slightly larger than the secreted forms owing to an additional
C-terminal hydrophobic segment that anchors the protein in membrane lipids. In the case of the p chain, the membrane and secreted forms are products of two
different mMRNAs of 2.7 and 2.4 kb, which can be separated by gel electrophoresis. Sequence comparisons between a genomic p clone and pu cDNA clones
corresponding to these two RNA species demonstrated that the two RNAs represent transcripts of the identical gene that have been spliced differently at their 3' or
domain of the 4 gene, whereas in the membrane mRNA (um), the sequence following CH4 derives from two exons (M1 and M2) about 2 kb further 3'. These
membrane exons encode 41 residues, including a stretch of 26 uncharged residues that span the membrane to fix the Ig to the cell surface. The same general gene
structure has been found for the other CH genes, which suggests that the differential splicing mechanism accounts for the two forms of Ig of all isotypes.
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FIG. 6. Two RNAs generated from the p gene by alternative processing. The exons of the p gene ( black rectangles) are illustrated ( top) in an expressed, rearranged
K gene. A primary transcript that includes all the exons present in the DNA can be processed as shown to yield either us RNA [containing a C-terminal “secreted” (S)
sequence] or um RNA [containing the two membrane (M) exons].

Early B cells make roughly similar quantities of both um and ps, whereas maturation to the plasma cell stage is associated with strong predominance of us production,
which is consistent with the function of such cells in generating the pool of circulating immunoglobulin. The balance betwee